ANALYSIS OF IMPINGING WALL EFFECTS ON HYDROGEN NON-PREMIXED FLAME
K.K.J.Ranga Dinesh
[image: image1.wmf]1

, X. Jiang
[image: image2.wmf]1

, J.A. van Oijen
[image: image3.wmf]2



[image: image4.wmf]1

Engineering Department, Lancaster University, Lancaster, Lancashire LA1 4YR, UK.

2Combustion Technology, Department of Mechanical Engineering, Eindhoven University of Technology, Eindhoven, The Netherlands.
Corresponding Author: K.K.J.Ranga Dinesh, Engineering Department, Lancaster University, Lancaster, Lancashire LA1 4YR, UK.
Email: ranga.dinesh@lancaster.ac.uk

Tel: +44 (0) 1524 594578
Revised Manuscript prepared for the Journal of Combustion Science and Technology 

January 2012
Abstract

Investigations of the flame-vortex and flame-wall interactions have been performed for hydrogen impinging non-premixed flame at a Reynolds number of 2000 and a nozzle-to-plate distance of 4 jet diameters by direct numerical simulation (DNS) and flamelet generated manifold (FGM) based on detailed chemical kinetics. The results presented in this study were obtained from simulations using a uniform Cartesian grid with 
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 points. The spatial discretisation was carried out using a sixth-order accurate compact finite difference scheme and the discretised equations were advanced using a third-order accurate fully explicit compact-storage Runge-Kutta scheme. Results show that the inner vortical structures dominate the mixing of the primary jet for the non-buoyant case while outer vortical structures dominate over the inner vortical structures in the flow fields of the buoyant cases. The formation of vortical structures due to buoyancy has a direct impact on the flow patterns in both the primary and wall jet streams, which in turn affects the flame temperature and the near-wall heat transfer. It has been found that the buoyancy instability plays a key role in the formation of the much wider and higher value wall heat flux compared with the nonbuoyant case while external perturbation does not paly a significant role.  The computational results show an increased wall heat flux with the presence of buoyancy. 
Key Words: DNS, Buoyancy, Hydrogen combustion, Impinging jet, Wall heat flux
1. Introduction
Near-wall reacting flow as a research topic has gained an increasing amount of attention in recent years due to its importance in the design of combustion equipment such as combustion engines, gas turbine combustors and other industrial processors (Fritz et al. 2004, Gruber et al. 2010, Pitsch, 2010).  Near-wall combustion affects many essential aspects of engine performance such as fuel consumption, pollutant formation and life span of the combustor. A better understanding of the near-wall combustion would directly benefit the developments of new clean combustion technologies and predictive combustion models that are essential to provide design guidelines. Various experimental investigations have been performed to understand the near-wall combustion by insulating the engine walls. For example, Blint et al. (1982) conducted experimental work on flame-wall interface and Ezekoye et al. (1992) studied the temperature effects on wall heat transfer during unsteady flame quenching. Enomoto (2002) studied the sidewall quenching of laminar premixed flames while Foucher et al. (2003) carried out flame-wall interaction on laminar flat methane-air flames. Later, Bellenoue et al. (2004) also obtained direct measurements of laminar flame quenching distance in a closed vessel. However, it remains a massive challenge to experimentally obtain the flow details in the thin near-wall region. 
Continuous and rapid development of computational hardware and software tools help to play a major role in virtually every field of science and engineering.  In particular computational modelling is now an essential part of combustion research both in large and small scales (Westbook et al. 2005). Particularly direct numerical simulation (DNS) has emerged as the most promising technical tool to fundamentally simulate turbulent combustion problems, in which all relevant continuum scales are resolved which can be used to investigate complex scientific and technological problems, and help model developments for large eddy simulation and Reynolds-averaged Navier-Stokes modelling techniques. 
Historically, most DNS flame analyses have been based on simple chemistry to reduce the computational costs, while the continuous growth in computing power has been tremendously helpful in incorporating detailed combustion chemistry and large scale DNS in computational combustion. Early attempt at DNS of combustion made extensive simplifications and solved the equations in one or two-dimensional form (Anderson et al. 1999, Anderson and Mahalingam, 2000).  Particularly, Westbrook et al. (1981) performed one-dimensional computation of laminar flame wall quenching while Hocks et al. (1981) performed one-dimensional calculations of flame quenching in front of a cold wall. Popp and Baum (1997) also carried out one-dimensional DNS on head-on quenching of a laminar methane flame and discussed the uncertainties of wall heat flux measurements at high wall temperature.  Dabireau et al. (2003) reported one-dimensional flame computation of 
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 interacting with an inert wall for both premixed and diffusion flames. 
Investigations on two-dimensional (2D) DNS of flame-wall interactions with one-step chemical kinetics and small physical domains have been reported in the literature. For example, Poinsot et al. (1993) performed 2D DNS of head-on quenching (HOQ) in a pseudo-turbulent reactive boundary layer while Bruneaux et al. (1996) performed three-dimensional HOQ of premixed propagating flame in constant density turbulent channel flow. However, since most combustion problems are three-dimensional (3D) in nature and two-dimensional/axisymmetric simulations only capture the azimuthal vorticity and exclude the streamwise vorticity development, it is important to consider full 3D simulations to capture essential flow characteristics. Three-dimensional effects in flames can often be triggered by small perturbations existing in the combusting flame surroundings and lead to toroidal-like vortices in the flow field, vastly changing the vortex dynamics and flame behaviour. Alshaalan and Rutland (2002) performed 3D DNS of sidewall quenching for v-shaped premixed flame and very recently Gruber et al. (2010) studied turbulent flame-wall interaction using 3D DNS and detailed chemical kinetics. 
Widespread concern regarding global warming has initiated numerous studies of solutions to reduce greenhouse gases from power generation and transportation.  In this context, hydrogen as an energy carrier may play a significant role for the future clean energy strategy (Marban and Valdes-Solfs, 2007). Hydrogen may be recovered from biomass and other renewable resources, or even from nuclear processes. It can also be generated from fossil fuels such as natural gas, biogas, or other sources of primary energy. Depending on the development of its production technology, hydrogen may be available in virtually infinite supply. As a means of energy conversion, hydrogen combustion has gained an increased interest in recent years because of its importance in future clean energy strategy, where new emerging techniques require detailed understanding of the combustion phenomena. Hydrogen as a fuel is unique because of its simple oxidation kinetics, very large mass diffusivity and low molecular weight. Importantly, all chemical reactions that consume molecular hydrogen produce atomic hydrogen which is an extremely reactive and diffusive species. It is also well known that the chemistry of hydrogen combustion is simpler than the chemistry of combustion of other fuels, which may provide an advantage for combustion control. From a mathematical point of view, hydrogen combustion needs no more than six global chemical steps (Williams, 2008). There are still uncertainties in the values of rate parameters of elementary steps of hydrogen mechanisms (Konnov, 2008), but those uncertainties are less for hydrogen than for other fuels.  There are different hydrogen-oxygen kinetic mechanisms in the literature. Westbrook and Dryer (1984) reviewed the chemical kinetic modelling of high temperature hydrogen oxidation with emphasis on the hierarchical structure of reaction mechanisms for complex fuels. Saxena and Williams (2006) tested a detailed and reduced chemical kinetic mechanisms for hydrogen combustion and Williams (2008) further extended the work for hydrogen auto-ignition. 

In the context of near-wall hydrogen combustion, the study of reacting impinging jet is of particular interests. Despite having a relatively simple geometry, impinging reacting jets offer great value in the study of fundamental physical concepts such as flame-wall interactions, wall boundary layers, wall heat transfer, large and small scale vortices and intermittency etc. (Houf and Schefer, 2007; Schefer, 2003). Because of the wealthy flow phenomena involved and the geometric simplicity, impinging flames can be a benchmark for the development and validation of near-wall models. For example, a buoyancy-driven impinging flame is one such example which can be used as a benchmark problem for near-wall reacting flows. Buoyancy-driven flames exhibit periodic vortex shedding which is often referred to as flickering, which may subject to various other instabilities including the shear instability that can be independent to the buoyancy instability. Buoyancy instability normally leads to the formation of outer vortical structures and shear instability leads to the formation of inner vortical structures, while impinging walls can also modify the vortex topology significantly in impinging jet flames. 

The introduction of hydrogen as a fuel in impinging flames needs careful attention due to its high diffusivity and flame-wall interaction. In addition, the physical mechanisms controlling near-wall combustion and related wall heat fluxes have not been completely understood because of experimental challenges to obtain reliable and quantitatively accurate results in the vicinity of the solid surface. Although much research has been carried out on hydrogen combustion, in-depth knowledge on the buoyancy effects on flame-wall interaction in an impinging configuration has not been available.  Furthermore, it appears that no previous work was carried out to investigate the near-wall heat transfer for hydrogen non-premixed impinging jet flames using DNS and detailed chemistry. Therefore the present paper reports numerical simulations in combination with flamelet generated manifold chemistry to study flame-vortex interaction, flame-wall interaction through the calculation of wall-heat fluxes with and without buoyancy to provide more physical insight into flame-wall interaction of hydrogen combustion. The detailed chemical kinetics have been employed through the flamelet-generated manifold (FGM) method (van Oijen and Goey, 2000), which not only uses complex chemistry, but also takes the most important transport processes into account. This remainder of the paper is organised as follows: the DNS governing equations are presented in section 2. The detailed chemistry and FGM approach are discussed in section 3. The numerical methods in the DNS code used to perform the present simulations are presented in section 4. Results from the DNS are presented in section 5. Finally conclusions and future directions are summarised in section 6.
2. DNS Governing Equations 
The governing equations for the reacting flow field are based on fundamental laws of conservation. The conservation equations for mass, momentum, energy, mixture fraction and transport equation for the progress variable in their dimensional form can be given as: 
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In Equations (1-6), 
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 stands for time, 
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 is the velocity components in the 
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 stands for total energy per unit mass, 
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 stands for pressure, 
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 stands for heat conductivity, 
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 stands for specific heat at constant pressure, 
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 stands for dynamic viscosity,
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 is the ratio of specific heats, 
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 is the source term of the progress variable,  
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 is the density, subscript 
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 stands for the ambient respectively. Here the superscript * stands for dimensional quantities. In the governing equations, the contribution from the hydrostatic pressure has been omitted since it is negligible.
Viscous effects are represented by stress tensor 
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. Considering the unity Lewis number assumption, the heat flux is given by
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with 
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 representing heat conductivity. In general, the transport coefficients are complicated functions of temperature and chemical composition of the mixture. In the FGM approach, the transport coefficients 
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 are stored in the FGM data table. The diffusion coefficient for 
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where 
[image: image34.wmf]*
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C

 is the specific heat capacity at constant pressure. 

Therefore Equations (4) and (5) can be re-arranged as:
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In this study, the governing equations are solved in terms of their non-dimensional form in order to facilitate the analysis of the reacting flow physics. A set of dimensionless variables are defined in terms of the dimensional counterparts by the relations given in table 1, where the superscript * for the reference quantities with subscript 0 has been omitted for brevity.  

Table 1

Definition of dimensionless variables 

	Time                                        Spatial coordinates                             Velocity
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Density                                    Pressure                                              Temperature 
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	Internal Energy                           Viscosity                                       Thermal Conductivity
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Gravity                             Specific Heat Capacity      Source term of the progress variable
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	Reynolds number                       Prandtl number                                   Froude number
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Major reference quantities used in the normalisation are 
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jet nozzle diameter of the impinging jet, 
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the maximum velocity of the fuel jet at the source on the inlet plane, 
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g=9.81ms

, 
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T-

the ambient temperature, 
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ρ-

fuel density at ambient temperature, 
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μ-

fuel viscosity at ambient temperature, 
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λ-

fuel thermal conductivity at ambient temperature and 
[image: image50.wmf]p0

C-

fuel specific heat at constant pressure at ambient temperature. 

According to the aforementioned reference quantities, the final normalised governing equations can be written as follows:
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Here 
[image: image57.wmf]M, Pr, Fr

 and 
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 represent Mach number, Prandtl number, Froude number and Reynolds number respectively.
3. Chemistry and flamelet-generated manifolds (FGM)

The flame chemistry must be realistically represented in order to accurately predict the chemical heat release and the concentrations of the chemical species of the hydrogen combustion. However, it is computationally expensive to incorporate a detailed chemical mechanism into direct numerical simulation due to the large computer memory and CPU requirements.  Therefore several reduction chemistry mechanisms have been developed and applied for large scale numerical calculations. For example, the systematic reduction technique (Peters, 1991), the intrinsic low dimensional manifolds technique (Maas and Pope, 1994), and the computational singular perturbation method (Massias et al., 1999), have been applied as reduced chemistry mechanisms for numerical simulations. However, these reduction techniques mainly developed using chemistry only and do not take the transport process into account.  This can be identified as a drawback particularly in low temperature regions of the flame where both chemistry and transport are important (Eggels and de Goey, 1995).  In this work, the flame chemistry of 
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 combustion is represented by the database of flamelet-generated manifold (FGM) technique developed by van Oijen and de Goey (2000), which accounts for both chemical and transport processes while sharing the laminar flamelet concept developed by Peters (2000).  In this way, the 
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chemically reacting flow is computed without incurring significant computational expenses due to the flame chemistry.
In the present study, the FGM database has been generated for the 
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 system based on counter-flow non-premixed flamelets. The flamelets have been computed by using detailed chemistry (Davis et al. 2005) and transport models, but with unity Lewis number assumption. The mass fraction of 
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  is selected as the progress variable. The database contains the variables as a function of the mixture fraction 
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 and the progress variable 
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 such that (the superscript * for all these dimensional quantities has been dropped for brevity):
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In the above equations, 
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 stand for gas constant and enthalpy. The flame temperature is obtained by linearising the enthalpy around the state on the manifold, which leads to an explicit expression. The calorific equation of state reads
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with
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Since heat capacity 
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C

 is in general not a constant, but a function of temperature and mixture composition, the temperature 
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 has to be determined in an iterative way. To simplify this, the enthalpy 
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 is linearised around the state on the manifold such that
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Substitution into Equation (23) gives 
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It leads to an explicit expression for temperature:
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The heat capacity 
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 and the term 
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 are stored in the FGM table. 

Figure 1 shows the non-premixed manifolds, which result from the one-dimensional flamelet calculations and which serve as the input for the 3D DNS for variables: source term of the progress variable 
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, ratio of specific heats 
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, specific heat at constant pressure 
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, variable 
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, viscosity 
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 and thermal conductivity 
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 as a function of equidistant mixture fraction (PSI) and progress variable (PV).  The resolution of the manifolds is 301 points in the mixture fraction direction and 101 points in the progress variable direction. The points in mixture fraction direction are distributed equidistantly in PSI space where PSI = Z / [Z + a(1-Z)] with a = Zst / (1 – Zst). This results in a high resolution in the region with the highest activity near Z = Zst = 0.028. Bilinear interpolation is employed when this manifold is accessed in the DNS calculation to return values of above noted dependent variables for the local values of mixture fraction and progress variable.  

4. Numerical Approach 

4.1 Discretisation 

In the present work, a non-premixed hydrogen impinging jet has been simulated using DNS with the flame chemistry represented by the tabulated FGM approach. Three-dimensional time dependent Navier-Stokes equations in the Cartesian coordinate system have been solved in their non-dimensional form. The computational domain employed has a size of four jet nozzle diameters in the streamwise direction and twelve jet nozzle diameters in the cross-streamwise direction. The results presented in this study were performed using a uniform Cartesian grid with 
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 points resulting approximately 72 million nodes. The Reynolds number used was 
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 based on the inlet reference quantities. The Prandtl number 
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 vary according to the FGM table.

The discretisation of the governing equations includes the high-order numerical schemes for both spatial discretisation and time advancement. The spatial derivates in all three directions are solved using a sixth-order accurate compact (Padé) finite difference scheme (Lele, 1992). The finite difference scheme allows flexibility in the specification of boundary conditions for minimal loss of accuracy relative to spectral methods. The scheme achieves sixth-order accuracy at inner points, fourth-order next to the boundary points, and third-order at the boundary. The Padé 3/4/6 scheme is arranged in a way that the sixth-order accuracy is achieved by a compact finite differencing. For a general variable 
[image: image92.wmf]i

f

 at grid point 
[image: image93.wmf]i
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direction, the first and second derivatives can be written in the following form:
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In Equations (28)-(29), 
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 is the cell size in the 
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direction and cell sizes are uniform in all three directions. Further details of the Padé 3/4/6 scheme can be found in the reference (Lele, 1992).  Solutions for the spatial discretised equations are obtained by solving the tridiagonal system of equations. The spatial discretised equations are advanced in time using a fully explicit low-storage third-order Runge-Kutta scheme (Williamson, 1980). The time step was limited by the Courant number for stability and a chemical restraint.

4.2 Grid resolution and boundary conditions 

The computational domain contains an inlet and impinging wall boundaries in the streamwise direction where the buoyancy force is acting. Figure 2 shows the geometry of the impinging configuration considered here which employed a domain of 
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 in the cross streamwise directions. At the inflow, the flow was specified using the Navier-Stokes characteristic boundary conditions by Poinsot and Lele (1992) with the temperature treated as a soft variable (temperature was allowed to flunctuate according to the characteristic waves at the boundary). At the inlet, the mean streamwise velocity was specified using a hyperbolic tangent profile 
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 stands for the radial direction of the round jet, originating from the centre of the inlet domain 
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 and the initial momentum thickness 
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 was chosen to be 10% of the jet radius. The flow field, mixture fraction and progress variable inside the domain are initialised with the inlet conditions. For the present spatial simulations, initial conditions are not of importance after the initial transient stage. External unsteady disturbances were artificially added for all three velocity component at the inlet in a sinusoidal form given as  
[image: image106.wmf]0

u=v=w=Asin(2

πft)

¢¢¢

, which were added to the mean velocity profile. Here we assigned the value 
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 and the non-dimensional frequency of the unsteady disturbance
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. In this study, the relatively large disturbance was used to enhance the development of instability in the computational domain, which is rather small in the streamwise direction, while the frequency of the perturbation was chosen to trigger the unstable mode of the jet.
In order to simplify the analysis, an idealised wall boundary condition was considered in the simulations performed. The non-slip wall boundary condition is applied at the solid wall, which is assumed to be at the ambient temperature and impermeable to mass. At the impinging wall boundary, the mixture fraction of species other than combustion products is assumed to be zero-gradient corresponding to the impermeability, while the progress variable for chemistry is taken as zero at the wall boundary corresponding to the existence of the non-reactive wall since surface chemistry was not considered. However, to further analyse the wall boundary conditions especially for the reaction progress variable, we intend to use FGM employing a modified source term of the progress variable as a function of mixture fraction, progress variable and enthalpy to account for possible wall heat losses in future studies. This will address the effect of heat loss on the source term as this effect can be important for the calculation of the heat fluxes through the wall at more realistic conditions.   

5. Results and Discussion 

In the present section results from DNS of hydrogen impinging jet flame are presented. The problem investigated involves three different cases: Case A: a non-buoyant case with Froude number = infinity, with 5% inlet disturbance for the three velocity components; Case B: a buoyant case with Froude number = 1.0, with the inlet undisturbed; and Case C: another buoyant case with Froude number = 1.0, with 5% inlet disturbance for the three velocity components. Three-dimensional flame structures for the three cases are firstly described which shows the effects of buoyancy and external perturbation on the hydrogen impinging flame. Various instantaneous results are then presented to highlight the formation of inner and outer vortical structures of the primary jet stream, as well as the effects of buoyancy on flame-vortex interaction, and flame-wall interaction through the calculation of wall heat fluxes, which constitute the primary focus of this study. 

The instantaneous 3D flame temperatures of cases A, B and C at t=12 and t=16 are shown in Figure 3. The considered iso-surface value for all three cases is the non-dimensional flame temperature of T= 8.4 which corresponds to a dimensional value of T*=2460K.  The 3D iso-surfaces of flame temperature indicate that the flame defects from the wall and then spreads along the surface of the wall. What is not obvious in figure 3 (but shown in subsequent graphs such as figures 6 and 7) is that there is a non-reacting zone inside the jet where the temperature remains at the ambient value because of the unmixedness of the fuel with its ambient. The effect of buoyancy on the 3D flame is clearly visible in figure 3, causing a marked difference in the axial and radial extent of the flame with the presence of buoyancy. 
Figures 4 and 5 shows the scattered temperature data plotted versus mixture fraction at two axial locations x=1 (a1, b1, c1) and x=3.5 (a2, b2, c2) for cases A, B and C respectively. It should be emphasised that these profiles are shown as guides for the temperature of burnt mixtures with implications on the relevance of flamelet generated manifold to the hydrogen impinging jet considered here. Since scattered temperature results provide important details about flame dynamics, it is worth to analyse the plots with and without buoyancy. As seen in figures 4(a1) and 5(a1), the scattered temperature in the absence of buoyancy shows fewer high temperature points at the first axial location x=1. However, the temperature scattered data is widened at further downstream axial location x=3.5 for the same non-buoyant case (figures 4(a2) and 5 (a2)). As shown in figures 4(b1)-(c1) and 5(b1)-(c1), both undisturbed and disturbed buoyant cases display similar scattered temperature data at the first axial location, x=1. Scattered temperature is almost unaffected by external perturbations at both axial locations. The only difference occurs that few more high temperature scattered data points appear in the buoyant case with external perturbation. Furthermore, the scattered temperature for the buoyant cases at the second downstream axial location (x=3.5) also follows similar behaviour as the first location, but the results contain more high temperature plots as a result of a wider flame due to the effects of buoyancy. Focusing on a small band of mixture fractions around stoichiometry, figures 4(a2, b2, c2) and 5(a2, b2, c2) show that the temperature is scattered over a range stretching at fully burnt limits. The large majority of fluid samples detected at the second axial location (x=3.5) are fully burnt with little or no sign of localised extinction. However, the proportion of data points away from the fully burnt limits indicates the presence of unburnt or partially burnt mixtures. It is important to note that present calculations were performed considering unity Lewis number, which prevents the preferential diffusion effects. 
The maximum flame temperature is important as for a practical hydrogen flame the temperature may vary from room temperature to over 2000K. Barlow and Carter (1994; 1996) made an extensive database for the hydrogen nonpremixed flame with a jet Reynolds number of 10,000. The peak scattered temperature for all DNS cases in this flame is about 8.9 which is approximately 2600K occurring slightly to the lean side of stoichiometric mixture fraction (Z = Zst = 0.028).  The experimental data exhibited a peak temperature of approximately 2300K and therefore DNS results over-predicted the temperature compared to the experimental data, mainly because of the different flow conditions between the two studies and the turbulence-chemistry interaction at the higher Reynolds number. Furthermore, the mixture fraction in the FGM is based on a non-reactive scalar with unity Lewis number, which may contribute to the over prediction of temperature and the shift in the mixture fraction where temperature has its maximum value. In addition, neglecting heat losses due to radiation in present DNS might also lead to the discrepancy between the maximum flame temperature comparisons. Therefore the inclusion of non-unity Lewis number effects to account for preferential diffusion and radiation effects are likely to be important steps for the DNS of hydrogen combustion. However, the latter may represent a computational challenge due to the excessive amount of calculations involved.

Figures 6 and 7 show the instantaneous mixture fraction, progress variable and flame temperature distributions of cases A, B and C at t=12, 16 respectively.  As seen in figures 6(a1,b1,c1) and 7(a1,b1,c1), the mixture fraction distributions show the development of inner vortical structures for the disturbed non-buoyant case and the formation of both inner and outer vortical structures for both the undisturbed and disturbed buoyant cases. As seen in figure 6(b1) the mixture fraction displays axisymmetric vortical structures for the undisturbed buoyant case while exhibit asymmetric vortical structures for the disturbed non-buoyant and buoyant cases due to the introduction of external disturbance (figures 6(a1,c1) and 7(a1,c1)).  It can be seen that the buoyancy has a direct impact on the vortex topology of the impinging jet. For the buoyant cases, the flow develops into large outer vortical structures in the primary jet stream, while vortical structures on the inner side of the primary jet stream are also visible. The progress variable distribution follows a similar trend, which displays the development of inner vortical structures for the disturbed non-buoyant case (figures 6(a2) and 7(a2)). In figures 6(b2, b3) and 7(b2, b3), it is evident that the strength of the inner vortical structures weakens for the buoyant cases, but the formation of large outer vortical structures dominates the flow field. It confirms that the development of the inner vortical structures arises as a consequence of the growth of the inertial shear instability, while the formation of the outer vortical structures is due to buoyancy effects. Also it is important to note that the progress variable displays more obvious inner vortical structures in the primary jet stream compared to the mixture fraction. In the wall jet stream, the buoyant cases display much larger spreading than the non-buoyant case, while the formation of a large head vortex ring in the wall jet stream can be observed in all three cases. The time evolution of the temperature distributions largely follows the mixture fraction behaviour, showing significant structural changes between the buoyant and non-buoyant cases. In figures 6 and 7, different cases exhibit different vortical structures, which evolve in the flow fields with time advancement. The asymmetric behaviour is apparent for the disturbed cases, while the flow remains symmetric without external perturbation.  

Figures 8-11 show the instantaneous 2D velocity vector field, cross-streamwise vorticity field, contour plots of wall heat flux and its value at z=6 on the wall for cases A, B, C at t=12 and 16.  The intention here is to demonstrate the correlation between vortex formation and maximum wall heat flux for the near-wall combustion of hydrogen. The 2D plots of cross-sectional instantaneous velocity vector and vorticity fields are shown in figures 8 and 9. Vortical structures enhance mixing of the fuel jet with the ambient fluid. Vortex dynamics can be understood by examining the vorticity distribution. Here the cross-streamwise vorticity 
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 is shown. As seen in both velocity and vorticity fields, the symmetry of the non-buoyant case is breaking and the asymmetric behaviour is propagating downstream. Because of the relatively low Reynolds number of the flow and small distance between the nozzle and impinging plate, the flow field is predominately laminar-like. The development of two rotating vortices in this cross section, i.e. the head vortex ring, can be seen at the wall jet for the non-buoyant case. Compared with the non-buoyant case, the buoyant without inlet disturbance case exhibits significantly different flow structure. The instantaneous vorticity fields show large differences in the shear layers of the primary jet and vortex formation in the wall jet. For the buoyant cases, it seems that vortical structures are formed in both the inner and outer sides of the primary jet stream and they dominate the entrainment process and thus affect the flow structure. The buoyancy instability leads to form large vortical structures, which are convected by the momentum of the primary jet stream as well as by the momentum of the secondary wall jet. The main reason for vorticity generation in the near-wall region is the external skin friction that acts on the thin layer of the fluid attached to the wall. The wall jet vortices move radially along the wall. The breakdown of vortices, which is due to strong vortex interactions involving the vorticity in different directions, is not obvious in this case because of the relatively low Reynolds number of the flow and small size of the computational domain. Compared with the undisturbed buoyant case, the disturbed buoyant case exhibits asymmetric behaviour of the primary jet and stronger vortical structures, because of the external perturbation applied at the jet nozzle exit. Having found the formation of vortical structures with different strengths in the near-wall region, the wall heat flux distribution and its maximum value can be understood. 

The instantaneous convective wall heat flux 
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where 
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 is the local gas thermal conductivity of the gaseous mixture, 
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 is the gas flame temperature, 
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 is the wall-normal direction, and the index 
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 designates wall quantities. Here the thermal conductivity is dependent on surface temperature and mixture concentration at the first grid point with its value assigned from the FGM table. Generally, the heat flux into the solid surface of the impinging jet is attributed to the hot products of combustion along the impinging wall downstream of the flame while the maximum wall heat flux mainly occurs due to the intense flame-wall interaction process in the area where the flame impinges onto the wall. It is known that the calculation of maximum wall heat flux is difficult in experiments because of the transient nature of flame-wall interaction. 
The instantaneous wall heat fluxes for all three cases are shown in figures 10 and 11. It is clearly visible from both figures that the buoyancy leads to larger amplitude and larger spatial variations of the wall heat flux. The introduction of buoyancy leads to a wider spatial distribution of the wall heat flux. However, it can be observed that the external perturbations play a minor role in the spatial distribution of the wall heat flux distributions. This is because the effects of perturbation may have died out in the wall jet stream region. The DNS results indicate that the flame approaching the wall is dominated by buoyancy.  The larger flame in the buoyant cases leads to higher maximum wall heat fluxes compared to the non-buoyant case. Furthermore, figures 10 and 11 reveal that maximum wall fluxes at t=12 and 16 for all three cases maintain close to each other despite small variations for the maximum wall heat fluxes for the two buoyant cases.  The instantaneous wall heat fluxes at both t=12 and 16 also show that the distributions of wall heat fluxes highly correspond to the near-wall vorticity distributions.  This behaviour has been also observed by the recent DNS study of premixed flame wall interaction carried out by Gruber et al. (2010). However, the corresponding maximum wall heat flux values are quite different between present DNS and work carried out by Gruber et al. (2010) because of differences in both spatial and temporal evolutions of the reaction zones.  The experimental data at low wall temperatures is quite well established (Ezekoye et al. 1992, Enomoto, 2002).  The present calculated maximum wall heat fluxes with low wall temperature (293K) show consistency with the experimental values of Ezekoye et al. (1992), but differences appear mainly because of the different level of buoyancy, nozzle to wall distance and heat release patterns of different fuels. It is also worth noting that inclusion of surface reactions in the calculation might increase the magnitude of the calculated wall heat flux in the numerical simulations. 

The time averaged wall heat flux distribution is shown in figure 12.  It is important to note that time averaged results for the disturbed cases show more symmetric distributions compared to their corresponding instantaneous wall heat fluxes. In the present flow configuration with relatively low Reynolds number (Re=2000), the wall heat flux is predominantly influenced by buoyancy. The time-averaged results for the three cases further revealed that different upstream flow patterns will lead to different heat release patterns in the downstream near-wall regions and thus form different wall heat flux distributions. It is important to note that the present calculation employed a constant ambient temperature at the wall (293K), and work is currently underway to employ more realistic wall temperature distributions (measured from a laboratory experiment) to derive correlations between upstream flow patterns and wall heat fluxes. In the meantime, it is expected that the wall heat flux distributions for fully turbulent flames will be more complex. The present investigation demonstrated a need for further investigation of near-wall combustion for hydrogen flames. Investigation on interactions between the flame and the wall along with coupling phenomena between wall and turbulence should provide more information on flame-wall interaction, which is of vital importance to safety considerations of the combustor. 
6. Conclusions 
Results have been presented from numerical simulations of hydrogen non-premixed impinging flame with flamelet generated manifold detailed chemistry, for investigating the vortex generation and flame-wall interactions.  In this study, external perturbations were used to trigger jet shear instabilities in two simulation cases while one buoyant case was simulated in the absence of external perturbations. The main reason for this was to investigate the vortical structures in the reacting flow field and wall heat flux distributions under the influence of buoyancy instability and the combination of buoyancy instability and jet convective shear instability which is triggered by the external perturbations. It has been found that the inner vortical structures dominate the mixing of the primary jet for the non-buoyant case while outer vortical structures dominate over the inner vortical structures in the flow fields of the buoyant cases. Vortical structures are found to be the dominant feature of the flows investigated. These vortical structures affect the distributions of mixture fraction, progress variable and hence the flame temperature, where the coupling effects have been accounted for through the flamelet calculation. It has been found that the buoyancy instability play a key role in the formation of a wider heat flux distribution on the wall while external perturbations only play a minor role in the distributions of the wall heat flux.  

The work represents an effort in fundamental understanding of the impinging wall effects on hydrogen non-premixed flames. More investigations on DNS of flame/wall interactions of hydrogen combustion will not only provide details about maximum wall heat flux distributions but also supply vital design guidelines for the next generation combustors for clean combustion bearing in mind that near-wall heat transfer determines the thermal loading of the combustor walls. The future DNS work will study the details of near-wall heat transfer including both the instantaneous and averaged wall heat fluxes as well as the effects of different wall boundary conditions, which will lead to the identification of flame/wall interactions of hydrogen non-premixed impinging flames in more realistic conditions. 
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Fig.1. Hydrogen-air non-premixed manifolds for (a) source term of the progress variable 
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Fig.2. Geometry of the impinging flame with dimensions of 4 jet diameters in the streamwise direction and 12 jet diameters in the cross-streamwise directions.
Fig.3. Instantaneous 3D iso-surfaces (iso-value=8.4) of the flame temperature of cases A, B and C at t=12 (a1, b1, c1) and t=16 (a2, b2, c2).
Fig.4. Scattered temperature data plotted against mixture fraction at axial locations of x=1 (a1, b1, c1) and x=3.5 (a2, b2, c2) for cases A, B and C at t=12.
Fig.5. Scattered temperature data plotted against mixture fraction at axial locations of x=1 (a1, b1, c1) and x=3.5 (a2, b2, c2) for cases A, B and C at t=16.
Fig.6. Instantaneous mixture fraction (a1, b1, c1), progress variable (a2, b2, c2) and temperature (a3, b3, c3) distributions of cases A, B and C at t=12.
Fig.7. Instantaneous mixture fraction (a1, b1, c1), progress variable (a2, b2, c2) and temperature (a3, b3, c3) distributions of cases A, B and C at t=16.
Fig.8. Instantaneous velocity vector (a1,b1, c1) and cross-streamwise vorticity (a2, b2, c2) for cases A, B and C at t=12.
Fig.9. Instantaneous velocity vector (a1,b1, c1) and cross-streamwise vorticity (a2, b2, c2) for cases A, B and C at t=16.
Fig.10. Contour plot of instantaneous wall heat flux (a1, b1, c1) and wall heat flux (a2, b2, c2) at z=6 on the wall for cases A, B and C at t=12.
Fig.11. Contour plot of instantaneous wall heat flux (a1, b1, c1) and wall heat flux (a2, b2, c2) at z=6 on the wall for cases A, B and C at t=16.
Fig.12. Time-averaged wall heat flux at z=6 on the wall for cases A, B and C.
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	Fig.1. Hydrogen-air non-premixed manifolds for (a) source term of the progress variable 
[image: image129.wmf]p

S

, (b) ratio of specific heats 
[image: image130.wmf]g

, (c) specific heat at constant pressure 
[image: image131.wmf]P

C

, (d) variable 
[image: image132.wmf]P

HCT

-

, (e) viscosity 
[image: image133.wmf]m

, (f) thermal conductivity 
[image: image134.wmf]l

.


	[image: image135.jpg](wall
distance)

Oxidizer

(nozzle diameter D)





	Fig.2. Geometry of the impinging flame with dimensions of 4 jet diameters in the streamwise direction and 12 jet diameters in the cross-streamwise directions.
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	Fig.3. Instantaneous 3D iso-surfaces (iso-value=8.4) of the flame temperature of cases A, B and C at t=12 (a1, b1, c1) and t=16 (a2, b2, c2).
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	Fig.4. Scattered temperature data plotted against mixture fraction at axial locations of x=1 (a1, b1, c1) and x=3.5 (a2, b2, c2) for cases A, B and C at t=12.
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	Fig.5. Scattered temperature data plotted against mixture fraction at axial locations of x=1 (a1, b1, c1) and x=3.5 (a2, b2, c2) for cases A, B and C at t=16.
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	Fig.6. Instantaneous mixture fraction (a1, b1, c1), progress variable (a2, b2, c2) and temperature (a3, b3, c3) distributions of cases A, B and C at t=12.
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	Fig.7. Instantaneous mixture fraction (a1, b1, c1), progress variable (a2, b2, c2) and temperature (a3, b3, c3) distributions of cases A, B and C at t=16.
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	Fig.8. Instantaneous velocity vector (a1,b1, c1) and cross-streamwise vorticity (a2, b2, c2) for cases A, B and C at t=12. 
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	Fig.9. Instantaneous velocity vector (a1,b1, c1) and cross-streamwise vorticity (a2, b2, c2) for cases A, B and C at t=16.


	[image: image184.jpg]y 80—y

. ~l

‘U'I
T




   [image: image185.wmf]y

W

a

l

l

h

e

a

t

f

l

u

x

4

6

8

0

5

0

1

0

0

1

5

0

2

0

0

m

a

x

i

m

u

m

w

a

l

l

h

e

a

t

f

l

u

x


                                (a1)                                                                    (a2)

[image: image186.jpg]o)

A

-

P e

T

1
2%, 5
N ED
890

g0
Aot e

// v

13
(2
&\

g
Sl

meh\)

0 "

A

/@»
‘8
%/ﬁ
N
‘3. )
©
° S
sy 10&0. 0
SV
o x_o\
)

M~

© <

r4



    [image: image187.wmf]y

W

a

l

l

h

e

a

t

f

l

u

x

4

6

8

0

5

0

1

0

0

1

5

0

2

0

0

m

a

x

i

m

u

m

w

a

l

l

h

e

a

t

f

l

u

x


                                 (b1)                                                                    (b2)

[image: image188.jpg]iy =
r ® ;ﬂ:§\\ﬁ\ ¢ \%
S N S0
=~/ I £ £ \o\ 2
F el |12l I3 NERRE
> Xy

A P @ o)

2l = =

Fie K, S/ 2] )8

’ \ Ny
©

&

&

%, 60—60 &
2 g S
IN\eyrloptoo———— & %
[ w'T%m/““?/ .
4 5 6 y 7 8



     [image: image189.wmf]y

W

a

l

l

h

e

a

t

f

l

u

x

4

6

8

0

5

0

1

0

0

1

5

0

2

0

0

m

a

x

i

m

u

m

w

a

l

l

h

e

a

t

f

l

u

x


                                 (c1)                                                                   (c2)

	Fig.10. Contour plot of instantaneous wall heat flux (a1, b1, c1) and wall heat flux (a2, b2, c2) at z=6 on the wall for cases A, B and C at t=12. 
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	Fig.11. Contour plot of instantaneous wall heat flux (a1, b1, c1) and wall heat flux (a2, b2, c2) at z=6 on the wall for cases A, B and C at t=16.
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	Fig.12. Time-averaged wall heat flux at z=6 on the wall for cases A, B and C.
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