An Evolutionary Cellular Program on the Solution of the Travelling Salesman Problem
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An evolutionary algorithm is described for solving instances of the Travelling Salesman Problem (TSP). The key point of the algorithm is the distribution of the population over a grid, being in that sense a sort of cellular automata, but having as rules of change an iteration of a genetic algorithm each time. This genetic algorithm operating in miniature just takes on account a subset of the whole population, using for that a given neighborhood relation, among several defined.

This work compares the behaviour of the algorithm against a genetic algorithm, for different program’s parameters. The set of benchmark instances of TSP was taken from the worldwide known collection TSPLIB.

1. Introduction

Resolution of problems can be seen as searching into a solutions’ space where it is needed to find the best one. When the problem is elementary, this can be done by using thorough analysis.

Unfortunately, many real-world problems are so large and difficult that these methods cannot be applied due their large storage or computational-time requirements.

Thus, it is a good approach designing algorithms which instead of searching an absolute optimum, will return, in a reasonable computing time, solutions that are quite close to the optimum. Such algorithms are called heuristics, and the program presented here certainly belong to this class of algorithms.

We discuss briefly about combinatorial optimisation on section 2 and in section 3 about the TSP, as a particular problem of this kind. In section 4 we consider evolutionary algorithms as heuristics to deal with this kind of problem, paying especial attention just to two of them: genetic algorithms and cellular automata. Section 5 is about the program we present here. Finally the experimental design and conclusions are presented in section 6.

2. Combinatorial Optimisation

An instance of a optimisation problem is a pair \((F, c)\), where \(F\) is any set, the domain of feasible points; and \(c\) is the function of costs, a mapping

\[
c : F \to \mathbb{R}^1
\]

(1)

The problem is to find an \(f \in F\) for which

\[
c(f) \geq c(y) \quad \forall y \in F
\]

(2)

such a point \(f\) is called a globally optimal solution to the given instance, or, when no confusion can arise, simply an optimal solution [?].
Optimisation problems can be classified in two categories: those with continuous variables, and those with discrete ones, which are called combinatorial.

In combinatorial problems we are looking for an object from a finite (or possibly countably infinite) set. This object is typically an integer, set, permutation or graph, instead of a real number as in the other kind of problems.

There are many types of optimisation problems, each one with characteristics that makes their resolution expensive in computing resources or not. According to this, there are problems more difficult to be solved than others. Actually, there is an important class of problems for which no efficient algorithm is known: the \(NP\)-complete problem class. This class has the following properties:

1. No \(NP\)-complete problem can be solved by any known polynomial algorithm.
2. If there is a polynomial algorithm for any \(NP\)-complete problem, then there are polynomial algorithms for all \(NP\)-complete problems [9], [11].

That is why it is so interesting trying to solve efficiently any specific problem of this class. And, as we show further, the Travelling Salesman Problem is one of them.

3. The Travelling Salesman Problem

The Travelling Saleman Problem (TSP) is one of the most known and representative of the class of \(NP\)-complete problems, which has been investigated profusely [2], [4], [7], [9], [11], [7], [22], [28], [32], [33], [34] and that is why it is eligible to test our evolutionary program. In TSP, the cost function \(c\) to optimise is the total distance of a travelling salesman’s tour, whose restrictions are to go through a set of cities, visiting only once each one of them, and returning to the first city visited. In an instance of the TSP we are given an integer \(n > 0\) and the distance between every pair of the \(n\) cities in the form of an \(n \times n\) matrix \([d_{ij}]\) (not necessarily symmetric). Being \(F\) the feasible domain composed by all cyclic permutations \(\pi\) on \(n\) objects, the cost \(c\) maps \(\pi\) to

\[
c = \sum_{j=1}^{n} d_{j, \pi(j)}
\]

where \(\pi(i)\) must be interpreted as the city visited after city \(i\) according to the permutation \(\pi\).

The computing time required to solve this problem grows exponentially because there are \(\frac{(n-1)!}{2}\) feasibles solutions in any instance of size \(n\) [4] and there is no polynomial algorithm to find the desired optimum. It is clear then that the enumerative way becomes nonviable to solve huge problems, and is essential the use of heuristics in these cases, and the evolutionary programming becomes an interesting option.

4. Evolutionary Algorithms

One class of heuristics is constituted by evolutionary programs. These are variants of the Holland’s genetic algorithm [10], which have been widely studied in the last years and have been used mainly as function optimizers [8], [16].

Researchers have performed several changes and additions to this algorithm, limiting their generality in exchange for improving their performance on the solution of the specific problem. Nevertheless, in spite of all of these modifications, always is preserved the primal Darwinian idea of evolution of the species. That is why they are called evolutionary programs, or evolutionary algorithms (EAs) [5], [18], [18], [32].

There is a huge diversity of evolutionary computational models that have been proposed and studied, some of them even before Holland’s work, and many authors agree in classify them in this category. EAs share a conceptual basis of simulation the individual structures’ evolution by means selection and reproduction processes, opposite to other optimisation methods, which work with just a single solution instead a population of them. The evolutionary process depends on the performance of the individual structures (fitness) into the environment where it belongs.

Specifically, EAs hold a structures’ population that evolves in accordance with certain rules of selection [1], [3], [7], [13], [20], [30], recombination [3], [4], [7], [13], [18], [27] and mutation [1], [3], [6], [7], [13], [17],
Each individual is evaluated and rated according to its fitness. Every individual of the population has a score, which is used in the selection process. This process focuses on well-adapted individuals, but also generally allows poorly adapted survive (with fewer probabilities). After that, recombination and mutation operate over the selected structures, generating new information, which could improve the solutions population.

We are concentrated in two specific families of algorithms belonging to this class. They are the genetic algorithms and the cellular automata.

4.1. Genetic Algorithms

On one hand, genetic algorithms (GA) have all of these evolutionary processes, and most of them include some modifications to the original Holland's algorithm. For example, with the inclusion of an elitist criterion, it is possible to preserve the best structure found in the current generation into the next one. The generation gap strategies preserve not only the best, but a big percentage of individuals, removing just the worse ones.

As it is easily inferable, not all the genetic algorithms' iterations will imply the same computational work. That is why many authors compare their results using the number of substitutions as measure instead of number of generations or computational time. Both measures do not depend on the computational work itself but on other factors, as the design of the algorithm or the hardware used.

In spite of being simple from a biological point of view, these algorithms are the sufficiently complex thing like providing robust and adaptive mechanisms search [18], [25]. Some of them (the genetic algorithms) have even been compared very favorably with respect to non-evolutionary methods, like statistical methods [21].

4.2. Cellular Automata

On the other hand, we have cellular automata (CA). These are discrete and dynamic systems whose behaviour is completely specified on terms of a local relationship. The cellular automata can be seen as a universe on miniature, where the space is represented as a uniform grid and each cell contain just an elementary data. Here, the time progresses on discrete steps [12], [26].

The laws of the universe are simple rules, local and uniform, which allows that each cell change of state according to the values of their neighbour cells. Thus, the relationship of neighbourhood plays a very important role in the dynamic system, because it allows the interaction and defines the information flow [24]. There are many shapes and sizes of neighborhood, and both characteristics affects the behavior of the automata, because they affect directly the information flow through the mesh. Some of these neighborhood are illustrated at Figure 1.

5. Cellular Genetic Algorithm

We present here a cellular genetic algorithm (CGA), called this way because it is a CA in which local laws are given by an iteration of a GA. Previ-
ously, other researchers have worked along this idea, [23], [31].

The population in each case is composed by the individuals belonging to the neighbourhood previously defined. The rule for the parents selection can be random or deterministic (but always depending on the fitness), because the size of the population is small enough to handle it. Nevertheless, this is still a stochastic algorithm, because the recombination and mutation are stochastic as well.

Because of the size of sub-populations, there is a quicker updating of the whole population. That is why other kinds of modifications to the GA perform better here, such as the use of elitism and elimination of repeated cells just in the moment of their creation.

It worth to be noted although, that those criteria are not absolutes anymore, because there are no more global interactions but just local. In that sense, it is impossible guarantee that the newly produced offspring does not exist anywhere into the grid but in the neighborhood knowing it is possible.

To evaluate appropriately the behaviour of CGA, it was subjected to several problems taken of the collection TSPLIB\(^1\). A comparison of these results against to those given by a typical genetic algorithm is performed, varying their input parameters.

The genetic algorithm chosen was the Whitley-Starkweather-Fuquay's [29] slightly modified. As a result, we took in account population size, maximum number of substitution, use of elitism, elimination of repeated cells in the neighbourhood and use of generation gap, haing as result an algorithm that we called TGA.

Additionally to those parameters, in our CGA we include in the study: type of neighbourhood used and synchronous or asynchronous updating of the grid.

The importance of changing values to these parameters lay in tuning the genetic search, because it affects both selective pressure and population diversity. As we comment in the following section, these two factors affect the performance of evolutionary algorithms.

6. Experiment and Conclusions

The experimentation is being performed using the evolutionary programs TGA and CGA varying the input parameters shown in Table 1.

<table>
<thead>
<tr>
<th>TGA</th>
<th>Cities file.tsp &gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>output_file &gt;</td>
</tr>
<tr>
<td></td>
<td>population_size &gt;</td>
</tr>
<tr>
<td></td>
<td>max.sustit &gt; &lt; elitism &gt;</td>
</tr>
<tr>
<td></td>
<td>No_re_offspring &gt; &lt; gap &gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CGA</th>
<th>Cities file.tsp &gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>output_file &gt; &lt; mesh_order &gt;</td>
</tr>
<tr>
<td></td>
<td>max.sustit &gt; &lt; elitism &gt;</td>
</tr>
<tr>
<td></td>
<td>No_re_offspring &gt; &lt; gap &gt;</td>
</tr>
<tr>
<td></td>
<td>neighborhood &gt; &lt; updating &gt;</td>
</tr>
</tbody>
</table>

Table 1: Parameters of the algorithms

The experimental values of test for the indicated input parameters vary as is specified in Table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cities file</td>
<td>From TSPLIB</td>
</tr>
<tr>
<td>Population size</td>
<td>100 to 5025</td>
</tr>
<tr>
<td>Mesh Order</td>
<td>10 to 75</td>
</tr>
<tr>
<td>Max. Sustitut.</td>
<td>1000 to 50000</td>
</tr>
<tr>
<td>Elitism</td>
<td>0 /1</td>
</tr>
<tr>
<td>No repeated offspring</td>
<td>0 /1</td>
</tr>
<tr>
<td>Generational Gap</td>
<td>0 /0.1</td>
</tr>
<tr>
<td>Neighborhood (CGA)</td>
<td>Moore/Von Neumann /L2/L3/L4/L6/R2/R3</td>
</tr>
<tr>
<td>Updating</td>
<td>Synchronous / Asynchronous</td>
</tr>
</tbody>
</table>

Table 2: Values of the experimental parameters

The first computational results produced let us infer that the cellular genetic algorithm behaves better than the traditional genetic algorithm. The tendency to fall in a local optimal solution is lower. Although the test have not been run for many problems, similar results are expected for most of the cases.

Most of the times, increasing the order or the grid does not imply improve the results obtained, and we strongly believe that the other parameters have a more critical influence on the convergence of the algorithm.

Regarding the neighborhoods, it is likely to be true the following hypothesis only for huge instances of

---

\(^1\) Available via ftp at the host softlib.cs.rice.edu
TSP: the greater is the radius, the faster is the convergence. But the fewer cells belonging to the neighborhood, the lower is the tendency to obtain degenerated solutions. The inclusion of generational gap doesn’t seem as critical in the CGA as in the TGA, while the criterium of eliminating identical offsprings is more effective in the TGA rather in the CGA.

As an immediate future work we planned incorporate more instances of the TSP to our experimentation, while a more long term future work could be the implementation of this algorithm in a parallel system, and then study the influence of the neighborhoods in this changed environment.
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