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#### Abstract

This paper focuses on the computation of dynamic derivatives for full aircraft configurations. The flow is modelled using the Euler and RANS equations and an unsteady time-domain solver is used for the computation of aerodynamic loads for forced periodic motions. The study investigates the variation of damping values through the transonic regime and for several permutations of motion parameters for the Standard Dynamics Model geometry. A benchmark against experimental data is presented for the Transonic CRuiser wind tunnel geometry. For the SDM, strake vortices and their breakdown are observed when increasing the mean angle of attack during the applied pitch sinusoidal motion. A good agreement is obtained with available experimental data. For the TCR, a validation of longitudinal aerodynamic characteristics is first considered. Numerical experiments for the estimation of damping derivatives and for large amplitude forced oscillations in pitch axis are compared to wind tunnel data. Simulations are in agreement with experimental data up to high angles of attack.


## I. Introduction

The increasing manoeuvre capabilities of modern combat aircraft have highlighted the limitations and shortcomings of the conventional stability or aerodynamic derivatives based model for the representation of the aerodynamic loads in the aircraft equations of motion. An important consideration is the presence of significant motion frequency effects on the dynamic derivatives measured in small-amplitude oscillatory wind tunnel tests at higher angles of attack. This frequency dependence cannot be reconciled with the stability derivatives model. Although these effects were first recognised in the 1950s, they played in general an insignificant role for conventional aircraft operating at benign conditions. The changing interest in the determination of dynamic stability derivatives due to the requirements of increasing angle of attack and Mach numbers during the 1970s is described in Orlik-Rückemann. ${ }^{1}$ Modern combat aircraft are capable of performing agile manoeuvres involving high pitch rates at extreme angles of attack. Vehicles manoeuvring in this regime are subject to non-linear aerodynamic loads. The non-linearities are mainly due to three dimensional separated flow and concentrated vortices that are generated. The appearance of these flows alters the dynamic behaviour, in ways that are not predictable on the basis of linearised formulations of the aerodynamic forces and moments. Accurate prediction of the non-linear airloads is of great importance in the analysis of aircraft flight motion and in the design of suitable flight control systems.

The concept of stability or aerodynamic derivatives was introduced by Bryan ${ }^{2}$ in 1911 and remains essentially unchanged as the conventional model for the representation of the aerodynamic loads in the equations of motion. It is assumed that the aerodynamic forces and moments are a function of the instantaneous values of the disturbance velocities, control angles and their rates. The dependence of the forces and moments on these variables is obtained by a Taylor series expansion, discarding higher order terms. ${ }^{3}$ For slow motions at low angle of attack, the static derivatives are generally sufficient to model the aerodynamic loads. At higher angles of attack and rates, Nguyen ${ }^{4}$ reported that the inclusion of dynamic derivatives in the aerodynamic model can have a significant effect on the calculated stability characteristics of an airframe. For an extended period of time, the aerodynamic functions were approximated by use of linear expressions leading to a concept of stability and control derivatives. The addition of non-linear terms to take into account

[^0]changes of stability derivatives with the angle of attack extended the range of flight conditions to high angles of attack and/or high amplitude manoeuvres. In the linear and non-linear methods, it is assumed that the aerodynamic parameters are time invariant. This assumption was often questioned based on many studies of unsteady aerodynamics. In the 1920s, Wagner ${ }^{5}$ conducted a series of studies for the unsteady lift generated on an airfoil due to abrupt changes in angle of attack. Theodorsen extended these studies investigating the forces and moments on an oscillating airfoil. The lift response of an airfoil penetrating a sharp-edge gust and harmonically-varying gust was studied by Küssner ${ }^{6}$ and Sears, respectively. The first attempts to investigate unsteady aerodynamic effects on aircraft motion were made by Jones, ${ }^{7}$ studying the effect of the wing wake on the lift of the horizontal tail. A more general formulation of linear unsteady aerodynamics in the aircraft longitudinal equations of motion was introduced by Tobak. ${ }^{8}$ Tobak and Schiff ${ }^{9}$ extended the concept of linear aerodynamic formulation into the non-linear regime by replacing the indicial functions within the integrals with functionals, ${ }^{10}$ themselves dependent of the past motion. A different approach was proposed by Goman et al. ${ }^{11}$ introducing additional state variables, named internal state variables, in the functional relationships for the aerodynamic forces and moments. Coordinates of separation point or vortex breakdown can be taken as internal state variables. These are modelled by differential equations. Goman and Khrabrov ${ }^{12}$ formulated state space models with internal state variables describing the flow state. A good agreement was achieved with experimental data for a separated flow about an airfoil and flow with vortex breakdown about a slender delta wing.

Wind tunnel testing has traditionally been used to produce derivatives for production aircraft based on scale models. This can be a time consuming and expensive process. The physical realism of wind tunnel data is well known, but can be limited by blockage, scaling, and Reynolds-number effects together with support interference issues that prevent the proper modelling of the full-scale vehicle behaviour. Navier-Stokes CFD solvers have reached a level of robustness and maturity to support routine use on relatively inexpensive computer clusters. The computation of static stability derivatives can be done with present off-the-shelf CFD tools. The prediction of dynamic derivatives requires the ability to compute the aerodynamic response to time-dependent prescribed motions which are used to excite the aerodynamics of interest. CFD has potential for complementing experimental testing techniques for obtaining these aerodynamic parameters. The physical limitations and kinematic restrictions of wind tunnel testing including model motion as well as the interference effects of the model support are not factors in the computational analysis. Physical effects can be separated from the CFD solutions in a way which can be difficult from wind tunnel or flight test data. CFD can also be used for investigating the modelling of data from flight tests.

The current paper investigates the use of Computational Fluid Dynamics (CFD) in the prediction of dynamic derivatives for full aircraft configurations. The influence of applied sinusoidal motion parameters and flight conditions on the damping values is also addressed. The paper continues with the formulation of the underlying CFD solver. A review of the dynamic derivatives formulation is given and techniques to accurately compute these terms are defined. Results are presented for the Standard Dynamic Model (SDM) and the Transonic CRuiser (TCR).

## II. CFD Solver Formulation

The flow solver used in the present study is the University of Liverpool PMB (Parallel Multi-Block) solver. The Euler and RANS equations are discretised on curvilinear multi-block body conforming grids using a cell-centred finite volume method which converts the partial differential equations (PDE's) into a set of ordinary differential equations (ODE's). The equations are solved on block structured grids using an implicit solver. A wide variety of unsteady flow problems, including aeroelasticity, cavity flows, aerospike flows, delta wing aerodynamics, rotorcraft problems and transonic buffet have been studied by means of this code. A validation against flight data for the F-16XL aircraft has also been performed. ${ }^{13}$ The main features of the CFD solver are detailed in Badcock et al. ${ }^{14}$ The applications presented in the current paper model the flow using the Euler equations for the SDM and the RANS equations for the TCR.

The three-dimensional Navier-Stokes equations may be written in non-dimensional conservative form as

$$
\begin{equation*}
\frac{\partial \mathbf{W}}{\partial t}+\frac{\partial\left(\mathbf{F}^{i}+\mathbf{F}^{v}\right)}{\partial x}+\frac{\partial\left(\mathbf{G}^{i}+\mathbf{G}^{v}\right)}{\partial y}+\frac{\partial\left(\mathbf{H}^{i}+\mathbf{H}^{v}\right)}{\partial z}=0 \tag{1}
\end{equation*}
$$

where $\mathbf{W}$ is the vector of conserved variables, $\mathbf{W}=[\rho, \rho u, \rho v, \rho w, \rho E]^{T}, \rho$ is the density and $u, v$, and $w$ are the components of velocity given by the Cartesian velocity vector $\mathbf{U}=(u, v, w)^{T}$. The total energy per
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unit mass is $E$. The superscripts $\left({ }^{i}\right)$ and $\left({ }^{v}\right)$ denote the inviscid and viscous components of the flux vectors, $\mathbf{F}$ ( $x$-direction), $\mathbf{G}$ ( $y$-direction) and $\mathbf{H}$ ( $z$-direction). The inviscid flux vectors, $\mathbf{F}^{i}, \mathbf{G}^{i}$ and $\mathbf{H}^{i}$, are given by

$$
\begin{align*}
& \mathbf{F}^{i}=\left(\rho u, \rho u^{2}+p, \rho u v, \rho u w, u(\rho E+p)\right)^{T} \\
& \mathbf{G}^{i}=\left(\rho v, \rho v u, \rho v^{2}+p, \rho v w, v(\rho E+p)\right)^{T}  \tag{2}\\
& \mathbf{H}^{i}=\left(\rho w, \rho w u, \rho w v, \rho w^{2}+p, w(\rho E+p)\right)^{T}
\end{align*}
$$

while the viscous flux vectors, $\mathbf{F}^{v}, \mathbf{G}^{v}$ and $\mathbf{H}^{v}$, contain terms of the heat flux and viscous forces exerted on the body and can be represented by

$$
\begin{align*}
\mathbf{F}^{v} & =\frac{1}{R e}\left(0, \tau_{x x}, \tau_{x y}, \tau_{x z}, u \tau_{x x}+v \tau_{x y}+w \tau_{x z}+q_{x}\right)^{T} \\
\mathbf{G}^{v} & =\frac{1}{R e}\left(0, \tau_{x y}, \tau_{y y}, \tau_{y z}, u \tau_{x y}+v \tau_{y y}+w \tau_{y z}+q_{y}\right)^{T}  \tag{3}\\
\mathbf{H}^{v} & =\frac{1}{R e}\left(0, \tau_{x z}, \tau_{y z}, \tau_{z z}, u \tau_{x z}+v \tau_{y z}+w \tau_{z z}+q_{z}\right)^{T}
\end{align*}
$$

The stress tensor components, $\tau_{i j}$, and the heat flux vector components, $q_{i}$, can be found in numerous text books such as Anderson. ${ }^{15}$ The Navier-Stokes equations are discretised using a cell-centred finite volume approach. The computational domain is divided into a finite number of non-overlapping control volumes and the governing equations are applied to each cell in turn. A fully implicit steady solution of the RANS equations is obtained by advancing the solution forward in time by solving the discrete non-linear system of equations

$$
\begin{equation*}
\frac{\mathbf{W}_{i j k}^{n+1}-\mathbf{W}_{i j k}^{n}}{\Delta t}=\frac{1}{V_{i j k}} \mathbf{R}\left(\mathbf{W}_{i j k}^{n+1}\right) \tag{4}
\end{equation*}
$$

where $V_{i j k}$ denotes the cell volume, $\mathbf{W}_{i j k}$ represents the flux variables and $\mathbf{R}\left(\mathbf{W}_{i j k}^{n+1}\right)$ the flux residuals. The pseudo time step is indicated by $\Delta t$. Eq. (4) represents a system of non-linear algebraic equations and to simplify the solution procedure, the flux residual is linearised in time. The flux residual is the discretisation of the convective terms, given here by Osher's approximate Riemman solver, ${ }^{16}$ MUSCL interpolation, ${ }^{17}$ and Van Albada's limiter. An iterative Generalised Conjugate Gradient method is used to solve the linear system as it is capable of solving sparse equations efficiently in terms of time and memory requirements. A Block Incomplete Lower-Upper (BILU) factorisation method is used as pre-conditioner for the system of equations.

The implicit dual-time method proposed by Jameson ${ }^{18}$ is used for time-accurate calculations. The solution marches in pseudo-time for each real time-step to achieve convergence. In the current application, a key functionality of the CFD solver is the ability to move the mesh conforming the motion of the body. Rigid body motions can be treated by moving the mesh rigidly in response to the applied sinusoidal motion. The mesh is deformed once per real time step during the unsteady calculation. A curvilinear time dependent formulation is used to formulate the mapping between the computational space, uniform and Cartesian, and the physical space.

Due to the fact that the formulation of most turbulence models can also be represented in vector form, similar to Eq. (1), the steady state solver for the turbulence model equations is formulated and solved in a similar manner to the mean flow as described, with the vector $\mathbf{W}$ replaced by the equivalent turbulent vector and an equivalent substitution for the flux residual. For the turbulence model equations the flux residual also contains the dissipation source term, however the production term is treated explicitly. The eddy viscosity is calculated from the turbulent quantities as specified by the model and is used to advance the mean flow solution. This new mean flow solution is then used to update the turbulence solution, freezing the mean flow values. Several one- and two-equation turbulence models are available in the PMB solver. Among others, the one-equation Spalart-Allmaras model, ${ }^{19}$ the two-equation $k-\omega$ model proposed by Wilcox ${ }^{20}$ and the $k-\omega$ with $P_{\omega}$ enhancer proposed by Brandsma et al. ${ }^{21}$

## III. Calculation of Dynamic Derivatives

## A. Oscillatory Data

The estimation of the quasi-steady dynamic derivatives is obtained by imposing a forced sinusoidal motion around the aircraft centre of gravity. For the computation of the longitudinal dynamic derivative values
from the time-histories of the forces and moments, it is assumed that the aerodynamic coefficients are linear functions of the angle of attack, $\alpha$, pitching angular velocity, $q$, and rates, $\dot{\alpha}$ and $\dot{q}$. To illustrate, the increment in the longitudinal aerodynamic coefficients (lift, drag and pitching moment) with respect to its mean value during the applied pitching sinusoidal motion is formulated as

$$
\begin{equation*}
\Delta C_{j}=C_{j_{\alpha}} \Delta \alpha+\frac{l}{V} C_{j_{\dot{\alpha}}} \dot{\alpha}+\frac{l}{V} C_{j_{q}} q+\left(\frac{l}{V}\right)^{2} C_{j_{\dot{q}}} \dot{q} \tag{5}
\end{equation*}
$$

where $V$ is the magnitude of the aircraft velocity vector and $l$ is a characteristic length, defined as one half of the wing mean aerodynamic chord, $l=\bar{c} / 2$. The lift, drag and pitching moment coefficients are indicated setting the subscript $j=L, D, m$, respectively. The harmonic motion in pitch defines the kinematic relations for the angle of attack, pitching angular velocity and rate as

$$
\begin{align*}
& \Delta \alpha=\alpha_{A} \sin (\omega t) \\
& \dot{\alpha}=q=\omega \alpha_{A} \cos (\omega t)  \tag{6}\\
& \ddot{\alpha}=\dot{q}=-\omega^{2} \alpha_{A} \sin (\omega t)
\end{align*}
$$

Eq. (5) can then be rewritten as

$$
\begin{equation*}
\Delta C_{j}=\alpha_{A}\left(C_{j_{\alpha}}-k^{2} C_{j_{\dot{q}}}\right) \sin (\omega t)+\alpha_{A} k\left(C_{j_{\dot{\alpha}}}+C_{j_{q}}\right) \cos (\omega t) \tag{7}
\end{equation*}
$$

where $k=l \omega / V$ indicates the non-dimensional reduced frequency of the applied motion. The in-phase and out-of-phase components of $\Delta C_{j}$, respectively indicated as $\bar{C}_{j_{\alpha}}$ and $\bar{C}_{j_{q}},{ }^{22}$ are defined as

$$
\begin{align*}
& \bar{C}_{j_{\alpha}}=\left(C_{j_{\alpha}}-k^{2} C_{j_{\dot{q}}}\right)  \tag{8}\\
& \bar{C}_{j_{q}}=\left(C_{j_{\dot{\alpha}}}+C_{j_{q}}\right) \tag{9}
\end{align*}
$$

and then

$$
\begin{equation*}
\Delta C_{j}=\alpha_{A} \bar{C}_{j_{\alpha}} \sin (\omega t)+\alpha_{A} k \bar{C}_{j_{q}} \cos (\omega t) \tag{10}
\end{equation*}
$$

The out-of-phase component is sometimes referred to as the in-quadrature component. ${ }^{3}$ The dynamic derivative values can be calculated taking the first Fourier coefficients of the time history of $\Delta C_{j}$ over $n_{c}$ cycles

$$
\begin{align*}
\bar{C}_{j_{\alpha}} & =\frac{2}{\alpha_{A} n_{c} T} \int_{0}^{n_{c} T} \Delta C_{j}(t) \sin (\omega t) d t  \tag{11}\\
\bar{C}_{j_{q}} & =\frac{2}{k \alpha_{A} n_{c} T} \int_{0}^{n_{c} T} \Delta C_{j}(t) \cos (\omega t) d t \tag{12}
\end{align*}
$$

where $T=2 \pi / \omega$ is the period of one cycle of unsteadiness. If the aerodynamic model formulated in Eq. (5) is correct, the plots $\Delta C_{j}$ versus $\alpha(t)$ should resemble ellipses. In applications of common interest the aerodynamic loads are not linear functions of the instantaneous flight states. The flow solution of the NACA 0012 airfoil for the transonic AGARD CT 5 case reported in Da Ronch et al. ${ }^{23}$ is non-linear, with a shock appearing in the leading edge region and moving downstream until approximately $45 \%$ of the chord. At moderate angle of incidence, the development and breakdown of vortices is influenced by the airframe motion as shown below for the SDM and TCR configurations.

The in-phase component is comprised of a static derivative and a rotational derivative, whereas the out-of-phase component includes a rotary derivative and a translation acceleration derivative. The frequency effect is accounted for explicitly in the equations for the in-phase component, while the equations for the out-of-phase component used to determine the damping derivatives do not include the frequency effect. The frequency effect on dynamic derivatives is generally insignificant for conventional aircraft operating at benign flight conditions. However, fighter configurations are designed to operate at extreme angles of incidence performing high rate manoeuvres in flight regions where the frequency effects are evident. ${ }^{22,24}$ Models for an aircraft performing a one degree of freedom oscillatory motion in either roll and yaw can be developed in a similar fashion to that for the pitching oscillations. ${ }^{25,} 26$
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## 1. Fourier Integral

In the current paper, the computation of the in-phase and out-of-phase components of the aerodynamic coefficients, as formulated in the integrals in Eq. (11) and (12), is performed by a numerical technique ${ }^{27}$ applied to the last cycles of the steady harmonic outputs. Frequency domain analysis has many advantages and is currently used in different research areas. ${ }^{28}$ The transformation of the sampled time domain data into the frequency domain is achieved by an approximation of the finite Fourier integral. The finite Fourier integral of a continuous scalar time function $x(t)$ on a finite time interval, $t \in[0, T]$, is defined as

$$
\begin{equation*}
X(f)=\int_{0}^{T} x(t) e^{-i 2 \pi f t} d t \tag{13}
\end{equation*}
$$

where $i$ is the imaginary unit and $f$ the frequency in $[\mathrm{Hz}]$. Accuracy of the transformation to the frequency domain can be improved using quadrature methods. Filon ${ }^{29}$ proposed in the 1920s an interpolation scheme to improve the accuracy of the finite Fourier integral. The finite Fourier integral is evaluated at discrete values of frequency, $f_{k}$, evenly spaced between zero frequency and the Nyquist frequency, $f_{N}$, with a frequency resolution equal to the reciprocal of the length of the time record. ${ }^{30}$ Arbitrary frequency resolution in a selected frequency band of interest can be obtained using the Chirp z-transform, ${ }^{31}$ decoupling the frequency resolution from the length of the time record. A cubic Lagrange polynomial interpolation scheme is implemented in the present framework to achieve accurate evaluations of the in-phase and out-of-phase components. A Chirp z-cubic approximation to the finite Fourier integral is also available.

## 2. Least Squares Solution

An alternative approach to the one outlined above leads to the solution of a least squares problem. ${ }^{32}$ Eq. (5) can be formulated within a general framework as

$$
\begin{equation*}
y=a_{0}+a_{1} x_{1}+a_{2} x_{2}+\ldots+a_{p} x_{p}+e \tag{14}
\end{equation*}
$$

for a dependent variable $y$ and the independent arguments, $x_{1}, x_{2}, \ldots, x_{p}$, where $p$ is the number of independent variables. Here $a_{0}, a_{1}, \ldots, a_{p}$ are unknown parameters of the mathematical model and $e$ is the approximation error. The dependent variable represents the dependency upon time of the integrated aerodynamic coefficients. In the contest of small amplitude pitch oscillations, the independent arguments are the instantaneous angle of attack and its rate of change. The parameters of the mathematical model are estimated using the $n$ values of the instantaneous numerical measurements of the $p+1$ variables, $y, x_{1}, x_{2}, \ldots, x_{p}$. The vector of the dependent variable sampled in time and the vector of unknown regression parameters are denoted, respectively, by $\mathbf{y}=\left(y_{1}, y_{2}, \ldots y_{n}\right)^{T}$ and $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{p}\right)^{T}$. The vector of approximation errors is $\mathbf{e}=\left(e_{1}, e_{2}, \ldots, e_{p}\right)^{T}$ and the matrix relating the unknowns with the independent variable, with dimensions $(n, p+1)$, is given by

$$
\mathbf{A}=\left[\begin{array}{cccc}
1 & a_{11} & \ldots & a_{p 1}  \tag{15}\\
1 & a_{12} & \ldots & a_{p 2} \\
\vdots & \vdots & \ddots & \vdots \\
1 & a_{1 n} & \ldots & a_{p n}
\end{array}\right]
$$

The corresponding linear regression model is given by Eq. (16).

$$
\begin{equation*}
\mathbf{y}=\mathbf{A} \mathbf{x}+\mathbf{e} \tag{16}
\end{equation*}
$$

The unknown vector of the approximate solution which minimizes the sum of the squares of the $e_{i}$ is found by minimizing the functional $J=1 / 2\|e\|^{2}$

$$
\begin{equation*}
\frac{\partial J}{\partial x_{i}}=0, i=0,1, \ldots, p \tag{17}
\end{equation*}
$$

which results in $\left(\mathbf{A}^{T} \mathbf{A}\right) \mathbf{x}=\mathbf{A}^{T} \mathbf{y}$. The use of the linear regression technique provides the estimation of the aerodynamic derivatives in small amplitude pitch oscillations.

Unsteady numerical data were processed for the estimation of dynamic derivatives using the two procedures. It was observed that nearly identical results were obtained in all test cases.

## IV. Test Cases

## A. Standard Dynamics Model Aircraft

The Standard Dynamics Model (SDM) is a generic fighter configuration based loosely on the F-16 planform. The model includes a slender strake-delta wing with leading-edge extensions (LEX), horizontal and vertical stabilizers, ventral fins and a blocked off inlet (Fig. 1). Further details on the geometry can be found in Huang. ${ }^{33}$ The SDM configuration has been tested extensively at various wind tunnel facilities to compare different measurement techniques. ${ }^{34-37}$


Figure 1. Standard Dynamic Model (SDM) layout from Huang ${ }^{33}$
A block structured mesh was generated, shown in Fig. 2. The geometry was slightly simplified by removing the blocked off intake and the ventral fins. These were considered reasonable simplifications because the main interest here is on the impact of the vortical flow developments on the upper lifting surfaces. A fine Euler mesh was generated with 2.4 million points representing one half of the SDM configuration. A coarse mesh for the full configuration was obtained with 701 thousand points by omitting every second point in each direction. All lifting surfaces have sharp-leading edges, which is beneficial for the CFD calculations.

The SDM model geometry has the dimensions specified in Table 2. The reference point for the moments is located at the centre of motion, which is positioned on the fuselage centreline at $55 \%$ along the fuselage length from the foremost point. Results for the coarse and half-fine grids are presented and indicated, respectively, by $C$ and $H F$.

| Reference wing area, $S$ | $0.1238 \mathrm{~m}^{2}$ |
| :--- | :--- |
| Reference wing span, $b$ | 0.6096 m |
| Mean aerodynamic chord, $\bar{c}$ | 0.2299 m |
| Fuselage total length | 0.9429 m |

Table 1. Reference values of the SDM model geometry


Figure 2. Surface grid for the SDM model geometry

## B. Transonic CRuiser Aircraft

The design of the Transonic CRuiser aircraft was developed within the SimSAC project. ${ }^{38}$ The TCR model was computed using PMB on a structured multiblock grid generated using ICEM ANSYS. ${ }^{39}$ The model consists of an 8.5 million point mesh for the half configuration arranged in 675 blocks. The main characteristics of the mesh are illustrated in Fig. 3. The full mesh around the solid model and the symmetry plane are shown in Fig. 3(b), where the high concentration of cells in the regions adjacent to solid can be seen. The non-dimensional minimum spacing normal to the solid wall is of $2.5 \times 10^{-6}$ which allows for flows with Reynolds numbers of around 2 million to be simulated. An example of this cell concentration near the solid wall is included where the mesh on a section on the main wing is shown. The tips of the wing and the canard of the TCR model are both blunt, for which the same block topology was chosen. Here, a diamond shaped block fits into the leading edge part and another on the trailing one. The quality of the cells in these two areas is slightly compromised in order to allow the C-blocking around the wing.

(a) Overall view of the grid model

(b) View of a chordwise grid section on the LE of the wing

Figure 3. TCR grid model

Experimental investigations of the aerodynamic characteristics at low speed and up to high angles of attack were performed in the wind tunnel facilities at the Central Aerohydrodynamic Institute, TsAGI. The $\mathrm{T}-103$ wind tunnel is used for unsteady aerodynamic characteristics in the low subsonic velocity range. The wind tunnel has an open jet working section, of the continuous type, with an elliptical cross section 4.0 x 2.33 m . Several configurations of the wind tunnel model were investigated to allow consideration of the influence of single components (vertical tail and canard wing) on the overall performances. Experimental tests were selected to provide knowledge of the following aspects

1. static aerodynamic characteristics
2. rotary and unsteady aerodynamic derivatives
3. unsteady non-linear aerodynamic characteristics during large amplitude pitch oscillations

The normal and lateral forces and the moment coefficients from static and large amplitude pitch oscillations were measured. The mean values, in-phase and out-of-phase components of the force and moment coefficients were measured from the rotary and oscillatory motions. The tests were run at a value of free-stream speed of $40 \mathrm{~m} / \mathrm{s}$, which corresponds at sea level to a Mach number of 0.117 , and a Reynolds number of 0.778 million based on the mean aerodynamic chord of the wind tunnel model. The model centre of gravity was located along the fuselage centre line at $54.78 \%$ of the total length from the foremost point. The moment reference point and the centre of oscillatory motion coincide with this point. The main geometrical dimensions are reported in Table 2.

| Reference wing area, $S$ | $0.3056 \mathrm{~m}^{2}$ |
| :--- | :--- |
| Reference wing span, $b$ | 1.12 m |
| Mean aerodynamic chord, $\bar{c}$ | 0.2943 m |
| Fuselage total length | 1.596 m |

Table 2. Reference values of the TCR wind tunnel model

## V. Numerical Results

## A. Standard Dynamic Model Aircraft

Pitching oscillatory motions were analyzed and various combinations of solver parameters examined to find those needed for a numerically well converged solution. The variation of the dynamic derivatives with Mach number, mean angle of incidence, reduced frequency and amplitude of applied motion were investigated. The test cases and corresponding flow conditions are summarized in Table 3. Each test case focuses on the effect of one motion parameter, as highlighted in the second line of the table.

|  | Test Case 1 | Test Case 2 | Test Case 3 | Test Case 4 |
| :--- | :--- | :--- | :--- | :--- |
|  | $M$ | $\alpha_{0}$ | $k$ | $\alpha_{A}$ |
| Mach number, $M$ | 0.4 to 1.1 | 0.3 | 0.3 | 0.3 |
| Mean incidence, $\alpha_{0}$ | $0.0^{\circ}$ | 0.0 to $25.0^{\circ}$ | 0.0 to $25.0^{\circ}$ | 0.0 to $25.0^{\circ}$ |
| Reduced frequency, $k$ | 0.0493 | 0.0493 | 0.0493 to 0.2000 | 0.0493 to 0.0900 |
| Pitch amplitude, $\alpha_{A}$ | $5.0^{\circ}$ | $5.0^{\circ}$ | $5.0^{\circ}$ | 2.0 to $5.0^{\circ}$ |

Table 3. Description of the SDM test cases

## 1. The Effect of Mach Number

The influence of the Mach number on the damping derivative values through the transonic regime was examined on the coarse grid. The Mach number varied between 0.4 up to 1.1 with a finer step increment near Mach 1 where a significant change in damping value was observed. The reduced frequency was constant, so that an increment in the freestream speed was followed by a proportional increment in the frequency of motion. With a flowfield featuring the formation of shock waves and their time-dependent motion, a time step study was undertaken to evaluate the influence of the time resolution on the flow solution. Two sets of unsteady calculations were performed. First, the numerical solution was computed at 20 time steps uniformly distributed in one harmonic period and 3 cycles were simulated. Then, the number of time steps per cycle was increased to 80 , retaining the same number of cycles. Tests verified that an adequate convergence of the
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pseudo iterations was achieved. The influence of the time step is shown in Fig. 4, and shows that 20 time steps per pitching cycle are adequate for these cases.


Figure 4. Test Case 1: normal force and pitching moment coefficient loops for the SDM model geometry using $20(\mathrm{dt}=3.18)$ and $80(\mathrm{dt}=0.79)$ time steps per pitching cycle

The variation of the damping-in-pitch derivative with Mach number is shown in Fig. 5. The predicted values using 20 and 80 time steps per cycle show an excellent agreement with each other. Wind tunnel and range data of Winchenbach et al. ${ }^{40}$ are included for comparison. The agreement of the present numerical results with experimental data is good. An increase in the damping is predicted for increasing Mach numbers, with the largest values in the transonic range near Mach 1. Beyond the transonic dip, which is slightly underpredicted, the numerical results predict well the reduction of the damping value.


Figure 5. Test Case 1: influence of Mach number on the pitch damping derivative for the SDM model geometry
The mean value and the first harmonic of the surface pressure coefficient are shown in Fig. 6 for two values of Mach number. Variations of the pressure coefficient near the wing leading-edge are observed at Mach 0.4 and are in phase with the applied sinusoidal motion. The response of the horizontal tailplane in the pressure distribution has a phase lag of approximately $90^{\circ}$. The periodic movement of the shock wave over the wing surface at Mach number 0.948 has a phase lag with respect to the applied motion, as
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demonstrated by the real and imaginary parts of the pressure coefficient distribution over the main lifting surface. During the upstroke motion, the shock wave near the leading edge bends toward the wing tip and its downstream location moves till $70-80 \%$ of the tip chord. The moderate wing sweep is responsible for the shock wave advancing and, eventually, interacting with the shock wave at the trailing edge. A similar pattern is observed on the lower side of the wing surface for decreasing angle. Moving from the wing tip inward, the strength of the shock wave forming at the leading edge is reduced while an increase in strength is observed for the shock wave generating around the trailing edge. At Mach 0.948 , the low pressure region on the horizontal tailplane reaches its maximum downstream location up to about $50 \%$ of the local chord. The horizontal tailplane provides the largest contribution to the damping-in-pitch derivative because of its moment arm from the centre of gravity. However, at this flow condition, the wing pressure distribution, as shown in Fig. 6(e), might provide an additional contribution to the damping value.


Figure 6. Test Case 1: pressure coefficient distribution for the SDM model geometry for Mach number 0.4 and 0.948

## 2. The Effect of Mean Angle of Incidence

A number of calculations were made to investigate the influence of the mean angle of incidence, $\alpha_{0}$, on the normal force and pitching moment coefficient damping derivatives at low speeds. The mean angle of incidence varies between $0.0^{\circ}$ and $25.0^{\circ}$, with an increment of $5.0^{\circ}$. The $5.0^{\circ}$ mean angle of attack was not simulated because it is considered that an interpolation of the solutions at $\alpha_{0}=0.0^{\circ}$ and $10.0^{\circ}$ can provide a good approximation to the linear aerodynamics.

Fig. 7 shows the comparison of the CFD based damping derivatives with wind tunnel data at low speeds. The experimental data for the normal force damping derivative were measured in the continuous, open circuit trisonic wind tunnel of the aerodynamic lab at IHU, Iran. ${ }^{37}$ The pitch damping derivatives were measured in the low speed, closed circuit Ankara wind tunnel. ${ }^{36}$ Reasonable agreement is obtained between the two grids. The solutions using 40 and 80 steps per cycle yield very similar results. The magnitude of the peaks in the force and moment coefficients are mesh dependent, which is not unexpected for Euler solutions which
rely on numerical diffusion in the region of the leading edge for the generation of vorticity. It is noted that the pitch damping derivatives continuously decrease as the angle of attack is increased, a dynamically stable condition. Beyond an angle of attack of $15^{\circ}$, the reduction of dynamic stability is due to the breakdown location of the strake vortices decreasing the longitudinal stability.


Figure 7. Test Case 2: influence of mean angle of attack on the damping derivatives for the SDM model geometry at Mach number 0.3

The time-histories of the longitudinal normal force and pitch moment coefficients at the mean angles of attack $0.0^{\circ}$ and $15.0^{\circ}$ are illustrated in Fig. 8 for the coarse grid using 80 steps per cycle. The variable along the horizontal axis is the increment of the instantaneous angle of attack during the applied motion with respect to the mean value, $\alpha_{0}$. All cycles of the unsteady calculations are included in the time-histories, indicated by Time Domain. The values of $C_{N}$ and $C_{m}$ at any instantaneous angle of attack between the upstroke and downstroke motion are different, indicating a time lag in the flowfield over the model. The difference between the motion of the model and the corresponding flowfield around it at any instantaneous angle of attack creates the hysteresis loops in both the simulated data. The effect of the mean angle of attack on the longitudinal coefficients of the SDM is clear. As the mean angle of attack increases from $0.0^{\circ}$ to $15.0^{\circ}$, the variations on the aerodynamic loads become non-linear. This indicates the formation of strake vortices, their breakdown and flow separation over the main lifting surfaces. Although $C_{N}$ is affected by these nonlinearities and/or flow separation, the main deviations are observed for the moment coefficient. The width and slope of the hysteresis loop for $C_{m}$ changes significantly and a characteristic figure of eight shape appears at the highest instantaneous angles of attack during the applied motion. The reconstructed aerodynamic coefficients using the fundamental harmonic, corresponding to the value of reduced frequency $k=0.0493$, are included and indicated by 1 Harmonic. At the lowest mean angle of attack, the reconstruction of the aerodynamic coefficients provides a fairly good approximation of the time-histories. With non-linearities occurring in the flow field at $\alpha_{0}=15.0^{\circ}$, only a partial representation of the time-histories is shown by the one-harmonic coefficients.

As expected in this aerodynamic state, an analysis of the frequency content of the aerodynamic coefficients reveals that the frequency spectrum contains several higher harmonics. In Fig. 9, the frequency spectrum of the normal force and pitching moment coefficient is shown. The magnitude of the harmonics decays exponentially with frequency and is insignificant for both $C_{N}$ and $C_{m}$ at higher frequencies. The magnitude of the second harmonic component at $0.0^{\circ}$ mean angle of attack is less than $10 \%$ of the magnitude of the fundamental harmonic. At $15.0^{\circ}$ mean angle of attack, the magnitude of the fourth harmonic component is less than $10 \%$ of the magnitude of the fundamental harmonic. The second and third harmonic frequencies contribute with around $50 \%$ and $20 \%$, respectively, to the content of the time-history. Considering the frequency spectrum of the time-histories, the reconstructed signal with only the fundamental harmonic, as illustrated in Fig. 8, lacks important information.


Figure 8. Test Case 2: normal force and pitch moment coefficients loops for the SDM geometry model for the coarse grid using 80 steps per cycle at two values of the mean angle of attack, $\alpha_{0}$


Figure 9. Test Case 2: magnitude of normal force and pitching moment coefficients for SDM geometry model for the coarse grid using 80 steps per cycle

## 3. The Effect of Reduced Frequency

The influence of the reduced frequency on the dynamic derivatives was investigated at different values of mean angle of attack. The results included are for a Mach number of 0.3 . The coarse grid is used in the present investigations and the solution for 40 steps per cycle included. Five cycles were simulated by the time-domain solver to achieve a steady harmonic output of the aerodynamic coefficients. The numerical technique for the extraction of damping derivatives was applied to the time-histories for the normal force and pitching moment coefficients. The dynamic derivative values, as function of the mean angle of attack, were computed for a data set of reduced frequencies. Four values of reduced frequency were selected: $\mathrm{k}=$ $0.0370,0.0493,0.0900$ and 0.2000 . The first three values are of the same order of magnitude of the reduced frequency usually applied in dynamic wind tunnel testing. These motions will be indicated in the following as slow motions, as opposed to rapid motion referring to the highest value of $k$. The computed dynamic
derivative results are therefore expected to reasonably match the experimental data, which have already been used in the present validation. The highest value of reduced frequency is considered to evaluate the effect of a very rapid manoeuvre on the aircraft response, although the question if such a manoeuvre is practical is not considered.

Fig. 10 shows the comparison of computed dynamic derivatives with experimental measurements for a set of reduced frequencies. Results which were obtained from the simulations are similar at low angles of attack for both normal force and pitch moment coefficients.

It is considered, based on the presented data, a reasonable approximation to neglect the influence of the frequency of motion on the aerodynamic characteristics at low mean angles of attack. With aerodynamic non-linearities occurring in the flowfield at higher angles of attack, the effect of the reduced frequency has to be evaluated. Results for the slower motions, with frequency up to 0.0900 , present a similar trend and a dip at around $20.0^{\circ}$ is clearly identified. Differences appear for the rapid motion, compared with experimental and numerical data, in the normal force damping derivatives. Though the damping values for the rapid motion show a dip at $20.0^{\circ}$ mean angle of attack, the value of the normal force dynamic derivatives is approximately half the value that was computed for the slower motions. A close match between slower and rapid motion is observed for the pitch moment dynamic derivatives.


Figure 10. Test Case 3: influence of reduced frequency on the damping derivatives for the SDM geometry model at Mach number 0.3

Analysis of the time-history variation of the aerodynamic coefficients with the instantaneous angle of attack, for frequencies 0.0900 and 0.2000 , was considered at $15.0^{\circ}$ mean angle of attack. The loops of the aerodynamic loads for the slower and rapid motions, shown in Fig. 11, mostly differ at 2 points in one cycle of unsteadiness. This is observed when the instantaneous angle of attack is equal to the mean angle of motion during the upstroke and downstroke. The characteristic shape of eight in the pitch moment loop is only observed for motions at frequencies 0.0370 and 0.0493 . The motion at reduced frequency 0.0900 presents an inflection between an angle of attack of $15.0^{\circ}$ and $19.0^{\circ}$ which prevents the moment loop rolling into the shape of eight. This shape is lost in the rapid motion, resulting in the shape of an ellipse with its major axis aligned with the horizontal axis. The normal force loop is well approximated by an ellipse for the rapid maneuver. The loops for both aerodynamic coefficients obtained from the rapid motion enclose the loops from slower motions.

A similar conclusion about the influence of the reduced frequency of the applied motion on the stability dynamic derivatives can be drawn analysing the experimental dynamic measurements performed on the X31 A aircraft. ${ }^{26}$ The X-31 A is equipped with leading-edge flaps, trailing-edge flaperons and the horizontal stabilizer is replaced by a canard wing.

Investigations of the flow physics mechanisms responsible for strong frequency dependencies are undertaken at $15.0^{\circ}$ mean angle of attack. Analysis of the unsteady surface pressure distribution provided a preliminary although not conclusive explanation. Small changes in the mean value and imaginary compo-


Figure 11. Test Case 3: normal force and pitch moment coefficients loops for the SDM geometry model at $15.0^{\circ}$ mean angle of attack for several reduced frequencies
nent of the fundamental frequency are observed in Fig. 12 for the pressure coefficient at the solid wall. The pressure scale and its distribution over the lifting surfaces have a noticeable variation. A larger suction region on the main wing is clearly responsible for the increase in the out of phase component for the force coefficient for a value of reduced frequency of 0.2000 . A similar statement is valid for the hysteresis in the moment coefficient loop because of a large suction region at the leading edge of the tail plane. The mechanisms leading to changes in the pressure distribution are not clear yet.

## 4. The Effect of Amplitude

It is of interest to evaluate the influence that the amplitude of the sinusoidal motion have on the stability derivatives. The study was carried out for several values of the mean angle of attack and reduced frequencies. Three values of frequency are considered: $0.0370,0.0493$ and 0.0900 . The amplitude of motion, $\alpha_{A}$, is $2.0^{\circ}$, $3.5^{\circ}$ and $5.0^{\circ}$ and the movement is applied through the centre of gravity. The results for the coarse and half-fine grids, using 40 steps per cycle, are presented in the following figures.

Fig. 13 shows the comparison of the dynamic derivative values for the normal force and pitch moment. At low mean angles of attack, the damping values computed for the coarse grid are very similar and distinguishing the results for different amplitudes is impossible. This is true for the three values of reduced frequency considered. Based on the presented data, it can be concluded that neglecting the influence of the amplitude of motion and its reduced frequency is a good approximation in the linear and quasi-linear aerodynamics, as expected from linearity. Analysing the time-histories of the aerodynamic coefficients at $0.0^{\circ}$ and $10.0^{\circ}$, the shape of the loops is not affected by the motion amplitude and a linear response is observed. In both $C_{N}$ and $C_{m}$, the time-history computed for the $3.5^{\circ}$ amplitude motion is half way between the $2.0^{\circ}$ and $5.0^{\circ}$ amplitude motions. With aerodynamic non-linearities occurring in the flow field, the influence of the amplitude of motion is evident for all frequencies of interest. Because experimental results were obtained simulating a $5.0^{\circ}$ amplitude motion, the values obtained from the smaller amplitude in general differ the most. Although for a moderate mean angle of attack the unsteadiness associated with the mean angle of attack might be insignificant, the superposition of the sinusoidal motion can introduce non-linearities at the higher instantaneous angles of attack.

To assess the prediction of dynamic stability derivatives, the half-fine grid was used in simulating a few test cases. The condition at $10.0^{\circ}$ mean angle of attack was considered. Test cases were run for the same values of reduced frequency and for amplitudes of motions of $2.0^{\circ}$ and $3.5^{\circ}$. Fig. 13 includes the results from the half-fine grid. Note that the half-fine grid-based damping derivatives well agree with the other numerical and experimental results. A perfect match is observed in the pitch damping derivatives for all considered


Figure 12. Test Case 3: pressure coefficient distribution for the SDM model geometry at $15.0^{\circ}$ mean incidence for reduced frequency 0.09 and 0.20
flow conditions and without any dependency on the motion amplitude. A close match is also noted on the normal force damping derivatives. Results for the amplitude of motion of $2.0^{\circ}$ don't show any frequency dependence, as already pointed for the coarse grid. Results for $3.5^{\circ}$ amplitude of motion, although without any remarkable variations, are affected by the reduced frequency. With increase in the frequency of motion, a linear variation on the damping value is observed and at the higher reduced frequency a close match is presented for all numerical data.

## 5. Study of Natural Unsteadiness

Analysis of the natural unsteadiness of the flow at moderate angles of attack featuring vortical characteristics was undertaken for the coarse and half-fine grids. Several fixed geometry unsteady calculations were computed for a Mach number of 0.3 and angle of incidence of $10.0^{\circ}, 15.0^{\circ}$ and $20.0^{\circ}$. One of the most important factors in the execution of the unsteady calculation was the choice of the non-dimensional time step. The time step should be small enough to adequately resolve the unsteady fluctuations of the flow, but large enough not to increase excessively the required computational resources. Without any prior knowledge of the scale of the important frequencies in the flow, three values of the non-dimensional time step were selected equal to $0.01,0.005$ and 0.001 . The unsteady calculations used five thousand, ten thousand and fifty thousand real time steps for a non-dimensional duration time of 50 , which corresponds to about 1.7 seconds based on the root chord and freestream speed.

Comparison of the normal force and pitching moment coefficients for the coarse and half-fine grids is shown in Fig. 14. The moment coefficient is taken at the centre of gravity. The fluctuations on both aerodynamic coefficients for the coarse grid unsteady calculations are insignificant and steady state values are obtained. The solutions using five thousand, ten thousand and fifty thousand real time steps were identical, so only one solution is included. Fluctuations on the aerodynamic loads around a mean value are observed for the half-fine grid calculations. The solutions for the three values of non-dimensional time


Figure 13. Test Case 4: influence of amplitude on the damping derivatives for the SDM geometry model at Mach number 0.3 and several values of reduced frequency
step are nearly identical at $10.0^{\circ}$ and $15.0^{\circ}$ incidence. At $20.0^{\circ}$, the unsteady solution using the largest non-dimensional time step agrees well with the solutions using smaller non-dimensional time steps.

Spectral analyses of the time signals are under investigation to shed some light on the source of unsteadiness observed for the half-fine grid.

## B. Transonic CRuiser Aircraft

The prediction of aerodynamic characteristics of the TCR wind tunnel model includes both static and unsteady investigations, primarily at similar flow conditions to those obtained in the experimental measurements. First, validation of the static aerodynamic characteristics is examined. Then, numerical results for unsteady aerodynamics are presented.

The calculations of the TCR wind tunnel model were made on HECToR, ${ }^{41}$ the UK National Supercomputing Service, using 64 processors. The main difficulty with the calculations was the small Courant-Friedrichs-Lewy (CFL) number required to avoid divergence. The current calculations were run at a CFL number of 4 . To obtain a well converged solution, the norm of the maximum residual and the integrated aerodynamic coefficients were monitored. Results for steady state analyses were run for four thousand iterations. At the highest angles of attack, above an incidence of $30^{\circ}$, the aerodynamic coefficients did not converge to an asymptotic value but presented undamped fluctuations around a mean value. In these circumstances, the mean value of the aerodynamic coefficients at the last ten thousand iterations was considered for the comparison of static aerodynamic characteristics. For forced pitching motions, the solution was computed at 200 time steps uniformly distributed in one period and 3 cycles considered. The numerical setup allowed to get a well converged solution in all test cases, featuring small and large pitching amplitudes. Fixed-geometry unsteady calculations were run to comprehend the natural unsteadiness of the flow and, in particular, to compare the solution with that from steady state analysis. A non-dimensional time step increment of 0.005 was considered and the non-dimensional final time set to 50 , which corresponds to 0.37 seconds based on the wing aerodynamic chord and freestream speed.

## 1. Validation of Static Aerodynamic Characteristics

Predictions of static longitudinal aerodynamic characteristics were first validated for the TCR wind tunnel model. The model includes the vertical tail and the undeflected canard wing, with a symmetrical flow for all cases. A Mach number of 0.117 and a Reynolds number of 0.778 million, based on the wing mean aerodynamic chord and freestream speed, were used. Flow conditions are summarized in Table 4.

The low Reynolds number at the operating wind tunnel conditions and the leading-edge geometry of the TCR wind tunnel model are both critical factors to the CFD for the prediction of the initial flow separation, which affects the structure of the airflow around the scaled model and the overall measured aircraft performance. No transition tripping was installed in the wind tunnel model to trip the boundary layer to turbulent flow. Leading-edges of the TCR wind tunnel model raise the problem of predicting separation point around a smooth body shape. All simulations assumed fully turbulent flow.

| Freestream speed, $U_{\infty}$ | $40 \mathrm{~m} / \mathrm{s}$ |
| :--- | :--- |
| Reynolds number, $R e$ | $0.77810^{6}$ |
| Angle of incidence, $\alpha$ | $-10.0^{\circ}$ up to $40.0^{\circ}$ |
| Angle of sideslip, $\beta$ | $0.0^{\circ}$ |

Table 4. Description of the TCR test cases for static aerodynamic characteristics

Longitudinal force and moment coefficients for well converged calculations and experimental measurements are shown in Fig. 15. A close match is observed at negative up to moderate angles of incidence when vortical structures are not fully developed. With a complex system of vortices forming at higher incidences and massive flow separation, the deviations from experimental data are more significant. A parallel study ${ }^{42}$ includes more details on the break points in the pitching moment curve. The first break in the moment curve at around $5^{\circ}$ is due to a change coming from the wing which in turn seems to be caused by a change of the slope of the lift of the wing. A plateau in the moment coefficient follows the break point up to about $20^{\circ}$ and a mild reduction in the moment magnitude is observed in both data sets. The second break at around
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Figure 14. SDM fixed geometry unsteady calculations for a Mach number of 0.3
$20^{\circ}$ is possibly originated from the canard wing following the onset of the flow separation. Numerical results predict the first break in the moment curve, whilst delaying the second break point.


Figure 15. Static longitudinal aerodynamic characteristics for TCR wind tunnel model
Fig. 16 shows the pressure distribution with surface streamline patterns at several angles of attack. At $5^{\circ}$, the outer wing vortex originating from the wing leading-edge outboard of the crank and the canard vortex are observed. Primary reattachment lines are clearly visible in Fig. 16(a). The strength of the secondary vortex is very weak and the secondary separation and reattachment lines are close to the primary separation line for both wing and canard vortices. Smooth streamlines are predicted around the fuselage and in the inner wing section. Increasing the angle of incidence above the first break point, the inner wing vortex from the wing leading-edge inboard of the crank is observed. The streamline pattern suggests that the inner and outer wing vortices interact with each other over the main wing and a canard vortex is forming at its tip. The complexity of the flow structure is shown when the incidence is further increased through the second break point and, in particular, singular points in the velocity field indicate flow separation. Separation and reattachment lines are clearly visible. With the onset of canard separation, the flow around the fuselage is no longer well streamlined. More insights on the flow characteristics are found in a companion paper. ${ }^{42}$

## 2. Unsteady Aerodynamic Derivatives for Pitch Oscillations

Stability derivatives of the TCR wind tunnel model were obtained in the experimental campaign performing small amplitude forced oscillations. Numerical results restricted the forced motions around the three body axes to pitch oscillation only. The rotation point is at the centre of gravity in all test cases. Similar flow conditions to those considered in the static investigations were used for the Mach and Reynolds numbers. Motion parameters are summarized in Table 5. The reduced frequency, based on freestream speed and wing mean aerodynamic chord, is 0.0234 .

| Freestream speed, $U_{\infty}$ | $40 \mathrm{~m} / \mathrm{s}$ |
| :--- | :--- |
| Mean incidence, $\alpha_{0}$ | $0.0^{\circ}$ up to $30.0^{\circ}$ |
| Pitch amplitude, $\alpha_{A}$ | $3.0^{\circ}$ |
| Frequency, $f$ | 1.0 Hz |

Table 5. Description of TCR test cases for small amplitude pitch oscillations

Normal force and pitching moment damping derivatives are compared in Fig. 17 to experimental results for several mean angles of attack. Prediction of damping values is in agreement with measured data. For


Figure 16. Pressure distribution with surface streamline pattern for TCR wind tunnel model at several angles of attack $\left(\beta=0.0^{\circ}, U_{\infty}=40 \mathrm{~m} / \mathrm{s}\right.$ and $\left.R e=0.77810^{6}\right)$
the force coefficient damping, the comparison is good for all cases up to large incidences. Experimental results show a positive damping in pitch at around $20^{\circ}$ mean angle of attack, with a noticeable frequency
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dependence. Unstable characteristics in pitch were explained by massive canard flow separation. ${ }^{43}$ The prediction of pitch damping values fails to indicate this important feature at the mean angles identified by measurements. Nonetheless, positive damping is found in the numerical results at slightly larger incidences. Measurements during small amplitude forced motions did not include time-histories of aerodynamic coefficients, making more difficult to trace the origin of this delay. A first comment is that for the static curve of the moment coefficient, the second break occurs at an angle of attack similar to the mean angle of attack experiencing unstable characteristics during forced motion. Although no evidence has been given yet to prove this statement, it's our understanding to interpret the flow physics as the amenable mechanics to both situations. Numerical results predict a second break in the moment curve with a slight delay, of about $5^{\circ}$ to $10^{\circ}$, after the experimental break point, and at the same mean angles of attack anti-damping in pitch is observed. The same flow phenomena leading to the above connection between static and dynamic investigations is likely to be the driving mechanics in the numerical experiments. A final remark is for the relatively poor prediction of damping values, which are of larger magnitude than the experimental data, at $10^{\circ}$ mean angle of attack. Strong non-linear features are locally not experienced in both data sets and the plateaux in the moment curve are in agreement. Considering non-critical flow conditions, it is not clear yet the reason the numerical result overpredict the magnitude of the damping values.


Figure 17. Dynamic derivatives for TCR wind tunnel model undergoing forced oscillations in pitch
The force and moment coefficient loops for the model undergoing forced oscillation in pitch axis are superimposed to the static curves in Fig. 18. Numerical solutions were well converged and only one cycle is included for the unsteady calculations. A favourable comparison is achieved between the two sets of calculations. At $5^{\circ}$ mean angle of attack, a significant hysteresis is predicted for the moment coefficient which may be caused by local flow features at the first break point in the pitching moment curve.

## 3. Unsteady Non-Linear Aerodynamics during Large Amplitude Pitch Oscillations

Forces and moments acting on a moving aerodynamic model at high angle of attack are non-linear functions of the motion variables. To achieve a deeper insight into the numerical simulations in the non-linear regime, several test cases were run for large amplitude pitch oscillations, for which time-histories of the measured aerodynamic coefficients are available.

The same frequency of motion of 1 Hz is considered for all test cases, which feature a mean angle of incidence of $8.0^{\circ}$ and $18.0^{\circ}$ and a pitch amplitude of $10.0^{\circ}$ and $20.0^{\circ}$. Table 6 summarizes the motion parameters.

Numerical results for the force and moment coefficient loops are compared against experimental results in Fig. 19 for Test Case 1 and Test Case 2. A favourable agreement is observed for both cases. When increasing the pitch amplitude from $10.0^{\circ}$ to $20.0^{\circ}$, the more significant impact is on the moment coefficient. Both numerical and experimental force coefficient loops have a slightly larger mean slopes than the corresponding
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Figure 18. Normal force and pitching moment coefficient loops for the TCR wind tunnel model performing small amplitude pitch oscillations compared to static values

|  | Test Case 1 | Test Case 2 | Test Case 3 | Test Case 4 |
| :--- | :--- | :--- | :--- | :--- |
| Freestream speed, $U_{\infty}$ | $40 \mathrm{~m} / \mathrm{s}$ | $40 \mathrm{~m} / \mathrm{s}$ | $40 \mathrm{~m} / \mathrm{s}$ | $40 \mathrm{~m} / \mathrm{s}$ |
| Mean incidence, $\alpha_{0}$ | $8.0^{\circ}$ | $8.0^{\circ}$ | $18.0^{\circ}$ | $18.0^{\circ}$ |
| Pitch amplitude, $\alpha_{A}$ | $10.0^{\circ}$ | $20.0^{\circ}$ | $10.0^{\circ}$ | $20.0^{\circ}$ |
| Frequency, $f$ | 1.0 Hz | 1.0 Hz | 1.0 Hz | 1.0 Hz |

Table 6. Description of TCR test cases for large amplitude pitch oscillations
static curves. Main features in the measured moment loops are also found in the numerical solutions. The numerical solutions differ the most from experimental data at the lowest angles of attack and, in particular, the shape of eight is observed in all cases.

Comparison for Test Case 3 and Test Case 4 is shown in Fig. 20. The overall agreement of numerical results with measurements is good for all cases. The pitch amplitude has a significant effect on the results. Whilst the two cases have the same mean angle of attack, an offset between numerical and experimental data is noted for a pitch amplitude of $10^{\circ}$. The solutions for Test Case 4 overlap the experimental results, while retaining most of the features in the experimental loops. The reason for obtaining a closer agreement to experimental data (not in terms of shape) for the larger amplitude pitch oscillations is not clear yet, although considering the influence of the second break point could shed some light on this aspect.

## 4. Study of Natural Unsteadiness

Fixed geometry unsteady calculations were run to investigate the natural unsteadiness of the flow at moderate to large angles of attack and compare the steady state predictions. Flow conditions are summarized in Table 7. The non-dimensional time step used in the calculations is 0.005 . The final non-dimensional time is 50 , which corresponds to a physical time of 0.37 seconds based on the freestream velocity and wing aerodynamic chord.

Unsteady calculations were inizialized by a steady state solution obtained after ten thousand iterations. In Fig. 21, the normal force and pitching moment coefficients as function of the non-dimensional time are compared to static values for well converged steady analyses after four thousand iterations. An initial comment is that steady state results after ten thousand iterations are not well converged and only used for initialization, whilst the well converged steady values included in figure are in agreement with the unsteady
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Figure 19. Normal force and pitching moment coefficient loops for TCR wind tunnel model for Test Case 1 $\left(\alpha_{0}=8^{\circ}, \alpha_{A}=10^{\circ}\right.$ and $\left.f=1 \mathrm{~Hz}\right)$ and Test Case $2\left(\alpha_{0}=8^{\circ}, \alpha_{A}=20^{\circ}\right.$ and $\left.f=1 \mathrm{~Hz}\right)$

| Freestream speed, $U_{\infty}$ | $40 \mathrm{~m} / \mathrm{s}$ |
| :--- | :--- |
| Angle of attack, $\alpha_{0}$ | $15.0^{\circ}$ up to $40.0^{\circ}$ |
| Non-dimensional time step, dt | 0.005 |
| Number of time steps | 10000 |

Table 7. Description of TCR test cases for fixed unsteady calculations
values. Convergence of the unsteady values to the well converged steady results indicates, first, the convergence of static calculations and, second, the lack of any unsteady effect. At large incidences above $30.0^{\circ}$, the unsteady values after an initial settlement deviate from the static results. A final remark is the presence of undamped oscillations in the convergence of aerodynamic coefficients for the steady state analyses and their poorer agreement with unsteady values is caused by unsteadiness in the flow structure. Although of moderate intensity, unsteady aerodynamic coefficients present fluctuations at the higher angles of attack.


Figure 20. Normal force and pitching moment coefficient loops for TCR wind tunnel model for Test Case 3 $\left(\alpha_{0}=18^{\circ}, \alpha_{A}=10^{\circ}\right.$ and $\left.f=1 \mathrm{~Hz}\right)$ and Test Case $4\left(\alpha_{0}=18^{\circ}, \alpha_{A}=20^{\circ}\right.$ and $\left.f=1 \mathrm{~Hz}\right)$

Experimental measurements for static investigations were averaged over two seconds but time histories were not recorded.

## VI. Conclusions

An unsteady time-accurate CFD solver is used for the computation of aerodynamic loads for forced periodic motions. The Standard Dynamic Model (SDM) and the Transonic CRuiser (TCR) wind tunnel geometries are the test cases. Two numerical techniques for the estimation of dynamic derivatives are implemented. The first is an accurate evaluation of the Fourier integral; the second is based on a linear regression mathematical model. Similar results were obtained. The flow is modelled using the Euler equations for the SDM and the RANS equations for the TCR. A good agreement with available experimental data is observed. A study for understanding the influence of motion parameters was also conducted for the SDM. For the TCR, the prediction of longitudinal aerodynamic characteristics is validated against experimental data at low speed and up to high angle of incidence. A benchmark against experimental data is presented for
small and large amplitude forced oscillations in pitch. Prediction of dynamic derivatives was in agreement with wind tunnel data.
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(a) Normal force coefficient, $\alpha=15.0^{\circ}$

(b) Normal force coefficient, $\alpha=20.0^{\circ}$

(e) Normal force coefficient, $\alpha=35.0^{\circ}$
(d) Normal force coefficient, $\alpha=30.0^{\circ}$

(g) Pitch moment coefficient, $\alpha=15.0^{\circ}$

(h) Pitch moment coefficient, $\alpha=20.0^{\circ}$

(c) Normal force coefficient, $\alpha=25.0^{\circ}$

(f) Normal force coefficient, $\alpha=40.0^{\circ}$

(i) Pitch moment coefficient, $\alpha=25.0^{\circ}$

(j) Pitch moment coefficient, $\alpha=30.0^{\circ}$

(k) Pitch moment coefficient, $\alpha=35.0^{\circ}$

(l) Pitch moment coefficient, $\alpha=40.0^{\circ}$

Figure 21. Normal force and pitching moment coefficient for the TCR fixed geometry unsteady calculations for several angles of incidence
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