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#### Abstract

In this paper, we consider spatial modulation (SM) operating in a frequency-selective single-carrier (SC) communication scenario and propose zero-padding instead of the cyclicprefix considered in the existing literature. We show that the zeropadded single-carrier (ZP-SC) SM system offers full multipath diversity under maximum-likelihood (ML) detection, unlike the cyclic-prefix based SM system. Furthermore, we show that the order of ML detection complexity in our proposed ZP-SC SM system is independent of the frame length and depends only on the number of multipath links between the transmitter and the receiver. Thus, we show that the zero-padding applied in the SC SM system has two advantages over the cyclic prefix: 1) achieves full multipath diversity, and 2) imposes a relatively low ML detection complexity. Furthermore, we extend the partial interference cancellation receiver (PIC-R) proposed by Guo and Xia for the detection of space-time block codes (STBCs) in order to convert the ZP-SC system into a set of narrowband subsystems experiencing flat-fading. We show that full rank STBC transmissions over these subsystems achieves full transmit, receive as well as multipath diversity for the PIC-R. Furthermore, we show that the ZP-SC SM system achieves receive and multipath diversity for the PIC-R at a detection complexity order which is the same as that of the SM system in flat-fading scenario. Our simulation results demonstrate that the symbol error ratio performance of the proposed linear receiver for the ZP-SC SM system is significantly better than that of the SM in cyclic prefix based orthogonal frequency division multiplexing as well as of the SM in the cyclic-prefixed and zero-padded single carrier systems relying on zero-forcing/minimum mean-squared error equalizer based receivers.


Index Terms-Spatial modulation, zero padded single carrier communication, partial interference cancellation, diversity, decoding complexity.

## I. Introduction

THE benefits of multi-antenna aided transmission schemes are achieved at the cost of a substantial decoding complexity imposed at the receiver. A substantial contributor to the high decoding complexity at the receiver is the interantenna interference (IAI) which arises due to the simultaneous activation of all the antennas at the transmitter. For example, in the vertical Bell laboratories layered space-time
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Fig. 1. Pictorial representation of the spatial modulation system.
(V-BLAST) architecture [1], the maximum likelihood (ML) decoding complexity is exponential in the number of transmit antennas. Although the sphere decoding (SD) algorithm associated with a sufficiently high search-radius guarantees the ML performance [2], [3], the reduction in search complexity due to SD at low signal-to-noise ratios (SNR) remains modest compared to that at high SNRs.

Spatial modulation (SM) [4]-[6] is a recently developed low-complexity multiple-input multiple-output (MIMO) communication scheme that relies on a single radio frequency (RF) chain at the transmitter. In this scheme, the information bitstream is divided into blocks of $\log _{2}\left(N_{t} M\right)$ bits, and in each block, $\log _{2}(M)$ bits select a symbol $s$ from an $M$-ary signal set (such as $M$-QAM or -PSK), and $\log _{2}\left(N_{t}\right)$ bits select an antenna out of $N_{t}$ transmit antennas for the transmission of the symbol $s$. Fig. 1 gives a pictorial representation of the SM scheme. Since only one transmit antenna is activated in any symbol duration, the IAI is completely avoided at the receiver, thereby resulting in a low-complexity single-stream ML detector [7], [8] at the receiver.

Below we provide a brief overview of the recent contributions on SM. Several reduced-complexity detectors were proposed for SM in [9]-[12] that achieve near-ML performance. Furthermore, the robustness of the SM system to channel imperfections was studied in comparison to conventional MIMO (C-MIMO) systems in [13], [14]. Transmit diversity techniques were conceived for SM systems in [15]-[18], while power allocation algorithms were studied in [19], [20]. A detailed study of the SM system employing adaptive modulation and transmit antenna selection relying on feedback information obtained from the receiver can be found in [21]-[23]. In the SM scheme studied in the existing literature [4]-[23], the channel has routinely been assumed to be a frequency-flat block Rayleigh fading. However, very recently, the SM scheme was studied in a frequency selective channel using a cyclic-
prefixed (CP) single carrier (SC) communication system [24]. Additional related studies include that of [25]. Following are the important inferences drawn in [24]:

- The SM scheme in CP-SC communication cannot exploit multipath diversity (with ML decoding at the receiver), hence the diversity order achieved is only $N_{r}$, where $N_{r}$ is the number of receive antennas.
- If $K$ is the number of SM symbols in a data-frame, then the order of ML decoding complexity is given by $\left(N_{t} M\right)^{K}$, i.e. the order of ML decoding complexity is exponential in $K$.
Against this background, following are the contributions of this paper:

1) Precoding the sequence of SM symbols by the inverse fast Fourier transform (IFFT) matrix in addition to cyclic prefixing yields parallel channels leading to reduced complexity detection, but this requires $N_{t} \mathrm{RF}$ chains at the transmitter. However, adding CP alone will not provide any detection advantage in the SM system having a single RF chain at the transmitter. Instead of cyclic prefixing, we propose zero-padding (ZP) and show that the SM scheme employed for ZPSC communication offers full multipath diversity [see Proposition 1, Section II], while requiring only one RF chain at the transmitter.
2) Furthermore, we show that the order of ML detection complexity in the ZP-SC SM system is $\left(N_{t} M\right)^{P}$, where $P$ is the number of taps in the multipath channel, unlike that of the CP-SC SM scheme, where the ML detection complexity is of the order $\left(N_{t} M\right)^{K}$ [see Proposition 2, Section III]. This is achieved by formulating the ZPSC SM system as a space-time block code (STBC), and then suitably tailoring and applying the generalized distributive law (GDL) conceived for ML detection of STBCs [26].
3) We extend the partial interference-cancellation based receiver (PIC-R) [27], [28] to a ZP-SC system and show that the resultant ZP-SC system can be converted into a set of block fading subsystems. Furthermore, we demonstrate that the transmission of any full-rank STBC over these subsystems offers full transmit, receive and multipath diversity under PIC-R [see Proposition 3, Section IV] ${ }^{1}$. Finally, we show that the SM applied in the ZP-SC system achieves both multipath and receive diversity under PIC-R at a decoding complexity order, which is the same as that of the SM system operating in a flat-fading scenario. Furthermore, by exploiting the displacement structure [31]-[33] of the block Toeplitz matrices, we propose a reduced complexity successive interference cancellation based PIC-R, whose complex-

[^1]ity order is the same as that of the conventional zeroforcing (ZF)/minimum mean-squared error (MMSE) equalizer based receiver.
A detailed study of the ZP-SC C-MIMO system can be found in [34]-[37]. Table I compares various properties of the SM system to those of the C-MIMO and SIMO systems, when operating in a dispersive channel with the aid of ZP. It is evident from Table I that the SM system achieves the same diversity order as that of the SIMO system and achieves a $\log _{2} N_{t}$ bits per channel use (bpcu) higher throughput, while still requiring only one RF chain at the transmitter. Our objective in this paper is to study the performance improvement due to the additional antennas used by the SM system over the SIMO system and further compare it with the performance of the C-MIMO system which needs multiple RF chains at the transmitter.

Notations: Lowercase boldface letters represent vectors. Uppercase boldface letters denote matrices, while $\operatorname{Tr}(\cdot)$ is the trace of a matrix. Furthermore, $\|\cdot\|$ represents the twonorm of a vector, or the Frobenious norm of a matrix. The notations of $(\cdot)^{T}$ and $(\cdot)^{H}$ indicate the transpose and Hermitian transpose of a vector/matrix, respectively, while $|\cdot|$ represents the cardinality of a given set, or the magnitude of a complex quantity. $\mathbf{H}([a: b],:)$ represents a matrix with rows $a, a+1, \ldots, b-1, b$ of $\mathbf{H}$ and $\mathbf{H}(:,[a: b])$ is a matrix with columns $a, a+1, \ldots, b-1, b$ of $\mathbf{H} . \mathbb{R}$ and $\mathbb{C}$ represent the field of real and complex numbers, respectively, while $\mathcal{C} \mathcal{N}\left(\mu, \sigma^{2}\right)$ denotes a complex Gaussian random variable with mean $\mu$ and variance $\sigma^{2}$. If $S_{1}$ and $S_{2}$ are two sets such that $S_{2} \subset S_{1}$, then $X=S_{1} \backslash S_{2}$ represents a set containing all the elements of $S_{1}$ that are not present in $S_{2} . S_{3}=S_{1} \times S_{2}$ represents the Cartesian product of the sets $S_{1}$ and $S_{2}$.

## II. ZP-SC SM System

We consider a MIMO system having $N_{t}$ transmit as well as $N_{r}$ receive antennas and a quasi-static, frequency-selective fading channel having $P$ resolvable multipath links between each transmit and receive antenna pairs. The received vector during the $i^{\text {th }}$ channel use is given by

$$
\begin{equation*}
\mathbf{y}_{i}=\sum_{j=0}^{P-1} \mathbf{H}_{j} \mathbf{x}_{i-j}+\mathbf{n}_{i} \tag{1}
\end{equation*}
$$

where $\mathbf{x}_{k} \in \mathbb{C}^{N_{t} \times 1}$ and $\mathbf{y}_{k} \in \mathbb{C}^{N_{r} \times 1}$ are the transmitted and received vectors in the $k^{\text {th }}$ channel use, $\mathbf{H}_{j} \in \mathbb{C}^{N_{r} \times N_{t}}$ is the $j^{\text {th }}$ multipath channel matrix, and $\mathbf{n}_{k} \in \mathbb{C}^{N_{r} \times 1}$ is the noise vector in the $k^{\text {th }}$ channel use. The entries of the multipath channel matrices and the noise vector are from $\mathcal{C N}(0,1)$ and $\mathcal{C N}\left(0, \sigma^{2}\right)$, respectively, where $\sigma^{2}$ is the noise variance per complex dimension. We assume that $\mathbf{x}_{k}$ has unit energy and take $\sigma^{2}=\frac{1}{\rho}$ in order to ensure that the average received SNR at each receive antenna is $\rho$.

Assuming that $K$ channel uses/transmission symbols constituting a single data frame and each data frame is prefixed with $(P-1)$ zeros ${ }^{2}$, we have $q^{\text {th }}$ zero-padded $N_{t} \times(K+P-1)$ -

[^2]TABLE I
COMPARISON OF THE SM, C-MIMO AND SIMO SYSTEMS OPERATING IN A DISPERSIVE CHANNEL WITH THE AID OF ZP.

|  | ZP-SC SM | ZP-SC C-MIMO | ZP-SC SIMO |
| :--- | :---: | :---: | :---: |
| No. of transmit <br> RF chains required | 1 | $N_{t}$ | 1 |
| Throughput <br> (bpcu) | $\log _{2}\left(N_{t} M\right)$ | $N_{t} \log _{2}(M)$ | $\log _{2}(M)$ |
| Rate <br> (cpcu) | 1 | $N_{t}$ | 1 |
| ML decoding <br> complexity <br> order | $\left(N_{t} M\right)^{P}$ <br> (Proposition 2) | $M^{\left(N_{t} P\right)}$ <br> $($ Chapter 5, [46]) | $M^{P}$ |
| Achievable <br> diversity <br> order | $P N_{r}$ with <br> PIC-R/PIC-R-SIC <br> (Corollary 1) | $P N_{r}-N_{t}+1$ <br> with ZF/MMSE <br> (Proposition 1, [37]) | $P N_{r}$ <br> with ZF/MMSE |

bpcu : bits per channel use
cpcu : complex symbols per channel use
element data frame given by

$$
[\underbrace{\mathbf{0}, \mathbf{0}, \ldots, \mathbf{0},}_{P-1 \text { zero vectors }} \underbrace{\mathbf{x}_{K(q-1)+1}, \mathbf{x}_{K(q-1)+2}, \ldots, \mathbf{x}_{K(q-1)+K}}_{K \text { data vectors }}]
$$

where $\mathbf{0}$ denotes an all-zero vector of size $N_{t} \times 1$. The $q^{\text {th }}$ received data frame is given by (3), where $\mathbf{O}$ represents a ( $N_{r} \times N_{t}$ )-element null matrix and $K^{\prime}=K+P-1$. Since the number of multipaths is $P,(P-1)$ length zero-padding ensures that the successive data frames do not suffer from inter frame interference. In the SM scheme, each transmitted vector is of the form [4]

$$
\begin{equation*}
\mathbf{x}_{k}=[\underbrace{0, \ldots, 0}_{l_{k}-1}, s_{k}, \underbrace{0, \ldots, 0}_{N_{t}-l_{k}}]^{T} \in \mathbb{C}^{N_{t} \times 1} \tag{2}
\end{equation*}
$$

where $s_{k}$ is a complex symbol from the signal set $S$ having $|S|=M$ and $l_{k} \in L=\{i\}_{i=1}^{N_{t}}$. Thus, each $\mathbf{x}_{k}$ may assume $N_{t} M$ different values.

## A. ML Detection and Multipath Diversity

From (3), it becomes clear that $\hat{\mathbf{x}}$ may assume $\left(N_{t} M\right)^{K}$ different values, and hence the ML solution is given by

$$
\begin{equation*}
\hat{\mathbf{x}}_{M L}=\arg \min _{\hat{\mathbf{x}} \in \mathcal{X}}\|\hat{\mathbf{y}}-\hat{\mathbf{H}} \hat{\mathbf{x}}\|_{2}^{2} \tag{4}
\end{equation*}
$$

where $\mathcal{X}$ is the set of all legitimate transmit vectors with $|\mathcal{X}|=$ $\left(N_{t} M\right)^{K}$. For the ease of presentation, we assume $N_{r}=1$ and consider only the first frame in our analysis, but all the results presented hold for arbitrary $N_{r}$. Then, the first data frame received is given by

$$
\begin{equation*}
\hat{\mathbf{y}}=\hat{\mathbf{H}} \hat{\mathbf{x}}+\hat{\mathbf{n}} \tag{5}
\end{equation*}
$$

where $\hat{\mathbf{y}}=\left[y_{1}, y_{2}, \ldots, y_{K+P-1}\right]^{T}$,
$\hat{\mathbf{H}}=\left[\begin{array}{ccccc}\mathbf{h}_{0} & \mathbf{0} & \cdots & \mathbf{0} & \mathbf{0} \\ \mathbf{h}_{1} & \mathbf{h}_{0} & \cdots & \mathbf{0} & \mathbf{0} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \mathbf{h}_{P-1} & \mathbf{h}_{P-2} & \ddots & \mathbf{h}_{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{h}_{P-1} & \ddots & \mathbf{h}_{1} & \mathbf{h}_{0} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \mathbf{0} & \mathbf{0} & \cdots & \mathbf{h}_{P-1} & \mathbf{h}_{P-2} \\ \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} & \mathbf{h}_{P-1}\end{array}\right]_{(K+P-1) \times K N_{t}}$
so that $\mathbf{h}_{j} \in \mathbb{C}^{1 \times N_{t}}$ corresponds to the $j^{\text {th }}$ set of multipath links from $N_{t}$ transmit antennas to the receive antenna, $\mathbf{0}$ is a $\left(1 \times N_{t}\right)$-element null vector, $\hat{\mathbf{n}}=\left[n_{1}, n_{2}, \ldots, n_{K+P-1}\right]$ and $\hat{\mathbf{x}}=\left[\mathbf{x}_{1}^{T}, \mathbf{x}_{2}^{T}, \ldots, \mathbf{x}_{K}^{T}\right]^{T}$.

Let

$$
\begin{equation*}
\mathbf{A}_{i}=\left[\mathbf{e}_{P(i-1)+1}, \mathbf{e}_{P(i-1)+2}, \ldots, \mathbf{e}_{P(i-1)+P}, \mathbf{O}_{N_{t} P \times(K-1)}\right] \tag{7}
\end{equation*}
$$

for $1 \leq i \leq N_{t}$, where $\left\{\mathbf{e}_{k}\right\}_{k=1}^{N_{t} P}$ is the set of natural basis for $\mathbb{R}^{N_{t} P}, \mathcal{B}=\left\{\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathbf{A}_{N_{t}}\right\}$ and
$\mathbf{T}=\left[\begin{array}{cccccc}0 & 1 & 0 & 0 & \ldots & 0 \\ 0 & 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \ldots & 1 \\ 1 & 0 & 0 & 0 & \ldots & 0\end{array}\right] \in \mathbb{R}^{(K+P-1) \times(K+P-1)}$
be the shift-operator that circularly shifts the columns of the matrix that it operates on, i.e. we have
$\left[\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{K+P-1}\right] \mathbf{T}=\left[\mathbf{p}_{K+P-1}, \mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{K+P-2}\right]$.
The system in (5) may be equivalently written as

$$
\begin{equation*}
\hat{\mathbf{y}}^{T}=\overline{\mathbf{H}} \mathbf{X}+\hat{\mathbf{n}}^{T} \tag{10}
\end{equation*}
$$

where $\overline{\mathbf{H}}=\left[\overline{\mathbf{h}}_{1}, \overline{\mathbf{h}}_{2}, \ldots, \overline{\mathbf{h}}_{N_{t}}\right] \in \mathbb{C}^{1 \times N_{t} P}$, and $\overline{\mathbf{h}}_{i}=$ $\left[\mathbf{h}_{0}(i), \mathbf{h}_{1}(i), \ldots, \mathbf{h}_{P-1}(i)\right]$ for $1 \leq i \leq N_{t}$ and $\mathbf{X} \in$

$\mathbb{C}^{N_{t} P \times(K+P-1)}$ is from a finite set of matrices $\mathcal{C}$, given by

$$
\begin{equation*}
\mathcal{C}=\left\{\sum_{k=1}^{K} s_{k} \mathbf{B}_{k} \mathbf{T}^{k-1} \mid s_{k} \in S, \mathbf{B}_{k} \in \mathcal{B} \text { for } 1 \leq k \leq K\right\} \tag{11}
\end{equation*}
$$

where $\mathbf{T}^{0}$ is taken as $\mathbf{I}_{K+P-1}$. It may be readily seen from (11) that $|\mathcal{C}|=|S|^{K}|\mathcal{B}|^{K}=\left(M N_{t}\right)^{K}$. From (10) and (11), it becomes clear that the ZP-SC SM scheme can be interpreted as an STBC.

Following example illustrates the equivalence between the system models of (5) and (10).
Example 1: Consider a system having $N_{t}=2, N_{r}=1$, $P=3$ and $K=3$. Let $\hat{\mathbf{x}}=\left[s_{1}, 0,0, s_{2}, 0, s_{3}\right]^{T}$ and $\hat{\mathbf{h}}_{i}=$ $\left[\mathbf{h}_{i}(1), \mathbf{h}_{i}(2)\right]$ for $i=1,2,3$. Then from (5) we have

$$
\hat{\mathbf{H}} \hat{\mathbf{x}}=\left[\begin{array}{cccccc}
\mathbf{h}_{0}(1) & \mathbf{h}_{0}(2) & 0 & 0 & 0 & 0 \\
\mathbf{h}_{1}(1) & \mathbf{h}_{1}(2) & \mathbf{h}_{0}(1) & \mathbf{h}_{0}(2) & 0 & 0 \\
\mathbf{h}_{2}(1) & \mathbf{h}_{2}(2) & \mathbf{h}_{1}(1) & \mathbf{h}_{1}(2) & \mathbf{h}_{0}(1) & \mathbf{h}_{0}(2) \\
0 & 0 & \mathbf{h}_{2}(1) & \mathbf{h}_{2}(2) & \mathbf{h}_{1}(1) & \mathbf{h}_{1}(2) \\
0 & 0 & 0 & 0 & \mathbf{h}_{2}(1) & \mathbf{h}_{2}(2)
\end{array}\right]\left[\begin{array}{c}
s_{1} \\
0 \\
0 \\
s_{2} \\
0 \\
s_{3}
\end{array}\right],
$$

whose transpose is equivalent to

$$
\begin{aligned}
&(\hat{\mathbf{H}} \hat{\mathbf{x}})^{T}=\overline{\mathbf{H}} \mathbf{X}=\left[\mathbf{h}_{0}(1), \mathbf{h}_{1}(1), \mathbf{h}_{2}(1), \mathbf{h}_{0}(2), \mathbf{h}_{1}(2), \mathbf{h}_{2}(2)\right] \times \\
& {\left[\begin{array}{ccccc}
s_{1} & 0 & 0 & 0 & 0 \\
0 & s_{1} & 0 & 0 & 0 \\
0 & 0 & s_{1} & 0 & 0 \\
0 & s_{2} & s_{3} & 0 & 0 \\
0 & 0 & s_{2} & s_{3} & 0 \\
0 & 0 & 0 & s_{2} & s_{3}
\end{array}\right] }
\end{aligned}
$$

Proposition 1: In a multipath channel having $P$ resolvable links between each of the transmit antennas and the receive antenna pairs, the ZP-SC SM scheme can achieve a diversity order of $P$ in conjunction with ML detection.

Proof: Proof is provided in Appendix A.
It can be readily shown that with $N_{r}$ receive antennas the ZP-SC SM scheme achieves a diversity order of $N_{r} P$.

Remark 1: If $\mathcal{B}$ is a singleton set, say $\mathcal{B}=\left\{\mathbf{A}_{1}\right\}$, then the $\mathrm{ZP}-\mathrm{SC} \mathrm{SM}$ system reduces to a ZP SC SIMO system, in which case we have $\mathcal{C}=\left\{\sum_{k=1}^{K} s_{k} \mathbf{A}_{1} \mathbf{T}^{k-1} \mid s_{k} \in S\right.$ for $\left.1 \leq k \leq K\right\}$. It can be readily seen that the elements of the set $\mathcal{C}$ in this case are Toeplitz matrices and hence $\mathcal{C}$ is equivalent to the Toeplitz STBC [38], which is known to provide full transmit diversity.

## III. Proposed low-complexity GDL-Based ML DETECTION FOR THE ZP-SC SM SYSTEM

In this section, we show that the ML decoding complexity order in the ZP-SC SM system can be reduced to $\left(N_{t} M\right)^{P}$
with the aid of the GDL. For a review of GDL, the reader is referred to [26]. The main idea in achieving a reducedcomplexity ML detection is by exploiting the fact that the transmitted SM symbols suffer interference from only $P-1$ previously transmitted symbols, regardless of the length of the data frame.

## A. Reduced complexity GDL-based ML detection in ZP-SC SM system

In this section we will show that the order of ML decoding complexity in the ZP-SC SM system may be reduced from $\left(N_{t} M\right)^{K}$ to $\left(N_{t} M\right)^{P}$ with the aid of GDL.

Considering the STBC given in (11), for a fixed $\left\{\mathbf{B}_{k}\right\}_{k=1}^{K}=$ $\left\{\mathbf{A}_{l_{k}}\right\}_{k=1}^{K}$, where $l_{k} \in L=\{i\}_{i=1}^{N_{t}}$, we may have $\mathbf{x}_{n}=$ [ $s_{n_{I}}, s_{n_{Q}}$ ] for $1 \leq n \leq K$ as the set of encoding groups, where $s_{n_{I}}=\Re\left(s_{n}\right)$ and $s_{n_{Q}}=\Im\left(s_{n}\right)$. Since the transmitted symbol as well as the activated transmit antenna together convey information in the SM scheme, we extend the set of encoding groups by additionally including the antenna index associated with the transmitted symbol, yielding $\mathbf{x}_{n}^{\prime}=$ $\left[s_{n_{I}}, s_{n_{Q}} ; l_{n}\right] \in \mathcal{A}_{n}^{\prime}=S \times L$ for $1 \leq n \leq K$, and hence refer to them as extended encoding groups. Furthermore, let $s_{2 i-1}=s_{i_{I}}, s_{2 i}=s_{i_{Q}}, \mathbf{M}_{2 i-1}=\mathbf{M}_{2 i-1}\left(l_{2 i-1}\right)=\mathbf{A}_{l_{i}} \mathbf{T}^{i-1}$ and $\mathbf{M}_{2 i}=\mathbf{M}_{2 i}\left(l_{i}\right)=j \mathbf{A}_{l_{i}} \mathbf{T}^{i-1}$ for $1 \leq i \leq K$, where $\mathbf{M}_{k}\left(l_{j}\right)$ indicates that $\mathbf{M}_{k}$ depends on $l_{j}$. Then, the local kernel associated with $\mathbf{x}_{n}^{\prime}$ is given by $\alpha_{n}^{\prime}\left(\mathbf{x}_{n}^{\prime}\right)=$ $\sum_{i \in \psi_{n}}\left[s_{i} \zeta_{i}\left(l_{n}\right)+s_{i}^{2} \zeta_{i, i}\left(l_{n}\right)\right]+\sum_{\substack{j>i \\ i, j \in \psi_{n}}} s_{i} s_{j} \zeta_{i, j}\left(l_{n}\right)$, where $\psi_{n}=\{2 n-1,2 n\}$, while that associated with $\left(\mathbf{x}_{n}^{\prime}, \mathbf{x}_{m}^{\prime}\right)$ is given by $\alpha_{n, m}^{\prime}\left(\mathbf{x}_{n}^{\prime}, \mathbf{x}_{m}^{\prime}\right)=\sum_{\substack{i \in \psi_{n} \\ j \in \psi_{m}}} s_{i} s_{j} \zeta_{i, j}\left(l_{n}, l_{m}\right)$. The directed message emanating from vertex $u$ to $v$ with extended encoding groups is given by the range of the function $\mu_{u, v}^{\prime}: \mathcal{A}_{\mathcal{I}_{u} \cap \mathcal{I}_{v}}^{\prime} \rightarrow \mathbb{R}, \mu_{u, v}^{\prime}\left(\mathbf{x}_{\mathcal{I}_{u} \cap \mathcal{I}_{v}}^{\prime}\right)=$ $\min _{\mathbf{x}_{\mathcal{I}_{u} \backslash \mathcal{I}_{v}}^{\prime}}\left(\alpha_{u}^{\prime}\left(\mathbf{x}_{\mathcal{I}_{u}}^{\prime}\right)+\sum_{\substack{w \operatorname{adj} \\ w \neq v}} u \mu_{w, u}\left(\mathbf{x}_{\mathcal{I}_{w} \cap \mathcal{I}_{u}}^{\prime}\right)\right)$.

Definition 1: Two extended encoding groups $\mathbf{x}_{n}^{\prime}$ and $\mathbf{x}_{m}^{\prime}$ are said to be non-interfering if $\left(\mathbf{A}_{l_{n}} \mathbf{T}^{n-1}\right)\left(\mathbf{A}_{l_{m}} \mathbf{T}^{m-1}\right)^{H}+$ $\left(\mathbf{A}_{l_{m}} \mathbf{T}^{m-1}\right)\left(\mathbf{A}_{l_{n}} \mathbf{T}^{n-1}\right)^{H}=\mathbf{O}$ for all $1 \leq l_{n} \leq N_{t}$ and $1 \leq l_{m} \leq N_{t}$.

Note that the above definition ensures that, for any given $l_{n}$ and $l_{m}$ in $L, \nexists s \in\left[s_{n_{I}}, s_{n_{Q}}\right]$ and $s^{\prime} \in\left[s_{m_{I}}, s_{m_{Q}}\right]$ such that their weight matrices are not Hurwitz-Radon orthogonal. Since the weight matrices associated with the symbols $s_{n_{I}}$ and $s_{n_{Q}}$ are $\mathbf{A}_{l_{n}} \mathbf{T}^{n-1}$ and $j \mathbf{A}_{l_{n}} \mathbf{T}^{n-1}$, respectively, and those
associated with the symbols $s_{m_{I}}$ and $s_{m_{Q}}$ are $\mathbf{A}_{l_{m}} \mathbf{T}^{m-1}$ and $j \mathbf{A}_{l_{m}} \mathbf{T}^{m-1}$, respectively, it can be readily seen that if $\left(\mathbf{A}_{l_{n}} \mathbf{T}^{n-1}\right) \perp\left(\mathbf{A}_{l_{m}} \mathbf{T}^{m-1}\right)$, then $\left(j \mathbf{A}_{l_{n}} \mathbf{T}^{n-1}\right) \perp\left(\mathbf{A}_{l_{m}} \mathbf{T}^{m-1}\right)$ and $\left(j \mathbf{A}_{l_{n}} \mathbf{T}^{n-1}\right) \perp\left(j \mathbf{A}_{l_{m}} \mathbf{T}^{m-1}\right)$.

Lemma 1: For any $\mathbf{A}_{i}, \mathbf{A}_{j} \in \mathcal{B},\left(\mathbf{A}_{i} \mathbf{T}^{l}\right) \perp\left(\mathbf{A}_{j} \mathbf{T}^{l+k}\right)$ i.e. $\left(\mathbf{A}_{i} \mathbf{T}^{l}\right)\left(\mathbf{A}_{j} \mathbf{T}^{l+k}\right)^{H}+\left(\mathbf{A}_{j} \mathbf{T}^{l+k}\right)\left(\mathbf{A}_{i} \mathbf{T}^{l}\right)^{H}=\mathbf{O}$ for $P \leq k \leq$ $K-l-1$ and $0 \leq l \leq K-1$.

Proof: Proof is provided in Appendix B.
Lemma 2: In the ZP-SC SM system, the extended encoding groups $\mathbf{x}_{n}^{\prime}$ and $\mathbf{x}_{m}^{\prime}$ are non-interfering if $n+P \leq m$.

Proof: Proof directly follows from Lemma 1 and is provided for the sake of completeness. The vertices $\mathbf{x}_{n}^{\prime}$ and $\mathbf{x}_{m}^{\prime}$ are non-interfering if $\left(\mathbf{A}_{l_{n}} \mathbf{T}^{n-1}\right) \perp\left(\mathbf{A}_{l_{m}} \mathbf{T}^{m-1}\right)$. From Lemma 1 we have $\left(\mathbf{A}_{l_{n}} \mathbf{T}^{n-1}\right) \perp\left(\mathbf{A}_{l_{m}} \mathbf{T}^{m-1}\right)$, if $m-1 \geq$ $n-1+P \Rightarrow m \geq n+P$.

Proposition 2: In the ZP-SC SM scheme having $N_{t}$ transmit antennas, the order ${ }^{3}$ of ML decoding complexity is $\left(N_{t} M\right)^{P}$, where $M$ is the size of the signal set employed and $P$ is the number of multipath links between each of the transmit and receive antenna pairs.

Proof: We show here that there exists a core $G^{\prime}$ for the junction tree of the ZP-SC SM system such that $\max _{v \in V}\left|\mathcal{A}_{\mathcal{I}_{v}}\right|=\left(N_{t} M\right)^{P}$. Note that if the vertices $\mathbf{x}_{n}^{\prime}$ and $\mathrm{x}_{m}^{\prime}$ are non-interfering, then the vertex corresponding to $\left(\mathrm{x}_{n}^{\prime}, \mathrm{x}_{m}^{\prime}\right)$ can be removed from the junction tree, since $\alpha_{n, m}^{\prime}\left(\mathbf{x}_{n}^{\prime}, \mathbf{x}_{m}^{\prime}\right)=0$. From Lemma 2, the vertices corresponding to $\left(\mathbf{x}_{n}^{\prime}, \mathbf{x}_{m}^{\prime}\right)$ for $m \geq n+P$ are non-interfering and hence they do not have to be included in the junction tree. We propose a junction tree for the ZP-SC SM system shown in Fig. 2. It can be readily verified that the core of the junction tree given in Fig. 2 satisfies the condition C. 1 described in Section III-A. Furthermore, it may be seen from Fig. 2 that the $\max _{v \in V}\left|\mathcal{A}_{\mathcal{I}_{v}}^{\prime}\right|=\left|\mathcal{A}_{n}^{\prime}\right|^{P}=|S \times L|^{P}=\left(N_{t} M\right)^{P}$.

Although the order of ML decoding complexity is reduced from $\left(N_{t} M\right)^{K}$ to $\left(N_{t} M\right)^{P}$, the complexity still remains high for the number of multipaths encountered in practical dispersive scenarios. For example, the Vehicular A and Pedestrian B channel models specified for cellular communication by 3GPP consider $P=6$ links [39], while some HIPERLAN channel models even consider $P=16$ links [40]. For the modest values of $N_{t}=M=2$ and $P=6$, we will have $\left(N_{t} M\right)^{P}=4096$. Thus, the ML decoding in the ZP-SC SM system is only feasible when $P$ is small. When $P$ is large, we may have to resort to low-complexity sub-optimal linear receivers.

## IV. A LOW-COMPLEXITY LINEAR RECEIVER FOR ZP-SC SYSTEMS THAT ACHIEVE FULL TRANSMIT, RECEIVE AND MULTIPATH DIVERSITY

In the previous section, we showed that the order of ML decoding complexity in the ZP-SC SM system is $\left(N_{t} M\right)^{P}$. The length of the multipath channel $P$ may be reduced to a more modest value with the aid of channel shortening filters [41], [42]. However, channel shortening does not necessarily guarantee attaining full multipath diversity. In this section, we

[^3]propose a low-complexity PIC-R for the general ZP-SC communication system that converts the mulitpath system into a set of frequency-flat block fading subsystems. Furthermore, we show that the transmission of any full-rank STBC over these subsystems achieves full transmit-, receive- and multipathdiversity under ML decoding. Finally, we show that the SM scheme can be viewed as a pure spatial-domain arrangement, and hence achieves only receive- and multipath-diversity under PIC-R, while imposing a complexity order of $N_{t} M$.

## A. Proposed PIC-R for the general ZP-SC system

Assuming that the multipath channel's complex-valued envelope is fixed over $T^{\prime}$ data frames, we can extend the ZP-SC system of (3) over $T^{\prime}$ data frames as

$$
\begin{equation*}
\hat{\mathbf{Y}}=\hat{\mathbf{H}} \hat{\mathbf{X}}+\hat{\mathbf{N}} \tag{12}
\end{equation*}
$$

where $\hat{\mathbf{Y}}=\left[\hat{\mathbf{y}}_{1}, \hat{\mathbf{y}}_{2}, \ldots, \hat{\mathbf{y}}_{T^{\prime}}\right], \hat{\mathbf{X}}=\left[\hat{\mathbf{x}}_{1}, \hat{\mathbf{x}}_{2}, \ldots, \hat{\mathbf{x}}_{T^{\prime}}\right]$ and $\hat{\mathbf{N}}=$ $\left[\hat{\mathbf{n}}_{1}, \hat{\mathbf{n}}_{2}, \ldots, \hat{\mathbf{n}}_{T^{\prime}}\right]$. Let

$$
\begin{equation*}
\mathcal{I}_{i}=\left\{N_{t} i+1, N_{t} i+2, \ldots, N_{t}(i+1)\right\} \tag{13}
\end{equation*}
$$

for $i=0,1, \cdots, K-1$, such that $\cup_{i=0}^{K-1} \mathcal{I}_{i}=\mathcal{I}=\{i\}_{i=1}^{N_{t} K}$ and $\mathbf{G}_{\mathcal{I}_{i}}$ be the matrix having columns of $\hat{\mathbf{H}}$ that are indexed by the elements of $\mathcal{I}_{i}$. Then (12) may be equivalently written as

$$
\begin{equation*}
\hat{\mathbf{Y}}=\sum_{i=0}^{K-1} \mathbf{G}_{\mathcal{I}_{i}} \hat{\mathbf{X}}_{i}+\hat{\mathbf{N}} \tag{14}
\end{equation*}
$$

where $\hat{\mathbf{X}}_{i}=\hat{\mathbf{X}}\left(\left[i N_{t}+1:(i+1) N_{t}\right],:\right) \quad \in$ $\mathbb{C}^{N_{t} \times T^{\prime}}$, for $0 \leq i \leq K-1$. Let $\mathbf{G}_{\mathcal{I}_{k}}^{c}=$ $\left[\mathbf{G}_{\mathcal{I}_{0}}, \mathbf{G}_{\mathcal{I}_{1}}, \ldots, \mathbf{G}_{\mathcal{I}_{k-1}}, \mathbf{G}_{\mathcal{I}_{k+1}}, \ldots, \mathbf{G}_{\mathcal{I}_{K-1}}\right]$. The matrix projecting on to the orthogonal complement space of $\mathbf{G}_{\mathcal{I}_{k}}^{c}$ is given by $\mathbf{P}_{\mathcal{I}_{k}}=\mathbf{I}_{N_{r}(K+P-1)}-\mathbf{Q}_{\mathcal{I}_{k}}$, where $\mathbf{Q}_{\mathcal{I}_{k}}=$ $\mathbf{G}_{\mathcal{I}_{k}}^{c}\left(\left(\mathbf{G}_{\mathcal{I}_{k}}^{c}\right)^{H} \mathbf{G}_{\mathcal{I}_{k}}^{c}\right)^{-1}\left(\mathbf{G}_{\mathcal{I}_{k}}^{c}\right)^{H}$. Thus, we have $\mathbf{P}_{\mathcal{I}_{k}} \mathbf{G}_{\mathcal{I}_{i}}=\mathbf{0}$ for $i \in\{j\}_{j=0}^{K-1} \backslash k$. Consider $\mathbf{Z}_{\mathcal{I}_{k}}=\mathbf{P}_{\mathcal{I}_{k}} \hat{\mathbf{Y}}$ given by

$$
\begin{align*}
\mathbf{Z}_{\mathcal{I}_{k}} & =\mathbf{P}_{\mathcal{I}_{k}} \sum_{i=1}^{K-1} \mathbf{G}_{\mathcal{I}_{i}} \hat{\mathbf{X}}_{i}+\mathbf{P}_{\mathcal{I}_{k}} \hat{\mathbf{N}}  \tag{15}\\
& =\mathbf{P}_{\mathcal{I}_{k}} \mathbf{G}_{\mathcal{I}_{k}} \hat{\mathbf{X}}_{k}+\mathbf{P}_{\mathcal{I}_{k}} \hat{\mathbf{N}} \tag{16}
\end{align*}
$$

The PIC-R solution for the $k^{\text {th }}$ subsystem is given by

$$
\begin{equation*}
\left(\hat{\mathbf{X}}_{k}\right)_{P I C-R}=\arg \min _{\mathbf{X} \in \mathcal{C}^{\prime}}\left\|\mathbf{Z}_{\mathcal{I}_{k}}-\mathbf{P}_{\mathcal{I}_{k}} \mathbf{G}_{\mathcal{I}_{k}} \mathbf{X}\right\|^{2} \tag{17}
\end{equation*}
$$

for $0 \leq k \leq K-1$.
Proposition 3: The ZP-SC system having $N_{t}$ transmit and $N_{r}$ receive antennas associated with $P$ multipath links between each transmit and receive antenna pair achieves a diversity order of $N_{t} N_{r} P$ with the aid of PIC-R under the grouping scheme $\mathcal{I}_{i}$ given in (13), when each $\hat{\mathbf{X}}_{k}$ is from a full-rank space-time codebook $\mathcal{C}^{\prime}$.

Proof: Proof is provided in Appendix C.
Example 2: Considering the system presented in Example 1 , we have $\mathcal{I}_{0}=\{1,2\}, \mathcal{I}_{1}=\{3,4\}, \mathcal{I}_{2}=\{5,6\}$, and hence

$$
\mathbf{G}_{\mathcal{I}_{0}}=\left[\begin{array}{cc}
\mathbf{h}_{0}(1) & \mathbf{h}_{0}(2) \\
\mathbf{h}_{1}(1) & \mathbf{h}_{1}(2) \\
\mathbf{h}_{2}(1) & \mathbf{h}_{2}(2) \\
0 & 0 \\
0 & 0
\end{array}\right], \mathbf{G}_{\mathcal{I}_{1}}=\left[\begin{array}{cc}
0 & 0 \\
\mathbf{h}_{0}(1) & \mathbf{h}_{0}(2) \\
\mathbf{h}_{1}(1) & \mathbf{h}_{1}(2) \\
\mathbf{h}_{2}(1) & \mathbf{h}_{2}(2) \\
0 & 0
\end{array}\right],
$$



Fig. 2. Proposed junction tree for ML decoding in ZP-SC SM system.
and

$$
\mathbf{G}_{\mathcal{I}_{2}}=\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
\mathbf{h}_{0}(1) & \mathbf{h}_{0}(2) \\
\mathbf{h}_{1}(1) & \mathbf{h}_{1}(2) \\
\mathbf{h}_{2}(1) & \mathbf{h}_{2}(2)
\end{array}\right] .
$$

With this grouping scheme, we have $\mathbf{G}_{\mathcal{I}_{0}}^{c}=\left\{\mathbf{G}_{\mathcal{I}_{1}}, \mathbf{G}_{\mathcal{I}_{2}}\right\}$, $\mathbf{G}_{\mathcal{I}_{1}}^{c}=\left\{\mathbf{G}_{\mathcal{I}_{0}}, \mathbf{G}_{\mathcal{I}_{2}}\right\}$ and $\mathbf{G}_{\mathcal{I}_{2}}^{c}=\left\{\mathbf{G}_{\mathcal{I}_{0}}, \mathbf{G}_{\mathcal{I}_{1}}\right\}$. Furthermore, $\mathbf{Z}_{\mathcal{I}_{k}}$ for $k=0,1,2$ are computed as per (16) and the STBCs transmitted over each subsystem are detected according to (17).

Corollary 1: With the grouping scheme $\mathcal{I}_{i}$ given in (13), the ZP-SC SM system achieves a diversity order of $N_{r} P$ and a decoding complexity order of $N_{t} M$ with the aid of the PICR.

Proof: It is clear from (2) that the vector transmitted in the SM system is from the set of length $N_{t}$ vectors given by

$$
\mathcal{C}_{S M}^{\prime}=\left\{\left[\begin{array}{c}
s  \tag{18}\\
0 \\
0 \\
\vdots \\
0
\end{array}\right],\left[\begin{array}{c}
0 \\
s \\
0 \\
\vdots \\
0
\end{array}\right],\left[\begin{array}{c}
0 \\
0 \\
s \\
\vdots \\
0
\end{array}\right], \cdots \cdots,\left[\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
s
\end{array}\right]\right\}
$$

where $s \in S$ is from an $M$-QAM or -PSK constellation. Furthermore, it may be readily seen that any element in $\Delta \mathcal{C}_{S M}^{\prime}=\left\{\mathbf{X}_{1}-\mathbf{X}_{2} \mid \mathbf{X}_{1} \neq \mathbf{X}_{2}, \mathbf{X}_{1}, \mathbf{X}_{2} \in \mathcal{C}_{S M}^{\prime}\right\}$ is of rankone. Thus, $\mathcal{C}_{S M}^{\prime}$ may be viewed as a rank-one STBC, and hence it follows from Proposition 3 that the ZP-SC SM system achieves a diversity order of $N_{r} P$. Since we have $\left|\mathcal{C}_{S M}^{\prime}\right|=N_{t} M$, from (17) it is straightforward to show that the order of decoding complexity is $N_{t} M$. This concludes the proof.

## B. PIC-R with Successive Interference Cancellation (PIC-RSIC) for the general $Z P$-SC system

The PIC-R algorithm conceived for the ZP-SC system presented in the previous subsection can be further improved by canceling the interference from the already detected STBCstreams in a successive fashion leading to an algorithm similar to the one presented in [27]. However, limited attention was dedicated in [27] to the order in which the information of the various groups is detected. We show that the order in which the interference is canceled in the ZP-SC system can be adjusted for significantly reducing the computational complexity of the PIC-R-SIC. Specifically, we exploit the
displacement structure [31]-[33] of the the block Toeplitz $\hat{\mathbf{H}}$ and reduce the complexity involved in computing each $\mathbf{P}_{\mathcal{I}_{k}}$. Furthermore, we show in the next section that the PIC-R-SIC is capable of attaining significant symbol error ratio (SER) gains with respect to the PIC-R operating without SIC.

The proposed ordering of the groups for the PIC-R-SIC in the ZP-SC system is as follows:

$$
\begin{equation*}
\left\{\mathcal{I}_{K-1}, \mathcal{I}_{K-2}, \ldots, \mathcal{I}_{1}, \mathcal{I}_{0}\right\} \tag{19}
\end{equation*}
$$

Algorithm 1 outlines the PIC-R-SIC, which cancels the interference from the STBCs in the order given in (19). Computational burden imposed by Algorithm 1 is mainly dominated by (20) and (21). The computational complexity due to (21) depends on the specific choice of the STBC $\mathcal{C}^{\prime}$, while that due to (20) depends only on $\hat{\mathbf{H}}$. First, we focus our attention on reducing the complexity involved in computing (20).

$$
\begin{aligned}
& \text { Algorithm } 1 \text { PIC-R-SIC for the ZP-SC system } \\
& \text { Require: } t=K-1, \hat{\mathbf{Y}}^{(t)}=\hat{\mathbf{Y}} \text { and }\left(\hat{\mathbf{X}}_{K-1}\right)_{P I C-R} \text { obtained from } \\
& \text { (17). } \\
& \text { while } t>0 \text { do } \\
& \begin{array}{l}
\text { 1. Eliminate the interference term contributed by the already } \\
\text { detected STBC, i.e., }
\end{array} \\
& \qquad \hat{\mathbf{Y}}^{(t-1)}=\hat{\mathbf{Y}}^{(t)}-\mathbf{G}_{\mathcal{I}_{t}}\left(\hat{\mathbf{X}}_{t}\right)_{P I C-R}, \\
& \\
& =\sum_{i=0}^{t-1} \mathbf{G}_{\mathcal{I}_{i}} \hat{\mathbf{X}}_{i}+\hat{\mathbf{N}} .
\end{aligned}
$$

2. Obtain the projection matrix $\mathbf{P}_{\mathcal{I}_{t-1}}=\mathbf{I}-\mathbf{Q}_{\mathcal{I}_{t-1}}$, where

$$
\begin{equation*}
\mathbf{Q}_{\mathcal{I}_{t-1}}=\mathbf{G}_{\mathcal{I}_{t-1}}^{c}\left(\left(\mathbf{G}_{\mathcal{I}_{t-1}}^{c}\right)^{H} \mathbf{G}_{\mathcal{I}_{t-1}}^{c}\right)^{-1}\left(\mathbf{G}_{\mathcal{I}_{t-1}}^{c}\right)^{H} \tag{20}
\end{equation*}
$$

such that

$$
\mathbf{G}_{\mathcal{I}_{t-1}}^{c}=\left[\mathbf{G}_{\mathcal{I}_{0}}, \mathbf{G}_{\mathcal{I}_{1}}, \ldots, \mathbf{G}_{\mathcal{I}_{t-2}}\right] .
$$

3. Obtain

$$
\begin{aligned}
\mathbf{Z}_{\mathcal{I}_{t-1}} & =\mathbf{P}_{\mathcal{I}_{t-1}} \sum_{i=0}^{t-1} \mathbf{G}_{\mathcal{I}_{i}} \hat{\mathbf{X}}_{i}+\mathbf{P}_{\mathcal{I}_{t-1}} \hat{\mathbf{N}} \\
& =\mathbf{P}_{\mathcal{I}_{t-1}} \mathbf{G}_{\mathcal{I}_{t-1}} \hat{\mathbf{X}}_{t-1}+\mathbf{P}_{\mathcal{I}_{t-1}} \hat{\mathbf{N}}
\end{aligned}
$$

and

$$
\begin{equation*}
\left(\hat{\mathbf{X}}_{t-1}\right)_{P I C-R}=\arg \min _{\mathbf{X} \in \mathcal{C}^{\prime}}\left\|\mathbf{Z}_{\mathcal{I}_{t-1}}-\mathbf{P}_{\mathcal{I}_{t-1}} \mathbf{G}_{\mathcal{I}_{t-1}} \mathbf{X}\right\|^{2} \tag{21}
\end{equation*}
$$

4. $t \rightarrow t-1$.
end while

In the $l^{\text {th }}$ iteration of Algorithm 1, we have to com-
pute $\mathbf{Q}_{\mathcal{I}_{l}}=\mathbf{G}_{\mathcal{I}_{l}}^{c}\left(\left(\mathbf{G}_{\mathcal{I}_{l}}^{c}\right)^{H} \mathbf{G}_{\mathcal{I}_{l}}^{c}\right)^{-1}\left(\mathbf{G}_{\mathcal{I}_{l}}^{c}\right)^{H}$, where $\mathbf{G}_{\mathcal{I}_{l}}^{c}=$ $\left[\mathbf{G}_{\mathcal{I}_{0}}, \mathbf{G}_{\mathcal{I}_{1}}, \ldots, \mathbf{G}_{\mathcal{I}_{l-1}}\right] \in \mathbb{C}^{N_{r}(K+P-1) \times N_{t} l}$. For simplifying our complexity analysis, we assume $N_{r}=N_{t}$, where the complexity is quantified in terms of the number of multiplications/additions. Direct computation of $\mathbf{Q}_{\mathcal{I}_{l}}$ without exploiting the structure or sparsity of $\hat{\mathbf{H}}$ results in a computational complexity of order $\mathcal{O}\left(N_{t}^{3} l^{3}\right)$. Since the maximum value of $l$ is $K-1$, the complexity order involved in computing the set $\left\{\mathbf{Q}_{\mathcal{I}_{k}}\right\}_{k=0}^{K-1}$ is $\mathcal{O}\left(N_{t}^{3} K^{3}\right)$. In what follows, we give a brief outline of the theory of displacement structures and show that the order of complexity involved in computing the set $\left\{\mathbf{Q}_{\mathcal{I}_{k}}\right\}_{k=0}^{K-1}$ can be reduced to $\mathcal{O}\left(N_{t}^{3} K \log ^{2} K\right)$.

Consider $\mathbf{C} \in \mathbb{C}^{m \times n}$ and strictly lower triangular matrices $\mathbf{F}^{f} \in \mathbb{R}^{m \times m}$ and $\mathbf{F}^{b} \in \mathbb{R}^{n \times n}$.

1) The displacement of $\mathbf{C}$ with respect to the displacement operators $\mathbf{F}^{f}$ and $\mathbf{F}^{b}$ is given by $\nabla_{\left(\mathbf{F}^{f}, \mathbf{F}^{b}\right)} \mathbf{C}=\mathbf{C}-$ $\mathbf{F}^{f} \mathbf{C}\left(\mathbf{F}^{b}\right)^{T}$.
2) The matrix pair $\mathbf{J}=\left[\mathbf{j}_{1}, \mathbf{j}_{2}, \ldots, \mathbf{j}_{\alpha}\right]$ and $\mathbf{K}=$ $\left[\mathbf{k}_{1}, \mathbf{k}_{2}, \cdots, \mathbf{k}_{\alpha}\right]$ is said to be a generator of $\mathbf{C}$ if we have $\nabla_{\left(\mathbf{F}^{f}, \mathbf{F}^{b}\right)} \mathbf{C}=\mathbf{J K}^{H}$, and $\alpha$ is referred to as the length of the generator. The pair $(\mathbf{J}, \mathbf{K})$ with minimal possible length is termed as the minimal generator and its length is referred to as the displacement rank of $\mathbf{C}$ denoted by $\alpha_{\text {dis }}$.
3) The displacement representation of $\mathbf{C}$ is given by

$$
\mathbf{C}=\sum_{i=1}^{\alpha} \mathbf{L}_{n}\left(\mathbf{j}_{i}, \mathbf{F}^{f}\right) \mathbf{L}_{n}^{H}\left(\mathbf{k}_{i}, \mathbf{F}^{b}\right)
$$

where $\mathbf{L}_{n}\left(\mathbf{j}_{i}, \mathbf{F}^{f}\right) \in \mathbb{C}^{m \times n}$ and $\mathbf{L}_{n}\left(\mathbf{k}_{i}, \mathbf{F}^{b}\right) \in$ $\mathbb{C}^{n \times n}$ are the lower triangular matrices given by $\mathbf{L}_{n}\left(\mathbf{j}_{i}, \mathbf{F}^{f}\right)=\left[\mathbf{j}_{i}, \mathbf{F}^{f} \mathbf{j}_{i}, \ldots,\left(\mathbf{F}^{f}\right)^{n-1} \mathbf{j}_{i}\right], \mathbf{L}_{n}\left(\mathbf{k}_{i}, \mathbf{F}^{b}\right)=$ $\left[\mathbf{k}_{i}, \mathbf{F}^{b} \mathbf{k}_{i}, \ldots,\left(\mathbf{F}^{b}\right)^{n-1} \mathbf{k}_{i}\right]$.
Lemma 3 (Chun and Kailath): If $\mathbf{A}=\left[\begin{array}{ll}\mathbf{A}_{1,1} & \mathbf{A}_{1,2} \\ \mathbf{A}_{2,1} & \mathbf{A}_{2,2}\end{array}\right] \in$ $\mathbb{C}^{m \times n}$, has a displacement rank $\alpha_{d i s}$ with respect to the displacement operators $\mathbf{F}^{f}$ and $\mathbf{F}^{b}$, then the generator of the Schur complement of $\mathbf{A}_{1,1} \in \mathbb{C}^{r \times r}$, i.e. $\mathbf{A}_{2,2}-\mathbf{A}_{2,1} \mathbf{A}_{1,1}^{-1} \mathbf{A}_{1,2}$, can be obtained by $r$ recursions of the Generalized Schur Algorithm (refer to Section 2 of [31]) with a computational complexity order of $\mathcal{O}\left(\alpha_{d i s}^{3} r \log ^{2} r\right)$.

Proof: Proof can be found in Section 4 of [31].
Let us now consider $\mathbf{Q}_{\mathcal{I}_{l}}=\mathbf{G}_{\mathcal{I}_{l}}^{c}\left(\left(\mathbf{G}_{\mathcal{I}_{l}}^{c}\right)^{H} \mathbf{G}_{\mathcal{I}_{l}}^{c}\right)^{-1}\left(\mathbf{G}_{\mathcal{I}_{l}}^{c}\right)^{H}$, which represents the Schur complement of the $(1,1)$ block of $\quad \overline{\mathbf{Q}}_{\mathcal{I}_{l}}=\left[\begin{array}{cc}\left(\mathbf{G}_{\mathcal{I}_{l}}^{c}\right)^{H} \mathbf{G}_{\mathcal{I}_{l}}^{c} & \left(\mathbf{G}_{\mathcal{I}_{l}}^{c}\right)^{H} \\ -\mathbf{G}_{\mathcal{I}_{l}} & \mathbf{O}\end{array}\right] \quad \in$ $\mathbb{C}^{\left(N_{t} K+N_{r}\{K+P-1\}\right) \times\left(N_{t} K+N_{r}\{K+P-1\}\right)}$. By choosing $\mathbf{F}^{f}=\mathbf{F}^{b}=\left[\begin{array}{cc}\mathbf{W}_{1} & \mathbf{O} \\ \mathbf{O} & \mathbf{W}_{2}\end{array}\right]$, where $\mathbf{W}_{1} \in \mathbb{R}^{N_{t} l \times N_{t} l}$ is a matrix with $\mathbf{I}_{N_{t}}$ on the subdiagonal blocks and $\mathbf{O}$ elsewhere, while $\mathbf{W}_{2} \in \mathbb{R}^{N_{r}(K+P-1) \times N_{r}(K+P-1)}$ is a matrix with $\mathbf{I}_{N_{r}}$ on the subdiagonal blocks and $\mathbf{O}$ elsewhere, one can verify that $\alpha_{\text {dis }}$ of $\overline{\mathbf{Q}}_{\mathcal{I}_{l}}$ is $2 N_{t}$. Thus, from Lemma 3 we can obtain $\mathbf{Q}_{\mathcal{I}_{l}}$ in $l$ recursions of the generalized Schur algorithm associated with a complexity order $\mathcal{O}\left(N_{t}^{3} l \log ^{2} l\right)$. Since, the maximum value that $l$ can assume is $K-1$, the complexity order is approximately equal to $\mathcal{O}\left(N_{t}^{3} K \log ^{2} K\right)$. Note that the ordering given in (19) enables us to reuse the principal sub-matrix blocks of $\overline{\mathbf{Q}}_{\mathcal{I}_{K-1}}$ for the computation of $\overline{\mathbf{Q}}_{\mathcal{I}_{l}}$ for


Fig. 3. SER performance of the ZP-SC SM system with PIC-R having $N_{t}=2, N_{r}=1, K=4, P=6$, and employing 16-, 32- and 64-QAM signal sets.
$0 \leq l \leq K-2$, and hence facilitates further complexity reduction.

Remark 2: Note that by exploiting the block Toeplitz structure of $\hat{\mathbf{H}}$, the order of computational complexity of the ZF/MMSE equalizer based ZP-SC receivers can also be reduced to $\mathcal{O}\left(N_{t}^{3} K \log ^{2} K\right)$ (refer to chapter 6 of [46]). Thus, the order of computational complexity in the proposed PIC-R-SIC is the same as that of the ZF/MMSE equalizer based ZP-SC receivers.

It may be readily seen that the order of complexity involved in computing (21) is $\left|\mathcal{C}^{\prime}\right|$. When employing SM, we have $\mathcal{C}^{\prime}$ equal to $\mathcal{C}_{S M}^{\prime}$, which is given by (18). Thus, the order of computational complexity of (21) is $\left|\mathcal{C}_{S M}^{\prime}\right|=N_{t} M$. When the signal set employed is a square or a rectangular QAM, the order of decoding complexity can be reduced to $N_{t}$ with the aid of hard-limiting. For further details, please refer to Proposition 1 of [8].

## V. Simulation Results

Simulation scenario: In all our simulations, we considered an SER of $10^{-t}$ and used at least $10^{t+2}$ symbols in evaluating the SER. Furthermore, we assumed block Rayleigh fading multipath channels with a uniform power delay profile. All the receivers considered in our simulations are assumed to have perfect channel state information.

First, we validate our claim that the proposed PIC-R aided ZP-SC SM system is capable of achieving multipath diversity. Consider a ZP-SC SM system having $N_{t}=2, N_{r}=1, K=4$, $P=6$ and employing the PIC-R. Fig. 3 portrays the SER performance of this system, when considering 16-, 32- and 64QAM. In Fig. 3, the curve corresponding to the function $\frac{c}{S N R}$ serves as a reference corresponding to a diversity order one. It is clear from Fig. 3 that the PIC-R is capable of achieving multipath diversity.

In order to show the superiority of PIC-R-SIC over PIC-R, we consider a ZP-SC SM system having $N_{t}=2, N_{r}=2$, $K=8$ and employing 16- and 64-QAM signal sets. Fig. 4 compares the SER performance of both PIC-R-SIC and PICR. It is clear from Fig. 4 that the PIC-R-SIC gives a better SER performance than the PIC-R associated with both the signal


Fig. 4. SER performance of the ZP-SC SM system with PIC-R-SIC and PIC-R having $N_{t}=2, N_{r}=2, K=8, P=2$, and employing 16- and 64-QAM signal sets.
sets. Specifically, an SNR gain of about 3.5 dB is observed at an SER of about $10^{-4}$ for the 64-QAM signal set, and about 4 dB at an SER of about $10^{-3}$ for the $16-$ QAM signal set is observed.
We consider the ZP-SC, the CP-SC and the cyclic prefixed Orthogonal Frequency Division Multiplexing (CP-OFDM) systems, all employing SM and having identical $N_{t}, N_{r}, K$ and throughput values. We compare their SER performances. The ZP-SC system is considered with the proposed PIC-RSIC, the conventional ZF and the MMSE equalizer based receivers. The CP-SC system is considered in conjunction with the ZF and MMSE based receivers. The SM symbols generated after equalization (in both the ZF and MMSE modes) are detected by minimizing the Euclidean distance between the received and the legitimate transmit vectors. In CP-OFDM system, the SM symbols are detected in the frequency domain based on the minimum Euclidean distance metric.

Consider the ZP-SC SM, CP-SC SM, and the CP-OFDM SM systems having $N_{t}=4, N_{r}=4, K=8$ and employing 16- and $64-$ QAM signal sets. Fig. 5 and Fig. 6 compare the SER performance of these systems along with the various receivers considered above. It is clear from both Fig. 5 and Fig. 6 that the SER performance of SM in the ZP-SC system is significantly better than that in the CP-OFDM or CPSC systems. It is evident from Fig. 5 and Fig. 6 that the CP-SC system performs poorer than the CP-OFDM system. Furthermore, it is clear from Fig. 5 and Fig. 6 that the proposed PIC-R-SIC achieves significant performance gains over the conventional ZF and MMSE equalizer based receivers. Specifically, when using the 16-QAM signal set, the proposed PIC-R-SIC achieves an SNR gain of about 6 dB over the ZF and MMSE equalizer based receivers at an SER of about $10^{-4}$ and about 11 dB over the CP-OFDM SM system. When using the 64-QAM signal set, the proposed PIC-R-SIC achieves an SNR gain of about 6 dB over the ZF and MMSE equalizer based receivers at an SER of about $10^{-3}$ and about 10 dB over the CP-OFDM SM system. It can be observed from Fig. 5 and Fig. 6 that the SM system employing ZF/MMSE based receivers is capable of achieving a considerable diversity order.


Fig. 5. SER performance of the CP-OFDM SM system, the CP-SC SM system employing ZF and MMSE equalizer based receivers, and of the ZPSC SM systems employing the PIC-R-SIC, ZF, and MMSE based receivers. All the systems are assumed to have $N_{t}=4, N_{r}=4, K=8, P=4$ and operating with $16-$ QAM signal set.


Fig. 6. SER performance of the CP-OFDM SM system, the CP-SC SM system employing ZF and MMSE equalizer based receivers, and of the ZPSC SM systems employing the PIC-R-SIC, ZF, and MMSE based receivers. All the systems are assumed to have $N_{t}=4, N_{r}=4, K=8, P=4$ and operating with 64-QAM signal set.

An intuitive explanation for this is that the set containing the differences of all possible transmit vectors in the SM system forms a subset of its C-MIMO counter part and C-MIMO is known to achieve a diversity order of $N_{r} P-N_{t}+1$ with the aid of the ZF/MMSE based receiver [37].

In Fig. 7 and Fig. 8 we compare the SER performance of the ZP-SC SM system to those of the ZP-SC SIMO system $\left(N_{t}=1, N_{r}=4\right)$ and the ZP-SC C-MIMO system $\left(N_{t}=2,4\right.$ and $N_{r}=4$ ) operating at 6 bpcu and 8 bpcu , respectively. It can be readily seen from Fig. 7 and Fig. 8 that the SM system outperforms the SIMO system at all SNRs. Specifically, at a SER of $10^{-3}$ the SM system achieves an SNR gain of about 4 dB compared to the SIMO system operating at both the rates of 6 bpcu and 8 bpcu . It becomes clear from Fig. 7 that the SER performance of the SM system is nearly the same as those of the C-MIMO systems having $N_{t}=2$ and $N_{t}=3$, and it is slightly better than that of the $2 \times 4 \mathrm{C}$-MIMO system. On the other hand, it is evident from Fig. 8 that both the CMIMO systems outperform the SM system. Specifically, at an


Fig. 7. SER performance of the ZP-SC $1 \times N_{r}$ SIMO system, the ZP-SC $N_{t} \times N_{r}$ C-MIMO system for various $N_{t}$ and the ZP-SC $N_{t} \times N_{r} \mathrm{SM}$ system. All the systems are assumed to have $N_{r}=4, K=8, P=4$ and operating at a rate of 6 bpcu .


Fig. 8. SER performance of the ZP-SC $1 \times N_{r}$ SIMO system, the ZP-SC $N_{t} \times N_{r}$ C-MIMO system for various $N_{t}$ and the ZP-SC $N_{t} \times N_{r} \mathrm{SM}$ system. All the systems are assumed to have $N_{r}=4, K=8, P=4$ and operating at a rate of 8 bpcu .

SNR of $10^{-4}$ the $4 \times 4$ and $2 \times 4$ C-MIMO systems achieve an SNR gain of about 3 dB and 1 dB with respect to the SM system. Thus, we infer from Fig. 7 and Fig. 8 that the SM system is suitable for low and moderate throughputs and can be expected to give a comparable performance to that of the C-MIMO systems, despite having only one RF chain at the transmitter.

In order to achieve a high bandwidth efficiency, it is imperative to have large frame lengths. We increase the frame length $K$ and study the SER-variation of the proposed PIC-RSIC in the ZP-SC SM system. Fig. 9 portrays the change in the SER performance of the ZP-SC SM system having $N_{r}=4$, $N_{t}=4, P=4$, when $K$ takes the values $8,16,32$ and 64 . The degradation in SER performance as $K$ is increased from 8 to 64 is observed to be about 1 dB at an SER of $10^{-3}$.

## VI. Conclusions

We have considered zero-padding instead of using a cyclic prefix for our SM aided single carrier system communicating over a frequency selective channel and shown that unlike the


Fig. 9. SER performance curves of the ZP-SC SM system under PIC-RSIC for various frame lengths. The ZP-SC SM system considered here has $N_{t}=4, N_{r}=4, P=4$ and employs 64-QAM signal set.
cyclic prefixed SM system the zero-padded SM scheme offers full multipath diversity. Further, the order of ML decoding complexity in the zero-padded SM system is shown to be independent of the frame length and it is given by $\left(N_{t} M\right)^{P}$, where $P$ is the number of multipath links. This is in contrast to the cyclic prefixed SM system, whose ML decoding complexity order is exponential in the frame length, i.e. $\left(N_{t} M\right)^{K}$, where $K$ is the length of the data-frame. A low-complexity partial interference cancellation based linear receiver was proposed for the ZP-SC system, which achieves full multipath, transmit- and receive-diversity, when the transmitted STBC is of full-rank. Furthermore, it was shown that the SM aided ZPSC system is capable of achieving both multipath and receivediversity for the proposed linear receiver, and gives significant SNR gains with respect to the CP-OFDM SM, CP-SC SM and ZP-SC SM systems employing ZF/MMSE equalizer based receivers.

## VII. Appendix A Proof of Proposition 1

Considering the system given in (10), the pairwise error probability of the ML detector can be bounded as [43]

$$
\begin{align*}
\operatorname{PEP}\left(\mathbf{X}_{1} \rightarrow \mathbf{X}_{2}\right) & \leq \frac{1}{\operatorname{det}\left(\mathbf{I}+\frac{\rho}{4} \Delta \mathbf{X} \Delta \mathbf{X}^{H}\right)}  \tag{22}\\
& =\frac{1}{\prod_{i=1}^{r}\left(1+\frac{\rho}{4} \lambda_{i}\right)} \tag{23}
\end{align*}
$$

where $\Delta \mathbf{X}=\mathbf{X}_{1}-\mathbf{X}_{2} \neq \mathbf{O}, \mathbf{X}_{1}, \mathbf{X}_{2} \in \mathcal{C}$ and $\lambda_{i}$ for $i=1,2, \ldots, r$ are the eigenvalues of $\Delta \mathbf{X} \Delta \mathbf{X}^{H}$. It is straightforward from (23) that the SM system achieves a diversity order of $r$ if at least $r$ eigenvalues of $\Delta \mathbf{X} \Delta \mathbf{X}^{H}$ are positive for any distinct $\mathbf{X}_{1}, \mathbf{X}_{2} \in \mathcal{C}$. Thus, in order to prove that the ZP-SC SM scheme is capable of fully exploiting the attainable multipath diversity, it is sufficient to show that the rank of the difference of any two distinct matrices from $\mathcal{C}$ is at least $P$. Let $\mathbf{X}=\sum_{k=1}^{K} s_{k} \mathbf{B}_{k} \mathbf{T}^{k-1}, \mathbf{X}^{\prime}=\sum_{k=1}^{K} s_{k}^{\prime} \mathbf{B}_{k}^{\prime} \mathbf{T}^{k-1}$ and $\mathbf{X} \neq \mathbf{X}^{\prime}$. The difference of the matrices $\mathbf{X}$ and $\mathbf{X}^{\prime}$ is given by $\sum_{k=1}^{K} \Delta_{k} \mathbf{T}^{k-1} \neq \mathbf{O}$, where $\Delta_{k}=s_{k} \mathbf{B}_{k}-s_{k}^{\prime} \mathbf{B}_{k}^{\prime}$. Let us introduce furthermore $\mathcal{M}_{k}=\left\{\mathbf{A}_{i}, \mathbf{A}_{j} \mid \mathbf{B}_{k}=\mathbf{A}_{i}, \mathbf{B}_{k}^{\prime}=\mathbf{A}_{j}\right\}$. It may be readily shown from (7) that we have $\operatorname{rank}\left(\Delta_{k}\right)=P$
if $\Delta_{k} \neq \mathrm{O}$ for $1 \leq k \leq K$. Furthermore, we have $\operatorname{rank}\left(\sum_{k=1}^{l} \Delta_{k} \mathbf{T}^{k-1}\right) \geq P$ for $1 \leq l \leq K-1$, since $\Delta_{l} \mathbf{T}^{l}$ adds a linearly independent column to $\sum_{k=1}^{l-1} \Delta_{k} \mathbf{T}^{k-1}$ if $\mathcal{M}_{l} \cap\left\{\cup_{i=1}^{l-1} \mathcal{M}_{i}\right\} \neq \mathcal{M}_{l}$ and equality is achieved only when all the $\mathcal{M}_{i}$ 's are identical. Thus, either we have $\operatorname{rank}\left(\sum_{k=1}^{K} \Delta_{k} \mathbf{T}^{k-1}\right) \geq P$ or $\operatorname{rank}\left(\sum_{k=1}^{K} \Delta_{k} \mathbf{T}^{k-1}\right)=0$. For the rank to drop to zero, all the $\Delta_{k}$ 's have to be zero. Since $\mathbf{X} \neq \mathbf{X}^{\prime}$, there exists at least one $\Delta_{k} \neq \mathbf{O}$ and hence, we have $\operatorname{rank}\left(\sum_{k=1}^{K} \Delta_{k} \mathbf{T}^{k-1}\right) \geq P$. This concludes the proof.

## VIII. Appendix B Proof of Lemma 1

Let $\mathbf{F}=\mathbf{A}_{i} \mathbf{T}^{l}$ and $\mathbf{G}=\mathbf{A}_{j} \mathbf{T}^{l+k}$. We have to show that $\mathbf{F G}^{H}+\mathbf{G F}^{H}=\mathbf{O}$, which is equivalent to showing that $\mathbf{F G}{ }^{T}+\mathbf{G} \mathbf{F}^{T}=\mathbf{O}$, since both $\mathbf{F}$ and $\mathbf{G}$ are real matrices. We have $\mathbf{F G}^{T}=\sum_{p=1}^{K+P-1} \mathbf{f}_{p} \mathbf{g}_{p}^{T}$, where $\left\{\mathbf{f}_{p}\right\}_{p=1}^{K+P-1}$ and $\left\{\mathbf{g}_{p}\right\}_{p=1}^{K+P-1}$ are the columns of $\mathbf{F}$ and $\mathbf{G}$, respectively. From (7) and (8), we have
$\mathbf{A}_{i} \mathbf{T}^{l}=$

$$
\begin{equation*}
\left[\mathbf{O}_{N_{t} P \times l}, \mathbf{e}_{P(i-1)+1}, \ldots, \mathbf{e}_{P(i-1)+P}, \mathbf{O}_{N_{t} P \times(K-l-1)}\right] \tag{24}
\end{equation*}
$$

and
$\mathbf{A}_{j} \mathbf{T}^{l+k}=$
$\left[\mathbf{O}_{N_{t} P \times(l+k)}, \mathbf{e}_{P(j-1)+1}, \ldots, \mathbf{e}_{P(j-1)+P}, \mathbf{O}_{N_{t} P \times(K-l-k-1)}\right]$.
It may be seen from (24) that $\mathbf{f}_{p}=\mathbf{0}$ for $1 \leq p \leq l$ and $l+P+1 \leq p \leq K+P-1, \mathbf{f}_{p} \neq \mathbf{0}$ for $l+1 \leq p \leq l+P$. From (25), it can be observed that $\mathbf{g}_{p}=\mathbf{0}$ for $1 \leq p \leq l+k$ and $l+k+P+1 \leq p \leq K+P-1, \mathbf{g}_{p} \neq \mathbf{0}$ for $l+k+1 \leq p \leq$ $l+k+P$. Thus, we have $\sum_{p=1}^{l+k} \mathbf{f}_{p} \mathbf{g}_{p}^{T}=\mathbf{O}$ if $k \geq P$, and hence $\mathbf{F G}^{T}=\sum_{p=1}^{K+P-1} \mathbf{f}_{p} \mathbf{g}_{p}^{T}=\mathbf{O}$. Since $\mathbf{G F}^{T}=\left(\mathbf{F G}^{T}\right)^{T}=\mathbf{O}$, we have $\mathbf{F G}^{T}+\mathbf{G F}^{T}=\mathbf{O}$. Note that this is true for any $0 \leq l \leq K-1$ and $P \leq k \leq K-l-1$. This concludes the proof.

## IX. Appendix C <br> Proof of Proposition 3

The proof proceeds along the same lines as the proof given in [27], [28]. Since the elements of $\mathbf{P}_{\mathcal{I}_{k}} \hat{\mathbf{N}}$ constitute zero mean white Gaussian noise in the space spanned by the columns of $\mathbf{P}_{\mathcal{I}_{k}}$, the pairwise error probability of the PIC-R considering the $k^{\text {th }}$ subsystem is given by

$$
\begin{align*}
\operatorname{PEP}\left(\mathbf{X}_{1} \rightarrow \mathbf{X}_{2} \mid \mathbf{h}\right) & =Q\left(\frac{\sqrt{\rho}\left\|\mathbf{P}_{\mathcal{I}_{k}} \mathbf{G}_{\mathcal{I}_{k}} \Delta \mathbf{X}\right\|}{2}\right)  \tag{26}\\
& \leq \frac{1}{2} \exp \left(\frac{-\rho\left\|\mathbf{P}_{\mathcal{I}_{k}} \mathbf{G}_{\mathcal{I}_{k}} \Delta \mathbf{X}\right\|^{2}}{4}\right) \tag{27}
\end{align*}
$$

where $\mathbf{h}=\left[\operatorname{vec}\left(\mathbf{H}_{0}\right)^{T}, \operatorname{vec}\left(\mathbf{H}_{1}\right)^{T}, \ldots, \operatorname{vec}\left(\mathbf{H}_{P-1}\right)^{T}\right]^{T}, \mathbf{X}_{1}-$ $\mathbf{X}_{2}=\Delta \mathbf{X} \in \Delta \mathcal{C}^{\prime}=\left\{\mathbf{X}_{1}-\mathbf{X}_{2} \mid \mathbf{X}_{1} \neq \mathbf{X}_{2}, \mathbf{X}_{1}, \mathbf{X}_{2} \in \mathcal{C}^{\prime}\right\}$. For a given $\Delta \mathbf{X}$, we have $\left\|\mathbf{G}_{\mathcal{I}_{0}} \Delta \mathbf{X}\right\|^{2}=\left\|\mathbf{G}_{\mathcal{I}_{1}} \Delta \mathbf{X}\right\|^{2}=$ $\ldots=\left\|\mathbf{G}_{\mathcal{I}_{K-1}} \Delta \mathbf{X}\right\|^{2}$ owing to the block-Toeplitz structure of $\hat{\mathbf{H}}$. Furthermore, we have $\left\|\mathbf{G}_{\mathcal{I}_{0}} \Delta \mathbf{X}\right\|^{2}=\|\overline{\mathbf{H}} \Delta \mathbf{X}\|^{2}$, where $\overline{\mathbf{H}}=\left[\mathbf{H}_{0}^{T}, \mathbf{H}_{1}^{T}, \ldots, \mathbf{H}_{P-1}^{T}\right]^{T} \in \mathbb{C}^{P \times N_{t}}$. Since $\mathcal{C}^{\prime}$ is a fullrank STBC, we have $\operatorname{rank}(\Delta \mathbf{X})=N_{t}$ and the singular value
decomposition of $\Delta \mathbf{X}$, which is given by $\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{H}$, will have $N_{t}$ non-zero singular values. Thus, we have

$$
\begin{aligned}
\|\overline{\mathbf{H}} \Delta \mathbf{X}\|^{2} & =\|\overline{\mathbf{H}} \mathbf{U} \boldsymbol{\Sigma}\|^{2} \\
& =\operatorname{Tr}\left(\boldsymbol{\Sigma}^{T} \mathbf{U}^{H} \overline{\mathbf{H}}^{H} \overline{\mathbf{H}} \mathbf{U} \boldsymbol{\Sigma}\right) \\
& \geq \sigma_{N_{t}}^{2} \operatorname{Tr}\left(\overline{\mathbf{H}}^{H} \overline{\mathbf{H}}\right) \\
& =\sigma_{N_{t}}^{2}\|\mathbf{h}\|^{2}>0
\end{aligned}
$$

when $\mathbf{h} \neq \mathbf{0}$. Therefore, when $\mathbf{h} \neq \mathbf{0}$, we have $\mathbf{G}_{\mathcal{I}_{k}} \Delta \mathbf{X} \neq \mathbf{O}$ for $0 \leq k \leq K-1$ and any $\Delta \mathbf{X} \in \Delta \mathcal{C}^{\prime}$.

Assuming that $N_{r}(K+P-1) \geq N_{t} K^{4}, \hat{\mathbf{H}}$ will have a full column rank which ensures that
B1. if $v \in \operatorname{span}\left(\mathbf{G}_{\mathcal{I}_{k}}\right)$ then $v \notin \operatorname{span}\left(\mathbf{G}_{\mathcal{I}_{k}}^{c}\right)$.
Since $\mathbf{Q}_{\mathcal{I}_{k}}$ is a projection matrix onto the space spanned by the columns of $\mathbf{G}_{\mathcal{I}_{k}}^{c}$, we have $\mathbf{Q}_{\mathcal{I}_{k}} \mathbf{G}_{\mathcal{I}_{k}} \Delta \mathbf{X} \neq \mathbf{G}_{\mathcal{I}_{k}} \Delta \mathbf{X} \neq \mathbf{O}$, from which we obtain

$$
\begin{array}{r}
\left(\mathbf{I}-\mathbf{Q}_{\mathcal{I}_{k}}\right) \mathbf{G}_{\mathcal{I}_{k}} \Delta \mathbf{X} \neq \mathbf{O} \\
\mathbf{P}_{\mathcal{I}_{k}} \mathbf{G}_{\mathcal{I}_{k}} \Delta \mathbf{X} \neq \mathbf{O} \tag{29}
\end{array}
$$

Therefore, we have $\left\|\mathbf{P}_{\mathcal{I}_{k}} \mathbf{G}_{\mathcal{I}_{k}} \Delta \mathbf{X}\right\|>0$ for $0 \leq k \leq K-1$. Denoting $\mathbf{P}_{\mathcal{I}_{k}}$ by $\mathbf{P}_{\mathcal{I}_{k}}(\mathbf{h})$ and $\mathbf{G}_{\mathcal{I}_{k}}$ by $\mathbf{G}_{\mathcal{I}_{k}}(\mathbf{h})$, it may be readily verified that $\mathbf{P}_{\mathcal{I}_{k}}\left(\frac{\mathbf{h}}{\|\mathbf{h}\|}\right)=\mathbf{P}_{\mathcal{I}_{k}}(\mathbf{h})$ and $\mathbf{G}_{\mathcal{I}_{k}}\left(\frac{\mathbf{h}}{\|\mathbf{h}\|}\right)=$ $\frac{1}{\|\mathbf{h}\|} \mathbf{G}_{\mathcal{I}_{k}}(\mathbf{h})$. Thus, restricting $\mathbf{h}$ to be from the unit sphere, we have $\left\|\mathbf{P}_{\mathcal{I}_{k}}\left(\frac{\mathbf{h}}{\|\mathbf{h}\|}\right) \mathbf{G}_{\mathcal{I}_{k}}\left(\frac{\mathbf{h}}{\|\mathbf{h}\|}\right) \Delta \mathbf{X}\right\|>0$. Since $\|\cdot\|$ is a uniformly continuous function and the unit sphere is a compact set, the co-domain of $\|\cdot\|$ will also be a compact set, and hence can be bounded [44], [45]. Thus, for any given $\Delta \mathbf{X}$ there exists a positive constant $c_{\Delta \mathbf{X}}$, such that $\left\|\mathbf{P}_{\mathcal{I}_{k}}\left(\frac{\mathbf{h}}{\|\mathbf{h}\|}\right) \mathbf{G}_{\mathcal{I}_{k}}\left(\frac{\mathbf{h}}{\|\mathbf{h}\|}\right) \Delta \mathbf{X}\right\|>c_{\Delta \mathbf{X}}$, which simplifies to

$$
\begin{equation*}
\left\|\mathbf{P}_{\mathcal{I}_{k}} \mathbf{G}_{\mathcal{I}_{k}} \Delta \mathbf{X}\right\|>c_{\Delta \mathbf{X}}\|\mathbf{h}\| \tag{30}
\end{equation*}
$$

Substituting (30) in (27), we arrive at

$$
\begin{equation*}
\operatorname{PEP}\left(\mathbf{X}_{1} \rightarrow \mathbf{X}_{2} \mid \mathbf{h}\right) \leq \frac{1}{2} \exp \left(-\frac{\rho c_{\Delta \mathbf{X}}^{2}\|\mathbf{h}\|^{2}}{4}\right) \tag{31}
\end{equation*}
$$

Taking the expectation of (31) over $\mathbf{h}$ results in

$$
\begin{equation*}
\operatorname{PEP}\left(\mathbf{X}_{1} \rightarrow \mathbf{X}_{2}\right) \leq \frac{1}{2}\left(\frac{4}{4+\rho c_{\Delta \mathbf{X}}^{2}}\right)^{N_{r} N_{t} P} \tag{32}
\end{equation*}
$$

The union bound on the codeword error probability associated with each subsystem is given by

$$
\begin{equation*}
P_{e}<\frac{1}{\left|\mathcal{C}^{\prime}\right|} \sum_{i=1}^{\left|\mathcal{C}^{\prime}\right|} \sum_{j=1}^{\left|\mathcal{C}^{\prime}\right|} \operatorname{PEP}\left(\mathbf{X}_{i} \rightarrow \mathbf{X}_{j}\right) \tag{33}
\end{equation*}
$$

It is clear from (32) and (33) that the PIC-R invoked in the ZPSC system in conjunction with the proposed grouping scheme of (13) achieves a diversity order of $N_{t} N_{r} P$. This concludes the proof.
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[^1]:    ${ }^{1}$ The PIC-R [27] was mainly designed for low-complexity decoding of STBCs, while exploiting the full transmit diversity potential of the code. Note that no other STBCs are capable of offering a full-diversity potential using PIC-R, but only those that satisfy the requirements posed by Theorem 1 of [27]. Several STBCs were designed that offer full-diversity with the aid of PIC-R (e.g. [29], [30]), which were all considered for a flat-fading scenario. In contrast to this, we extend the PIC-R for a zero-padded MIMO system operating in a dispersive channel, which has not been done in the existing literature. Since the focus of the paper is on SM systems, we restrict our study to the SM system itself and do not dwell on the STBCs.

[^2]:    ${ }^{2}$ Prefixing a data frame with $(P-1)$ zeros is equivalent to the transmitter being silent for $(P-1)$ channel uses before commencing the transmission of the data frame.

[^3]:    ${ }^{3}$ Given an optimization problem, the number of evaluations of the optimization metric is defined as the order of complexity for the algorithm.

[^4]:    ${ }^{4}$ Note that this is a sufficient condition but not necessary. When $N_{r}(K+$ $P-1)<N_{t} K$, the condition B1 is still satisfied owing to the structure of $\hat{\mathbf{H}}$.

