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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF PHYSICAL SCIENCES AND ENGINEERING

SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Coherent and Non-coherent Coded Modulation For Cooperative Communications

by Dandan Liang

The design trade-offs of coherent versus non-coherent coded modulation conceived for co-

operative communications are explored. More specifically,coherent versus non-coherent coded

modulation designed for traditional point-to-point communications is investigated first, before we

extend the application of coded modulation to cooperative communications.

Firstly, we focus our attention on coherent coded modulation, when communicating over Ad-

ditive White Gaussian Noise (AWGN) and uncorrelated Rayleigh fading channels, followed by

the investigation of the adaptive coded modulation (ACM), when transmitting over both quasi-

static as well as over shadow-and-fast Rayleigh fading channels. Furthermore, soft-decision aided

non-coherent coded modulation designed both for fixed modesand adaptive modes is proposed.

More specifically, we conceive soft-decision aided Differential Amplitude and Phase-Shift Key-

ing (DAPSK) for low-complexity wireless communications, since it dispenses with high-complexity

channel estimation. We commence by designing soft-decision based demodulation for 16-level

DAPSK, or l6-level Star Quadrature Amplitude Modulation, which is then invoked for iterative

detection aided Bit-Interleaved Coded Modulation (BICM-ID). It is shown that the proposed 16-

DAPSK based BICM-ID scheme achieves a coding gain of approximately 14 dBs in compari-

son to the identical-throughput 16-level Differential Phase-Shift Keying (16DPSK) assisted BICM

scheme at a Bit Error Ratio (BER) of10−6. Then, we derive the soft-output probability formulas

required for a soft-decision based demodulation of high-order DAPSK, in order to facilitate itera-

tive detection by exchanging extrinsic information with anouter Turbo Code (TC). Furthermore,

when the TC block size is increased, the system operates closer to the channel capacity. Offset

DAPSK is also considered in order to facilitate the employment of a less stringent linear power

amplifier specification at the transmitter. Compared to the identical-throughput TC assisted 64-ary

Differential Phase-Shift Keying (64-DPSK) scheme, the 4-ring based TC assisted 64-ary DAPSK

arrangement has a power-efficiency improvement of 4.2 dB at aBER of 10−5. Furthermore, when

the TC block size is increased, the system operates closer tothe channel capacity. More specifi-

cally, when using a TC block length of 400 modulated symbols,the 64 DAPSK(4, 16) scheme is

11.25 dB away from its capacity curve, while it operates within 2.7 dB of the capacity, when using

a longer TC block length of 40 000 symbols. Furthermore, for the sake of an improved energy

efficiency, we proposed the adaptive modes for non-coherentcoded modulation.

Then, we considered coded modulation schemes designed for cooperative communications.



Firstly, an attractive hybrid method of mitigating the effects of error propagation that may be im-

posed by the relay node (RN) on the destination node (DN) is proposed in Chapter 4. We select

the most appropriate RN location for achieving a specific target BER at the relay and signalled the

RN-BER to the DN. The knowledge of this BER is then exploited by the decoder at the destination.

Our simulation results show that when the BER encountered atthe RN is low, we do not have to

activate the RN-BER aided decoder at the DN. However, when the RN-BER is high, significant

system performance improvements may be achieved by activating the proposed RN-BER based

decoding technique at the DN. For example, a power-reduction of up to about 19 dB is recorded

at a DN BER of10−4. Secondly, the basic principle of ACM invoked for cooperative communi-

cations is detailed in the context of three main structures:single RN aided ACM, twin RN aided

ACM and single RN aided ACM additionally combined with the source-to-destination (SD) link

at the DN. Then we propose an adaptive TTCM (ATTCM) aided Distributed Space-Time Trellis

Coding (STTC) scheme for cooperative communication over quasi-static Rayleigh fading chan-

nels. Specifically, an ATTCM scheme is employed by the sourcenode during the first transmission

period for reliably conveying the source bits toN RNs by appropriately adjusting the code-rate

and modulation mode according to the near-instantaneous channel conditions. It is shown that the

proposed ATTCM-DSTTC scheme requires 12 dBs less transmission power in comparison to a

standard TTCM scheme when aiming for a Frame Error Ratio (FER) of 10−3.

Finally, we focus our attention on non-coherent coded modulation conceived for cooperative

communications. Firstly, we investigate a 16-StQAM-TC assisted NC scheme relying on the pop-

ular butterfly network topology. As expected, the achievable BER performance is affected by the

location of the RN. More specifically, when the transmit powers at the SNs and RN are identical,

the RN located at the centre of the butterfly network topologyachieves the best performance. How-

ever, when the appropriately designed power sharing approach is invoked in Section 5.2.1.2, the

optimum RN location is closer to the DNs, and another 1 dB of power gain can be attained. Then,

the NC capacity was quantified and the simulation results of Figure 5.5 showed that the achievable

capacity of the NC scenario is improved compared to the single-link scenario. Secondly, as a novel

application example, our soft-decision M-DAPSK scheme is incorporated into an AF based coop-

erative communication system. We found that an AF based cooperative communication system

obtains a 4.5 dB SNR improvement for a TC block length of 40 000modulated symbols, com-

pared to that of the traditional point-to-point transmission. Finally, we propose a low-complexity

amalgamated cooperative wireless and optical-fiber communication scheme for uplink communi-

cation in a FFR based multicell, multiuser system. The FFR principle is invoked for improving

the cell-edge performance without reducing the throughputof the cell-center. Each cell is illumi-

nated with the aid of six Remote Antennas (RAs), which are connected to the central base-station

with the aid of realistically modelled imperfect optical-fiber links. When a Mobile Station (MS)

is located at the cell-edge, the two nearest RAs can be invoked for detecting and forwarding the

user’s signal to the base-station, based on the Single-Input Multiple-Output (SIMO) principle. Fur-

thermore, we employ both the Digital Fiber Optic (DFO) and Analogue Radio-over-Fiber (AROF)
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principles for the optical fiber link. We then design a Turbo Coded (TC) 16-level Star-Quadrature

Amplitude Modulation (StQAM) scheme for supporting optical-fiber-aided cooperative wireless

transmissions, where the receiver does not have to estimatethe channel state information. Hence,

a lower detection complexity can be achieved, when comparedto coherently detected schemes,

albeit naturally, at a 3 dB power-loss. We also investigate the effect of phase-rotations imposed by

imperfect optical-fiber links. Our non-coherent TC-StQAM scheme is robust to both wireless and

optical-fiber imperfections. More explicitly, the proposed TC-StQAM-SIMO scheme is capable of

removing 6 out of 12 BER peaks at the cell-edge, despite dispensing with CSI for both the wireless

and optical-fiber links. As a further improvement, the adaptive turbo-coded soft-decision aided

differential detection (ATSDD) scheme is employed by the Mobile Station (MS) for reliably con-

veying the source bits to a pair of nearby Remote Antennas (RAs) by appropriately adjusting the

modulation mode according to the near-instantaneous wireless and AROF channel condition. The

ATSDD switching thresholds are specifically adjusted for ensuring that the BER remains below

10−5. We also investigated the effect of phase-rotations routinely imposed by practical imperfect

Radio-over-fiber (ROF) links. We demonstrate that our ATSDDscheme is robust to both wireless

and optical-fiber imperfections.
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Chapter 1
Introduction

1.1 Mutual Information

Mutual information (MI) constitutes one of the first information theoretic measures defined as early

as 1948 by Shannon [1]. While MI provides a general quantitative measure of information, with

applications in numerous fields of research, such as in physics, statistics, economics and so on, it is

most commonly encountered in the context of communicationsengineering. It may be interpreted

as the amount of information a random variable contains about another [1,2]. In this section, the MI

will be investigated in the context of channel capacity in Section 1.1.1 and Extrinsic Information

Transfer (EXIT) charts in Section 1.1.2.

1.1.1 Channel Capacity

The Channel Capacity (C) quantifies the maximum achievable transmission rate (C∗) of a system

communicating over a band-limited channel. The unit of channel capacityC is bit per symbol,

which may be normalized by the symbol-duration, yielding the transmission rateC∗ in bit per

second, i.e. we haveC∗ = C
T , whereT is the symbol period. Shannon quantified the capacity of

a Single-Input Single-Output (SISO) Additive White Gaussian Noise (AWGN) channel in 1948 [1].

Following this, the main research-objective was to find practical coding schemes that were capable

of approaching the channel capacity of the AWGN channel. This goal proved to be challenging,

but not impossible. Initially, most work on channel coding has been focussed on finding powerful

binary codes, following by the practical breakthrough by Ungerböck, which led to the invention

of Trellis-Coded Modulation (TCM) [3], constituted by joint coding and modulation, also referred

to as coded modulation (CM). Below the basic concept of channel capacity will be briefly intro-

duced.

Let us assume that the input and output of the Discrete Memoryless Channel (DMC) [4] can be

expressed asX andY, respectively, whereX may be one ofK discrete-amplitude values, whileY

may be one ofJ legitimate discrete-amplitude values. Furthermore, let us consider the assignment
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of x = ak andy = bj. Then the probability of occurrence for each event can be expressed as:

p(k) = P(x = ak), (1.1)

p(j) = P(y = bj). (1.2)

Additionally, the probability of receivingy = bj, provided thatx = ak was transmitted can be

expressed as:

p(j | k) = P(y = bj | x = ak). (1.3)

The mutual information [5] between the eventy = bj and the eventx = ak may be expressed as:

IX ;Y(ak; bj) = log2

[
p(k|j)
p(k)

]
[bit] . (1.4)

Moreover, the average mutual information,I(X; Y), which is the expectation [6] ofIX ;Y(ak; bj),

can be expressed as:

I(X; Y) =
K

∑
k=1

J

∑
j=1

p(k, j)log2

[
p (k|j)
p(k)

]
[bit/symbol]. (1.5)

Furthermore, with the aid of Bayes’ rule [7], we have:

p(x|y) =
p(y|x)p(x)

p(y)
, p(x, y) = p(y|x)p(x), (1.6)

where the average mutual information can be rewritten as:

I(X; Y) =
K

∑
k=1

J

∑
j=1

p(j|k)p(k) log2

[
p(k|j)
p(k)

]
[bit/symbol]. (1.7)

The channel capacity is the highest possible average mutualinformation, which can be found by se-

lecting the specific set of input symbol probability assignments,{p(k); k = 1, ..., K}. The DMC [5]

capacity can be expressed as:

CDMC = max
{p(k);k=1...,K}

K

∑
k=1

J

∑
j=1

p(j|k)p(k) log2

[
p(j|k)
p(j)

]
[bit/symbol]. (1.8)

In practice, the probability of the channel’s input symbolscannot be controlled, therefore, the chan-

nel capacity cannot be approached. A relative of the DMC is the Continuous-Input Continuous-

Output Memoryless Channel (CCMC) [4], and the corresponding continuous-valued discrete-time

coefficients ofx andy may be written as:

x[n] ∈ [−∞, +∞], (1.9)

y[n] ∈ [−∞, +∞], n = 1, ..., N, (1.10)

while the capacity of the CCMC may be written as:

CCCMC = max
p(x)

∞∫

−∞

...

∞∫

−∞

p(y|x)p(x)log2

[
p(y|x)

p(y)

]
dxdy[bit/symbol], (1.11)
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wherex = (xm[1], ..., xm[N]) andy = (y[1], ..., y[N]) areN-dimensional signals at the channel’s

input and output, respectively. Discrete-Input Continuous-Output Memoryless Channel (DCMC) [4]

is another relative of the DMC, where the channel’s input belongs to the discrete set ofM-ary val-

ues:

x ∈ {xm : m = 1, ..., M}, (1.12)

while the channel’s outputy has the continuous-valued coefficients:

y[n] ∈ [−∞, +∞], n = 1, ..., N. (1.13)

The capacity of the DCMC channel can be expressed as:

CDCMC = max
p(X1)...p(XM)

M

∑
m=1

∞∫

−∞

...

∞∫

−∞

p(y|Xm)p(Xm)log2

[
p(y|Xm)

p(y)

]
dy[bit/symbol], (1.14)

wherexm = (xm[1], ..., xm[N]) is theN-dimensionalM-ary symbol at the channel’s input, while

y = (y[1], ..., y[N]) is theN-dimensional signal at the channel’s output.

1.1.1.1 Capacity of the AWGN Channel

The capacity of a continuous-input continuous-output AWGNchannel or the Shannon bound of

an AWGN channel can be formulated as follows. The channel’s input x(t) can be modelled by

band-limited Gaussian noise. The samples of both the noise sourcesx(t) andn(t) are generated

at the Nyquist rate. Hence, they are independent identically distributed Gaussian random variables

with zero mean having a variance ofσ2 for x(t) and N0/2 for n(t). If the Probability Density

Functions (PDFs) ofp(x), p(y) andp(y | x) are Gaussian, the CCMC capacity can be formulated

as:

CAWGN
CCMC = WTlog2(1 + γ) [bit/symbol] , (1.15)

=
N

2
log2(1 + γ) [bit/symbol] , (1.16)

whereW is the bandwidth, which is limited by an ideal low-pass or bandpass filtering of the wave-

form, T is the time interval andγ is the Signal-to-Noise Ratio (SNR). It is worth noting that the

capacity of the CCMC is an unrestricted bound, since the capacity is only restricted byγ and by the

bandwidthW. For the DCMC capacity formulated for the transmission ofN-dimensionalM-ary

signals, we have:

p(xm) =
1

M
, m = 1, ..., M, (1.17)

if the M-ary signals are uniformly distributed. The conditional probability of receivingy given that

x was transmitted may be expressed as:

p(y|xm) =
N

∏
n=1

1√
πN0

e

(
−(yn−xmn)2

N0

)

, (1.18)
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whereN0/2 is the noise variance per dimension. Based on Eq. 1.18, the DCMC capacity [8, 9]

may be written as:

CAWGN
DCMC = log2(M)− 1

M(
√

π)
N
·

M

∑
m=1

∞∫

−∞

...

∞∫

−∞

e−|t|2 log2

[
∑ e(−2t·dmi−|dmi|2)

]
dt [bit/symbol]

(1.19)

wheredmi = (xm − xi)/
√

N0 andt = (t[1], ..., t[N]) is an integration variable. Furthermore, the

N-dimensional AWGN channel can be presented asn = (n[1], ..., n[N]). The average SNR [10]

can be expressed as:

γ =
E[x2

m(t)]

E[n2(t)]
=

1
M ∑

N
n=1 |xm|2

∑
N
n=1 E[n2(t)]

=
Es

NN0/2
, (1.20)

whereEs is the average energy of theN-dimensionalM-ary symbolXm and NN0/2 is the av-

erage energy of theN-dimensional AWGNn. Furthermore, the capacity of the DCMC for two-

dimensionalM-ary input signal may be expressed as [10]:

CAWGN
DCMC = log2(M) − 1

M

M

∑
m=1

E

[
log2

M

∑
i=1

e

(
−|xm+n−xi|2+|n|2

N0

)]
[bit/symbol], (1.21)

wheren is the AWGN having a variance ofN0/2 per dimension.

1.1.1.2 Capacity of the Uncorrelated Rayleigh Fading Channel

The complex-valued Rayleigh fading coefficient can be defined as: h = hi + j · hq, where j =
√
−1, whilehi andhq are the in-phase and quadrature-phase coefficients, respectively. More specif-

ically, hi andhq are zero-mean independent identical distributed Gaussianrandom variables when

considering an uncorrelated Rayleigh fading channel. The resultant complex-valued coefficientχ2
2

of the Rayleigh fading channel is a chi-squared distributedrandom variable with two degrees of

freedom. The corresponding PDF [4] can be expressed as:

p(χ2
2) =

1

2σ2
r

e

(
− χ2

2
2σ2

r

)

. (1.22)

The capacity of continuous-input continuous-output uncorrelated (memoryless) Rayleigh fading

channels [11,12] can be expressed as:

CRAY
CCMC = E

[
N

2
log2(1 + χ2

2γ)

]
[bits/symbol ] . (1.23)

The DCMC capacity forN = 2-dimensionalM-ary complex signals, can be formulated as [4]:

CRAY
DCMC = log2(M)− 1

M

M

∑
m=1

E

[
log2

m

∑
i=1

e(Φm
i )

]
[bits/symbol ], (1.24)

where the exponent is given by [4]:

Φm
i =

−|h(Xm − Xi) + n|2 + |n|2
N0

=
−

∣∣χ2
2(Xm − Xi) + Ω

∣∣2
+ |Ω|2

χ2
2N0

. (1.25)
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For complex-valuedM-ary signals havingN ≥ 2 dimensions, we arrive at [13,14]:

Φm
i =

N

∑
n=1

−
∣∣χ2

2 [n] (xm [n]− xi [n]) + Ω [n]
∣∣2

+ |Ω [n]|2

χ2
2 [n] N0

, (1.26)

whereχ2
2 [j] = χ2

2 [j + 1] for j ∈ {1, 3, 5...} has two dimensions for a complex-valued channel,

while Ω [n] is the dth dimension of the N-dimensional AWGN, which has a zero meanand a

variance ofχ2
2 [n] N0/2 per dimension.
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Figure 1.1: Capacity versus SNR (dB) for the CCMC and DCMC fortransmissions over

the AWGN channel.

Figure 1.1 shows the comparison of the DCMC capacity for 4PSK, 8PSK, 16QAM and 64QAM

as well as the CCMC capacity. More specifically, the asymptotic DCMC capacity is 2 for 4PSK, 3

for 8PSK, 4 for 16QAM and 6 for 64QAM. Based on the channel capacity, we can design Adap-

tive Coded Modulation (ACM) schemes activating the appropriate SNR-dependent coding rate and

modulation modes. For example, 8PSK modulation may be employed at an SNR of 5 dB, while if

the SNR is improved to 15 dB, 64QAM may be adopted.

Figure 1.2 presents the CCMC and DCMC capacity versus SNR performance for transmission

over uncorrelated Rayleigh fading channels. Compared to Figure 1.1, it can be seen that although

the channel capacity is also 2 Bits Per Symbol (BPS) for 4PSK,3 BPS for 8PSK, 4 BPS for

16QAM, and 6 BPS for 64QAM, the SNR required for transmissionover uncorrelated Rayleigh

fading channels is higher than that necessitated for transmission over an AWGN channel. More

specifically, approaching the channel capacity at 2 BPS requires an SNR of about 10 dB for 4PSK

over an AWGN channel and 20 dB over uncorrelated Rayleigh fading channels.
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Figure 1.2: Capacity versus SNR (dB) for CCMC and DCMC for transmission over un-

correlated Rayleigh fading channels.

1.1.2 Extrinsic Information Transfer Characteristics

Extrinsic Information Transfer (EXIT) charts have been regarded as a useful tool conceived for

analyzing the convergence behaviour of iterative decoding, when the transmission block length is

sufficiently long [15]. This subsection will briefly introduce the concept of symbol-based EXIT

charts based on [16, 17]. Then, the efficient computation of EXIT functions is discussed in the

context of non-binary iterative decoding, such as Turbo-Trellis Coded Modulation (TTCM) for

example [18].

1.1.2.1 Brief Introduction to EXIT Charts

Channel

π1 π2

x
3

π2

π
−1

2

π1

π
−1

1

a(x1) e(u2)

e(x1) a(u2)

a(x2) e(u3)

e(x2) a(u3)

yû
1

1
Encoder

2
Encoder

3
Encoder

3
Decoder

2
Decoder

1
Decoder

x
1

u
2

x
2

u
3u

1

Figure 1.3: The schematic of a 3-stage serially concatenated coding scheme [19]. Note

thatπ andπ−1 represents the interleaver and deinterleaver, respectively.

Recently, the convergence analysis of iterative decoding algorithms has attracted much at-

tention, since it is capable of predicting the achievable code performance during the code de-
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Encoder MAP

Decoder

a priori

Channel 1

a priori

Channel 2

u x

v

y

a(u)

u

e(u)

a(x) e(x)

Figure 1.4: Modelling the encoding and decoding of an intermediate encoder [19].

sign without Monte-Carlo simulations [15, 18, 20, 21]. Moreexplicitly, EXIT charts allow us to

avoid time-consuming decoding simulations, when designing near-capacity codes with guaran-

teed convergence. EXIT charts can also be used for determining the decoding convergence of the

two-component TTCM scheme. This is achieved by visualizingthe input/output MI character-

istics of the symbol-based constituent Recursive Systematic Convolutional (RSC) Maximum-A-

Posteriori (MAP) decoders [20]. Figure 1.4 shows the simplified model of the three-stage con-

catenated scheme of Figure 1.3, whereu represents the input symbols andx represents the output

symbols of the encoder, while thea priori channels are employed for modelling the outer and inner

decoders of Figure 1.3. Furthermore, the per-symbol average mutual information used in the EXIT

chart may be expressed as follows [15,18,20]:

1. the average per-symbol mutual information betweenu anda(u) of Figure 1.4 is:

IA(u) =
1

Nu

Nu

∑
k=1

I[uk; a(uk)], (1.27)

2. the average per-symbol mutual information betweenx anda(x) of Figure 1.4 is:

IA(x) =
1

Nx

Nx

∑
k=1

I[xk; a(xk)], (1.28)

3. the average per-symbol mutual information betweenu ande(u) of Figure 1.4:

IE(u) =
1

Nu

Nu

∑
k=1

I[uk; e(uk)], (1.29)

4. the average per-symbol mutual information betweenx ande(u) of Figure 1.4:

IE(x) =
1

Nx

Nx

∑
k=1

I[xk; e(xk)], (1.30)

where the number of symbols in the sequencesu and x are given byNu and Nx, respectively.

Based on Equation 1.27−1.30, we observe that the intermediate decoder is associated with four MI

transfers. Hence, for the three-stage architecture of Figure 1.3, three-dimensional EXIT charts are

required for visualizing the MI exchange between the intermediate and the outer decoder as well as

between the intermediate and the inner decoder.



1.2. Coded Modulation 8

10−5

10−4

10−3

10−2

10−1

1
B

E
R

−2 0 2 4 6

SNR[dB]

TTCM−1
TTCM−2
TTCM−4
TTCM−8

0.0

0.2

0.4

0.6

0.8

1.0

I E
1,

I A
2

0.0 0.2 0.4 0.6 0.8 1.0

IA1,IE2

TTCM−4PSK: SNR=0.70 dB

Inner
Outer
Trajectory

Figure 1.5: The relationship between the BER and EXIT charts.

Figure 1.5 portrays the stylized relationship between the BER and EXIT charts, when we con-

sider the example of TTCM-4PSK having 1 200 symbols per blockfor transmission over an AWGN

channel. Observe in Figure 1.5 that the EXIT chart recorded at the SNR of 0.7 dB has an open tun-

nel and again the arrows illustrate the relationship between the BER and the MI visualized by the

EXIT charts. More specifically, as seen in Figure 1.5, the BERcurve is gradually shifted to the left,

while the decoding trajectory is approaching to the point of(1, 1) of convergence towards a low

vanishingly BER. Hence, the EXIT charts constitute effective semi-analytical tools of designing

iterative detection aided techniques.

1.2 Coded Modulation

Channel

TCM/TTCM/BICM
Decoder

TCM/TTCM/BICM
Encoder

Mapper/
Modulator

DeModulator
Output

Input

DeMapper/

BICM−ID

π

π−1

π

Figure 1.6: The simplified schematic of coded modulation schemes [22]. Note thatπ and

π−1 represents the interleaver and deinterleaver, respectively.

Coded Modulation (CM) constitutes a bandwidth-efficient communication scheme that com-
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bines the functions of coding and modulation by absorbing the channel-coded bits with the aid of

extending the symbol-constellation [6, 22]. CM schemes canbe designed by employing relatively

high-rate channel coding schemes in conjunction with multidimensional or relatively high-level

modulation schemes. A coding gain may be achieved without bandwidth expansion. Figure 1.6

presents the simplified schematic of CM schemes. At the transmitter, the source node generates

random information bits, which are encoded by one of the TCM,TTCM, or Bit-Interleaved Coded

Modulation (BICM) encoders. Then the coded bits are appropriately interleaved and they are used

for modulating the waveforms based on the various bit-to-symbol mapping rules. At the receiver,

the demodulator is followed by a deinterleaver and a TCM/TTCM/BICM decoder. It worth noting

that the channel decoder’s output is appropriately interleaved and fed back to the demodulator input

in Bit-Interleaved Coded Modulation with Iterative Decoding (BICM-ID) schemes. In this thesis,

a variety of CM assisted systems will be proposed and investigated.

1.2.1 History of Coded Modulation

The history of coded modulation dates back to Shannon’s pioneering work [1], which founded

information theory and motived the search for codes that arecapable of producing an arbitrarily

low probability of error, despite operating in the vicinityof the capacity. The evolution of CM

research over the past 60 years following Shannon’s legendary contribution [1] can been seen in

Table 1.1 and Table 1.2. More specifically, Table 1.1 and Table 1.2 shows the important milestones,

exciting discoveries, their inventors and specific contributions.

1.2.2 History of Adaptive Coded Modulation

The vision of a communication system that provides ubiquitous high-speed access to information

has led to widespread research on information transmissionover multipath fading channels. An

attractive technique of achieving robust and spectrally efficient communication over multipath fad-

ing channels is to adapt the transmission scheme to the current channel characteristics by signalling

the channel quality estimates available at the receiver back to the transmitter. Unlike nonadaptive

schemes, which are designed for worst-case channel conditions for the sake of achieving an accept-

able performance, adaptive signalling methods take advantage of favourable near-instantaneous

channel conditions by allocating the transmit power judiciously.

Adaptive modulation can be invoked for duplex communication between the Mobile Station (MS)

and Base Station (BS), where the modes have to be adapted and signalled between them, in order to

allow channel quality estimates and signalling to take place [72–74]. The modulation mode adap-

tation is the action of the transmitter in response to time-varying channel conditions. In order to

efficiently react to the changes in channel quality, the following steps have to be taken:

• channel quality estimation: In order to appropriately select the transmission parameters to

be employed for the next transmission, a reliable estimation of the channel transfer function
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Year Author(s) Contribution

1948 Shannon [1] Information theory and capacity

1949 Shannon [23] Gaussian channel capacity, the sampling theorem and a

geometric signal space theory

1950 Hamming [24] Hamming codes were discovered

1954 Reed [25] Reed-Muller (RM) codes

1955 Elias [26] Convolutional codes

1962 Gallager [27] Low-density parity-check (LDPC) codes

Forneyet al. [28] 2400 BPS modem commercially available (4PSK)

1967 Forneyet al. [28] 4800 BPS modem commercially available (8PSK)

1971 Forneyet al. [28] 9600 BPS modem commercially available (16-QAM)

1972 Bahlet al. [29] Maximum A-Posteriori (MAP) algorithm

1974 Bahlet al. [30] The symbol based MAP algorithm

1975 Sugiyamaet al. [31] Euclidean algorithm for decoding

1977 MacWilliams [32] Monograph on the theory of error correcting codes

Imai and Hirawaki [33] Bandwidth-efficient MultiLevel Coding (MLC)

1978 Wolf [34] Trellis-decoding of block codes

1980 Forneyet al. [28] 14,400 BPS modem commercially available (64-QAM)

1982 Ungerböck [3] Trellis-Coded Modulation (TCM)

1984 Forneyet al. [28] 14,400 BPS modem commercially available (128-QAM)

1987 Wei [35] Rotationally invariant differentially encoded

multidimensional constellation for the design of TCM

1988 Blahut [36] Multiple trellis-coded modulation

1989 Pottie and Taylor [37] Multilevel codes based on partitioning

Calderbank [38] Multilevel codes and multistage decoding

Hagenaueret al. [39] Soft-Output Viterbi Algorithm (SOVA)

1990 Koch and Baier [40] Classic Log-MAP algorithm and

sub-optimal Max-Log-MAP algorithm

1991 Webbet al. [41] Hard-decision Star QAM/Differential

Amplitude Phase Shift Keying (DAPSK)

1992 Zehavi [42] Bit-Interleaved Coded Modulation (BICM)

1993 Berrou [43] Turbo codes

1994 Kofmanet al. [44] Performances of a multilevel coded modulation

Huber and Wachsmann [45]Capacity of equivalent channels of multilevel coding

Le Goff et al. [46] BICM-based Trubo Coded Modulation (TuCM)

1995 Robertsonet al. [47] Approx-Log-MAP algorithm

1996 Raphaeli [48] Noncoherent coded modulation

Table 1.1: Milestones in Coded Modulation (1948-1996).
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Year Author(s) Contribution

1997 Li and Ritcey [49] Bit-Interleaved Coded Modulation with Iterative

Decoding (BICM-ID)

Chenet al. [50,51] Soft Viterbi decoding metrics for DAPSK

1998 Robertson and Worz [52] Turbo trellis-coded modulation (TTCM)

Li and Ritcey [49] BICM-ID using soft feedback

Caireet al. [53] The theoretical error bound of BICM

ten Brinket al. [54,55] Soft-decision demodulation techniques

1999 Li and Ritcey [56] Combining TCM with BICM-ID

2000 Morelos-Zaragozaet al. [57] Multilevel coded modulation (symmetric constellation)

Isakaet al. [58] Multilevel coded modulation (asymmetric constellation)

2001 Chindapol and Ritcey [59] Bit-to-symbol mapping for BICM-ID

Örmeciet al. [60] Adaptive BICM using outdated channel information

2004 Hanzoet al. [6] TCM, TTCM, BICM and BICM-ID schemes

Hou and Lee [61] Multilevel LDPC code design for semi-BICM

Lampeet al. [62] Multilevel coding for multiple-antenna transmission

2005 Ishibashiet al. [63] Soft-decision-aided DAPSK

2006 Nanaet al. [64] Improved decoding of LDPC coded modulations

2009 Ng et al. [65] Distributed turbo trellis coded modulation for

Cooperative communications

2010 Yanget al. [66] Labelling optimization for BICM-ID systems

2011 Nguyen and Lampe [67] BICM with mismatched decoding metrics

Islamet al. [68] Analysis and design of cooperative

BICM-OFDM systems

2012 Chenget al. [69] Improve the performance of the LTE turbo-

coded modulation by irregular mapping

Andalibi et al. [70] Analysing BICM in multiple-input multiple-output

systems with channel estimation error

2013 Tranet al. [71] Precoding and symbol grouping for non-orthogonal

amplify-and-forward relaying in BICM systems

Table 1.2: Milestones in Coded Modulation (1997-2013).
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during the next active transmit timeslot is necessary.

• Choice of the appropriate parameters for the next transmission: Based on the prediction

of the channel conditions for the next timeslot, the transmitter has to select the appropriate

modulation and channel coding modes for the subcarriers.

• Signalling or blind detection of the employed parameters: The receiver has to be informed,

as to which demodulator parameters to employ for the received packet. This information

can either be explicitly conveyed within the transmission frame, or it may be detected by the

remote transmitter by means of blind detection mechanisms [73].

The milestones of ACM are shown in Tables 1.3–1.4.

1.3 Outline of the Thesis

The organization of the report is listed bellow with reference to Figure 1.7:

Chapter 1: The concept of MI is introduced and the channel capacity is quantified, followed a

rudimentary portrayal of Extrinsic Information Transfer (EXIT) charts. The chapter is con-

cluded by a brief historical perspective on both coded modulation and adaptive coded modu-

lation.

Chapter 2: In this chapter, the family of coherent coded modulation schemes is introduced. In

Section 2.2.2, we first discuss a number of powerful coherent-detection-aided joint cod-

ing and modulation schemes, namely TCM, TTCM, BICM and BICM/ID for 4PSK, 8PSK,

16QAM and 64QAM. Then in Section 2.2.5 their performance is characterized for trans-

mission over both Gaussian and Rayleigh fading channels. Finally, in Section 2.3 near-

instantaneous adaptive coded modulation schemes are proposed and their BER, BPS and

mode selection probability is characterized for transmission over quasi-static Rayleigh fad-

ing as well as shadow-and-fast Rayleigh fading channels.

Chapter 3: Following the study of coherent coded modulation in Chapter2 in Section 2.2.2,

we proposed low complexity, near-capacity soft-decision aided DAPSK schemes based on

BICM, BICM-ID and TuCM codes. In Section 3.2, the fixed modes based on BICM, BICM-

ID and TuCM were investigated in the context of soft-decision aided M-DAPSK. Then in

Section 3.3 the related adaptive schemes were characterized for transmission over quasi-

static Rayleigh fading channels and shadow-and-slow Rayleigh fading channels.

Chapter 4: Based on the discussion of Chapter 2 in Section 2.2.2 and Section 2.3, we employed

the coherent coded modulation schemes for cooperative communications. Firstly, in Sec-

tion 4.2 the relay-induced error propagation of decode-and-forward based cooperative com-

munications was mitigated. Then in Section 4.3 adaptive coded modulation schemes were
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Year Author(s) Contribution

1968 Hayes [75] Envisioned an adaptive receiver and a feedback channel

1972 Cavers [76] Variable-rate transmission for Rayleigh fading channels

1974 Hentinen [77] Adaptive transmission schemes for fading channels

1991 Steele and Webb [78] Adaptive star QAM (QAM) constellations

1995 Otsukiet al. [79] Adaptive square QAM constellations

1996 Torrance and Hanzo [80] Optimisation of switching levels for adaptive modulation

in slow Rayleigh fading

1997 Goldsmith and Chua [81] Variable-rate, variable-power MQAM for fading channels

1997 Chua and Goldsmith [82] Adaptive Coded Modulation (ACM) for fading channels

1998 Goeckel [83] Adaptive coding for fading channels using

outdated channel estimates

Lim and Jeong [84] Adaptive modulation using multipath fading compensation

1999 Alouini and Goldsmith [85] Capacity of different adaptive transmission and

diversity-combining techniques

Wong and Hanzo [86] Upper-bound performance of a wideband burst-by-burst

adaptive modem

2000 Duel-Hallen [87] Long-range channel quality prediction techniques

Holeet al. [88] Adaptive multidimensional coded modulation over

flat fading channels

Lauet al. [89] Adaptive bit interleaved TCM for Rayleigh fading channels

2001 Choi and Hanzo [90] Optimum mode-switching assisted adaptive modulation

Ng, Wong and Hanzo [91] Burst-by-burst adaptive decision feedback equalized

TCM, TTCM, BICM and BICM-ID

Liu et al. [92] Bandwidth-efficient, low-latency ACM

for time-varying channels

2003 Zhanget al. [93] OFDM-based adaptive TCM schemes in

both single- and multi-user environments

2005 Zhouet al. [94] Adaptive modulation aided MIMO systems with perfect

and imperfect channel state information

2006 Duong [95] ACM with receive antenna diversity and imperfect

channel knowledge at the receiver and transmitter

Table 1.3: Milestone of Adaptive Coded Modulation (1968-2006).
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Year Author(s) Contribution

2007 Caire [96] Information theoretic foundations of ACM

2008 Duonget al. [97] Analysis and Optimization of ACM

in spatially correlated SIMO Rayleigh fading channels

2011 Brown [98] Adaptive demodulation in differentially

coherent phase systems

Clementeet al. [99] Closed-form analysis of ACM over Rician

shadow-fading channels

2012 Tao and Duel-Hallen [100] Adaptive BICM for OFDM systems assisted

by fading prediction

Table 1.4: Milestone of Adaptive Coded Modulation (2007-2012).

designed for cooperative communication. Finally, in Section 4.4 adaptive TTCM aided dis-

tributed STTCs were proposed for cooperative communications.

Chapter 5: The non-coherent coded modulation schemes of Chapter 3 designed for cooperative

communications were further exploited in this chapter. Firstly, in Section 5.2 Star-QAM

aided turbo coded network coding dispensing with channel estimation was conceived, which

was then combined with soft-decision aided DAPSK in the context of AF cooperative com-

munications. Finally, combined cooperative wireless and optical-fiber communications sys-

tems were studied.

1.4 Novel Contributions of the Thesis

Based on the following publications [101–107], the novel contributions of the thesis are sum-

marised as follows:

1. The Relay Node Selection or Power Allocation (RNSPA) concept conceived for reducing the

error-propagation is proposed. In the context of this technique we either select a RN near

the desired location, or allocate the most appropriate transmit power to the RN in order to

maintain the target SNR at the DN. Naturally, a beneficial amalgam of these techniques is

expected to have a better end-to-end performance than the above-mentioned two methods in

isolation [102].

2. Then we propose an effective solution for mitigating the lack of temporal diversity, when

communicating over quasi-static Rayleigh fading channels. On one hand, the ATTCM scheme

effectively exploits the full-potential of various TTCM schemes, when communicating over

the source-to-relay links, where the error propagation imposed by the DAF-aided relay nodes

is minimised. On the other hand, the DSTTC scheme offers spatial diversity for the relay-to-

destination links for the sake of assisting the STTC-TTCM decoder at the destination node
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in minimizing the probability of decoding errors [101].

3. We derive the soft-decision demodulation formula for 16-StQAM. Then the performance

benefits of using this new formula are demonstrated in the context of BICM and BICM-ID

schemes invoked for communications over correlated Rayleigh fading channels [103].

4. The performance benefits of using our proposed soft-decision demodulation formula for 16-

StQAM are quantified in the context of a TC aided 16-StQAM scheme, when communicating

over correlated Rayleigh fading channels. Then, we employ the 16-StQAM aided TC based

physical layer scheme for assisting a butterfly topology based Network Coding (NC) system.

A power sharing mechanism is also proposed for further reducing the overall transmit power

requirement of the network [106].

5. We use the existing Bit Metric of Iterativea posterioriprobability Decoders (BMIAD) 16-

DAPSK (2,8) scheme as a benchmark for our proposed 16-DAPSK (2,8) schemes. We de-

rive the soft-decision demodulation probability formulasfor M-DAPSK (Ma,Mp) schemes,

which have more than two concentric PSK rings. We quantify the EXIT-chart-based through-

put of M-DAPSK (Ma,Mp) systems and show that our TC-aided M-DAPSK (Ma,Mp) schemes

are capable of approaching the achievable channel capacity. We then conceive a novel soft-

decision DAPSK aided AF based cooperative system, which completely dispenses with chan-

nel estimation [107].

6. We investigate the uplink performance of FFR based multicell multiuser schemes, as a com-

plement of the corresponding downlink investigation. We further extend the SISO based

non-coherent 16StQAM scheme to a Single-Input Multiple-Output (SIMO) system. We in-

vestigate both the Turbo-Coded 16StQAM and 16QAM schemes inthe multicell, multiuser

uplink system considered, when imperfect DFO or AROF links are considered [108]. Fur-

thermore, the a novel adaptive turbo-coded soft-decision aided differential detection system

is designed for wireless-optical communications over imperfect optic fiber links in the AROF

principle [109].



Chapter 2
Coherent Coded Modulation

2.1 Introduction

In Chapter 1 we have reviewed the history of Coded Modulation(CM) and Adaptive Coded Modu-

lation (ACM). Let us now investigate further both the principles and the attainable performance of

coherent CM and ACM schemes in this chapter.

One of the most important objectives in the design of digitalcellular systems is the efficient ex-

ploitation of the available spectrum in order to accommodate the ever-increasing traffic demands.

The design of CM schemes is affected by a variety of criteria,such as: implementation complex-

ity, coding/interleaving delay, the effective throughputand so on [6]. The Trellis-Coded Modu-

lation (TCM) scheme employing symbol-based channel interleaving combined with Set Partition-

ing (SP) assisted signal labelling was proposed by Ungerböck [110]. A joint coding and modula-

tion scheme, namely Turbo Trellis-Coded Modulation (TTCM)was proposed by Robertson [52],

which has a similar structure to turbo codes, but employs TCMschemes as component codes. The

TTCM arrangement employs symbol-based channel interleaving combined with SP assisted signal

labelling. Both TCM and TTCM using SP assisted signal labelling were proposed for achieving

a higher Free Euclidean Distance (FED) between the unprotected bits of the constellation, so that

parallel trellis transitions can be associated with the unprotected information bits, which reduced

the decoding complexity. Another powerful CM scheme utilising bit-based channel interleaving

in conjunction with Gray signal labelling, which is referred to as Bit–Interleaved Coded Modula-

tion (BICM), was proposed by Zehavi [42]. An iterative jointdecoding and demodulation assisted

BICM (BICM-ID) arrangement using SP based signal labellingwas proposed by Li [49], which

increased the Euclidean distance of conventional BICM and exploited the full advantage of bit

interleaving with the aid of soft-decision feedback based iterative decoding.

In order to counteract the time-varying nature of the mobileradio channels, near-instantaneous

ACM schemes have been proposed [84, 86, 111], where a higher-rate and/or a higher-order mod-

ulation mode is employed, when the instantaneous estimatedchannel quality is high in order to
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increase the number of Bits Per Symbol (BPS) transmitted. Conversely, a more robust lower-rate

code and/or a lower-order modulation mode is employed, whenthe instantaneous channel quality

is low, in order to improve the Bit Error Ratio (BER) performance. When communicating over

quasi-static Rayleigh fading channels, each transmissionframe effectively experiences an AWGN

channel associated with a received SNR (SNRr) determined by the ratio of the constant fading

coefficient and the noise power. By contrast, each transmission frame effectively experiences an

uncorrelated Rayleigh fading channel having SNRr determined by the constant fading coefficient

and the noise power, when communicating over ‘shadow-and-fast’ Rayleigh fading channels.

A number of powerful joint coding and coherent modulation schemes, namely TCM, TTCM,

BICM and BICM/ID for 4PSK, 8PSK, 16QAM and 64QAM are introduced in Section 2.2, while

the corresponding fixed CM modes’ performance is characterized in Section 2.2.5. Furthermore, a

near-instantaneous ACM scheme is invoked in Section 2.3 andthe corresponding simulation results

are shown in Section 2.3.2. The chapter is concluded in Section 2.4.

2.2 Fixed Mode

CM constitutes a bandwidth efficient scheme [22] that combines the functions of channel coding

and modulation. In this section, the coherent TCM, TTCM, BICM and BICM-ID schemes relying

on 4PSK, 8PSK, 16QAM and 64QAM will be introduced. Furthermore, SP and the Maximum A

Posteriori MAP algorithm are also discussed. Finally, the corresponding simulation results will be

presented in Section 2.2.5.

2.2.1 Rate and SNR

Let us consider a system, where the channel encoder has a coding rate of:

Rc =
k

n
, (2.1)

and anM-ary modulation scheme transmittingm BPS is used, where:

Rm = log2(M) = m. (2.2)

The overall throughput of the scheme may be expressed as:

Ro = Rc · Rm =
k

n
m. (2.3)

The ratio of the symbol energy to the spectral density of the noise ratio determines the SNR which

can be expressed as:

γ =
Es

N0
, (2.4)

while the ratio of the information bit energy to the noise spectral density can be calculated as:

Eb

N0
=

1

R

Es

N0
=

γ

R
. (2.5)
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The noise variance per dimension is given byσ2 = N0/2. Therefore, at a given SNR orEb/N0

value, the corresponding noise variance per dimension can be formulated as:

σ2 =
REb

2( Es
N0

)
=

Es

2R( Eb
N0

)
. (2.6)

2.2.2 Fading Channel

Fading appears due to attenuation of the radio signal, when it passes through objects on its way

from the transmitter to the receiver, as well as due to reflection and scattering of the transmitted

signal. Furthermore, the received signal power is reduced in proportion to the distance between

the antennas, which can be compensated by increasing the transmit power with the aid of power-

control. When designing coded modulation, it is important to know the correlation of the fading

over both time and frequency. Figure 2.1 represents an overview of diverse fading channel man-

ifestations. Let us commence with the two basic types of fading effects, namely large-scale and

small-scale fading:1

• Large-scale fadingarises due to path loss as a function of distance and shadowing imposed

by large objects, such as large-bodied vehicles, buildingsand hills. This occurs as the mobile

moves across the terrain, and it is typically frequency independent.

• Small-scale fadingis due to the constructive and destructive interference of the multiple

signal paths between the transmitter and receiver. This occurs at a spatial scale, which is of

the order of the carrier wavelength and it is frequency dependent.

Furthermore, large-scale fading is more relevant to cell-site planning, while small-scale fading

is more relevant to the design of reliable and efficient communications links. Hence, small-scale

fading constitutes the focus of the thesis.

2.2.3 Turbo Trellis-Coded Modulation

Trellis-Coded Modulation (TCM) may be invoked as the constituent component code employed in

the TTCM structure. Hence, it is worth describing the basic principle of TCM, before introducing

TTCM. The TCM scheme was introduced by Ungerböck in [3, 110]. Compared to conventional

uncoded modulation schemes, a simple four-state TCM schemeis capable of improving the robust-

ness of digital transmission against additive noise, whichmay be quantified in terms of the required

SNR. This is achieved without decreasing the data rate or expending the bandwidth [110], albeit

at the cost of an increased detection complexity. Upon usingmore complex schemes, the coding

1Small-scale fading often obeysRayleigh fading, because if the multiple reflective paths are large in numberand

there is no line-of-sight signal component, the envelope ofthe received signal is statistically described by a Rayleigh

Probability Density Function (PDF). When there is a dominant non-fading signal component, such as a line-of-sight

propagation path, the small-scale fading envelope is described by a Rician PDF [112].
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Figure 2.1: Fading channel manifestations [113,114].

gain may be increased to a degree. The TCM schemes may be described by their state transition

diagram, which is similar to the trellis diagrams of binary convolutional codes [115]. More spe-

cially, the redundant non-binary symbols represented by the constellation phasors are employed for

labelling the trellis branches of the TCM scheme, rather than using the binary code symbols, as in

binary convolutional codes.

2.2.3.1 TCM Principle

Ungerböck’s TCM encoder is constituted by a Recursive Systematic Convolutional (RSC) en-

coder and a modulator [10]. Figure 2.2 shows the TCM encoder having an eight-state Ungerböck

D D D

8-PSK Modulator

010
011 001

100 000

101
110

111

Bit 2

Bit 1

Bit 3

(Bit 1, Bit 2, Bit 3)

Convolutional Encoder

Bit 1

Bit 2

Figure 2.2: The basic 8PSK TCM encoder using Ungerböck’s RSC encoder and modula-

tor [116].

code [10], which has a high Free Euclidean distance (FED) forthe sake of attaining a high perfor-

mance gain, when communicating over Additive White Gaussian Noise (AWGN) channels. The

2-bit input binary sequence produces 3-bit codewords, which are then interleaved by a symbol inter-

leaver for dispersing the bursty symbol errors generated bythe fading channel. Finally, these 3-bit

codewords are modulated to one of the 8 (23) possible constellation points of an 8PSK modulator.



2.2.3. Turbo Trellis-Coded Modulation 21

The generator polynomials, which define the connections between the information bits and

adders can be represented as:

H j(D) = h
j
ν.Dν + h

j
ν−1.Dν−1 + ... + h

j
1.D + h

j
0, (2.7)

whereD denotes the delay due to a register stage andh
j
i equals 1 in the scenario, when there is a

connection at a specific encoder stage, whileh
j
i is 0, if there is no connection. FurthermoreH j(D)

for j ≥ 1 is the generator polynomial associated with thejth information bit. Ungerböck [10]

suggested that all feedback polynomials must have coefficients of h0
ν = h0

0 = 1. Hence, the

parity bit should be the same for these transitions, when twopaths diverge from or merge into

a common state in the trellis, otherwise the other bits of thesymbols differ in at least one bit

position [10]. The design of coded modulation schemes is affected by a variety of factors, such as

the cost and complexity. A high FED is required for transmission over AWGN channels, while a

high effective code lengthand a high minimum product distance are required for transmission over

fading channels [117].

2.2.3.2 Set Partitioning

The SP technique was proposed by Ungerböck for ensuring such that parallel transitions are as-

signed to constellation points exhibiting a high Euclideandistance for the sake of having a low

error probability. Additionally, the signal set can be partitioned into various subsets. More specif-

ically, the minimum Euclidean distance of the signal pointsin the new subset is increased at every

partitioning step [115]. Figure 2.3 shows the SP of 16QAM. Conventional TCM schemes are typ-

ically decoded/demodulated with the aid of the appropriately modified Viterbi Algorithm (VA),

which is a maximum likelihood sequence estimation (MLSE) algorithm [118]. Nonetheless, a per-

formance close to the minimum Symbol Error Ratio (SER) can beachieved by using VA, although

it cannot guarantee that the SER is minimized, because it is an MLSE algorithm.

2.2.3.3 Maximum-A-Posteriori

The MAP algorithm is capable of guaranteeing that the minimum SER is achieved, but naturally

at the cost of an increased complexity. In this section, a reduced-complexity version of the MAP

algorithm that operates in the logarithmic domain (log-domain) will be discussed. Figure 2.4 illus-

trates the operations of the symbol-based MAP algorithm [115]. Each information symboluk has

M possible values. Thea priori probabilities of the information symbolu can be obtained from

external sources:

Paprik,m
= p(uk = m), (2.8)

If the a priori informationp(uk) is not available, we havePaprik,m
= 1/M for all m. The channel’s

output values can be computed as:

ηk(j, m) = exp
−|yk− SL(j,m)|2

2σ2
, (2.9)
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Figure 2.3: Set-Partitioning of a 16QAM signal constellation. The minimum Euclidean

distance at a partition level is denoted by the line between the signal points [115]c©IEEE,

1982, Ungerböck.

where the transmitted symbol isxk = SL(j, m) and the received signal isyk = xk + nk, wherenk is

the complex-valued AWGN having a variance ofσ2 = N0/2 per-dimension andN0 is the noise’s

Power Spectral Density (PSD). The transition probabilities are computed according toγk(i, m) =

Paprik,m
· ηk(j, m). Then these values are used for recursively computing the forward recursion [6]:

αk−1(j) =
M−1

∑
m=0

ak−1[SP(i, m)] · γk[P(i, m), m], (2.10)

whereSP(i, m) is the previous state, while the backward recursion can be computed from [6]:

βk−1(j) =
M−1

∑
m=0

βk[SN(j, m)] · γk(j, m), (2.11)

whereSN(j, m) presents the next state. Finally, the APP can be obtained from:

A
k,m

= Paprik,m
·

S−1

∑
j=0

βk[SN(j, m)]·αk−1(j) · ηk(j, m). (2.12)
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γk

Figure 2.4: Summary of the symbol-based MAP algorithm operations [115].

Moreover, the MAP algorithm exhibits a high complexity. As aremedy, the Log-Map algorithm

was proposed by Robertson [52], where the addition of two exponential terms can be computed

using the Jacobian logarithm as:

g(Φ1, Φ2) = ln(eΦ1 + eΦ2) (2.13)

= max{Φ1, Φ2} + ln(1 + e−|Φ1−Φ2|) (2.14)

= max{Φ1, Φ2} + fc(|Φ1 − Φ2|). (2.15)

The correction termfc, which depends on the magnitude difference ofΦ1 andΦ2, can be deter-

mined with the aid of the following three methods:

1. The Exact-Log-MAP algorithm [52], which is defined by computing the exact value of the

correction termfc using:

fc = ln(1 + e−|Φ1+Φ2|). (2.16)

2. The Approx-Log-MAP algorithm [52] employs an approximation of the correction termfc.

A look-up table containing eight values offc ranging from 0 to 5, gives practically the same

performance as the Exact-Log-MAP algorithm [119].

3. The Max-Log-MAP [30, 120], which simply relies onmax{Φ1, Φ2}. Compared to the

Approx-Log-MAP algorithm, it has a lower performance, but imposes a reduced complexity.

Based on the above discussions, the Approx-Log-MAP algorithm is the best compromise scheme

in terms of its performance and complexity. Hence it was employed for all simulations in this
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thesis. It is worth noting that the MAP decoder is more suitable for the decoding of finite-length,

short sequences, because the associated memory requirements increase linearly with the sequence-

length.

2.2.3.4 TTCM Encoder

We will employ TTCM [52] for avoiding the obvious disadvantage of rate loss that one would

encounter, when applying the principle of parallel concatenation to TCM without the aid of punc-

turing. The TTCM encoder is seen in Figure 2.5, which comprises two identical TCM encoders

linked by a symbol interleaver. The first TCM encoder encodesthe original input bit sequence,

while the second encoder manipulates the interleaved version of the input bit sequence and then

the codewords are then mapped to complex symbols by the signal mapper using the SP-based la-

belling method. Moreover, the complex output symbols of thesignal mapper at the output of Trellis

Encoder 2 are symbol de-interleaved according to the inverse operation of the symbol interleaver.

More specifically, the interleaver and de-interleaver are symbol based [121]. The TTCM code-

words of both component encoders have identical information bits before the selector due to the

de-interleaver. Therefore, the selector that selects the symbols of the upper and lower component

encoders is effectively a puncturer that removes half of theparity bits. The output of the selec-

tor is fed to the channel interleaver, which is another symbol interleaver. The channel interleaver

disperses the symbol errors experienced during transmission over fading channels. This improves

the time-diversity order of the code [122]. Finally, the output symbols are transmitted through

the channel. Figure 2.1 shows the generator polynomials of some component TCM codes that

Trellis

Encoder 1

Trellis

Encoder 2

Signal

Mapper

Signal

Mapper

Symbol
De-intlv

Channel

Intlv

Selector

Symbol
Intlv

Channel

Modulator

Figure 2.5: Schematic of the TTCM encoder [115]c©IEEE, 1998, Robertson and Wörz.

can be employed in the TTCM schemes. These generator polynomials were obtained by using an

exhaustive computer search of all polynomials and then finding the one that maximises the mini-

mal Euclidean distance, taking into account the alternative selection of parity bits for the TTCM

scheme.
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Code State,ν m̃ H0(D) H1(D) H2(D) H3(D) d2
f ree/△2

0

2D̄, 8PSK 4, 2 2 07 02 04 -

2D̄, 8PSK 8, 3 2 11 02 04 - 3

4D̄, 8PSK 8, 3 2 11 06 04 - 3

2D̄, 8PSK 16, 4 2 23 02 10 - 3

4D̄, 8PSK 16, 4 2 23 14 06 - 3

2D̄, 16QAM 8, 3 3 11 02 04 10 2

2D̄, 16QAM 16, 4 3 21 02 04 10 3

2D̄, 64QAM 8, 3 2 11 04 02 - 3

2D̄, 64QAM 16, 4 2 21 04 10 - 4

Table 2.1: ‘Punctured’ TCM codes exhibiting the best minimum distance for 8PSK,

16QAM and 64QAM, where octal format is used for specifying the generator polyno-

mials [121]. The notationD̄ denotes the dimensionality of the code,ν denotes the code

memory,△2
0 denotes the squared Euclidean distance of the signal set itself andd2

f ree de-

notes the squared FED of the TCM code.

2.2.3.5 TTCM Decoder

The schematic of a component decoder of a binary turbo code and of a non-binary TTCM scheme

are shown in Figure 2.6 and Figure 2.7, respectively. Both have a similar structure, albeit there

is a difference in the nature of the information passed from one decoder component to the other.

Moreover, each decoder alternately processes its corresponding encoder’s channel-impaired output

symbol, and then the other encoder’s channel-impaired output symbol. In a binary turbo coding

scheme the component encoder’s output can be divided into three additive parts of each information

bit uk at stepk, which are detailed bellow:

1. the systematic component(S/s), which is the received systematic value for bituk;

Binary
MAP

Systematic bits

Systematic & Parity bits

a posteriori

extrinsic info.

a priori

channel info.

Figure 2.6: Schematic of a binary turbo component decoder [115].
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Symbol
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Symbol
MAP

Systematic bits

Systematic & Parity bits

a posteriori

a priori

channel info.

extrinsic info.

Figure 2.7: Schematic of a non-binary TTCM component decoder [115].

2. thea priori component(A/a), which corresponds to the information provided by the other

component decoder for bituk;

3. the extrinsic information component(E/e), which does not depend on bituk itself, but on

the surrounding bits.

Compared to the binary turbo decoding scheme, the non-binary TTCM scheme has only two com-

ponents:

1. thea priori component of a non-binary symbol(A/a), which is provided by the other com-

ponent decoder;

2. the extrinsic as well as systematic component of a non-binary symbol.

2.2.4 Bit-Interleaved Coded Modulation with Iterative Decoding

The bit-based (BICM and BICM-ID) CM schemes will be introduced in this section, commencing

with the BICM scheme in Section 2.2.4.1. Then the BICM-ID scheme will be investigated in

Section 2.1.3.2. Finally, our simulation results will be discussed in Section 2.1.4.

2.2.4.1 Bit-Interleaved Coded Modulation

Figure 2.8 presents the BICM encoder, while Figure 2.9 showsPaaske’s non-systematic rate-2/3

eight-state code, exhibiting a free bit-based Hamming distance of four. It is worth noting that the

number of bit interleavers equals the number of bits assigned to the non-binary codeword. More

importantly, the purpose of bit interleaving is to dispersethe bursty errors induced by the correlated

fading for rendering the bits associated with a given transmitted symbol uncorrelated or independent

of each other. This would increase the time diversity order of the code.
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Bit 0
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Figure 2.8: BICM encoder schematic employing independent bit interleavers. Note that

Gray labelling is employed [42]c©IEEE, 1992, Zehavi.

Here Gray labelling is employed for optimising the performance of the BICM scheme which

will be detailed in Section 2.2.4.2. The non-systematic convolutional code exhibiting the highest

DD

D

Bit 0

Bit 2

Bit 1

Interleaver

Interleaver

Interleaver

Convolutional Encoder

Bit 2

Bit 1

8-PSK Modulator

011
001

110 000

101
100

(Bit 2, Bit 1, Bit 0)

010

111

Figure 2.9: Paaske’s non-systematic convolutional encoder, bit-based interleavers and

modulator forming the BICM encoder [42], where none of the bits are unprotected and

Gray labelling is employed.

possible free Hamming distance is used in BICM for obtainingoptimum performance for transmis-

sion over Rayleigh fading channels. Figure 2.10 shows the BICM decoder, which implements the

Deinterleaver

Deinterleaver

DeinterleaverDemodulator
Decoder

Convolutional
Channel

Figure 2.10: BICM decoder [42].

inverse process of the encoder. Table 2.2 presents parameters of Paaske’s non-systematic codes

utilised in BICM. For a rate-k/n code there arek generator polynomials, each havingn coefficients.

More explicitly, gi = (g0, g1, . . . , gn), i ≤ k, is the generator polynomial associated with the

ith information bit. The generator matrix of the encoder usedin Figure 2.9 may be expressed as:

G(D) =

[
1 D 1 + D

D2 1 1 + D + D2

]
, (2.17)
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Rate State,ν g(1) g(2) g(3) g(4) d f ree

1/2 8, 3 15 17 - - 5

(4QAM) 16, 4 23 35 - - 7

64, 6 133 171 - - 10

2/3 8, 3 4 2 6 - 4

(8PSK) 1 4 7 -

16, 4 7 1 4 - 5

2 5 7 -

64, 6 64 30 64 - 7

30 64 74 -

3/4 8, 3 4 4 4 4 4

(16QAM) 0 6 2 4

0 2 5 5

32, 5 6 2 2 6 5

1 6 0 7

0 2 5 5

64, 6 6 1 0 7 6

3 4 1 6

2 3 7 4

Table 2.2: Paaske’s non-systematic convolutional codes, page 331 of [123], whereν de-

notes the code memory andd f ree denotes the free Hamming distance. Octal format is used

for representing the generator polynomial coefficients [115].

Rate State,ν g(1) g(2) puncturing matrix d f ree

5/6 8, 3 15 17 1 0 0 1 0 3

(64QAM) 0 1 1 1 1

64, 6 133 171 1 1 1 1 1 3

1 0 0 0 0

Table 2.3: Rate-Compatible Punctured Convolutional (RCPC) codes [124, 125], whereν

denotes the code memory andd f ree denotes the free Hamming distance. Octal format is

used for representing the generator polynomial coefficients [115].
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while the equivalent polynomial expressed in octal form is given by:

g1 =
[

4 2 6
]

g2 =
[

1 4 7
]

. (2.18)

Table 2.3 summarises the parameters of the Rate-CompatiblePunctured Convolutional (RCPC)

codes that can be used in the rate=5/6 BICM/64QAM schemes.

2.2.4.2 BICM-ID

Although BICM is capable of improving the diversity order ofUngerböck’s TCM scheme, it per-

forms poorer in the AWGN channel since TCM has a large minimumEuclidean distance, lending

it a edge our BICM. As a further advance, Li and Ritcey [49], [56] proposed BICM-ID win order

to improve Zehavi’s [42] BICM scheme. Figure 2.11 presents the process of subset partitioning for
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a. Gray Labelling

Bit 1

011

101

000110

001010

111 100

b. Set Partitioning Based Labelling
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111 100
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Bit 0
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111 100

Bit 0
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000100

001011
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001011

111101

110
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001011

111101

110

χ (0,1)χ (1,1)

χ (1,0)

χ (0,0)

Figure 2.11: SP and Gray labelling methods for 8PSK and the corresponding subset par-

titioning for each bit [115]c©IEEE, 1999, Li and Ritcey.

each of the three bit positions for both Gray labelling and SPlabelling. These subsets are also the

decision regions for each bits. Observe in Figure 2.11 that the two labelling methods have the same

intersubset distances but the different number of nearest neighbours. We can see from Figure 2.11

that Gray labelling has a lower number of nearest neighbours. The lower the number of nearest

neighbours, the lower the chances for a bit to be decoded intothe wrong region. Therefore, Gray

labelling is a more appropriate mapping non-iterative BICMscheme.
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Figure 2.12: Iterative decoding translates the 8PSK schemeinto three parallel binary sub-

channels, each associated with a BPSK constellation selected from the four possible signal

sets [115] c©IEEE, 1999, Li and Ritcey.
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Figure 2.13: The transmitter and receiver modules of the BICM-ID scheme using soft-

decision feedback [49]c©IEEE, 1998, Li. Note thata, e andp represent thea priori, the

extrinsicand thea posterioriinformation, respectively.
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Figure 2.12 illustrates that SP based labelling has a higherminimum Euclidean distance than

that of Gray labelling for both Bit 1 and Bit 2, which is important for optimising the decoding

performance of BICM-ID during the second and later iterations because these higher-integrity bits

would provide more reliable extrinsic information for the lowest-distance bit. Although the first-

pass performance is potentially error-infected, error precipitation owing to erroneous feedback bits,

may be efficiently mitigated by the soft feedback of the decoder. Hence, in contrast to Gray-labelled

BICM, BICM-ID assisted by soft decision feedback uses SP labelling.

Furthermore, the interleaver design is also important. In our design them number of inter-

leavers used for the2m-ary modulation scheme are produced randomly and separately, without any

interactions between them [115].

Having introduced the labelling and interleaver methods, the transmitter and receiver modules

of the BICM-ID scheme are illustrated in Figure 2.13. More specifically, a Soft-Input Soft-Output

(SISO) decoder, which is actually a MAP decoder, is employedby the receiver module and the

enhanced-reliability output of the decoder is fed back to the input of the demodulator.

2.2.5 Simulation Results and Discussions

The BER performance of the fixed modem modes of 4PSK, 8PSK, 16QAM and 64QAM for

both TTCM and BICM-ID are studied when communicating over both AWGN and uncorrelated

Rayleigh fading channels. The complexity of the coded modulation schemes is compared in terms

of the number of decoding states and the number of decoding iterations. For a TCM or BICM

scheme with memoryv, the corresponding complexity is proportional to the number of decoding

states, namely toS = 2v. For the TTCM scheme, which includes two component TCM codes, a

TTCM code associated withIt iterations and using anS-state component code exhibits a complex-

ity proportional to2 · t · S or t · 2v+1. By contrast, for the BICM-ID scheme, which only includes

a single decoder, the demodulator is invoked in each decoding iteration. However, the complexity

of the demodulator is assumed to be insignificant compared tothat of the channel decoder. There-

fore, a BICM-ID code associated withIt iterations using anS-state code exhibits a complexity

proportional tot · S or t · 2v. The corresponding parameters are shown in Table 2.4.

It is worth to noting that in terms of the decoding complexityof 4PSK TTCM using four it-

erations and 4PSK BICM-ID using eight iterations can be considered similar according to our

above arguments. In our forthcoming discourse we will always endeavour to compare schemes

of similar decoding complexity, unless otherwise stated. Furthermore, Figure 2.14 and Figure 2.15

present the BER performance of various TTCM and BICM-ID schemes, when transmitting over the

AWGN channel. It can be seen from the figures that the TTCM schemes outperform the BICM-ID

schemes, when communicating over the AWGN channel. More explicitly, the Eb/N0 value re-

quired for maintaining a BER of10−5 is 1.56 dB for the TTCM-4PSK scenario, while it is 3.95 dB

for the BICM-ID-4PSK scenario. It is worth noting that all the BER curves seen in Figure 2.14

drop off sharply, except that of the TTCM-16QAM scheme due tothe employment of low-memory
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Coded Modulation TTCM, BICM-ID

Modulation Scheme 4PSK, 8PSK, 16QAM, 64QAM

Mapper type Set-Partitioned

Number of iterations 4,8

Code Rate 1/2, 2/3, 3/4, 5/6

Code Memory 3

Decoder type Approximate Log-MAP

Symbols per frame 12,000

Number of frames 10,000

Channel AWGN, Uncorrelated Rayleigh fading channel

Table 2.4: Simulation parameters.

component codes. Additionally, theEb/N0 and SNR thresholds of the TTCM schemes having a

target BER of10−5 and10−6 are obtained from Figure 2.14 and are shown in Table 2.5. Further-

more, theEb/N0 and SNR thresholds of the BICM-ID schemes having a target BERof 10−5 and

10−6 are attained from Figure 2.15 and are shown in Table 2.6.

12k-ttcm-awgn-4.gle

10-6

10-5

10-4

10-3

10-2

10-1

1

B
E

R

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28

Eb/N0(dB)

TTCM-4PSK: 1 BPS
TTCM-8PSK: 2 BPS
TTCM-16QAM: 3 BPS
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Figure 2.14: BER performance of TTCM aided 4PSK, 8PSK, 16QAMand 64QAM

schemes when communicating over theAWGN channel using four TTCM iterations.

The simulation parameters are shown in Table 2.4.

Figure 2.16 and Figure 2.17 present the BER performance of various TTCM and BICM-ID

schemes communicating over uncorrelated Rayleigh fading channels. It can be seen from the fig-

ures that the TTCM schemes outperform the BICM-ID schemes, when transmitting over uncorre-

lated Rayleigh fading channels, except for the case of 64QAM. Note that TTCM-64QAM has a
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Figure 2.15: BER performance of BICM-ID aided 4PSK, 8PSK, 16QAM and 64QAM

schemes when communicating over theAWGN channel usingeight BICM-ID iterations.

The simulation parameters are shown in Table 2.4.

TTCM Eb/N0(dB) SNR(dB) Eb/N0(dB) SNR(dB)

(BER =10−5) (BER =10−5) (BER =10−6) (BER =10−6)

4PSK 1.56 1.56 1.83 1.83

8PSK 3.93 6.94 4.33 7.34

16QAM 5.91 10.68 6.93 11.70

64QAM 10.29 17.28 10.73 17.72

Table 2.5: TheEb/N0 and SNR threshold at BER=10−5 and BER=10−6 for TTCM

schemes when communicating over theAWGN Channel using four TTCM iterations.

The simulation parameters are shown in Table 2.4.

BICM-ID Eb/N0(dB) SNR(dB) Eb/N0(dB) SNR(dB)

(BER =10−5) (BER =10−5) (BER =10−6) (BER =10−6)

4PSK 3.95 3.95 4.80 4.80

8PSK 4.80 7.81 5.53 8.54

16QAM 6.40 11.17 7.20 11.97

64QAM 10.67 17.66 11.47 18.46

Table 2.6: TheEb/N0 and SNR threshold at BER=10−5 and BER=10−6 for BICM-ID

schemes when communicating over theAWGN Channel using eight BICM-ID itera-

tions. The simulation parameters are shown in Table 2.4.
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Figure 2.16: BER performance of TTCM aided 4PSK, 8PSK, 16QAMand 64QAM

schemes when communicating over theuncorrelated Rayleigh fading channelusing

four TTCM iterations. The simulation parameters are shown in Table 2.4.
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Figure 2.17: BER performance of BICM-ID aided 4PSK, 8PSK, 16QAM and 64QAM

schemes when communicating over theuncorrelated Rayleigh fading channelusing

eight BICM-ID iterations. The simulation parameters are shown inTable 2.4.
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worse BER performance than that of BICM-ID-64QAM over uncorrelated Rayleigh fading chan-

nels. This is because the octally represented generator polynomial [6] of [11 02 4 0 0 0] has three

zeros corresponding to no coding for the three systematic bits. This is fine for AWGN channels [52],

but it would cause a high error floor when communicating over Rayleigh fading channels [22]. A

TTCM-64QAM scheme was proposed for Rayleigh fading channels in [17], which requires a high-

complexity trellis having 32 states. By contrast, we only consider 8-state trellises in this chapter.

More specially, theEb/N0 value at a BER of10−5 for TTCM-16QAM is about 11.37 dB, while for

that of BICM-ID-16QAM it is not far from 13.67 dB. Furthermore, theEb/N0 and SNR thresholds

for the TTCM and BICM-ID schemes having a target BER of10−5 are attained from Figure 2.16

and Figure 2.17 that are shown in Table 2.7, which will be employed in Section 2.3.

Code Eb/N0(dB) SNR(dB) Eb/N0(dB) SNR(dB)

(BER =10−5) (BER =10−5) (BER =10−6) (BER =10−6)

4PSK (TTCM) 3.87 3.87 4.21 4.21

8PSK (TTCM) 7.75 10.76 10.40 13.41

16QAM (TTCM) 11.37 16.14 14.47 19.24

64QAM (BICM-ID) 20.93 26.95 24.67 31.66

Table 2.7: The values ofEb/N0(dB) and SNR(dB) for TTCM and BICM-ID over the

uncorrelated Rayleigh fading channel. The simulation parameters are shown in Table 2.4.

Based on the EXIT charts which is introduced in Section 1.1.2, we find the minimum SNR (SNRmin)

required by the various fixed CM modes, where the corresponding EXIT charts exhibit an open tun-

nel and at least one of the Monte-Carlo simulation based decoding trajectory can traverse through

the small slit between the inner and outer EXIT curves [126].Figure 2.18 presents the EXIT charts

when communication over AWGN channel using the parameters listed in Table 2.4. Figure 2.19

was obtained by transmitting 10 000 frames, each having the block length 12 000 symbols. The

number of iterations wasIt = 16 over AWGN channel. It is worth noting that the value of SNRmin

varies with the number of iterations and block size. Table 2.8 presents SNR and SNRmin values for

TTCM at a BER of10−5, when communicating over AWGN channels. Observe in Figure 2.16 and

Eb/N0(dB) SNRmin(dB) Code Eb/N0(dB) SNR(dB)

BER = 10−5 BER = 10−5 BER = 10−5 BER = 10−5

0.62 0.62 4PSK 1.56 1.56

3.06 6.07 8PSK 3.93 6.94

5.10 9.87 16QAM 5.91 10.68

9.38 16.36 64QAM 10.29 17.28

Table 2.8: The values of SNR andSNRmin for TTCM over the AWGN Channel.

Figure 2.17 that TTCM-64QAM has a higher error floor than BICM-ID-64QAM, when communi-
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Figure 2.18: EXIT charts of4PSK, 8PSK, 16QAM and 64QAMfor TTCM when com-

municating over theAWGN channel with a SNR value at a BER of10−5.
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Figure 2.19: EXIT charts of4PSK, 8PSK, 16QAM and 64QAMfor TTCM when com-

municating over theAWGN channel with SNRmin.
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cating over uncorrelated Rayleigh fading channels, since BICM-ID encodes all the five information

bits, while TTCM only encodes two of the five information bits. Hence, we favour BICM-ID-

64QAM instead of TTCM-64QAM for achieving a throughput of 5 bits-per-symbol (BPS). The

relatedEb/N0 and SNR values are shown in Table 2.7. Finally, after showingthe EXIT charts

for transmitting over uncorrelated Rayleigh fading channel with a SNR at a BER of10−5 in Fig-

ure 2.20, we use EXIT charts to calculate the minimum required SNR. Figure 2.21 was generated

for the 12 000 symbol block length andIt = 16 iterations over the uncorrelated Rayleigh fading

channel. The related threshold values are presented in Table 2.9. More specifically, for BICM-

ID-64QAM an Eb/N0 = 21 dB is required forBER < 10−5 when communicating over the

uncorrelated Rayleigh fading channel. This is due to the limitation imposed by its outer EXIT

Eb/N0(dB) SNRmin(dB) Code Eb/N0(dB) SNR(dB)

2.30 2.30 4PSK (TTCM) 3.87 3.87

6.40 9.41 8PSK (TTCM) 8.75 11.76

9.10 13.87 16QAM (TTCM) 11.37 16.14

19.93 26.92 64QAM (BICM-ID) 20.93 27.95

Table 2.9: The values of SNR andSNRmin for TTCM and BICM-ID over uncorrelated

Rayleigh fading channel.

curve.

2.3 Adaptive Mode Selection Regime

Having introduced the various fixed-mode based CM schemes inSection 2.2, we will now introduce

the family of near-instantaneously Adaptive Coded Modulation (ACM) schemes, which employ the

mode selection regime detailed later in this section. The ACM modes are controlled by the near-

instantaneous channel quality fluctuations. Specifically,for example, if the channel is good, a

rate-3/4 channel encoder and 16QAM can be employed, while ifthe channel is poor, a rate-1/2

channel encoder and QPSK can be adopted. ACM is capable of maximizing the throughput, when

the channel quality improves and vice versa. Having quantified the performance of TTCM and

BICM-ID schemes for transmission over both AWGN and independent Rayleigh fading channels in

Section 2.2, the ACM mode selection method is proposed in this section. Finally, the performance

of this scheme, which is based on that of the individual fixed modulation modes quantified in

Section 2.2.5 will be compared in terms of its BER and BPS.

2.3.1 ACM System Architecture

The schematic of the near-instantaneous ACM is depicted in Figure 2.22. The transmitter extracts

the ACM mode signalled back by the receiver employing the mode selection mechanism in order
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Figure 2.20: EXIT charts of4PSK, 8PSK, 16QAM and 64QAMfor TTCM when com-

municating over theuncorrelated Rayleigh fading channelwith a SNR value at a BER

of 10−5.
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Figure 2.21: EXIT charts of4PSK, 8PSK, 16QAM and 64QAMfor TTCM when com-

municating over theuncorrelated Rayleigh fading channelwith SNRmin.
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Figure 2.22: Schematic of adaptive coded modulation, whereπ and π−1 represent the

interleaver and deinterleaver, respectively.

to adjust the ACM mode suitable for the prevalent channel. Weinvoke five ACM encoder modes,

namely:

• No transmission (NoTx): 0 BPS;

• TTCM-4PSK: 1 BPS;

• TTCM-8PSK: 2 BPS;

• TTCM-16QAM: 3 BPS;

• TTCM/BICM-ID-64QAM: 5 BPS.

The corresponding coding rates are 1/2 for 4PSK, 2/3 for 8PSK, 3/4 for 16QAM and 5/6 for

64QAM.

2.3.1.1 ACM Mode Selection

The Burst-by-Burst (BbB) ACM mode selecting mechanism is characterized by the set of switch-

ing thresholds value of [γ0, γ1, γ2, γ3], which are determined based on the required target BER

performance. More specifically, our ACM mode selection method can be summarized as follows:

• No transmission (NoTx): 0 BPS, ifγr ≤ γ0;

• TTCM-4PSK: 1 BPS, ifγ0 < γr ≤ γ1;

• TTCM-8PSK: 2 BPS, ifγ1 < γr ≤ γ2;

• TTCM-16QAM: 3 BPS, ifγ2 < γr ≤ γ3;

• TTCM/BICM-ID-64QAM: 5 BPS, ifγ3 < γr,
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Figure 2.23: Mode selection according to a target BER.

whereγr is the SNR at the receiver. The mode selection operations areillustrated in Figure 2.23.

Based on the target BER, the related threshold value can be obtained. Then the instantaneous

received SNRγr is compared to the threshold value and the appropriate CM canbe selected.

2.3.1.2 Overall Throughput

It is worth noting that the achievable throughput [73] is an important parameter of the ACM sys-

tem. The aim of choosing different CM schemes is to maximize the throughput at a given channel

condition. For the classic non-adaptive coded modulation schemes, the BER is reduced and the

BPS throughput remains constant, when the SNR increases. Bycontrast, for the ACM system, the

BER is kept below the target BER threshold and the throughputimproves, as the SNR increases.

The overall throughput may be expressed as:

Ro = Rs · Rc · Rm, (2.19)

whereRs = number o f sources
time slots is the system’s overall normalised throughput, whileRc is the coding

rate andRm is the number of bits per modulated symbol.

2.3.2 Simulation Results and Discussions

The fixed coded modulation modes were characterized in Section 2.2.5, employing the simulation

parameters listed in Table 2.4. In this section, we still usethe simulation parameters listed in

Table 2.4, but in order to study the near-instantaneous ACM,we employ two different Rayleigh

fading channels: quasi-static Rayleigh fading channels, shadow-and-fast Rayleigh fading channels.

We will detailed the two different Rayleigh fading channelsin Section 2.3.2.1 and then present the

related simulation results in Section 2.3.2.2.
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2.3.2.1 Fading Channel Models

In this treatise, the block-based Rayleigh fading channel is used, where the channel’s path gain re-

mains constant over a transmission block and this constant is faded independently between blocks.

Explicitly, the complex-valued channel envelope in constituted by the combination of the channel’s

constant gain and constant phase values. The channel’s quality is assumed to be known at the

transmitter.

As seen in Figure 2.1, the time-variant channel can be divided into two parts, namely the fast

fading and slow fading, where the fast fading is characterized by its Doppler frequency (fd) [112,

127]. Figure 2.24 presents the stylized quality variation of the ’shadow-and-fast’ Rayleigh fading

channel and the stylized BPS throughput of our ACM system. When the channel gain incorporates
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Figure 2.24: The envelope of both the shadow fading and Rayleigh fading.

both the shadow- and fast- fading components, the adaptive transmission may adapt to both if

channel gain fluctuates very slowly, but in most practical cases it only counteracts the shadow

fading. Figure 2.24 also demonstrates the qualitative effects of the combined shadow-and-fast

Rayleigh fading channels on the achievable BPS throughput.

2.3.2.2 Simulation Results

Our experimental ACM results are presented in Figures 2.25− 2.28 based on the simulation pa-

rameters listed in Table 2.4, when communicating over quasi-static and shadow-and-fast Rayleigh

fading channels.

The mode selection probability of activating the 4PSK, 8PSK, 16QAM and 64QAM ACM

modes is shown in Figure 2.25, while the BER vs SNR and BPS vs SNR performance of the near-

instantaneous ACM schemes communicating over quasi-static Rayleigh fading channels using the

adaptive thresholds of Table 2.5 are shown in Figure 2.26. Toelaborate a little further, Figure 2.25
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Figure 2.25: Themode selection probabilityof 4PSK, 8PSK, 16QAM, and 64QAM for

TTCM transmissions overquasi-static Rayleigh fading channelsusing block size of
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parameters are detailed in Table 2.4.

berbps-ttcm4it-awgn-5.gle

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

1

B
E

R

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

SNR [dB]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

B
its

P
er

S
ym

bo
l(

B
P

S
)

BER
BPS

Figure 2.26: TheBER, BPSof 4PSK, 8PSK, 16QAM, and 64QAM forTTCM transmis-

sions overquasi-static Rayleigh fading channelsusing block size of 12 000 symbols,

frames of 10 000, iteration numbers of 4. The related simulation parameters are detailed

in Table 2.4 and the target BER is10−5 as are shown in Table 2.5.
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64QAM for BICM-ID transmissions overshadow-and-fast Rayleigh fading channels.

The related simulation parameters are detailed in Table 2.4the target BER is10−5.
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presents the long-term CM mode selection probability for a range of SNR values. Observe in

Figure 2.25 that when the channel quality is poor, the TTCM-NoTx mode is employed more fre-

quently, while the TTCM-64QAM mode is used more frequently upon increasing the SNR. The

BER and BPS vs SNR performance of our adaptive TTCM system using four iterations is shown in

Figure 2.26, where we observe that the overall BER was indeedalways lower than the target BER

of 10−5.

Furthermore, Figure 2.27 shows the mode selection probability versus SNR of the 4PSK,

8PSK, 16QAM and 64QAM modes of the near-instantaneous ACM schemes, when transmitting

over shadow-and-fast Rayleigh fading channels. To providefurther insights, Figure 2.28 presents

the corresponding BER vs SNR and BPS vs SNR performance of thenear-instantaneous ACM

schemes communicating over the same shadow-and-fast Rayleigh fading channels. Figure 2.27

shows the long-term CM mode selection probability for a range of SNR values using the ACM

mode-switching configured for a BER of10−5 in Table 2.7. The comparison of Figure 2.25 and

Figure 2.27 reveals that higher-order modulation modes areused more frequently by the quasi-

static Rayleigh fading channels. Observe in Table 2.5 and Table 2.6 that as expected, the adap-

tive thresholds determined for the AWGN channels are lower than those of independently-fading

Rayleigh channels, when the BER is10−5. Hence higher-order modulation modes were chosen

more frequently for transmission over quasi-static Rayleigh fading channels than for shadow-and-

fast Rayleigh fading channels. The BER and BPS performance of the ACM scheme transmitting

over shadow-and-fast Rayleigh fading channels using the adaptive thresholds configured for a BER

of 10−5 in Table 2.7 are shown in Figure 2.28. As expected, Figure 2.26 has a lower BER and also

a higher BPS throughput compared to Figure 2.28.

2.4 Chapter Conclusions

In this chapter, the family of coherently detected fixed-mode and ACM schemes was studied.

Firstly, the fixed coherently detected TCM, TTCM, BICM, BICM-ID using 4PSK, 8PSK, 16QAM

and 64QAM schemes were introduced in Section 2.2. The TCM andthe TTCM scheme relying on

SP assisted signal labelling employed symbol-based channel interleaving, while the BICM scheme

used Gray based signal labelling. Finally, the BICM-ID scheme relying on SP assisted signal la-

belling invoked bit-based channel interleaving. Recall from Figure 2.14 and Figure 2.15 that the

TTCM scheme outperforms the BICM-ID scheme when communicating over AWGN, while im-

posing a similar complexity. By contrast, when communicating over uncorrelated Rayleigh fading

channels, the BER performance of the TTCM-64QAM scheme is worse than that of the BICM-ID

scheme, as portrayed in Figure 2.14 and Figure 2.15. More specifically, the SNR threshold values

at a target BER of the various CM schemes are tabulated in Table 2.10.

Having studied the fixed CM modes, the required adaptive thresholds were obtained in Sec-

tion 2.2.5. Then the near-instantaneous ACM scheme employing adaptive mode selection was

proposed in Section 2.3. More specifically, the near-instantaneous ACM scheme is depicted in Fig-
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Channel AWGN Uncorrelated Rayleigh

Memory 3

Decoder Approximate Log-MAP

Code BPS SNR (dB) at BER

10−5 10−6 10−5 10−6

TTCM-4PSK 1 1.56 1.83 3.87 4.21

TTCM-8PSK 2 6.94 7.34 10.76 13.41

TTCM-16QAM 3 10.68 11.70 16.14 19.24

TTCM-64QAM 5 17.28 17.72 error-floor error-floor

BICM-ID-4PSK 1 3.95 4.80 8.71 10.50

BICM-ID-8PSK 2 7.81 8.54 14.54 16.61

BICM-ID-16QAM 3 11.17 11.97 18.44 20.73

BICM-ID-64QAM 5 17.66 18.46 26.95 31.66

Table 2.10: SNR threshold values of various CM schemes when transmitting over AWGN

and uncorrelated Rayleigh fading channels. The values are tabulated from Figures 2.14–

2.17.

ure 2.22 and the mode selection mechanism is portrayed in Figure 2.23. The corresponding simu-

lation results recorded for transmission over both quasi-static Rayleigh fading channels as well as

over shadow-and-fast Rayleigh fading channels are shown inFigure 2.25, Figure 2.26, Figure 2.27

and Figure 2.28.

Having studied the family of coherent CM and its ACM counterpart, the class of non-coherent

CM and non-coherent ACM will be introduced in the next chapter. More specifically, the soft-

decision aided differentially detected non-coherent QAM will be proposed.



Chapter 3
Noncoherent Coded Modulation

3.1 Introduction

In Section 2.2 we have investigated the performance of coherently detected coded modulation

modes for transmission over both AWGN and uncorrelated Rayleigh fading channels. Then, in Sec-

tion 2.3 the transmission of the adaptive modes over quasi-static Rayleigh fading channels as well

as shadow-and-fast Rayleigh fading channels was considered. Naturally, low-complexity modem

schemes are desirable in many applications. Hence, in Section 3.2 low-complexity soft-decision

aided differentially encoded non-coherently detected constant-throughput systems are proposed,

which are then invoked in the near-instantaneously adaptive schemes of Section 3.3.

Differentially encoded non-coherently detected modulation techniques have a low complex-

ity, since they do not require any Channel State Information(CSI). Differential Phase Shift Key-

ing (DPSK) is a classic differentially encoded modulation scheme, which only takes the phase

information into account. Upon increasing the number of amplitude-rings, the concept of Differen-

tial Amplitude and Phase-Shift Keying (DAPSK) was conceived, which can also be interpreted as

an extension of the DPSK scheme [6,128–130]. More specifically, both the amplitude and the phase

information are differentially encoded. Owing to its robustness to false phase-locking of the carrier-

recovery and due to its better performance than that of the identical-throughput DPSK scheme, there

has been growing interest in differentially encoded multilevel modulation schemes conceived for

achieving a high data-rate [6,128–130]. In this thesis, thenotation M-DAPSK (Ma,Mp) associated

with Ma amplitudes andMp different phases is used, which may also be written asMa-DASK/Mp-

DPSK. The twin-ring based DAPSK scheme is also often referred to as Star-QAM (StQAM) [131].

When channel coding is incorporated into M-DAPSK (Ma,Mp) as in [131], its performance

remains far from the corresponding detection-dependent Discrete-input Continuous-output Memo-

ryless Channel’s (DCMC) capacity owing to the employment ofhard-decision based demodulation.

Hence, a variety of techniques have been proposed in the literature [50, 51, 132, 133] for overcom-

ing the performance loss imposed by employing hard-decision M-DAPSK (Ma,Mp). More specifi-
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cally, a sub-optimal yet high-complexity soft Viterbi decoding metric was proposed in [50,51,133],

which requires a high SNR and a slowly fading channel. In order to reduce the high computational

complexity of the receiver, the authors of [132] quantized the received signals as part of the demod-

ulation process based on the maximum likelihood sequence estimator derived in [51]. As another

approach of reducing the complexity, the idea of decouplingthe joint amplitude and phase detec-

tion, the Bit Metric of Iterativea posterioriprobability Decoders (BMIAD), was proposed as an

improvement by [133]. More specifically, the BMIAD scheme assumes that the channel SNR is

high enough to ensure that the channel noise can be ignored [133][Equation (37)]. However, we are

interested in achieving a high integrity at low SNRs, when designing near-capacity coding schemes.

An attractive soft-decision aided demodulator capable of reliably operating right across the entire

SNR region is proposed for a two-ring based DAPSK scheme in Section 3.2.1. In Section 3.2.2,

we extend the soft-decision demodulation algorithm derived for the twin-ring Star-QAM [103] to

multiple-ring based DAPSK schemes. Turbo Coding aided BICM(TuCM) [46] is employed in our

DAPSK scheme in order to achieve further improvements. The important technical breakthrough of

TC was proposed in [43,134], where exchanging extrinsic information between two Recursive Sys-

tematic Convolutional (RSC) decoders was shown to achieve asubstantial performance improve-

ment. The appealing iterative decoding of concatenated codes has inspired numerous researchers

to aim for achieving a near-capacity performance in diversesystem contexts [135]. Moreover, the

concept of Extrinsic Information Transfer (EXIT) charts was proposed in [15] for analysing the

convergence behaviour of turbo detection. The EXIT curve [15] of a TuCM coder was found to

have a better match with that of the M-DAPSK (Ma,Mp) demapper, than the match between the

BICM-ID and M-DAPSK (Ma,Mp) demapper EXIT-curves. Since having a smaller area between

these two EXIT curves indicates that the system operates closer to the achievable capacity [135], the

TuCM aided M-DAPSK (Ma,Mp) arrangement approaches the channel capacity more closelythan

the BICM-ID aided M-DAPSK scheme. Similar to the conventional PSK/QAM scheme, after the

transmit filter the modulated signal envelope of our M-DAPSK(Ma,Mp) scheme will pass through

the zero-amplitude point, which requires a higher-linearity class-A power amplifier. Unfortunately,

these class-A amplifiers tend to have a low power-efficiency.Hence, in Section 3.2.2.3 we also

incorporate the classic offset DPSK technique [136–138] into our scheme in order to prevent the

signal envelope from passing through the zero-amplitude point. In Section 3.3, the transmission

of the corresponding adaptive modes over the quasi-static Rayleigh fading as well as shadow-

and-correlated Rayleigh fading channels is investigated.Finally, our conclusion are provided in

Section 3.4.

3.2 Fixed Mode Soft-Decision aided M-DAPSK

In this section, we derive the relevant soft-decision demodulation probability formulas for 16-

DAPSK (2,8) aided BICM-ID. Then we generalise the soft-decision demodulation probability for-

mulas for M-DAPSK (Ma,Mp) aided TuCM schemes in Section 3.2.2, which has more than two
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concentric PSK constellations. Moreover, we used the existing BMIAD 16-DAPSK (2,8) scheme

of [133] as a benchmark of our proposed 16-DAPSK (2,8) TuCM schemes. Thirdly, the angular

offset-based M-DAPSK (Ma,Mp) system is studied and the specific characteristics of the offset M-

DAPSK (Ma,Mp) scheme are exploited. Finally, the corresponding simulation results, our EXIT

chart analysis and the achievable capacity will be discussed in Section 3.2.2.4.

3.2.1 Soft-Decision DAPSK aided BICM-ID
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Figure 3.1: The schematic of the 16-DAPSK (2,8) aided BICM-ID scheme, where the

parallel bit interleavers between the encoder/decoder andmapper/demapper are not shown

for avoiding obfuscating details.

Figure 3.1 shows the simplified schematic of the proposed 16-DAPSK (2,8) aided BICM-ID

scheme. A sequence of 3-bit information symbols is encoded by a rate-3/4 BICM encoder for

yielding a sequence of 4-bit coded symbols. The Most Significant Bit (MSB) of the 4-bit encoded

symbol will be used for selecting the amplitude of the Phase-Shift-Keying (PSK) ring, while the

remaining 3 bits will be used for selecting the phase of the complex-valued 16-DAPSK (2,8) symbol

xk, where the subscriptk denotes the symbol index. The BICM-encoded 16-DAPSK (2,8) symbol is

corrupted by both the Rayleigh fading channelhk and the Additive White Gaussian Noise (AWGN)

nk, when it is transmitted to the receiver, as shown in Figure 3.1. Iterative detection is then carried

out by exchanging extrinsic information between the 16-DAPSK (2,8) soft demapper and BICM

decoder based on the received sequence{yk} without the CSI.

3.2.1.1 DAPSK Mapper

As seen in Figure 3.1, the 16-DAPSK (2,8) mapper consists of three components, namely the

differential amplitude selector, the 8PSK mapper and a differential encoder. The 8PSK mapper and

the differential encoder jointly form a conventional 8-level DPSK (8DPSK) mapper. The MSB of

the BICM-encoded symbol, namelyb3, is used for selecting one of the two possible amplitudes.

The remaining 3 bits, namelyb2 b1 b0, are used by the 8DPSK mapper. Note that similar to

any DPSK scheme, we insert a reference symbol at the beginning of each frame before the 16-

DAPSK (2,8) mapper.

3.2.1.1.1 Differential Amplitude Selection The MSB,b3, is used for selecting the amplitude

of the PSK ring,ak. The two possible amplitude values are denoted asa(1) anda(2), respectively.
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Figure 3.2: The 16-DAPSK (2,8) (b3b2b1b0) constellation with different mapping meth-

ods.

When the MSB of thekth BICM-encoded symbol is given byb3 = 0, the amplitude of the PSK ring

will remain the same as that of the previous valueak = ak−1. The amplitude of the PSK ring will

be switched to another value, ifb3 = 1. This amplitude selection mechanism may be referred to

as 2-level Differential Amplitude Shift Keying (2DASK). The 16-DAPSK (2,8) constellation using

different mapping methods is shown in Figure 3.2. After normalisation for maintaining a symbol

energy of unity, we havea(1) = 1/
√

2.5 anda(2) = 2/
√

2.5 for twin-ring DAPSK. The amplitude

value of the reference symbol is given bya0 = a(1). The reason why we choose the ring ratio being

2 will be illustrated in Section 3.2.1.3.

3.2.1.1.2 Phase SelectionThekth differentially encoded symbolvk can be expressed as:

vk = vk−1wk, (3.1)

wherewk = µ(b2 b1 b0) is thekth 8PSK symbol based on the 8PSK mapping function ofµ(.),

while vk−1 is the(k − 1)st 8DPSK symbol and|vk|2 = 1. The reference symbol for the 8DPSK

part is given byv0 = µ(0 0 0).

Thekth 16-DAPSK (2,8) symbol is then given by:

xk = akvk, (3.2)

whereak ∈ {a(1), a(2)}.
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3.2.1.2 DAPSK Soft Demapper

The soft-decision based 16-DAPSK (2,8) block is placed in front of the BICM decoder of Fig-

ure 3.1. Thekth received symbol may then be written as:

yk = hkxk + nk = hkakvk + nk , (3.3)

wherehk is the Rayleigh fading channel’s coefficient, whilenk represents the AWGN having a

variance ofN0/2 per dimension. Assuming a slow Rayleigh fading channel, where hk ≈ hk−1, we

can rewrite Equation (3.3) using Equation (3.1) as:

yk = hk−1akvk−1wk + nk ,

=
ak

ak−1
(yk−1 − nk−1) wk + nk ,

= pkyk−1wk + ñk , (3.4)

wherepk = ak
ak−1

is the ratio of thekth and (k − 1)th amplitudes, whilẽnk = − ak
ak−1

nk−1wk + nk is

the effective noise.

3.2.1.2.1 Amplitude Detection Three amplitude ratios can be derived from the two PSK ring

amplitudes of 16-DAPSK (2,8) as follows:

pk =





R0 =
a(1)

a(1)
or

a(2)

a(2)
= 1

R1 =
a(1)

a(2)

R2 =
a(2)

a(1)
.

(3.5)

When the noise power is low, the amplitude ratiopk may be approximated as:

|yk|
|yk−1|

=
|hkakvk + nk|

|hk−1ak−1vk−1 + nk−1|
, (3.6)

≈ |ak|
|ak−1|

,

≈ pk . (3.7)

Figure 3.31 shows the PDF of the received signal amplitude ratios|yk|
|yk−1| . It becomes plausible from

Figure 3.3 that the PDF peak, which is characteristic of eachamplitude ratio experiences a different

noise variance, although all the 16-DAPSK (2,8) symbols experience the same AWGN at the same

Eb/N0 value of 25 dB. Figure 3.3 also demonstrates the connection betweenb3 and the amplitude

ring ratio. More specifically, three main amplitude ring ratios are shown in Figure 3.3, which are

consistent with Equation (3.5).

1It is assumed throughout that all amplitude and phase valuesare equally likely. More specifically, the probability of

each amplitude ratio of the 16-DAPSK (2,8) symbols can be expressed as:p(R0) = 2 · p(R1) = 2 · p(R2) = 0.5.



3.2.1. Soft-Decision DAPSK aided BICM-ID 53

b icmid_0.01_25_200000.gle

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Amplitude Ratio

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

P
D

F

BICM-ID,fd=0.01,Eb/N0=25dB

R1

1

R0

0

R2

1
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based on Equation (3.6), when communicating over correlated Rayleigh fading channels

having anEb/N0 of 25 dB. The related constellation is shown in Figure 3.2.

3.2.1.2.2 Probability Computation The effective noise variance of̃nk in Equation (3.4) de-

pends on the amplitude ratio used at time instantk, which can be computed as:

Ñ0 = N0 + |pk|2|wk|2N0 = N0(1 + |pk|2) , (3.8)

whereÑ0 = 2N0 = N
(0)
0 if b3 = 0, while Ñ0 = (1 + R2

1)N0 = N
(1)
0 or Ñ0 = (1 + R2

2)N0 =

N
(2)
0 for b3 = 1. Based on Equation (3.4) we can express the probability of receivingyk conditioned

on the transmission ofb0, b1, b2 andb3 as follows:

P(yk|w(m), b3 = 0) =
1

πN
(0)
0

e

−|yk−yk−1R0w(m)|2
N

(0)
0 , (3.9)

P(yk|w(m), b3 = 1) =
1

πN
(1)
0

e

−|yk−yk−1R1w(m)|2

N
(1)
0 +

1

πN
(2)
0

e

−|yk−yk−1R2w(m)|2
N

(2)
0 , (3.10)

wherew(m) = µ(b2 b1 b0) and µ is the conventional 8PSK mapping function. However, when

the a priori bit probabilitiesPa(bi) become available from the BICM decoder, the extrinsic bit

probability that can be gleaned from the 16-DAPSK (2,8) demapper as:

Pe(bi = b) = ∑
w(m)∈χ(i,b)

(
P(yk|w(m), b3 = 0) + P(yk|w(m), b3 = 1)

) 3

∏
j=0
j 6=i

Pa(bj),

for i ∈ {0, 1, 2}, b ∈ {0, 1} , (3.11)
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wherebi denotes theith coded bit of the symbol andχ(i, b) is the set of constellation points having

the ith bit set tob. The extrinsic bit probability of the MSB may be formulated as:

Pe(b3 = b) =
all
∑

w(m)

P(yk|w(m), b3 = b)
2

∏
j=0

Pa(bj), (3.12)

where the summation term considers all possible 8PSK constellation points, because the MSBb3

influences only the amplitude selection. The extrinsic bit probabilities can then be employed for

generating the Log-Likelihood Ratios (LLRs) [135] of all BICM-coded bits, which are then fed

back to the BICM decoder.

3.2.1.3 Simulation Results

Coded BICM BICM-ID

Modulation

Modulation Scheme 16-DAPSK (2,8), 16PSK 16-DAPSK (2,8)

16QAM, 16DPSK

Mapper type Gray-labelled Set-Partitioned

Number of 1 1,2,4

iterations

Code Rate 3/4

Code Memory 3

Code Polynomial (octal) G = [4 4 4 4 ; 0 6 2 4 ; 0 2 5 6 ]

Decoder type Approximate Log-MAP

Symbols per frame 1,200

Number of frames 20,000

Channel Correlated Rayleigh fading channel

Normalised Doppler Frequency (fd) 0.01

Table 3.1: Simulation parameters. Note that we declare ’an iteration’ being completed

when both the demapper and decoder were activated once.

Monte-Carlo simulations have been performed for characterising the proposed soft-decision

based 16-DAPSK (2,8) demodulation technique in the contextof BICM and BICM-ID coding

schemes. The simulation parameters are shown in Table 3.1.

Firstly, we study the BER performance of 16-DAPSK (2,8)-BICM-ID for different ring ratios

spanning the range of (1.2–4.0), when communicating over the correlated Rayleigh fading channel

associated withfd = 0.01 in Figure 3.4. The results show that the optimum ring ratio (based

on the BER performance) of 16-DAPSK (2,8) is within the rangeof (1.8–2.2). Hence we set

the ring ratio to 2 for evaluating the achievable performance. Figure 3.4 illustrated the attainable

BER performance of 16-DAPSK (2,8)-BICM-ID for differentfd values, when transmitting over a
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correlated Rayleigh fading channel and using four iterations. Based on the BER performance seen

in Figure 3.5, we setfd to 0.01 for the following study.

Figure 3.6 portrays theEb/N0 performance of the 16DPSK aided BICM, 16-DAPSK (2,8) as-

sisted BICM, 16PSK aided BICM, 16QAM BICM and 16-DAPSK (2,8)based BICM-ID schemes,

when communicating over correlated Rayleigh fading channels. Solid lines are used for illustrat-

ing the performance of Gray-labelled BICM, while the dottedlines represent the SP based 16-

DAPSK (2,8) BICM-ID. As seen from Figure 3.6, the 16DPSK-BICM scheme suffers from a high

BER floor, since the minimum Euclidean distance of a 16-pointconstellation ring is lower than that

of the classic square 16QAM or 16-DAPSK (2,8) schemes. The 16-DAPSK (2,8)-BICM scheme

outperforms the 16DPSK-BICM scheme by approximately 12 dBsat a BER of10−6. The coher-

ently detected 16QAM-BICM and 16PSK-BICM are considered here as our benchmark schemes,

while assuming perfect CSI. During thef irst iteration2, the SP-based 16-DAPSK (2,8)-BICM-ID

scheme performs worse than the Gray-labelled 16-DAPSK (2,8)-BICM, since the SP-based map-

per has a lower minimum Euclidean distance compared to that of the Gray-label-based mapper.

Note that both the 16-DAPSK (2,8)-BICM-ID and 16-DAPSK (2,8)-BICM schemes use the bit-

probabilities of Equation (5.44) and Equation (5.44) during the first iteration. However, after the

second iteration the 16-DAPSK (2,8)-BICM-ID outperforms the non-iterative16-DAPSK (2,8)-

BICM by approximately 2 dB with the aid the extrinsic bit-probabilities of Equation (3.11) and

Equation (3.12).

Figure 3.7a and Figure 3.7b present the EXIT charts both of 16-DAPSK (2,8) and of 16DPSK

aided BICM-ID both for SP and for the Gray mapping method for transmission over correlated

Rayleigh channels in the case ofEb/N0 =16 dB, respectively. In Figure 3.7a, the inner code’s

EXIT curve recorded for our 16-DAPSK (2,8) symbol-to-bit demapper has a higher starting point

at IA1
=0 than that of the 16DPSK, and it remain higher also at IA1

=1. Both inner EXIT curves

are represented by a straight line. Note that the area under aspecific EXIT curve is related to the

achievable channel capacity [15,18,139]. The area under the 16-DAPSK (2,8) EXIT curve is larger

than that under the 16DPSK inner code’s EXIT curve. Hence, the capacity of the 16-DAPSK (2,8)

based scheme is higher than that of the 16DPSK based scheme. Furthermore, observe in Figure 3.7b

that the BICM-ID-aided SP based 16-DAPSK (2,8) has a higher starting point than that of BICM-

ID-aided 16DPSK at IA1
=0, but a similar ending point at IA1

=1. However, the capacity of 16-

DAPSK (2,8) is higher than that of 16DPSK in the same scenario. It is worth noting that the

the BICM-ID-aided 16DPSK scheme requires a higher number ofdecoding iterations in order to

achieve decoding convergence to a vanishingly low BER compared to that of the BICM-ID-aided

16-DAPSK (2,8) scheme.
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not shown for simplicity.

3.2.2 Soft-Decision M-DAPSK aided TuCM

Figure 3.8 presents the simplified schematic of our near-capacity TuCM aided M-DAPSK (Ma,Mp)

scheme, where the number of constellation points is M =Ma · Mp = 2m, while the number

of amplitudes isMa = 2ma and the number of phases per amplitude-circle isMp = 2mp. A

sequence of coded symbols is generated by a sequence of a rate-1/2 TuCM encoded information

symbols. Out of the total number of modulated bits per symbol, which is m,ma bits will be assigned

for the selection of the Phase-Shift-Keying (PSK) amplitude ring, while the remaining(mp =

m − ma) bits will be used for selecting the phase of the complex-valued M-DAPSK (Ma,Mp)

symbol xk, where the subscriptk denotes the symbol index. The near-capacity TuCM aided M-

DAPSK (Ma,Mp) system will be illustrated in Section 3.2.2.1 and Section 3.2.2.2.

As shown in Figure 3.8, the TuCM-encoded M-DAPSK (Ma,Mp) symbol is corrupted by both

the Rayleigh fading channel and the Additive White GaussianNoise (AWGN), when it is transmit-

ted to the receiver. Then, based on the received sequence{yk} but without exploiting any CSI, we

exchange extrinsic information between the M-DAPSK soft demapper and the TuCM decoder to

accomplish iterative detection.

3.2.2.1 M-DAPSK Mapper

The M-DAPSK (Ma,Mp) mapper shown in Figure 3.8 consists of two components, namely the

amplitude selector and a conventionalMp-level DPSK (Mp-DPSK) mapper. Note thatMp-DPSK

is formed by theMp-PSK mapper and the differential encoder. It is worth notingthat similar to any

classic DPSK scheme, we insert a reference symbol at the beginning of each differentially encoded

transmission frame before the M-DAPSK (Ma,Mp) mapper. Additionally, the 16-DAPSK (2,8)

scheme and the 64-DAPSK (4,16) scheme were used as examples for illustrating the philosophy of

our proposed soft-decision based demapper.

3.2.2.1.1 Amplitude Selection ma bits are used for selecting the amplitude of the PSK ring,

ak = ̺(bk), where̺(bk) represents the function mapping thema-bit symbolbk to the amplitude

2Note that we declare ’an iteration’ being completed when both the demapper and decoder were activated once.
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ak under the combined constraint of0 ≤ bk ≤ (Ma − 1) andbk = (bk−1 + fk) mod Ma, with

fk = ∑
m−1
i=mp

2(i−mp)cmk+i, wherecmk+i, 0 ≤ mk + i ≤ (Nc − 1), is the binary coded sequence of

lengthNc.

For the 16-DAPSK (2,8) scheme, we havebk = (bk−1 + c4k+3) mod 2 for 16-DAPSK (2,8),

while for the 64-DAPSK (4,16) scheme, we havebk = (bk−1 + 2c6k+5 + c6k+4) mod 4.

Note that the classic Gray Mapping [135] method is employed by the bit-to-symbol mapper.

This amplitude selection mechanism may be referred to asMa-level Differential Amplitude

Shift Keying (Ma-DASK). After normalisation to a symbol energy of unity, we have ̺(bk) =

αbk /
√

β, here∑
ma−1
i=1−ma

|αbk |2 = β. We use the optimum amplitude ratio ofα = 1.4, β = 3.58

for M-DAPSK (4, Mp) andα = 2.0, β = 2.5 for M-DAPSK (2,Mp) [140]. The amplitude of the

reference symbol is given bya−1 = ̺(0).

3.2.2.1.2 Phase SelectionWhen we considermp, thekth differentially encoded symbolvk can

be expressed as:

vk = vk−1wk, (3.13)

wherewk = µ(dk) = exp(jπdk/Mp) is the Mp-PSK symbol obeyingdk = ∑
mp−1

i=0 2icmk+i.

More specifically,dk = 4c4k+2 + 2c4k+1 + c4k for the 16-DAPSK (2,8) scheme, whiledk =

8c6k+3 + 4c6k+2 + 2c6k+1 + c6k for the 64-DAPSK (4,16) scheme andµ(.) is the Mp-PSK map-

ping function. Furthermore,vk−1 is the(k − 1)st Mp-DPSK symbol and|vk|2 = 1. The reference

symbol of theMp-DPSK part of the constellation is given byv−1 = µ(0) = 1.

When relying on the above-mentioned amplitude and phase selection methods, thekth M-

DAPSK (Ma,Mp) symbol may be written as:

xk = akvk. (3.14)

3.2.2.2 Differential Detection

In this sub-section, we firstly study the BMIAD, which is as our benchmark scheme. Then detail

the proposed M-DAPSK (Ma,Mp) Soft Demapper.

3.2.2.2.1 BMIAD The BMIAD is based on the 16-DAPSK (2,8) scheme. Thekth received

symbol may be formulated as:

yk = hkxk + nk = ρkejφk xk + nk , (3.15)

wherehk = ρkejφk represents the non-dispersive Rayleigh fading coefficients, whilenk represents

the AWGN having a variance ofN0/2 per dimension. Furthermore,ρk andφk represent the ampli-

tude and the phase of the fading channel, respectively.



3.2.2. Soft-Decision M-DAPSK aided TuCM 60

For theA PosterioriProbability (APP) decoder, the amplitude bit metric can be obtained from

the exacta posterioriprobability ofΥy,k, ∆θk, givenak, ak−1, ψk andρk as [133]:

PA(Υy,k, ∆θk|ak , ak−1, ψk, ρk) ≈ e
−

[|yk−1|2(Υy,k−αqk )2]

N0(1+Υ2
y,k

)
. (3.16)

where ak and ψk denote the amplitude and phase ofxk. Moreover,Υy,k = |yk|
|yk−1| and ∆θk =

θk − θk−1 represent the envelope and the phase difference, whereθk = ∠yk and∆θk ∈ [−π, π).

Finally, αqk = ak
ak−1

, where we haveqk ∈ [1 − Ma, Ma − 1].

The approximate form of the phase bit metric can be expressedwith the aid of the exacta pos-

teriori probability ofΥy,k and∆θk givenak, ak−1, ψk andρk, which is formulated as [133]:

PP(Υy,k, ∆θk|ak, ak−1, ψk, ρk) ≈ e
−

[|yk|2+|yk−1|2Υ2
y,k

−2|yk||yk−1|Υy,k cos(∆θk−ψk)]

N0(1+Υ2
y,k

)
. (3.17)

3.2.2.2.2 Proposed M-DAPSK (Ma,Mp) Soft Demapper The soft-decision based M-DAPSK (Ma,Mp)

block is placed in front of the TuCM decoder, as portrayed in Figure 3.8. Thekth received symbol

may then be formulated as:

yk = hkxk + nk = hkakvk + nk , (3.18)

wherehk represents the non-dispersive Rayleigh fading coefficients, whilenk represents the AWGN

having a variance ofN0/2 per dimension. For the sake of ensuring that two consecutivesymbols

experience a similar complex-valued fading envelop, whichis a prerequisite for avoiding an error-

floor in differential detection, we assume a slowly Rayleighfading channel, where we havehk ≈
hk−1, based on Equation (3.13), Equation (3.18) can be rewrittenas:

yk ≈ hk−1akvk−1wk + nk ,

=
ak

ak−1
(yk−1 − nk−1) wk + nk ,

=
ak

ak−1
yk−1wk + ñk , (3.19)

where ak
ak−1

is the ratio of thekth and (k − 1)st amplitudes, while

ñk = − ak

ak−1
nk−1wk + nk (3.20)

is the effective noise3.

3.2.2.2.2.1 Amplitude Detection (2Ma − 1) amplitude ratios can be derived from theMa-

PSK ring radii of the M-DAPSK (Ma,Mp) scheme, which may be expressed as:

ak

ak−1
= αbk−bk−1 = αqk , (3.21)

whereqk obeys(1 − Ma) ≤ qk ≤ (Ma − 1).

3Since− ak
ak−1

wk is a constant during a symbol period, the multiplication of the Gaussian noisenk−1 by − ak
ak−1

wk in

Equation (3.20) only affects the effective noise variance and the term− ak
ak−1

wknk−1 remains a Gaussian noise process.

The sum of two Gaussian noise processes in Equation (3.20) isalso another Gaussian noise process, albeit associated

with a different noise variance.



3.2.2. Soft-Decision M-DAPSK aided TuCM 61

3.2.2.2.2.2 Probability Computation The effective noise variance ofñk in Equation (3.19)

depends on the amplitude ratio used at time instantk, which may be formulated as:

Ñ0 = N0 + α2qk wk
2N0 = N0(1 + α2qk) , (3.22)

where we havẽN0 = (1 + α2qk)N0 = N
(qk)
0 . Based on Equation (3.19) we have computed the

probability of receivingyk conditioned on the transmission ofdk and fk in Equation (3.23) and

Equation (3.24), which are for the M-DAPSK (2,Mp) scheme and for the M-DAPSK (4,Mp)

scheme, respectively. The bit-probabilities may then be converted to the Log-Likelihood Ratio

(LLR) [135] based representations ofcmk+i, 0 ≤ i ≤ (m− 1):

P(yk|dk, fk = 0) ≈ e

−|yk−yk−1α0µ(dk)|2

N
(0)
0 ,

P(yk|dk, fk = 1) ≈ e

−|yk−yk−1α−1µ(dk)|2
N

(−1)
0 + e

−|yk−yk−1α1µ(dk)|2

N
(1)
0 . (3.23)

P(yk|dk, fk = 0) ≈ e

−|yk−yk−1α0µ(dk)|2
N

(0)
0 ,

P(yk|dk, fk = 1) ≈ e

−|yk−yk−1α−3µ(dk)|2

N
(−3)
0 + e

−|yk−yk−1α1µ(dk)|2

N
(1)
0 ,

P(yk|dk, fk = 2) ≈ e

−|yk−yk−1α−2µ(dk)|2

N
(−2)
0 + e

−|yk−yk−1α2µ(dk)|2

N
(2)
0 ,

P(yk|dk, fk = 3) ≈ e

−|yk−yk−1α−1µ(dk)|2

N
(−1)
0 + e

−|yk−yk−1α3µ(dk)|2

N
(3)
0 . (3.24)

3.2.2.3 Offset M-DAPSK (Ma, Mp)

When the M-DAPSK (Ma, Mp) signals are pulse shaped, they lose their constant-envelope prop-

erty. Any hard-limiting or non-linear amplification results in the regrowth of the previously re-

moved side-lobes. To prevent the regeneration of side-lobes and the resultant spectral widening, it

is imperative that the analogue M-DAPSK (Ma, Mp) signals should be amplified after pulse shap-

ing using a linear amplifier. However, it is a costly and challenging task to construct a strictly linear

power amplifier. The offset M-DAPSK (Ma, Mp) scheme [6] is less susceptible to these deleteri-

ous effects and supports more power-efficient amplification, because the constellation is rotated for

each successive symbol by a certain phase offset, thereby avoiding the envelope’s passage through

the zero amplitude point [141]. The discrete signalxk is typically shaped by a raised-cosine pulse

shaping filter before it is modulated onto the carrier, in order to reduce the resultant bandwidth oc-

cupancy [136–138]. The relationship betweenxk and the timing of the transmitted analogue stream

x(t) may be expressed as:

x(t) =
N−1

∑
k=−1

xkg(t − kTs)ejψk , (3.25)

where(N + 1) is the number of symbols andψk = (k mod 2)π/Mp. More specifically, the con-

ventional DAPSK constellation is used whenk is even, while aπ/M-rotated DAPSK constellation
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is employed whenk is odd4. Furthermore,g(t) corresponds to the raised-cosine pulse shaping filter

given by [137]:

g(t) =
sin( πt

Ts
)

πt
·

cos

(
παrct

Ts

)

1 −
(

4αrct

2Ts

)2
, (3.26)

whereTs is the symbol period andαrc is the Nyquist roll-off factor. Thenx(t) is split into an in-

phase stream,xI(t) = Re{x(t)}, and a quadrature stream,xQ(t) = Im{x(t)}, as seen in Figure 3.8.

The offset-modulated signal may be expressed as:

xHF(t) = xI(t) cos(wct) + xQ(t) sin(wct), (3.27)

wherewc is the carrier frequency. In this section, 16-DAPSK (2,8) and ψk = (k mod 2)π/8 are

employed for the sake of illustration. The signal will be appropriately de-rotated in the receiver.

The constellation diagrams of our proposed systems after the raised-cosine pulse shaping filter

are shown in Figure 3.11. More specifically, Figure 3.11a andFigure 3.11c illustrate the constel-

lation of the offset 16-DAPSK (2,8) system usingαrc = 0.9 and αrc = 0.5, respectively, while

Figure 3.11b and Figure 3.11d depict that of the 16-DAPSK (2,8) system associated withαrc = 0.9

andαrc = 0.5, respectively. As seen in Figure 3.11a and Figure 3.11c, theanalogue envelope of

the offset 16-DAPSK (2,8) scheme does not pass through the origin, while that of 16-DAPSK (2,8)

passes directly through the origin, as shown in Figure 3.11band Figure 3.11d. Figure 3.12 presents

the BER versus SNR performance comparison of the offset and non-offset 16-DAPSK (2,8) sys-

tems, when communicating over a correlated Rayleigh fadingchannel using a TuCM block length

of 1200 symbols. When perfect time synchronization is assumed, both schemes exhibit the same

performance, as seen in Figure 3.12. Hence, we only considerthe non-offset DAPSK scheme in

our simulation study in Section 3.2.2.4.

3.2.2.4 Simulation Results

In this section, we characterize the performance of the proposed TuCM-aided soft-decision based

M-DAPSK (4,Mp) schemes. The classic square-constellation based 64-QAM and 64-DPSK schemes

are used as benchmark schemes. The simulation parameters are shown in Table 3.2.

Firstly, we study the BER performance of 64-DAPSK (4,16)-TuCM in conjunction with dif-

ferent ring ratios of (0.8–3.0), when communicating over the correlated Rayleigh fading channel

associated withfd = 0.01 in Figure 3.9. The results show that the optimum ring ratios (minimizing

the BER) for 64-DAPSK (4,16) are within the range of (0.8–3.0). We set the ring ratio to 1.4 for

further investigating the performance.

4We found that this method gives the same result as that of the conventional offset scheme where the constellation is

always rotated byπ/M for each symbol.
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Modulation 64-DAPSK (4,16), 32-DAPSK (4,8), 16-DAPSK (4,4)

8-DAPSK (4,2), 64-QAM, 64-DPSK

Mapping Set Partitioning (SP)

Coding TuCM

Constituent Half-rate Recursive Systematic Convolutional (RSC) code

Code Code Polynomial G=[15 17]

Code Memory 3

Outer iterations 2

Inner TuCM iterations 4

Decoder Approximate Log-MAP

Symbols per 64-DAPSK block 400

Number of 64-DAPSK blocks per TuCM

block

1, 10, 100

Number of TuCM blocks 5000

Channel Correlated Rayleigh fading channel

having a normalised Doppler frequency of 0.01

Table 3.2: System parameters.

Figure 3.105 presents the PDF of the received signal amplitude ratios|yk|
|yk−1| of TuCM aided

64-DAPSK (4,16), when communicating over correlated Rayleigh fading channels at anEb/N0

of 30 dB. The connection betweenb5, b4 and the amplitude ring ratio are shown in Figure 3.10.

More specifically, seven main amplitude ring ratios are shown in Figure 3.10, in accordance with

Equation (3.24).

The EXIT charts of the 64-QAM, 64-DAPSK (4,16) and 64-DPSK aided TuCM schemes

recorded, when communicating over a correlated Rayleigh channel at SNR=17.5 dB are shown

in Figure 5. The SNR-independent EXIT curve of the outer TuCMdecoder is also shown. More

specifically, the dashed and un-marked curves are the EXIT curves of the inner decoder6, namely

those of the 64-QAM, 64-DAPSK (4,16) and 64-DPSK schemes, respectively. Moreover, the solid

curve stands for the EXIT curve of the outer TuCM decoder, while the circled-dashed line is that

of the outer convolutional decoder (CC). According to [15,18,139], the area under the EXIT curve

of the inner decoder is approximately equal to the channel capacity. It is clear that the area under

the square-constellation 64-QAM scheme’s EXIT curve is thelargest, while that of the 64-DPSK

is the smallest. It can be seen in Figure 3.13 that the area under the square-constellation 64-QAM

scheme’s EXIT curve is larger than that under the 64-DAPSK (4,16) scheme’s curve, which is in

turn higher than that of the 64-DPSK arrangement. In both cases an open is observed tunnel be-

tween the inner curves and the outer curves indicating, thatconvergence is possible at this SNR.

Note that only the EXIT function of the inner decoder dependson the SNR and an open EXIT

chart tunnel implies having an infinitesimally low BER [139,142]. Hence we may argue based on

Figure 3.13 that a vanishingly low BER may be achieved by the TuCM aided 64-DAPSK (4,16)

5It is assumed throughout that all amplitude and phase valuesare equally likely. More specifically, the probability

of each amplitude ratio of the 64-DAPSK (4,16) symbols can beexpressed as:p(α0) = 2 · p(α−3) = 2 · p(α1) =

2 · p(α−2) = 2 · p(α2) = 2 · p(α−1) = 2 · p(α1) = 0.25.
6In serially concatenated and turbo-detected schemes the soft-output demodulator is often referred to as the inner

decoder for the sake of a unified terminology.
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Figure 3.9: BER versus ring ratio performance of the 64-DAPSK (4,16)-TuCM schemes

for transmission over the correlated Rayleigh fading channel associated withfd = 0.01

and four iterations. The simulation parameters are detailed in Table 3.2.
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DAPSK (4,16) |yk |
|yk−1| based on Equation (3.6), when communicating over correlated

Rayleigh fading channels at anEb/N0 of 30 dB. The constellation diagram of the 64-

DAPSK (4,16) scheme is shown in Figure A.4.



3.2.2. Soft-Decision M-DAPSK aided TuCM 65

−1.5 −1 −0.5 0 0.5 1 1.5

−1.5

−1

−0.5

0

0.5

1

1.5

I

Q

(a) Offset 16-DAPSK (2,8),αrc = 0.9

−1.5 −1 −0.5 0 0.5 1 1.5

−1.5

−1

−0.5

0

0.5

1

1.5

Q

I

(b) 16-DAPSK (2,8),αrc = 0.9

−1.5 −1 −0.5 0 0.5 1 1.5

−1.5

−1

−0.5

0

0.5

1

1.5

I

Q

(c) Offset 16-DAPSK (2,8),αrc = 0.5

−1.5 −1 −0.5 0 0.5 1 1.5

−1.5

−1

−0.5

0

0.5

1

1.5

I

Q

(d) 16-DAPSK (2,8),αrc = 0.5

Figure 3.11: The corresponding constellation diagrams after the raised-cosine pulse shap-

ing for both the offset 16-DAPSK (2,8) and the non-offset 16-DAPSK (2,8) system.

scheme for SNR values in excess of 17.5 dB. By contrast, no open EXIT chart tunnel is maintained

for the same SNR value in the case of the 64-DPSK benchmark scheme. Note that the EXIT curve

of the CC does not match that of the 64-DAPSK (4,16) demapper,while that of the TuCM does.

Figure 3.14 shows the corresponding BER versus SNR performance, which compares the per-

formance of the TuCM-aided 64-QAM, 64-DAPSK (4,16) and 64-DPSK aided TuCM schemes,

when communicating over correlated Rayleigh fading channels using different transmission block

lengths7 and turbo-interleaved block lengths (Table 3.2). When the number of 64-DAPSK (4,16)

modulated transmission blocks per TuCM block is one, which corresponds to the curve marked

by circles in Figure 3.14, the SNR difference between the classic coherently detected square-

constellation 64-QAM and our low-complexity 64-DAPSK (4,16) dispensing with channel-estimation

is 5 dB. As a substantial further benefit, our scheme outperforms 64-DPSK by about 4.2 dB. More-

7In this chapter, the TuCM block length is given by the number of modulated symbols per 64-DAPSK (4,16) trans-

mission block times the number of transmission blocks per TuCM block.
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over, when the number of 64-DAPSK (4,16) blocks per TuCM block is increased to one hundred

(the curve marked by star), all the BER performances are improved. Compared to the scenario,

when the number of 64-DAPSK (4,16) blocks per TuCM block is one, the SNR gain of the ar-

rangement having 100 blocks per TuCM block is improved by 8.6dB. In general, the longer the

TuCM block-length, the closer the BER performance curve to the channel capacity.

Figure 3.15 quantifies the maximum achievable throughput ofvarious M-DAPSK (4,Mp)

schemes, where the curves were generated by evaluating the area under the corresponding EXIT

curves, as mentioned above and detailed in [135, 142]. The horizontal dotted lines represent the

throughput values of the different turbo-coded modulationschemes considered. More explicitly,

1.5, 2.0, 2.5 and 3.0 bits/symbol are the throughputs that ofTuCM aided 8-DAPSK (4,2), 16-

DAPSK (4,4), 32-DAPSK (4,8) and 64-DAPSK (4,16), respectively. Each large cross is located at

the SNR required for the corresponding TuCM-aided modulation scheme to achieve an identical

throughput to each other at a target BER of10−5. The SNR values shown next to the large crosses

indicate the distances to the corresponding channel capacity. Figure 3.15a presents the achievable

throughput versus SNR (dB) at a TuCM block length of 400 modulated symbols for the various

TuCM-aided 64 DAPSK(4,mp) schemes are capable of operating within 11.5 dB from their corre-

sponding capacity curves. When using a longer TuCM block length of 40 000 modulated symbols,

the various TuCM-aided M DAPSK(4,mp) schemes are capable of operating within 3 dB from

their corresponding capacity curves, as shown in Figure 3.15b. Hence, as expected, the larger the

TuCM block size employed, the closer the system operates to capacity. The large crosses represent

the SNR required for the corresponding modulation schemes to achieve an identical throughput to

each other at a target BER of10−5.

3.3 Adaptive Mode

In Section 3.2 we have quantified the performance of the soft-decision aided fixed mode DAPSK

schemes. As the next logical development, in this section wewill investigate soft-decision aided

differentially encoded and non-coherently detected modulation scheme in the adaptive regime.

The adaptive system will be presented in Section 3.3.1, while the corresponding simulation

results will be provided in Section 3.3.2.

3.3.1 System Architecture and Performance Study

The schematic of the near-instantaneous ACM is depicted in Figure 3.16, where the transmitter

extracts the coded modulation mode required by the receiverfor achieving its target integrity from

the reverse-link transmission burst in order to accommodate the channel-quality fluctuations. We

invoke five encoders, which are activated based on their BER versus SNR performance seen in

Figure 3.17. These five modes are listed as follows:
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Figure 3.16: Schematic of adaptive coded modulation. Note that π andπ−1 represents

the interleaver and deinterleaver, respectively.

• No transmission (NoTx):Ro=0;

• TuCM-4DPSK:Ro=1;

• BICM-ID-8PSK: Ro=2;

• TuCM-64-DAPSK (4,16):Ro=3;

• BICM-ID-64-DAPSK (4,16):Ro=5.

The mode selection mechanism were detailed in Section 2.3.1.1.
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Figure 3.17: BER performance of BICM-ID and of the TuCM-aided 4DPSK, 8DPSK,

16-DAPSK (2,8) and 64-DAPSK (4,16) schemes, when communicating over theAWGN

channel. The simulation parameters are shown in Table 3.7.
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Figure 3.17 characterizes the BER performance of the BICM-ID aided 4DPSK, 8DPSK, 16-

DAPSK (2,8) and 64-DAPSK (4,16) schemes when communicatingover the AWGN channel using

the parameters listed in Table 3.7. In this figure the BER performance of the TuCM is also shown

for comparison. The results reflect that the BER performanceof TuCM assisted schemes does not

exhibit an error floor, while those of BICM-ID do. The throughput should be the same for the fair

comparison. For example, the rate-1/2 64-DAPSK (4,16)-TuCM scheme achieves an approximately

2 dB Eb/N0 gain at a BER of10−5, compared to the rate-3/4 16-DAPSK (2,8)-BICM-ID scheme.

Based on Figure 3.17, theEb/N0 and SNR thresholds configures for maintaining a BER of10−5

are obtained and listed in Table 3.3 and Table 3.4.

BICM-ID Throughput Eb/N0(dB) SNR(dB)

(BER =10−5) (BER =10−5)

4DPSK 1.0 6.40 6.40

8DPSK 1.5 7.53 10.54

16DAPSK (2,8) 2.0 12.43 17.20

64DAPSK (4,16) 3.0 16.90 23.89

Table 3.3: The values ofEb/N0(dB) and SNR(dB) for TuCM over AWGN channels. The

simulation parameters are shown in Table 3.7.

TuCM Throughput Eb/N0(dB) SNR(dB)

(BER =10−5) (BER =10−5)

4DPSK 1.0 4.67 4.67

8DPSK 2.0 5.75 7.51

16DAPSK (2,8) 3.0 7.67 10.68

64DAPSK (4,16) 5.0 10.47 15.24

Table 3.4: TheEb/N0(dB) and SNR(dB) values determined for BICM-ID over AWGN

channels. The simulation parameters are shown in Table 3.7.

Figure 3.18 shows the BER performance of BICM-ID and of the TuCM aided 4DPSK, 8DPSK,

16-DAPSK (2,8) and 64-DAPSK (4,16) schemes when communicating over the correlated Rayleigh

fading channel associated withfd = 0.01 using the parameters listed in Table 3.7. As seen in

Figure 3.18, the BER performance of TuCM does not exhibit an error floor, while that of BICM-

ID does. Furthermore, the error floor of the BICM-ID aided 64-DAPSK (4,16) scheme exists,

because the channel’s fluctuation is too rapid. Whenfd = 0.001, the BER generally drops seen

in Figure A.3 of Appendix A.2. Hence, in the near-instantaneous by adaptive system, considered

the BICM-ID aided 64-DAPSK (4,16) scheme will not be employed. Based on Figure 3.18, the

Eb/N0 and SNR thresholds configured for maintaining a BER of10−5 are listed in Table 3.5 and
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Figure 3.18: BER performance of BICM-ID and TuCM aided 4DPSK, 8DPSK, 16-

DAPSK (2,8) and 64-DAPSK (4,16) schemes when communicatingover thecorrelated

Rayleigh fading channelwith fd = 0.01. The simulation parameters are shown in Ta-

ble 3.7.

BICM-ID Throughput Eb/N0(dB) SNR(dB)

(BER =10−5) (BER =10−5)

4DPSK 1.0 12 12

8DPSK 2.0 14.96 17.97

16DAPSK (2,8) 3.0 20.30 25.07

Table 3.5: TheEb/N0(dB) and SNR(dB) values determined for BICM-ID over correlated

Rayleigh fading channels havingfd = 0.01. The simulation parameters are shown in

Table 3.7.
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Table 3.6.

TuCM Throughput Eb/N0(dB) SNR(dB)

(BER =10−5) (BER =10−5)

4DPSK 1.0 7.22 7.22

8DPSK 1.5 8.43 10.19

16DAPSK (2,8) 2.0 10.30 13.31

64DAPSK (4,16) 3.0 13.52 18.29

Table 3.6: TheEb/N0(dB) and SNR(dB) values determined for TuCM for transmission

over correlated Rayleigh fading channels associated withfd = 0.01. The simulation

parameters are shown in Table 3.7.

3.3.2 Simulation Results

In this section, we will investigate the performance of adaptive soft-decision aided differentially

encoded non-coherently detected modulation schemes communicating over quasi-static Rayleigh

fading channels. The system parameters are given in Table 3.7.

Coded BICM-ID TuCM

Modulation

Modulation Scheme 4DPSK, 8DPSK, 16-DAPSK (2,8), 64-DAPSK (4,16)

Mapper type Set-Partitioned Gray Mapping

Number of 8 Inner iterations 4,

iterations Outer iterations 2

Code Rate 1/2, 2/3, 3/4, 5/6 1/2

Code Memory 3

Decoder type Approximate Log-MAP

Symbols per frame 12,000

Number of frames 10,000

Channel AWGN, Quasi-static Rayleigh fading channel

Correlated Rayleigh fading channel withfd = 0.01

Table 3.7: Simulation parameters. Note that we declare ’an iteration’ being completed,

when both the demapper and decoder were activated once.

The mode selection probability for the occurrence of the 4PSK, 8PSK, 16QAM and 64QAM

modes when transmitting over quasi-static Rayleigh fadingchannels using theEb/N0 and SNR

threshold seen in Table 3.3 and Table 3.4 are shown in Figure 3.19. Observe in Figure 3.19 that

when the channel quality is poor, the NoTx mode is employed most frequently, while the BICM-

ID-64DAPSK (4,16) mode is used more frequently when the SNR increases. The BER and BPS
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Figure 3.19: Themode selection probabilityof the 4PSK, 8PSK, 16QAM, and 64QAM

modes forTuCM transmissions overquasi-static Rayleigh fading channels. The related

simulation parameters are detailed in Table 3.7.
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Figure 3.20: TheBER and BPSof 4PSK, 8PSK, 16QAM, and 64QAM forTuCM trans-

missions overquasi-static Rayleigh fading channels. The related simulation parameters

are detailed in Table 3.7.
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performance curves of adaptive system are shown in Figure 3.20, where we observed that the overall

BER was lower than the target BER of10−5, while the BPS curve improves as the SNR increases.
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Figure 3.21: Themode selection probability of the 4PSK, 8PSK, 16QAM modes for

TuCM transmissions overshadow-and-correlated Rayleigh fading channels. The re-

lated simulation parameters are detailed in Table 3.7.

Figure 3.21 shows the mode selection probability of the various CM modes, when the thresh-

olds of Table 3.5 and Table 3.6 are employed. The BER and BPS performance curves of the ACM

scheme communicating over shadow-and-fast Rayleigh fading channels using the adaptive thresh-

olds of Table 3.5 and Table 3.6 are shown in Figure 3.22.

3.4 Conclusions

In this chapter, we have derived the symbol-to-bit soft-demapper probability formulas of 16-DAPSK (2,8)

aided BICM-ID and extended it to the TuCM aided M-DAPSK (Ma,Mp) scheme. We also com-

pared our proposed soft-decision demapper aided 16-DAPSK (2,8) scheme to the BMIAD scheme.

Then the offset-M-DAPSK (Ma,Mp) system, which requires a less stringent linear power amplifier

specification was investigated. More specifically, when time-synchronization is perfect, the offset

M-DAPSK (Ma,Mp) has the same BER performance as its zero-offset

M-DAPSK (Ma,Mp) counterpart. EXIT charts were used for quantifying the achievable DCMC

capacity of the various TuCM-aided M-DAPSK (Ma,Mp) modulation schemes. The 64-DAPSK-

TuCM scheme outperforms the identical-throughput 64-DPSK-TuCM scheme by about 4 dB at a

BER of 10−5, when communicating over correlated Rayleigh fading channels having a normalised

Doppler frequency of 0.01 and a TuCM block length of 40 000 modulated symbols. The SNR

distance of the performance curve of 64-DAPSK-TuCM from thecapacity is 2.7 dB. Finally, the
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Figure 3.22: TheBER and BPSof 4PSK, 8PSK, 16QAM aidedTuCM transmissions

overshadow-and-correlated Rayleigh fading channels. The related simulation param-

eters are detailed in Table 3.7.

adaptive soft-decision aided M-DAPSK scheme communicating over quasi-static as well as our

shadow-and-correlated Rayleigh fading channels was investigated in Section 3.3. It worth noting

that our the SNR threshold values at a target BER of the various soft-decision aided non-coherently

detected CM schemes are summarized in Table 3.8.

In the next chapter, we will explore the application of both the coherent and non-coherent coded

modulation schemes in the context of cooperative communications.
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Channel AWGN Correlated Rayleigh (fd = 0.01)

Memory 3

Decoder Approximate Log-MAP

Code BPS SNR (dB) at BER

10−5 10−6 10−5 10−6

BICM-ID-4DPSK 1 6.40 7.10 12.00 14.30

BICM-ID-8DPSK 2 10.54 11.31 17.97 20.11

BICM-ID-16DAPSK (2,8) 3 17.20 17.07 25.07 28.07

BICM-ID-64DAPSK (4,16) 5 23.89 24.99 error-floor error-floor

TuCM-4DPSK 1 4.67 4.90 7.22 7.50

TuCM-8DPSK 1.5 7.51 7.71 10.19 10.36

TuCM-16DAPSK (2,8) 2 10.68 10.91 13.31 13.31

TuCM-64DAPSK (4,16) 3 15.24 15.27 18.29 18.17

Table 3.8: SNR threshold values of various soft-decision non-coherently detected CM

schemes when transmitting over AWGN and Correlated Rayleigh fading channels. The

values are tabulated from Figures 3.17– 3.18.



Chapter 4
Coherent Coded Modulation for

Cooperative Communications

4.1 Introduction

In Chapter 2 and Chapter 3, we have designed and investigateda range of coherent and non-coherent

coded modulation schemes designed for over conventional point-to-point links. The traditional di-

rect point-to-point transmission has its shortcomings, because when the Source Node (SN) roams

at the edge of the coverage region of a traffic cell bordering onto another cell might not be able to

initiate a handoff due to the unavailability of unused channels or owing to the lack of a sufficiently

high received signal level at the adjacent cell. The call in process may be dropped in this sce-

nario [143]. As a remedy, in this chapter, as well as in Chapter 5, we will apply both the coherent

and non-coherent CM schemes studied in Chapter 2 and Chapter3 in the context of relay aided

cooperative communications scenarios.

Cooperative communications [139,143] is capable of supporting the users either at an improved

integrity or at an increased throughput in wireless networks with the advent of user cooperation.

The simplest cooperative two-hop communications scheme consists of three terminals, namely a

SN, a Relay Node (RN) and a Destination Node (DN) [144]. In a simple cooperative regime the SN

transmits its information to both the RN and the DN during thefirst cooperative transmission pe-

riod. Then the RN retransmits the information during the second cooperative transmission period.

In a slightly more sophisticated cooperative diversity regime, two users may cooperate by exchang-

ing their roles as SN and RN [145]. The source-to-relay (SR) link and source-to-destination (SD)

link typically fade independently and the destination beneficially combines the two links’ signals

for achieving diversity gain. A key aspect of the cooperative communication process is the specific

choice of how to process the signal transmitted from the SN atthe RN. Cooperative communi-

cations protocols can be generally categorized intofixed relayingschemes andadaptive relaying

schemes. In fixed relaying schemes, the communications resources are divided between the SN and
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the RN in a fixed manner. The fixed relaying techniques can be further divided into four categories,

namely: Amplify-and-Forward (AF)[146], Decode-and-forward (DF)[147, 148],Compress-and-

Forward [144] andCoded Cooperation[149]. Although fixed relaying schemes tend to have a

lower complexity, they have a lower bandwidth efficiency, because half of the communications

resources are allocated to the relay for transmission, which reduces the overall throughput. The

Adaptive Relaying Protocol (ARP) of [150] might be capable of overcoming this problem owing

to the ARP scheme selecting the forwarding protocol of relays where a protocol selection criterion

depends on the success of decoding at each relay. The basic idea of cooperative communication

can be traced back to the work of Meulen [151] on the concept ofthe relay channel model, while

the main milestones in the development of cooperative communications schemes are summarized

in Tables 4.1− 4.3.

Networking Coding (NC) [189] is a multi-cast technology. The core idea of NC is that an

intermediate node no longer performs simple store-and-forward function, but instead, efficiently

encodes and forwards the specifically processed information of both sources of a duplex link to

both destinations, thus improving the capacity and robustness of the whole network. The network

coding concept was originally conceived for wired networks[189]. Nonetheless, the broadcast

nature of radio channels is also amenable to the employment of NC. As a result, the combination

of NC and cooperative communications is capable of effectively improving the performance of

wireless communication systems. Motived by these observations, in this chapter, we consider a

‘butterfly’ topology based NC scheme, where two SNs and two DNs are assisted by a single RN.

In Section 4.2, the relay-induced error propagation is reduced in the context of DF relaying.

Then based on our study provided in Chapter 2, ACM is invoked for cooperative communications

in Section 4.3. Finally, adaptive TTCM aided distributed STTCs are proposed for cooperative

communications in Section 4.4.

4.2 Relay-Induced Error Propagation Reduction for Decode-and-Forward

Cooperation

Cooperative communications [139] is capable of supportingusers in the quest for achieving either

an improved integrity or a higher throughput in wireless networks with the advent of user coopera-

tion. However, in practice decoding errors may be imposed bythe RN’s erroneous decisions, which

would be propagated to the DN, potentially inflicting avalanche-like error propagation.

The potential error propagation limits the attainable end-to-end performance. Hence, vari-

ous methods have been proposed for mitigating the effects oferror propagation imposed by the

RN [190,191]. In this section, two methods are studied.

1. The f irst method considered was proposed in [175, 192], where the decoding error prob-

ability encountered at the RN was taken into account during the decoding process at the
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Year Author(s) Contribution

1971 Meulen [151] The concept of relay channel model was introduced

1979 Cover and Gamal [144] The capacity of relay channel was quantified

1998 Sendonariset al. [152] A new form of spatial diversity was achieved

by the cooperation of mobile users

2001 Lanemanet al. [146] A hybrid DF method was conceived for attaining a

cooperative diversity gain in wireless networks

2002 Hunter and Nosiratinia [149] Coded cooperation was proposed

Dohleret al. [153] Extended the applicability of space-time

block codes (STBC) to virtual antenna arrays

2003 Sendonariset al. [147] The concept of user cooperation was invoked

for a CDMA system

Sendonariset al. [148] The implementation aspects and performance of

cooperative systems were considered

Lanemanet al. [154] Distributed space-time-coded protocols

were conceived

Zhao and Valenti [155] Distributed turbo codes were proposed for cooperative

communications

2004 Lanemanet al. [145] Cooperative connectivity models were introduced for

wireless relay networks

Nabaret al. [156] Performance limits and space-time signal designs

were provided for fading relay channels

Ribeiroet al. [157] Symbol error probabilities were derived for general

cooperative links

Jananiet al. [158] Space-time transmission and iterative decoding

was proposed for coded cooperation

Stefanovet al. [159] Cooperative coding was introduced

Table 4.1: Milestone of Cooperative Communications (1971-2004).
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2005 Azarianet al. [160] The achievable diversity-multiplexing tradeoffs were

quantified in half-duplex cooperative channels

Sneessenset al. [161] Soft DF was conceived

Host-Madsen and Zhang [162]Upper and lower bounds were derived for the attainable

capacity of wireless relay channels

Krameret al. [163] Efficient DF and CF relaying protocols and capacity

theorems were provided for relay networks

Larsson and Vojcic [164] Cooperative transmit diversity was proposed based on

superposition modulation

2006 Li et al. [165] Distributed turbo coding relaying on SD was designed

for multihop relay networks

Xiao et al. [166] Cooperative diversity based on code superposition

was proposed

Host-Madsen [167] Capacity bounds were derived for cooperative diversity

Chen and Laneman [168] Efficient modulation and demodulation techniques were

conceived for achieving a cooperative diversity gain

2007 Bao and Li [169] Decode-Amplify-Forward (DAF) and Hybrid DAF

was amalgamated with Coded-Cooperation

Xiao [170] Radical network coding approaches were proposed

Zhaoet al. [171] Optimal power allocation versus relay selection strategies

were investigated in AF cooperative communications

2008 Bao [172] Adaptive network coded cooperation was proposed

Yue [173] Superposition coding schemes were designed

for user cooperation

Li and Vucetic [150] A simple adaptive relaying protocol were devised

2009 Letaief and Zhang [174] Cooperative techniques were combined with

cognitive radio networks

Lee and Hanzo [175] MIMO-assisted hard versus soft DF was conceived

for network coding aided relaying systems

Chatzinotaset al. [176] Capacity limits in cooperative cellular systems

2010 Konget al. [177] Near-capacity cooperative space-time coding employing

irregular code design and successive relaying was proposed

Donget al. [178] Improved wireless physical layer security was conceived

for cooperating relays

Xu et al. [179] Joint channel- and networking- coding was devised for

two sources sharing a single relay

Table 4.2: Milestone of Cooperative Communications (2005-2010).
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Year Author(s) Contribution

2011 Peters and Heath [180] Cooperative algorithms were conceived for MIMO-aided

Interference-limited scenarios

Talwaret al. [181] Joint relay selection and power allocation was conceived for

two-way relay networks

Sugiuraet al. [182] Coherent versus non-coherent DF relaying aided

cooperative space-time shift keying was proposed

2012 Clarke [183] Transmit diversity and relay selection algorithms

were designed for multirelay cooperative MIMO systems

Rebelattoet al. [184] Multiuser cooperative diversity relying on network coding

and classic coding theory was proposed

M. F. U. Buttet al. [185] Self-concatenated code design and its application was conceived

Qi et al. [186] Hybrid automatic repeat re-quest strategies

are proposed for relaying schemes

2013 Nasriet al. [187] Optimization of Network-coded cooperative diversity systems

Zhanget al. [188] An overview of advances in cooperative communications

Table 4.3: Milestone of Cooperative Communications (2011-2013).

destination. Hence we refer to it as ‘Correcting the Relay’sDecoding Errors at the Destina-

tion (CRDED)’. However, both the location of RNs and the corresponding transmit power

was fixed in [175,192].

2. Thesecond method considered is based on the scheme advocated in [65, 101, 193], where

joint signal design and coding was invoked both at the SN and the RN. We term this method

as the joint SN-RN-DN design. The system selected the most appropriate relay based on the

transmit power level required for guaranteeing reliable relaying. Although the joint SN-RN-

DN design technique of [65,101,193] efficiently mitigated the RN-induced error propagation,

when the power received at the RN was too low, the effect of error propagation still remained

a persistent problem.

The apparent trade-off between the above-mentioned CRDED method of [175, 192] and the

joint SN-RN-DN design of [65, 101, 193] has motivated our research to beneficially amalgamate

these meritorious mechanisms for the sake of mitigating theerror propagation imposed by the RN.

We considered transmission over quasi-static Rayleigh fading channels, where the channel’s enve-

lope remains approximately constant during a transmissionframe, but fades between the different

frames. In this section, we will employ the BICM-ID [56, 194]scheme of Chapter 2 for assisting

our DF based system. Set-Partitioning (SP) based signal labelling [3] is employed by the BICM-ID

scheme for increasing the Euclidean distance of the constellation points and for exploiting the full

advantage of bit interleaving with the aid of soft-decisionfeedback-based iterative decoding. Fur-

thermore, the DF protocol is employed in the proposed scheme. Although using a strong channel
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code is capable of mitigating the error propagation for transmission over idealized uncorrelated

Rayleigh fading channels in a DF scheme, the error propagation is hard to mitigate for transmission

over slowly-fading quasi-static Rayleigh fading channelsowing to the lack of time diversity during

a transmission frame.

Again, we amalgamate the CRDED technique of [175, 192] and the joint SN-RN-DN design

of [65, 101, 193]. In the context of the latter technique we either select a RN near the desired

location, or allocate the most appropriate transmit power to the RN in order to attain the desired

received SNR at the DN, as in [65, 101, 193]. Hence this enhanced technique is referred to here as

‘RN Selection or Power Allocation (RNSPA)’. Naturally, a beneficial amalgam of these techniques

is expected to have a better end-to-end performance than theabove-mentioned two methods in

isolation.

4.2.1 System Model and Analysis

node

Source Destination

node

node

Relay

Gsd

Gsr Grd

dsd = dsr + drd

xr

xs

dsr drd

Figure 4.1: The schematic of a two-hop relay-aided system.

Figure 4.1 shows the basic schematic of a two-hop relay-aided system, which is used in our

design. During the first cooperative transmission period the SN transmits a frame of coded symbols

xs to both the RN and DN. Then the RN decodes the information and transmits a frame of coded

symbolsxr to the DN during the second cooperative transmission period. More specifically, during

the first transmission period, thekth symbol received at DN may be written as:

ysd,k =
√

Gsdhsd,kxs,k + nsd,k, (4.1)

wherek ∈ {1, ...,N} andN is the number of symbols transmitted from the SN, whilehsd,k denotes

the quasi-static Rayleigh fading coefficient between the SNand the DN. Moreover,nsd,k represents

the AWGN having a variance ofN0/2 per dimension. Similarly, thekth symbol received at the RN

may be expressed as:

ysr,k =
√

Gsrhsr,kxs,k + nsr,k, (4.2)
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wherehsr,k denotes the quasi-static Rayleigh fading coefficient of thelink between the SN and the

RN, whilensr,k represents the AWGN having a variance ofN0/2 per dimension. It is assumed that

the number of symbols transmitted from the SN is the same as that from the RN. Thekth symbol

received during the second transmission period may, therefore, be formulated as:

yrd,k =
√

Grdhrd,kxr,k + nrd,k, (4.3)

wherehrd,k represents the quasi-static Rayleigh fading coefficient ofthe RN to DN link, while,nrd,k

represents the AWGN having a variance ofN0/2 per dimension. The reduced-distance-related

pathloss reduction (RDRPLR) of the SR link related to the SD link can be expressed as [195], [65]:

Gsr =

(
dsd

dsr

)ℵ
. (4.4)

Here, the pathloss exponent equals toℵ = 2, because a free-space pathloss model is assumed. Sim-

ilarly, the RDRPLR of the relay-to-destination (RD) link related to the SD link may be formulated

as:

Grd =

(
dsd

drd

)2

. (4.5)

Naturally, the RDRPLR of the SD link related to itself is unity, yielding, Gsd = 1, wheredsr

represents the distance between the SN and RN, whiledrd is that of the RD link anddsd is that of

the SD link. Moreover, for the sake of simplicity we assumed without loss of generality that the

SN, the RN and the DN are positioned along a straight line. Therefore, we have:

dsd = dsr + drd. (4.6)

Again, below we beneficially combine the CRDED [175,192] andthe RNSPA [65,101,193] tech-

niques. The proposed algorithm and its analysis will be presented in the following subsections.

4.2.1.1 Correcting the Relay’s Decoding Errors at the Destination

Practically, the RN may have decoding errors and if so, then the erroneous packets are transmitted

from the RN to DN, which inevitably degrades the achievable end-to-end performance [192]. We

denote the BER of the BICM coded bits at the RN as RN-BER. More specifically, the RN-BER

is given by the BER of the BICM decoded bits at the RN, which canbe estimated form the soft-

metrics of the BICM decoder. Figure 4.2 shows the schematic of the entire system1, where the

interleaver and de-interleaver are represented byπ andπ−1, respectively. The estimated RN-BER

has to be signalled to the DN, where it is employed for mitigating the effects of error propagation.

In this model, the RN’s location is fixed. Letqi
k denote the RN-BER of theith bit of the kth

symbol, where we havei ∈ {1, ..., m} and m represents the number of coded bits per BICM

1In this context, we note that the achievable performance of this scheme might be further improved by exchanging

extrinsic information between the SD and RD receiver. This may also be viewed as a diversity combiner, which exploits

the independent fading of the SD and RD links.
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Figure 4.2: The block diagram of the RN-BER-aided system.

symbol. For simplicity, we assume that the RN-BER is perfectly known at the DN, which may be

accurately estimated based on the decoder’s soft output. Itwas shown in [192] that only a modest

performance degradation is imposed, when a realistically estimated BER value is relied upon. Here,

we introduced the sequence∆ci
k, which hosts a logical one to indicate the position of the decoding

errors, where the probability of the decoding errors∆ci
k can be expressed as:

P(∆ci
k) =

{
1 − qi

k , if ∆ci
k = 0

qi
k , if ∆ci

k = 1.
(4.7)

During the BICM-ID decoding iterations at the DN theextrinsic a pOsteriori probabilityP(ci
k; O)

of the original coded bits (ci
k) and the error-indicator sequence∆ci

k [135] are interleaved indepen-

dently, and then they are fed back to the input of the demapperas the probability of thea priori

information, where againO refers to theextrinsic a pOsteriori information. Considering the RN-

BER and thea posteriori probability P(ci
k; O) of the BICM decoder’s output bits [135], the joint

probability P(ĉi
k; O) may be calculated as:

P(ĉi
k; O)=





(1 − qi
k)P(ci

k = 0; O) + qi
kP(ci

k = 1; O)

, if ĉi
k = 0

(1 − qi
k)P(ci

k = 1; O) + qi
kP(ci

k = 0; O)

, if ĉi
k = 1,

(4.8)

which may be used to generate the Log-Likelihood Ratio (LLR)[135] of ci
k. ConsideringP(ci

k =

1; O) as an example, we have [135,192]:

P(ci
k = 1; O) = P(ci

k = 1) ·
{
(1 − qi

k) ∑xr∈χ(i,1) exp
(
−|yrd−

√
Grdhrdxr|2

N0

)
∏

m
j 6=i P(ĉi

k = 1; O)

+ qi
k ∑xr∈χ(i,0) exp

(
−|yrd−

√
Grdhrdxr|2

N0

)
∏

m
j 6=i P(ĉi

k = 0; O)
}

, (4.9)

whereχ(i, 0) is the set of constellation points having theith bit set to 0 andχ(i, 1) is the set of

constellation points having theith bit set to 1. It is worth mentioning that the conventional BICM-

ID decoder may be employed for the SD link without any modification, since this link is free from
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any RN-induced decoding errors, where the corresponding probability can be simplified to:

P(ci
k = b; O) = P(ci

k = b) ·
{

∑
xr∈χ(i,b)

exp

(−|yrd −√
Grdhrdxr|2

N0

) m

∏
j 6=i

P(ĉi
k = b; O)

}
,

(4.10)

where b∈ (0,1). Although error propagation may be encountered at theDN, it is mitigated with the

aid of the RN-BER estimator shown in Figure 4.2, which can help the DN to correct the decoding

errors induced at the RN.

Having considered the CRDED method, let us now focus our attention on the RNSPA tech-

nique.

4.2.1.2 RN Selection or Power Allocation

When transmitting over quasi-static Rayleigh fading channels, the constant fading coefficient and

the power of the AWGN determines the received SNR for each transmission frame. The estimated

SNR can be used for choosing the optimum RN location. According to [101], the average SNR at

the RN may be expressed as:

SNRr,sr =
E{Gsr}E{|hsr |2}E{|xs,k|2}

N0
, (4.11)

wherexs,k is thekth symbol transmitted from the SN. For the sake of simplifying our analysis, we

define the ‘equivalent SNR’2 characterizing the ratio of the power transmitted from SN tothe noise

power encountered at the RN as:

SNRt,sr =
E{|xs,k|2}

N0
, (4.12)

where we haveE{|xs,k|2} = 1. Hence, we arrive at:

SNRr,sr = SNRt,srGsr|hsr|2 (4.13)

γr,sr = γt,sr + 10log10(Gsr|hsr |2) [dB], (4.14)

where we haveγr,sr = 10log10(SNRr,sr) andγt,sr = 10log10(SNRt,sr). Furthermore, we assume

having the same transmit power at the SN and at the RN, which corresponds to equal-power-sharing

between them. Hence, we have:

γr,rd − 10log10(Grd|hrd|2) = γr,sr − 10log10(Gsr|hsr |2) (4.15)

Grd|hrd|2
Gsr|hsr |2

= 10
γr,rd−γr,sr

10 . (4.16)

2We note that this definition does not represent a physically tangible or measurable quantity, since it relates the

transmit power of the SN to the AWGN power encountered at the RN. Nonetheless, this convenient definition simplifies

our discussions, which was proposed in [155].
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Based on Equations (5.2), (5.3) and (5.4), the relationshipbetweenGsr and Grd may be ex-

pressed as:

Grd =

(
1

1 − 1/
√

Gsr

)2

. (4.17)

If γr,sr is fixed toγr,sr min, the following relationship may be derived from Equations (4.16) and (4.17):

Gsr = |hsr |−210
(γr,sr min−γt,sr)

10 . (4.18)

Then, based on Equation (4.17),Grd can be obtained.

4.2.1.3 Analysis of Both Methods for Perfect Relaying

In this sub-section, the performance of the CRDED and RNSPA methods is presented for the ideal-

ized perfect relaying scenario, where we have RN-BER = 0. Figure 4.3 shows the BER performance

of the perfect relaying scenario. The dotted lines represent the performance of the CRDED method

in the following three scenarios: 1) the RN is half-way between the SN and DN, 2) the RN is closer

to the SN and 3) the RN is closer to the DN. As seen in Figure 4.3,if the RN is located close to

the SN,Grd is relatively low, hence the DN receives the data at a relatively low SNR, thus we have

a poorer performance. By contrast, if the RN is closer to the DN, the situation is reversed. At a

BER of 10−4, there is an almost 5 dB SNR difference between these two scenarios. As seen in

Figure 4.3, the performance curves of the RNSPA method are represented by the solid lines. Note

that the BER curves of the RNSPA method decay faster than those of the CRDED method. The

corresponding Frame Error Ratio (FER) performance is presented in Figure 4.4.

4.2.2 Simulation Results

The performance of the proposed systems is characterized inthis section using the simulation pa-

rameters of Table 4.4. Firstly, the performance of the CRDEDmethod recorded for RN-BER aided

BICM-ID is characterized in Figure 4.6, which illustrates the BER performance of the CRDED

system for a fixed RN location. When the RN is half-way betweenthe SN and the DN, there is

an almost 7 dB difference between the BER performance curve of the CRDED scheme exploit-

ing the estimate of RN-BER and that operating without exploiting the knowledge of the RN-BER.

Furthermore, encountering different RN locations resultsin a different performance. More specifi-

cally, the longer the SR link, the more substantially the BERperformance of the CRDED technique

improves, since the effects of the avalanche-like RN-induced error propagation become more catas-

trophic in the absence of the RN-BER knowledge, i.e. in the absence of the CRDED technique. For

instance, the performance of the RN-BER aided scenario was improved by approximately 19 dB

in the case ofGsr = Grd/3. By contrast, we have a modest 2 dB improvement with the aid ofthe

CRDED scheme forGsr = 3Grd. Therefore, the employment of the CRDED technique becomes

more crucial, when the RN is closer to the DN. The corresponding FER performance shown in

Figure 4.7 exhibits similar trends. Observe from Figure 4.3and Figure 4.4 that when the SNR
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Figure 4.3: BER versus SNR performance for perfect relay aided BICM-ID for transmis-

sion over quasi-static Rayleigh fading channels both for the CRDED and for the RNSPA

method. The system’s schematic is portrayed in Figure 4.2 and the simulation parameters

are summarised in Table 4.4.
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Figure 4.4: FER versus SNR performance for perfect relay aided BICM-ID for transmis-

sion over quasi-static Rayleigh fading channels both for the CRDED and for the RNSPA

method. The system’s schematic is portrayed in Figure 4.2 and the simulation parameters

are summarised in Table 4.4.
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Figure 4.5: Soft outputs from the MAP decoder for a transmitted stream of all -1 in the

Perfect Relayscenario both for theCRDED and for theRNSPAmethod.
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differences in comparison to Figure 4.3 are 1) the RN-BER is used instead of employing

perfect relaying, 2) only the CRDED method is used.
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that the differences in comparison to Figure 4.4 are 1) the RN-BER is used instead of

employing perfect relaying, 2) only the CRDED method is used.
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Figure 4.8: Soft outputs from the MAP decoder for a transmitted stream of all -1 for the

CRDED method.
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Figure 4.9: BER versus SNR performance for RN-BER aided BICM-ID for transmis-
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Figure 4.10: FER versus SNR performance for RN-BER aided BICM-ID for when com-

municating over quasi-static Rayleigh fading channels both for the RNSPA method and

for the proposed hybrid method. The system’s schematic is portrayed in Figure 4.2 and

the simulation parameters are summarised in Table 4.4. The RN-BER values of10−1,

10−3 and10−6 were exploited, respectively.
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Coded BICM-ID

Modulation

Modulation QPSK

Code R=1
2 Convolutional

Code Memory

length

3

Number of 8

iterations

Decoder Approximate Log-MAP [19]

Symbols per

frame

1,200

Number of

frames

10,000

Channel Quasi-static Rayleigh channel

Gsr = Grd Gsr = Grd/9 Gsr = 9Grd

Pathloss Gsr = 4 Grd = 4 Gsr = 1.78 Grd = 16 Gsr = 16 Grd = 1.78

(6.02dB) (6.02dB) (2.50dB) (12.04dB) (12.04dB) (2.50dB)

Threshold 0.89 dB 5.35 dB 8.09 dB

Corresponding

AWGN BER

RN-BER =10−1 RN-BER =10−3 RN-BER =10−6

Table 4.4: System parameters.

increases in the idealized perfect relaying scenario, the RNSPA method has a better performance

than the CRDED since the latter is expected to have no benefitsin the absence of errors. Hence the

philosophy of our hybrid method is that we activate the RNSPAand CRDED modes of operation,

depending on whether the SR channel’s SNR exceeds a threshold value, above which the RNSPA

technique is activated. This is because in the presence of a sufficiently high SNRr,sr the RN-BER

becomes low and hence we no longer have to exploit this RN-BERknowledge. Table 4.4 shows

the threshold valueγr,sr min expressed indB, which is used for selecting a RN at a desired location

or using the appropriate transmit power at the RN. This threshold directly corresponds to a specific

RN-BER under the assumption of a quasi-static Rayleigh fading channel, which corresponds to an

AWGN channel having a fading-dependent SNR. More specifically, the optimum relay location or

the transmit power required at the RN can be chosen based on the optimumG (Section 4.2.1.2),

which can be generated from the knowledge of the transmit power at the SN and that of the received

power at the RN. The simulation results provided below will justify, why our proposed system is

superior to both the CRDED and the RNSPA method. Let us now consider the performance of our

proposed method in comparison to the RNSPA technique. Figure 4.9 shows the BER performance

of employing our proposed method and the RNSPA method respectively. When using the threshold

of RBER being10−3 and10−6, the performance does not change between our proposed method



4.2.2. Simulation Results 92

0 100 200 300 400 500 600 700 800 900 1000
−30

−20

−10

0

10

20

30

Bit Number

D
ec

od
er

 L
LR

 O
ut

pu
t

MAP Decoder Iteration 8 (Threshold(at RN−BER=10−1) without RN−BER=10−1)

0 100 200 300 400 500 600 700 800 900 1000
−30

−20

−10

0

10

20

30

Bit Number

D
ec

od
er

 L
LR

 O
ut

pu
t

MAP Decoder Iteration 8 (Threshold(at RN−BER=10−1) with RN−BER=10−1)

0 100 200 300 400 500 600 700 800 900 1000
−5

0

5

Bit Number

D
ec

od
er

 L
LR

 O
ut

pu
t

MAP Decoder Iteration 8 (Threshold(at RN−BER=10−3) without RN−BER=10−3)

0 100 200 300 400 500 600 700 800 900 1000
−5

0

5

Bit Number

D
ec

od
er

 L
LR

 O
ut

pu
t

MAP Decoder Iteration 8 (Threshold(at RN−BER=10−3) with RN−BER=10−3)

0 100 200 300 400 500 600 700 800 900 1000
−5

0

5

Bit Number

D
ec

od
er

 L
LR

 O
ut

pu
t

MAP Decoder Iteration 8 (Threshold(at RN−BER=10−6) without RN−BER=10−6)

0 100 200 300 400 500 600 700 800 900 1000
−5

0

5

Bit Number

D
ec

od
er

 L
LR

 O
ut

pu
t

MAP Decoder Iteration 8 (Threshold(at RN−BER=10−6) with RN−BER=10−6)

Figure 4.11: Soft outputs from the MAP decoder for a transmitted stream of all -1 forour

proposedmethod.

and RNSPA method. While when the threshold of RBER being10−1, there are 12 dB improvement

with our proposed system. Figure 4.9 and Figure 4.10 illustrate the BER and FER performance of

the proposed hybrid system, respectively. The comparison are shown by the simulation results.

Observe in Figure 4.9 that regardless, whether the RN-BER-knowledge is exploited or not, the

achievable performance remains similar when RN-BER≤ 10−3. However, when the decoding

error probability is high at the RN, the exploitation of the RN-BER becomes more crucial for the

sake of limiting the RN-induced error propagation. For instance, as seen in Figure 4.9, our proposed

method achieves an approximately 12 dB power reduction overthe RNSPA method, when using

a RN-BER threshold of10−1 for activating the CRDED technique. More specifically, an SNR of

almost 21 dB is required for achieving a target BER of10−4 by the RNSPA, which becomes about

9 dB for our proposed technique, as indicated by the dotted-starred and by the continuous-triangle

lines, respectively.

It is worth noting that the FER seen in Figure 4.10 is poor, when the RN-BER threshold used

for activating the CRDED technique is set to10−1. In contrast to Figure 4.4 and Figure 4.7, the

FER performance of the CRDED scheme approaches that of the perfect relaying situation, while

the FER performance remains inferior in comparison to that of our proposed scheme. Since the

CRDED method implicitly relies on having a fixed RN location,which is associated with a time-

invariant RN-BER, its performance is expected to degrade inthe presence of high RN velocity or

low RN-BER signalling rates. It can also be observed in Figure 4.10 that if the RN-BER is in excess

of 10−1, then the FER also becomes too high to be effectively reducedby the proposed system.
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4.3 Adaptive Coded Modulation in Cooperative Communications

The wireless communication systems of future generations are required to provide reliable trans-

missions at high data rates in order to offer a variety of multimedia services to both commercial and

private customers. Cooperative diversity schemes were proposed for satisfying the requirements.

Although diverse relaying protocols may be used between thesource, relay and destination nodes,

this section will employ Decode-and-Forward (DF) relaying. The DF system can adopt a strong

channel code for mitigating the potential error propagation, when communicating over uncorre-

lated Rayleigh fading channels. However, it performers poorly for transmission over quasi-static

fading channels owing to the lack of temporal diversity during a transmission frame. In order to

counteract the time-varying nature of the mobile radio channels, near-instantaneous adaptive coded

modulation (ACM) schemes have been proposed, where both a higher-rate code and/or a higher-

order modulation mode may be employed, when the instantaneous estimated channel quality is

high in order to increase the number of Bits Per Symbol (BPS) transmitted. Conversely, a more ro-

bust lower-rate code and/or a lower-order modulation mode are employed, when the instantaneous

channel quality is low, in order to improve the mean BER performance.

4.3.1 System Design and Analysis

Based on our study of ACM designed for traditional point-to-point transmission in Chapter 2, ACM

will be introduced in this section in the context of cooperative communications. The aim of the

section is to find the optimum ACM scheme for cooperative communications over quasi-static

Rayleigh fading channels. This section will detail both thedesign and performance analysis of

ACM in the context of three cooperative communications schemes: single relay node (RN) aided

ACM, twin RN aided ACM and single RN aided ACM additionally combined with the source-to-

destination (SD) link at the DN.

4.3.1.1 First-In-First-Out Buffer

In an ACM system, the attainable throughput of the SR and the RD links depends on the channel

quality in the scenario of considering a SN-RN-DN based system. For instance, if the channel

quality between the SN to the RN is high, a rate 3/4 CM-16QAM scheme may be adopted, whose

block size is 400 symbols, when there are 1200 information bits in a frame. However, if the channel

quality between the RN node and the DN is low, a rate 1/2 CM-4PSK scheme may be adopted,

whose block size is 1200 symbols. In order to solve this problem, we introduce a first-in-first-out

buffer at the RN. More explicitly, the decoded bits at the RN are written into the buffer and the RN

will only re-encode and re-transmit a CM frame, when there issufficient information bits in the

buffer to form a CM frame according to the RD channel quality encountered.
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4.3.1.2 Single-Relay aided ACM in Cooperative Communications

Similarly to the non-cooperative regime of Section 2.3, we consider BbB ACM, where the channel

fading is constant across a transmission frame, but varies from frame to frame by obeying an un-

correlated Rayleigh distribution. Accordingly, in a quasi-static fading channel, each transmission

frame effectively experiences an AWGN channel having an SNRgiven by Equation (4.22) or Equa-

tion (4.24). By contrast, in the shadow plus fast Rayleigh fading channel, each transmission frame

experiences an uncorrelated Rayleigh fading channel having an SNR given by Equation (4.29) or

Equation (4.30).

Encoder
TTCM

Encoder
TTCM

Decoder
TTCM

Decoder
TTCM

w r rw

Buffer_R
Buffer_S Buffer_S

Relay NodeSource Node

xs xr

Destination Node

Figure 4.12: Schematic of each node with buffers in a two-hoprelay-aided ACM system

assuming the absence of the SD link, where w stands for writing into the buffer, while r

represents reading the information from the buffer.

The schematic of the ACM system designed for cooperative communication and operating

without relying on the low-quality SD link is presented in Figure 4.12. In order to minimise the

potential error propagation and energy efficient, the adaptive mode-switching threshold of BER =

10−6 is employed by the SR link, while we aim for a target BER of10−5 in the RD link.

When transmitting over quasi-static Rayleigh fading channels, the block-fading coefficient and

the power of the AWGN jointly determine the received SNR for each transmission frame. From

Equation (4.2), the average received SNR at the RN may be expressed as:

SNRr,sr =
E{Gsr}E{|hsr |2}E{|xs,k|2}

N0
=

Gsr|hsr |2
N0

, (4.19)

wherexs,k is thekth symbol transmitted from the SN. For the sake of simplifying our analysis in

line with [155], we define the ‘equivalent SNR’3 characterizing the SN to RN link as:

SNRt,sr =
E{|xs,k|2}

N0
=

1

N0
, (4.20)

where we haveE{|xs,k|2} = 1. Hence, we arrive at:

SNRr,sr = SNRt,srGsr|hsr|2 (4.21)

γr,sr = γt,sr + 10log10(Gsr|hsr |2) [dB], (4.22)

3We note that this definition does not represent a physically tangible or measurable quantity, since it relates the

transmit power of the SN to the AWGN power encountered at the RN. Nonetheless, this convenient definition simplifies

our discussions, which was proposed in [155].
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where we haveγr,sr = 10log10(SNRr,sr) andγt,sr = 10log10(SNRt,sr). Then, the performance

of the CM scheme communicating over the AWGN channels is compared toγr,sr, in order to select

the right CM mode, as detailed in Section 2.3.1.1. Similarly, we may arrive at:

SNRr,rd = SNRt,rdGrd|hrd|2 (4.23)

γr,rd = γt,rd + 10log10(Grd|hrd|2) [dB], (4.24)

which is used for selecting the CM mode to be used between the RN and DN. Furthermore, the

relationship between theEb/N0 value and the SNR may be expressed as:

Eb/N0 = SNR − 10 log(Ro). (4.25)

For the shadow-and-fast Rayleigh fading channel of Section2.3.2.1, the buffers shown in Fig-

SN/RN RN/DNx y

Figure 4.13: Brief schematic of transmission.

ure 4.12 are still employed. The schematic of a node to node transmission link is shown in Fig-

ure 4.13. More specifically, during the first transmission period, thekth received symbolysr,k may

be expressed for transmission over the shadow-and-fast Rayleigh fading channel of Section 2.3.2.1

as:

ysr,k =
√

Gsrhsrh f ,sr,kxs,k + nsr,k, (4.26)

wherehsr andh f ,sr,k represent the shadow-and-fast Rayleigh fading coefficients of the link between

the SN and the RN, whilensr,k represents the AWGN having a variance ofN0/2 per dimension.

It is assumed that the number of modulated symbols transmitted from the SN is the same as that

from the RN. Thekth symbol received during the second transmission period may, therefore, be

formulated as:

yrd,k =
√

Grdhrdh f ,rd,kxr,k + nrd,k, (4.27)

wherenrd,k is the noise, whilehrd andh f ,rd,k are the coefficients between the two nodes. Note that

we haveE{|h f ,rd,k|2} = 1, because it is the fast Rayleigh fading channel coefficient.Hence, we

have:

SNRr,sr =
E{Gsr}E{|hsr |2}E{|h f ,sr,k|2}E{|xs,k|2}

N0
=

Gsr|hsr |2
N0

. (4.28)

Finally, we arrive at:

γr,sr = γt,sr + 10log10(Gsr|hsr |2) [dB]. (4.29)

Similarly, γr,rd may be expressed as:

γr,rd = γt,rd + 10log10(Grd|hrd|2) [dB]. (4.30)

Then, bothγr,sr andγr,rd are used for selecting the appropriate CM schemes.
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4.3.1.3 Twin-Relays aided ACM in Cooperative Communications

Having studied the single RN aided ACM in communications system, the characteristics of a twin-

RN aided ACM system will be investigated in this section. Figure 4.14 shows the structure of the

twin-RN aided ACM. The SN transmits a frame of coded symbolsxs to the first RN (RN1) during

the first transmission period. Then RN1 decodes the information and encoded it again. During the

second transmission period, a frame of coded symbolsxr1
is transmitted from RN1 to the second

RN (RN2), similarly to the operation of RN1, RN2 decodes the information and encode it again.

Finally, during the third transmission period, a frame of coded symbolsxr2 transmitted from RN2 to

Encoder
TTCM

Encoder
TTCM

DecoderEncoder
TTCM

Decoder
TTCM

Decoder
TTCM TTCM

Buffer_SBuffer_R_1Buffer_S
w r r

Buffer_R_2
rw w

Destination NodeRelay Node 1 Relay Node 2Source Node

xs xr1
xr2

Figure 4.14: Schematic of each node relying on buffers. Here, w represents writing infor-

mation into the butter meanwhile reading information from the buffer.

the DN is received. More specifically, during the first transmission period, thekth symbol received

at the RN may be written as:

ysr1,k =
√

Gsr1
hsr1,kxs,k + nsr1,k, (4.31)

wherehsr1 ,k denotes the quasi-static Rayleigh fading coefficient of thelink between the SN and the

RN, whilensr1,k represents the AWGN having a variance ofN0/2 per dimension. It is assumed that

the number of symbols transmitted from the SN is the same as that from the RN. Thekth symbol

received during the second transmission period may, therefore, be formulated as:

yr1r2,k =
√

Gr1r2 hr1r2,kxr1r2,k + nr1r2,k, (4.32)

wherehr1r2,k represents the quasi-static Rayleigh fading coefficient ofthe RN to DN link, while,

nr1r2,k represents the AWGN having a variance ofN0/2 per dimension. The symbol received during

the third period becomes:

yr2d,k =
√

Gr2dhr2d,kxr,k + nr2d,k, (4.33)

wherehr2d,k represents the quasi-static Rayleigh fading coefficient ofthe RN to DN link, while,

nr2d,k represents the AWGN having a variance ofN0/2 per dimension. The RDRPLR of the source-

to-relay-1 (SR1) link related to the SD link can be expressed as [195], [65]:

Gsr1
=

(
dsd

dsr1

)ℵ
. (4.34)
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Here, the pathloss exponent equals toℵ = 2, because a LOS pathloss model is assumed. Similarly,

the RDRPLR of the relay-1-to-relay-2 (R1R2) link related to the SD link may be formulated as:

Gr1r2 =

(
dsd

dr1r2

)2

, (4.35)

while the RDRPLR of the relay-2-to-destination (R2D) link related to the SD link may be expressed

as:

Gr2d =

(
dsd

dr2d

)2

, (4.36)

Naturally, the RDRPLR of the SD link related to itself is unity, yielding, Gsd = 1, wheredsr

represents the distance between the SN and RN, whiledrd is that of the RD link anddsd is that of

the SD link. Moreover, for the sake of simplicity we assumed without loss of generality that the

SN, the RN and the DN are positioned along a straight line. Therefore, we have:

dsd = dsr1
+ dr1r2 + dr2d. (4.37)

For example, when the RNs’ location aredsr1
= dr1r2 = dr2d = 1

3 dsd, based on Equations (4.34)−(4.36),

we obtain a power-reduction factor of:Gsr1
= Gr1r2 = Gr2d = 9, which is achieved at the cost of

a throughput reduction of13 , as augmented earlier in Section 2.3.1.2.

4.3.1.4 Single-Relay aided ACM Additionally Exploiting the SD Link in Cooperative Com-

munications

Encoder
TTCM

Buffer_R

Encoder
TTCM

Decoder
TTCM

Buffer_S

Buffer_LLR_sd

Decoder
TTCM

Buffer_S
w r

rw

Source Node Destination Node

xr

xs

Relay Node

Figure 4.15: The schematic of the ACM aided SD link.

In this section, we additionally exploit the presence of theSD link in our single-RN aided ACM

system. Figure 4.15 shows the schematic of our ACM aided system relying on the SD link. The

difference between the scenarios operating with and without the SD link manifests itself during

the first transmission period, whenxr transmits to both the RN and the DN. More specifically, the
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information received at the DN is written into the LLR bufferfirst. Once the DN obtained the

information from the RN, the DN decodes the information of the RN and SN jointly. It is worth

noting that the throughput of the single-RN aided cooperative system recorded both with the aid of

the SD link and without the SD link is12 , as argued in Section 2.3.1.2.

4.3.2 Simulation Results

Having introduced our ACM-aided cooperative communications scheme, our numerical perfor-

mance results will be presented in this section, which may beviewed as an extended version of the

ACM performance results of Section 2.3.2. Firstly, the performance of our ACM aided cooperative

system using a single RN and operating without the SD link will be characterized for transmission

over both quasi-static Rayleigh fading channels and over shadow-and-fast Rayleigh fading chan-

nels. Then the performance of the ACM scheme employing two RNs and communicating over

quasi-static Rayleigh fading channels will be illustrated. Finally, the ACM system invoking a sin-

gle relay combined with the SD link will be characterized, when communicating over quasi-static

Rayleigh fading channels. The corresponding simulation parameters are listed in Table 4.5.

Coded Modulation TTCM, BICM-ID

Modulation Scheme 4PSK, 8PSK, 16QAM, 64QAM

Mapper type Gray Mapping, Set-Partitioned

Number of 4,8

iterations

Code Rate 1/2, 2/3, 3/4, 5/6

Code Memory 3

Decoder type Approximate Log-MAP

Symbols per frame 12,000

Number of frames 10,000

Channel Quasi-static Rayleigh fading channel,

shadow-and-fast Rayleigh fading channel

Gsr = Grd Gsr = Grd/9 Gsr = 9Grd

RDRP Gsr = 4.00 Grd = 4.00 Gsr = 1.78 Grd = 16.00 Gsr = 16.00 Grd = 1.78

(6.02dB) (6.02dB) (2.50dB) (12.04dB) (12.04dB) (2.50dB)

Table 4.5: Simulation parameters.

Figure 4.16 illustrates the performance of ACM invoked for cooperative communications with

the aid of a single RN employing the ACM mode-switching SNR thresholds of Table 2.5. More

specifically, the mode selection probability of encountering the 4PSK, 8PSK, 16QAM and 64QAM

modes when transmitting over quasi-static Rayleigh fadingchannels is presented in Figure 4.16a.

It can been seen that when the SNR is low, the TTCM-NoTx mode isemployed most frequently,

while the TTCM-64QAM is selected more frequently, when the SNR increases. The related BER

and BPS vs SNR performance is shown in Figure 4.16b. All the BERs are lower than the target

BER of 10−5.

When using the switching thresholds of Table 2.7, the ACM performance recorded for a single

RN operating without the SD link in our cooperative communications scenario, when transmitting
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Figure 4.16: ACM performance relying on the 4PSK, 8PSK, 16QAM and 64QAMTTCM

modes, when transmitting overquasi-static Rayleigh fading channelsusing a block size

of 12 000 symbols, andIt = 4 iterations. The simulation parameters are listed in Ta-

ble 4.5 and the system’s structure is presented inFigure 4.12. The switching levels were

optimized and set according to Table 2.5. The RN is half-way between the SN and the

DN.

over shadow-and-fast Rayleigh fading channels are presented in Figure 4.17. Figure 4.17a shows

the modulation mode probability results, when the system ofFigure 4.12 is communicating over

shadow-and-fast Rayleigh fading channels.

Figure 4.18 shows the performance of ACM, when employing twoserial RNs in our coop-

erative communications system communicating over quasi-static Rayleigh fading channels. We

can observe in Figure 4.18a that when the SNR increases, the next higher order modulation mode

becomes the dominant modulation scheme and eventually the highest order of 64-QAM mode of

the five-mode ACM scheme prevails. The related BER and BPS versus SNR performance is pre-

sented in Figure 4.18b, when communicating over a quasi-static Rayleigh fading channel. The

BPS throughput asymptotically trends to a constant value upon increasing the SNR owing to the

limitation imposed by the highest-order constituent QAM mode.

Figure 4.19 characterizes the performance of the ACM for a single RN additionally relying on

the SD link aided cooperative system, as shown in Figure 4.15. More specifically, Figure 4.19a

illustrates the mode selection probability. As usual, the high-order modulation modes are selected

more often upon increasing the SNR. Figure 4.19b depicts theassociated BER and BPS versus

SNR performance, when communicating over quasi-static Rayleigh fading channels. Compared to

Figure 4.16b, the BER performance seen in Figure 4.19a is better, which is a benefit of the diversity

gain attained due to the additional employment of the SD link.

Furthermore, Figure 4.20, Figure 4.22, Figure 4.21 and Figure 4.23 compare the performance

of our RN aided ACM system operating both with and without theSD link, when the RN locating

is not in the middle of the link, while communicating over quasi-static Rayleigh fading channels.

More specifically, Figure 4.20 illustrates the ACM performance for the cooperative system operat-
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Figure 4.17: ACM performance of the TTCM-4PSK, TTCM-8PSK, TTCM-16QAM and

BICM-ID-64QAM modes, when transmitting overshadow-and-fast Rayleigh fading

channelsusing a block size of 12 000 symbols, andIt = 4 iterations. The simulation

parameters are listed in Table 4.5 and the system’s structure is presented inFigure 4.12.

The switching levels were optimized and set according to Table 2.7. The RN is half-way

between the SN and the DN.
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Figure 4.18: ACM performance relying on the 4PSK, 8PSK, 16QAM and 64QAMTTCM

modes, when transmitting overquasi-static Rayleigh fading channelsusing a block size

of 12 000 symbols, andIt = 4 iterations. The simulation parameters are listed in Table 4.5

and the system structure is presented inFigure 4.14. The switching levels were optimized

and set according to Table 2.5. The RNs’ location is fixed as:dsr1
= dr1r2 = dr2d = 1

3 dsd.
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Figure 4.19: ACM performance relying on the 4PSK, 8PSK, 16QAM and 64QAMTTCM

modes, when transmitting overquasi-static Rayleigh fading channelsusing a block size

of 12 000 symbols, andIt = 4 iterations. The simulation parameters are listed in Table 4.5

and the system structure is presented inFigure 4.15. The switching levels were optimized

and set according to Table 2.5. The RN is half-way between theSN and the DN.

ing without the assistance of the SD link, when communicating over quasi-static Rayleigh fading

channels, where the RN is near the SN. By contrast, Figure 4.21 presents the related performance

for the cooperative system operating with the aid of the SD link. We could observe that the mode

selection probability of the BPS throughput seen in Figure 4.20 and Figure 4.21 does not explic-

itly reflect an improved throughput, but nonetheless, the BER performance of the system operating

with the aid of the SD link is better than that of the system operating without the SD link. The BER

performance seen in Figure 4.22 is also worse than that seen in Figure 4.23.

4.4 Adaptive TTCM Aided Distributed STTC for Cooperative Com-

munications

The wireless communication systems of future generations are required to provide reliable trans-

missions at high data rates in order to offer a variety of multimedia services. Space time coding

schemes such as Space-Time Trellis Coding (STTC) [196] employ multiple transmitters and re-

ceivers. They are among the most efficient techniques designed for providing a high diversity gain,

especially for slowly-fading quasi-static Rayleigh fading channels, where the channel’s envelope

remains near-constant within a transmission frame albeit varies from frame to frame. Hence, all

symbols of a transmission frame tend to fade together. However, when using multiple antennas at

the mobile unit it is difficult to eliminate the correlation of the signals due to its limited size. In order

to circumvent this problem, cooperative diversity schemeswere proposed in [145, 147, 197, 198].

More specifically, each mobile unit collaborates with a few partners for the sake of reliably trans-

mitting its own information and that of its partners jointly, which emulates a virtual Multiple-Input
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Figure 4.20: ACM performance relying on the 4PSK, 8PSK, 16QAM and 64QAMTTCM

modes, when transmitting overquasi-static Rayleigh fading channelsusing a block size

of 12 000 symbols, andIt = 4 iterations. The simulation parameters are listed in Ta-

ble 4.5 and the system’s structure is presented inFigure 4.12. The switching levels were

optimized and set according to Table 2.5.Gsr = Grd/9.
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Figure 4.21: ACM performance based on the 4PSK, 8PSK, 16QAM and 64QAMTTCM

modes, when transmitting overquasi-static Rayleigh fading channelsusing a block size

of 12 000 symbols, andIt = 4 iterations. The simulation parameters are listed in Ta-

ble 4.5 and the system’s structure is presented inFigure 4.15. The switching levels were

optimized and set according to Table 2.5.Gsr = Grd/9.
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Figure 4.22: ACM performance relying on the 4PSK, 8PSK, 16QAM and 64QAMTTCM

modes, when transmitting overquasi-static Rayleigh fading channelsusing a block size

of 12 000 symbols, andIt = 4 iterations. The simulation parameters are listed in Ta-

ble 4.5 and the system’s structure is presented inFigure 4.12. The switching levels were

optimized and set according to Table 2.5.Gsr = 9Grd.
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Figure 4.23: ACM performance relying on the 4PSK, 8PSK, 16QAM and 64QAMTTCM

modes, when transmitting overquasi-static Rayleigh fading channelsusing a block size

of 12 000 symbols, andIt = 4 iterations. The simulation parameters are listed in Ta-

ble 4.5 and the system’s structure is presented inFigure 4.15. The switching levels were

optimized and set according to Table 2.5.Gsr = 9Grd.
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Multiple-Output (MIMO) scheme. The two most popular collaborative protocols used between the

source, relay and destination nodes are the Decode-And-Forward (DF) as well as the Amplify-And-

Forward (AF) schemes.

Although a strong channel code can be used for mitigating thepotential error propagation in

the DF scheme when communicating over uncorrelated Rayleigh fading channels, its performance

becomes limited when communicating over quasi-static Rayleigh fading channels, due to the lack

of temporal diversity within a transmission frame. In orderto counteract the time-varying nature of

the mobile radio channels, near-instantaneous adaptive coded modulation schemes [199–201] have

been proposed, where a higher-rate code and/or a higher-order modulation mode are employed,

when the instantaneous estimated channel quality is high inorder to increase the number of Bits

Per Symbol (BPS) transmitted. Conversely, a more robust lower-rate code and/or a lower-order

modulation mode are employed, when the instantaneous channel quality is low, in order to improve

the mean Bit Error Ratio (BER) performance.

When communicating over quasi-static Rayleigh fading channels, each transmission frame ef-

fectively experiences an Additive White Gaussian Noise (AWGN) channel with a received SNR

determined by the constant fading coefficient and the noise power. Turbo Trellis Coded Mod-

ulation (TTCM) [52], which employs two identical parallel-concatenated Trellis Coded Modu-

lation (TCM) [10] schemes as component codes, is one of the most powerful channel coding

scheme designed for communicating over AWGN channels. In this contribution, we will employ

Adaptive TTCM (ATTCM) for protecting the source-to-relay links, where the effective throughput

range is given byη = {0, 1, 2, 3, 5} BPS. A virtual MIMO system in the form of a Distributed

STTC (DSTTC) scheme will be created by the cooperating relaynodes in order to circumvent the

quasi-static nature of Rayleigh fading channels between the relay nodes and the destination node.

In our study, both the source node and the relay nodes are equipped with a single transmit antenna,

while the destination node, which could be a base-station, is equipped with two received antennas.

This section proposed an effective solution for mitigatingthe lack of temporal diversity, when

communicating over quasi-static Rayleigh fading channels. On one hand, the ATTCM scheme

effectively realised the full-potential of various TTCM schemes, when communicating over the

source-to-relay links, where error propagation imposed bythe DF-aided relay nodes is minimised.

On the other hand, the DSTTC scheme offers spatial diversityto the relay-to-destination links for

assisting the STTC-TTCM decoder at the destination node to minimise the probability of decoding

errors.

The section is organised as follows. Our system model is described in Section 4.4.1, while our

system design is outlined in Section 4.4.2. Our results are discussed in Section 4.4.3.

4.4.1 System Model

The schematic of a two-hop relay-aided system is shown in Figure 4.24, where the source node (s)

transmits a frame of coded symbolsxs to N number of relay nodes (r) during the first transmission
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dsd = dsr + drd
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Figure 4.24: Schematic of a two-hop relay-aided system, where dab is the geographical

distance between nodea and nodeb.

period. Each relay node first decodes and re-encodes the information. Then all theN cooperating

relay nodes will collectively form a virtual MIMO frame of coded symbolsXr = [x1, x2, . . . , xN ]T

for transmission to the destination node during the second transmission period. The communication

links seen in Figure 4.24 are subject to both free-space propagation path loss as well as to quasi-

static Rayleigh fading. We considerN = 2 relay nodes in this paper. Each source and relay node

is equipped with a single antenna, while the destination node is considered to be a base-station

assisted byM = 2 receive antennas.

Let dab denote the geometrical distance between nodesa andb. The path loss between these

nodes can be modelled by [195]:

P(ab) = K/dα
ab , (4.38)

whereK is a constant that depends on the environment andα is the path-loss exponent. For a free-

space path loss model we haveα = 2. The relationship between the energyEsri
received at theith

relay node and that of the destination nodeEsd can be expressed as:

Esri
=

P(sri)

P(sd)
Esd = Gsri

Esd , (4.39)

whereGsri
is the geometrical-gain [195] experienced by the link between the source node and the

ith relay node with respect to the source-to-destination link as a benefit of its reduced distance and

path loss, which can be computed as:

Gsri
=

(
dsd

dsri

)2

. (4.40)

Similarly, the geometrical-gain of theith relay-to-destination link with respect to the source-to-

destination link can be formulated as:

Grid =

(
dsd

drid

)2

. (4.41)

Naturally, the geometrical-gain of the source-to-destination link with respect to itself is unity, i.e.

we haveGsd = 1.
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The kth received signal at theith relay node during the first transmission period, whereNs

symbols are transmitted from the source node, can be writtenas:

ysri,k =
√

Gsri
hsri

xs,k + nri,k , (4.42)

wherek ∈ {1, . . . , Ns}, i ∈ {1, . . . , N} and hsri
is the quasi-static Rayleigh fading coefficient

between the source node and theith relay node, whilenri,k is the AWGN having a variance ofN0/2

per dimension. Thejth symbol received at the destination node during the secondtransmission

period, whereNr symbols are transmitted from each relay node, is given by:

yrd,j =
N

∑
i=1

√
Grid hrid xri,j + nd,j , (4.43)

where j ∈ {1, . . . , Nr} andhrid denotes the quasi-static Rayleigh fading coefficient between the

ith relay node and the destination node, whilend,j is the AWGN having a variance ofN0/2

per dimension. Note that the power transmitted by each relaynode is normalised to ensure that

∑
N
i=1 |xri,j|2 = 1.

If xa,j is the jth symbol transmitted from nodea equipped with a single transmit antenna, the

average received Signal to Noise power Ratio (SNR) experienced at each receive antenna at nodeb

is given by:

SNRr =
E{Gab}E{|hab |2}E{|xa,j|2}

N0
=

Gab

N0
, (4.44)

where E{|hab |2} = 1 and E{|xa,j|2} = 1. For the ease of analysis, we define the ratio of the power

transmitted from nodea to the noise power encountered at the receiver of nodeb as:

SNRt =
E{|xa,j|2}

N0
=

1

N0
. (4.45)

Hence, we have:

SNRr = SNRt Gab ,

γr = γt + 10 log10(Gab) [dB] , (4.46)

whereγr = 10 log10(SNRr) andγt = 10 log10(SNRt). Therefore, we can achieve the desired

SNRr either by changing the transmit power or by selecting a relaynode at a different geographical

location.

4.4.2 System Design

If each relay node is equipped with a single antenna, a non-adaptive scheme would require a high

transmit power in order to maintain a low number of decoding errors at the relay node, even when a

powerful channel encoder is utilised for communicating over quasi-static Rayleigh fading channels.

This is due to the lack of temporal diversity within a transmission frame. Hence, if the destination

node is equipped with two antennas, a non-cooperative codedscheme may potentially outperform
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Figure 4.25: The schematic of the proposed ATTCM-DSTTC system.

the DF-aided cooperative coded schemes assisted by single-antenna relay nodes due to the high

error inflicted by each relay node, when communicating over quasi-static Rayleigh fading channels.

Furthermore, unless a separate power-control loop is provided for the source-to-relay links, the

associated BER would be high. Finally, the co-channel interference also exhibits a substantial

fluctuation. Due to these reasons, we proposed a near-instantaneous adaptive coded modulation

scheme for protecting the source-to-relay links.

In our ATTCM-DSTTC scheme, we consider the following five TTCM modes:

1. No transmission (NoTx): 0 BPS,

2. TTCM-4PSK: 1 BPS,

3. TTCM-8PSK: 2 BPS,

4. TTCM-16QAM: 3 BPS,

5. TTCM-64QAM: 5 BPS,

where all TTCM schemes employ memory-three TCM component codes [116]. We considerN =

2 relay nodes in the system. The signal received at each relay node is decoded according to the

TTCM mode used and the decoded bits are stored in a buffer, as shown in Figure 4.25. Then, a

fixed-mode TTCM scheme, namely TTCM-4PSK, is used at each relay node in order to re-encode

the decoded bits stored in the buffer. The re-encoded TTCM symbols are then symbol-interleaved
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using πr and passed to an STTC encoder. Since each relay node has a single antenna, the first

relay node will act as the first antenna of a two-antenna STTC scheme, while the second relay

node will act as the the corresponding second antenna. Our destination node is a base-station

equipped withM = 2 receive antennas. Hence, a virtual (2 × 2)-element MIMO system is created

between the relay and destination nodes. Finally, iterative decoding between the STTC and TTCM

(1)
TTCM

Decoder

(2)

Decoder

STTC
π−1

r

πr

yrd

A1 = E2

P 1 = A1 + E1

A2 = E1

P 2 = A2 + E2

b̂

Figure 4.26: The schematic of the STTC-TTCM decoder.

decoders is carried out at the destination node. The schematic of the STTC-TTCM decoder is

shown in Figure 4.26, whereextrinsic information is passed between the two decoders in the form

of probability vectors. More specifically, each of the two constituent decoders is labelled with a

round-bracketed index. The notationsP, E and A denote thea posteriori, extrinsic anda priori

symbol probabilities, respectively. The probabilities associated with one of the two constituent

decoders are differentiated by the superscripts of 1 and 2. The notationsπr andπ−1
r denote the

symbol-based interleaver and deinterleaver, respectively.

The ATTCM switching thresholdsΓ = [γ0, γ1, γ2, γ3] are determined based on the perfor-

mance of each of the four TTCM modes in the AWGN channel shown in Figure 4.27, where we

have SNRr = SNRt whenGsri
= 1. Specifically, the ATTCM mode switching operation is based

on the following algorithm:

Mode=





NoTx, if γr ≤ γ0

TTCM-4PSK, ifγ0 < γr ≤ γ1

TTCM-8PSK, ifγ1 < γr ≤ γ2

TTCM-16QAM, if γ2 < γr ≤ γ3

TTCM-64QAM, if γ3 < γr ,

(4.47)

whereγr =
√

Gsri
|hsri

|2 / N0 is the instantaneous received SNR at a given relay node. In order

to minimise the potential error propagation imposed by the relay nodes, we chose the switching

thresholds to ensure that the BER at the relay node is lower than 10−6, which is given byΓ =

[1.5, 8.0, 12.0, 18.5] dB. Since we haveN = 2 source-to-relay links, the ATTCM mode switching

is based on the link having the lowest instantaneous received SNR.

The selection probability of each TTCM mode chosen for a given SNRr is shown in Figure 4.28
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Figure 4.27: BER versus SNRr performance of the various TTCM modes using a frame

length of Ns = 12 000 symbols when communicating over AWGN channels. 16 turbo

iterations is invoked in each TTCM decoder.
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SNRr as well as the corresponding BPS values, when communicatingover quasi-static

Rayleigh fading channels and maintaining a BER below10−6.
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together with the corresponding BPS curve. Note from Figure4.28 that as SNRr increases, the

higher-order TTCM modes are chosen more frequently compared to the lower-order counterparts.

As a result, the BPS throughput increases smoothly, as SNRr increases.

4.4.3 Results and Discussions

In order to benchmark our ATTCM-DSTTC scheme, we have also studied the following five non-

cooperative schemes: uncoded BPSK-1x2, BPSK-STTC-2x2, TTCM-4PSK-1x1, TTCM-4PSK-

1x2 and TTCM-4PSK-STTC-2x2, where the notationN × M denotes a system employingN trans-

mitters4 andM receivers. All destination nodes in the benchmark schemes employ two receivers.

The Frame Error Ratio (FER) performance of these four non-cooperative schemes is plotted to-

gether with that of the proposed ATTCM-DSTTC-2x2 scheme in Figure 4.29.
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Figure 4.29: FER versus SNRt performance of the BPSK, BPSK-STTC, TTCM-4PSK,

TTCM-4PSK-STTC and ATTCM-DSTTC schemes when communicating over quasi-

static Rayleigh fading channels. The notationN × M denotes a system employingN

transmitters andM receivers. A BER below10−6 is maintained at the relay nodes of the

ATTCM-DSTTC scheme.

TheN = 2 relay nodes are located at the mid-point between the source and destination nodes,

hence we haveGsri
= Grid = 4, which corresponds to 6 dBs geometrical-gain for both the source-

to-relay and relay-to-destination links. As seen from Figure 4.29, the uncoded BPSK-1x2 scheme

requires SNRt = 23 dBs in order to achieve an FER of10−3. With the aid of two transmit antennas,

the BPSK-STTC-2x2 scheme requires 7 dBs less transmit powerto achieve the same FER of10−3,

as compared to the single transmit antenna aided BPSK-1x2 scheme. When the TTCM-4PSK

scheme is introduced to replace the BPSK scheme, more than 6 dBs gain can be achieved for both

4Or N number of relay nodes as in the case of our proposed ATTCM-DSTTC scheme.
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the single-antenna and twin-antenna aided systems. As a benefit of the space-diversity offered

by the STTC component and the temporal diversity offered by the TTCM component, the TTCM-

4PSK-STTC-2x2 scheme outperforms the BPSK-1x2 scheme by more than 14 dBs at FER= 10−3.

Further 6 dBs of geometrical-gain was achieved by the proposed ATTCM-DSTTC-2x2 scheme.

Observe in Figure 4.29 that the cooperative ATTCM-DSTTC-2x2 scheme outperforms the non-

cooperative TTCM-4PSK-1x2 with the aid of two relay nodes, by approximately 12 dBs, when

aiming for a FER of10−3. The above-mentioned BPSK-STTC-2x2, TTCM-4PSK-STTC-2x2,

ATTCM-DSTTC-2x2 schemes do not perform decoding iterations between the inner STTC decoder

and the corresponding outer decoder. A further coding gain of 0.5 dB is attained by the ATTCM-

DSTTC-2x2-iter scheme with respect to the ATTCM-DSTTC-2x2scheme, when a single iteration

is invoked between the STTC and TTCM decoders.

Notice from Figure 4.29 that the TTCM-4PSK-1x1 scheme requires SNRt = 30 dBs in order to

achieve an FER of10−3. Hence, if a non-adaptive TTCM-4PSK scheme is employed at the single-

antenna aided source node and all the single-antenna assisted relay nodes are located at the mid-

point between the source and destination nodes, then SNRt = 30− 6 = 24 dBs is required between

each of the source-to-relay links. On the other hand, the non-cooperative TTCM-4PSK-1x2 scheme

requires only SNRt ≈ 14.5 dBs to achieve the same FER, when the destination node is equipped

with two receive antennas. Hence, when the destination nodeis assisted by two receive antennas,

a DF-aided cooperative scheme employing a fix-mode coded scheme at the source node would

not be able to outperform the non-cooperative coded scheme due to the high error inflicted by each

single-antenna assisted relay node for transmission over quasi-static Rayleigh fading channels. This

observation further justifies the rationale of employing adaptive coded modulation at the source

node.

It is also worth mentioning that at SNRt = 3 dB as shown in Figure 4.29, the corresponding

average received SNR at each relay node is given by SNRr = 3 + 10 log10(4) = 9 dBs, when the

relay nodes are located at the mid-point between the source and destination nodes. This SNRr value

corresponds to BPS≈ 1.0 according to the ATTCM scheme in Figure 4.28. Hence, the ATTCM

scheme requires approximately24 − 3 = 21 dBs lower transmission power compared to a fixed

mode TTCM-4PSK scheme, for transmitting 1 BPS from the source node to the relay nodes.

4.5 Conclusions

In this chapter, we have examined the performance of coherent coded modulation invoked for co-

operative communications. Firstly, in Section 4.2 a hybridtechnique of mitigating the effects of

RN-induced error propagation was proposed, which takes into consideration both the RN loca-

tion and the RN-BER for mitigating the error propagation. The results of Figure 4.3−4.11 have

demonstrated that this technique is particularly beneficial, when the BER at the RN is high, since a

transmit power reduction of up to 19 dB was attained at a BER of10−4. More specifically, the SNR

threshold values at a target FER of10−2, when employing our proposed RNSPA scheme are tabu-



4.5. Conclusions 112

Coded modulation BICM-ID

Modulation scheme QPSK

Code memory 3

Decoder type Approximate Log-MAP

Channel Quasi-static Rayleigh fading channel

Pathloss Gsr = Grd Gsr = Grd/9 Gsr = 9Grd

Gsr = 4Gsd Gsr = 16Gsd/9 Gsr = 16Gsr

Threshold 0.89 dB 5.35 dB 8.09 dB

Corresponding

AWGN BER RN-BER =10−1 RN-BER =10−3 RN-BER =10−6

With Without With Without With Without

Mode RN-BER RN-BER RN-BER RN-BER RN-BER RN-BER

SNR (dB) at FER=10−2 8.00 20.80 6.20 6.20 7.00 7.00

Table 4.6: SNR threshold values of our designed RNSPA schemewhen transmitting over

quasi-static Rayleigh fading channels. The values are tabulated from Figure 4.10.

lated in Table 4.6. In our future work, cooperative spatial multiplexing schemes will be considered,

but we note that the proposed techniques are applicable to a broad class of DF-aided cooperative

schemes.

Then in Section 4.3, we have studied the performance of ACM schemes in the context of coop-

erative communications. More specifically, three ACM schemes were considered, namely single-

RN aided ACM, twin-RNs aided ACM operating with the aid of theSD link, when transmitting

over a cooperative network.

Finally, in Section 4.4 an attractive cooperative scheme was proposed based on adaptive coded

modulation and distributed space-time coding for communicating over quasi-static Rayleigh fad-

ing channels. The adaptive coded modulation scheme was utilised for protecting the source-to-

relay links, while a distributed space-time code was employed for enhancing the reliability of the

relay-to-destination links. It was shown in Figure 4.15 that mobile units equipped with a single

antenna are capable establishing an energy-efficient wireless cooperative network. More specifi-

cally, as seen in Figure 4.29 the proposed cooperative ATTCM-DSTTC-2x2 scheme outperforms

the uncoded non-cooperative BPSK-1x2 scheme by more than 20dBs at a FER of10−3, when

communicating over quasi-static Rayleigh fading channels. Explicitly, SNR threshold values at

FER =10−2 and10−3, when employing our proposed ATTCM-DSTTC schemes for transmitting

over quasi-static Rayleigh fading channels are tabulated in Table 4.7.
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Decoder type Approximate Log-MAP

Channel Quasi-static Rayleigh fading channel

Adaptive Switching

Threshold (dB) 1.5, 8.0, 12.0, 18.5

SNR (dB) at FER TTCM-4PSK-STTC-2×2 ATTCM-DSTTC-2×2 ATTCM-DSTTC-2×2-iter

10−2 5.58 -0.54 -0.98

10−3 8.46 2.38 2.00

Table 4.7: SNR threshold values of our proposed ATTCM-DSTTCschemes when trans-

mitting over quasi-static Rayleigh fading channels. The values are tabulated from Fig-

ure 4.29.



Chapter 5
Non-coherent CM scheme for

Cooperative Communications

5.1 Introduction

Having studied coherent CM assisted cooperative communications schemes in Chapter 4, we will

now embark on investigating the employment of DAPSK schemesof Chapter 3 in the context of co-

operative communications systems. As mentioned in Chapter4, there has been increasing interest

in applying network coding for cooperative communications[166,170,179,202]. This is well jus-

tified, because non-coherent detection allows us to dispense with channel estimation, which would

be somewhat unrealistic to use in cooperative system relaying on mobile relays. Star-QAM aided

TC and network coding dispensing with channel estimation will be proposed in Section 5.2. Then

soft-decision aided DAPSK will be invoked for AF cooperative communications in Section 5.3.

Furthermore, cooperative wireless and optical-fiber communications will be amalgamated in Sec-

tion 5.4. Our conclusions concerning the various schemes are presented in Section 5.5.

5.2 Star-QAM Aided Turbo Coded Network Coding Dispensing with

Channel Estimation

Coherent detection aided Quadrature Amplitude Modulation(QAM) requires accurate Channel

State Information (CSI) in order to avoid false-phase locking, especially when communicating over

Rayleigh fading channels [6, 128, 129]. As a remedy, differentially detected non-coherent Star-

QAM (StQAM) was proposed in [131] in order to dispense with high-complexity CSI estimation.

Operating without CSI is of particular importance in the context of relay-aided NC assisted sys-

tems, where the relay nodes (RN) cannot be realistically expected to estimate all the channels

invoked. More specifically, 16-level Star-QAM (16-StQAM) is based on two concentric 8-level

Phase-Shift Keying (8PSK) constellations having two different amplitudes. StQAM schemes hav-
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ing more than two PSK constellations are also referred to as Differential Amplitude and Phase-

Shift Keying (DAPSK) schemes [203, 204]. The authors of [203, 204] have further improved the

performance of DAPSK/StQAM schemes [203, 204]. However, despite its attractive performance

versus complexity characteristics, soft-decision based demodulation has not been conceived for

these StQAM and DAPSK schemes. This also implies that without soft-decision based demodula-

tion, the potential power of sophisticated channel coding or coded modulation schemes cannot be

fully exploited. Hence, when channel coding was incorporated into StQAM as in [131], its per-

formance was far from the channel capacity due to the employment of hard-decision rather than

soft-decision based demodulation. Soft-decision assisted StQAM was designed for Iteratively De-

tected Bit-Interleaved Coded Modulation (BICM-ID) in [103]. As a further improvement, Turbo

Coding (TC) [43] is adopted in this contribution because itsEXIT curve was found to have a better

match with that of the 16-StQAM demapper. Furthermore, thisimproved physical layer design is

combined with network coding (NC) in this section. Both NC [189] and cooperative communica-

tions [147, 148] have recently been widely researched. In a cooperative communication scheme,

RNs are used to forward signals received from other users to the destination nodes (DN). By con-

trast, a NC scheme allows RNs to combine the information received from different information

source nodes (SN) before broadcasting them to various DNs. In this contribution, we consider a

‘butterfly’ topology based NC scheme [205], where two SNs andtwo DNs are assisted by a single

RN. Our novel contributions are :we employ the 16-StQAM aided TC based physical layer scheme

for assisting a butterfly topology based NC system. A power sharing mechanism is also proposed

for further reducing the overall transmit power requirement of the network.The outline of this sec-

tion is as follows. Our system model is described in Section 5.2.1, while our results and discussions

are detailed in Section 5.2.2.

5.2.1 System Model and Analysis

Since we rely on soft-decision aided DAPSK principles, familiarity with the basic concepts of

Chapter 3 is assumed. Soft-decision aided DAPSK combined with NC is proposed in Section 5.2.1.1,

followed by our power sharing solutions. Then the capacity of our NC scheme is presented in Sec-

tion 5.2.1.2 and Section 5.2.1.3, respectively.

5.2.1.1 Network Coding Model

Figure 5.1 shows the NC topology used in our study. The systemconsists of two SNs: SN1 and

SN2, a RN and two DNs: DN1 and DN2. During the first cooperative transmission period, the

binary sequenceb1 emanating from SN1 is turbo-encoded and (16-StQAM or DPSK) modulated

to generate the sequencexs1
, before it is transmitted to both RN and DN2. The estimated sequence

b̂1 is available at both RN and DN2 after demodulation and decoding. Similarly, during the second

cooperative transmission period, the binary sequenceb2 emerging from SN2 is turbo-encoded and

(16-StQAM or DPSK) modulated to generatexs2 , before it is transmitted to both RN and DN1.
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Figure 5.1: The schematic of our squared butterfly network topology. A, B, C, D and E

represent different RN locations which are in the centre line of SN1 and SN2.

The estimated sequencêb2 is available at both RN and DN1 after demodulation and decoding.

Then, RN combines both decoded information sequences with the aid of binary modulo addition

asb3 = b̂1 ⊕ b̂2, before it is turbo-encoded and modulated, yieldingxr. In the last cooperative

transmission period,xr is broadcast to both DN1 and DN2. After demodulation and decoding the

estimated sequencêb3 becomes available at both DN1 and DN2. Finally, the estimate ofb1 can

be obtained at DN1 with the aid ofb̂1 = b̂3 ⊕ b̂2. Similarly, we haveb̂2 = b̂3 ⊕ b̂1 at DN2 .

Let us now consider the overall throughput and the path-lossreduction factor in the following two

subsections:

5.2.1.1.1 Overall Throughput of Our System In our NC aided system, the overall throughput

can be formulated as:

Ro = Rs × Rc × Rm, (5.1)

whereRs = number o f sources
time slots is the overall system’s normalised throughput, i.e. rate, while Rc is the

coding rate andRm is the number of bits per modulated symbol. Hence, in our proposed system

we haveRo = 2/3 × 1/2 × 4 = 4/3. The throughput of a non-cooperative scheme is given by

Ro = 1/1 × 1/2 × 4 = 2.
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5.2.1.1.2 Reduced-Distance-Related Pathloss ReductionThe Reduced-Distance-Related Pathloss

Reduction (RDRPLR) of the S1R link with respect to the S1D1 link can be expressed as [65,195]:

GS1R =

(
dS1D1

dS1R

)ℵ
, (5.2)

where the pathloss exponent equals toℵ = 2, when a free-space pathloss model is assumed.

Similarly, the RDRPLR of the RD1 link in relation to the S1D1 link may be formulated as:

GRD1
=

(
dS1D1

dRD1

)2

. (5.3)

Naturally, the RDRPLR of theS1D1 link related to itself is unity, yielding,GS1D1
= 1, wheredS1R

represents the distance between SN1 and RN, whiledRD1
is that of the RD1 link and dS1D1

is that

of the S1D1 link.

From the network topology of Figure 5.1,dS1D2
may be calculated as:

dS1D2
=

dS1D1√
2

. (5.4)

Furthermore, the above algorithm can be used for the S2D2 link. When RN is located at the centre

denoted as ‘C’ in Figure 5.1, we haveGS1R = GRD1
= GS2r = GRD2

= 4 (6 dB) andGS1D2
=

GS2D1
= 2 (3 dB).

5.2.1.2 Power Sharing Methodology

When the RDRPLR factor between nodea and nodeb, namelyGab, as well as the transmit power

of nodea, namelyPt,a, are considered in the communication link from nodea to nodeb,

the received signal becomes:

yk =
√

Pt,a

√
Gabhkxk + nk . (5.5)

The average received Signal to Noise power Ratio (SNR) at node b is given by:

SNRr =
Pt,aE{|Gab|}E{|hk |2}E{|xk|2}

N0
=

Pt,a Gab

N0
, (5.6)

where E{|hk |2} = 1, E{|xk|2} = 1 and the received power at nodeb is given by

Pt,aE{|Gab|}E{|hk |2}E{|xk |2}. For ease of analysis, we define the ratio of the power transmitted

from nodea to the noise power encountered at the receiver of nodeb as thetransmit SNR1 [195]

given by:

SNRt =
Pt,a E{|xk|2}

N0
=

Pt,a

N0
. (5.7)

1We note that this definition is based on measuring the signal power and noise power at different physical locations,

but this unusual definition simplifies our discourse.
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Hence, we have:

SNRr = SNRt Gab ,

γr = γt + 10 log10(Gab) [dB] , (5.8)

whereγr = 10 log10(SNRr) andγt = 10 log10(SNRt). Note that the effective receive power

(or γr) at the RN and that at the DNs will be different when the corresponding communication

links experience different RDRPLR. Therefore, it is not power-efficient, if the SN and RN use the

same transmit power (or transmit SNR,γt), because not all communication links in Figure 5.1

experience the same RDRPLR. In order to minimise the overalltransmission power in the network,

we also investigate an appropriately designed power sharing approach, where the SN and RN can

use different transmit power levels, as long as the sum of them equals to the targeted average

transmit power. Even when the SR and RD distance is identical, because the RN is at the half

way position, their propagation channels, physical-layersolutions and BER-requirements may be

different. These differences underline the importance accurate power-sharing and control.

Let us denote the transmit SNR at SN1, SN2, RN, DN1 and DN2 asγt,S1
= 10 log10(SNRt,S1

),

γt,S2
= 10 log10(SNRt,S2

), γt,R = 10 log10(SNRt,R), γt,D1
= 10 log10(SNRt,D1

) andγt,D2
=

10 log10(SNRt,D2
), respectively. We also define the transmit SNR difference between SN1 and

RN, as well as that between SN2 and RN as:

∆S1R = γt,S1
− γt,R

10 log10(δS1R) = 10 log10(SNRt,S1
/SNRt,R) , (5.9)

and

∆S2R = γt,S2
− γt,R

10 log10(δS2R) = 10 log10(SNRt,S2
/SNRt,R) , (5.10)

respectively. From Eqs. (5.9) and (5.10), we can compute theaverage transmit SNR as:

SNRt =
SNRt,S1

+ SNRt,S2
+ SNRt,R

3

=
SNRt,R (δS1R + δS2R + 1)

3
. (5.11)

Hence, once we know the target average transmit SNR as well asδS1R andδS2R, we can compute

the transmit SNR at the RN from:

SNRt,R =
3 SNRt

δS1R + δS2R + 1
. (5.12)

Similarly, we can determine the transmit SNR values at SN1 and SN2 from:

SNRt,S1
=

3 SNRt δS1R

δS1R + δS2R + 1
(5.13)

SNRt,S2
=

3 SNRt δS2R

δS1R + δS2R + 1
. (5.14)



5.2.1. System Model and Analysis 119

Note that when no power sharing is employed, all nodes use thesame transmit SNR, yielding

SNRt,S1
= SNRt,S2

= SNRt,R = SNRt.

The quantities∆S1R and ∆S2R are determined based on the RN location and hence they are

dependent on the corresponding RDRPLR factors. More specifically, ∆S1R is the difference of the

RDRPLR factors between the RD2 and S1D2 links:

∆S1R = 10 log10(GRD2
)− 10 log10(GS1D2

) . (5.15)

Similarly, ∆S2R is the difference of the RDRPLR factors between the RD1 and S2D1 links:

∆S2R = 10 log10(GRD1
)− 10 log10(GS2D1

) . (5.16)

Note that we haveGS1D2
= GS2D1

= 2 in the network topology shown in Figure 5.1. Hence,

when the RN is situated at location ‘C’ in Figure 5.1, we have∆S1R = ∆S2R = 10 log10(4) −
10 log10(2) = 3 dB. The∆S1R and∆S2R values corresponding to different locations are given in

Table 5.1.

Our aim is to make sure that the received SNR for the RD1 (RD2) link and that for the S2D1

(S1D2) link are always identical for any combinations of the RDRPLR valuesGRD1
and GS2D1

(GRD2
andGS1D2

). The difference between the RDRPLR values is compensated by the assignment

of different transmit power levels.

5.2.1.3 Network Coding Capacity

The capacity of network coding aided scheme for transmission over correlated Rayleigh channels

is still an open problem [2, 162, 206]. In this section, the relay channel capacity achievable rate of

our system will be investigated.

Cut-set Theorem: Consider a general network withm nodes, where nodei has a transmitted

signalx(i) and a received signaly(i). We divide the nodes into two sets,S and its complement set

Sc. The rate of information flow from the nodes inS to nodes inSc is bounded by:

∑
i∈S,j∈Sc

R(ij) ≤ I(x(S); y(Sc)|x(Sc)), (5.17)

whereS, Sc ⊂ 1, 2, ..., m. For the case of a two-user multiple-access channel, the bounds of the

cut-set Theorem may reduce to [162,206]:

R1 ≤ I(x1; y|x2) , R2 ≤ I(x2; y|x1) , R1 + R2 ≤ I(x1, x2; y). (5.18)

Based on the above theorem, we may deduce the following proposition for characterizing the

upper bound of both the SN1-to-RN link and of the SN2-to-RN link:

Proposition: The capacity region of the network coding regime is upper bounded by:

Ctotal = m · min{λ · min{CSN1−to−RN, CSN2−to−RN}, (1 − λ) · min{CRN−to−DN1, CSN2−to−DN1}},

(5.19)
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whereλ = Ns
Ns+Nr

. Proof: According to the cut-set theorem [2], we may obtain:

C1 = min{CSN1−to−RN, CSN2−to−RN}. (5.20)

Similarly, the upper bound of the RN-to-DN1 link and the SN2-to-DN1 link may be written as:

C2 = min{CRN−to−DN1, CSN2−to−DN1}. (5.21)

Given the above structure, we first define the two-hop single-relay-aided network’s capacity as

the maximum achievable rate attained during the transmission of the sources SN1 and SN2 in the

broadcast phase, which consists ofNs symbol periods, and an independent transmission by the RN

during the relaying phase, whenNr symbols are transmitted. Initially a perfect SN2-to-RN link and

a perfect SN2-to-DN2 link are assumed in order to reduce the influence of SN2. Hence, the capacity

of the SN1-to-DN1 scheme aided by an error-free SN2 may be formulated as:

C = min{λC1, (1 − λ)C2}. (5.22)

Furthermore, the total capacity of the NC system may be formulated as:

Ctotal = m · C. (5.23)

5.2.2 Simulation Results

The performance of the 16-StQAM-TC and 16DPSK-TC schemes combined with the related NC

schemes is investigated based on the simulation parametersof Table 5.1.

Figure 5.2 shows the Bit Error Ratio (BER) performance of the16-StQAM-TC aided NC sys-

tem, when employing RNs at different locations shown in Figure 5.1, at a given SNR per bit of

Eb/N0 = 13 dB. When R is located at ‘E’, which is in the middle of DN1 and DN2, the BER of the

NC scheme without power sharing is the highest compared to other locations. As seen in Figure 5.2,

when the RN is located at ‘C’, which is in the centre of the butterfly-topology of Figure 5.1, the

best BER performance is obtained for the scheme operating without power sharing. The dotted line

illustrates the BER performance of the system invoking power sharing. It is worth noting that a RN

situated at location ‘D’ would attain the best performance amongst the five locations considered in

the presence of power sharing. This is because at location ‘D’ we havedS1R ≈ dS1D2
, which means

that the received SNR at the RN is almost identical to that at the DN2, when SN1 broadcasts its

signals to RN and DN2.

Figure 5.3 shows the BER versusEb/N0 performance of the proposed hybrid system, when

communicating over correlated Rayleigh fading channels. As seen in Figure 5.3, the 16-StQAM-

TC scheme outperforms the 16DPSK-TC arrangement by about 1.5 dB at a BER of10−5. This is

mainly because the 16DPSK scheme has a lower minimum Euclidean distance between its adjacent

constellation points than that of the 16-StQAM scheme. The 16-StQAM-TC assisted NC aided

scheme operating without the power sharing mechanism outperforms the 16-StQAM-TC scheme
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Modulation 16-StQAM, 16DPSK

Mapping Set Partitioning (SP)

Coding TC

Constituent

Code

Half-rate Recursive Systematic Convolutional (RSC) code

Code Mem-

ory

2

Outer itera-

tions

2

Inner TC it-

erations

4

Decoder Approximate Log-MAP

Symbols per

frame

1,200

Number of

frames

10,000

Channel Correlated Rayleigh fading channel

having a normalised Doppler Frequency of 0.01

RN Position: GS1 R GS2 R GRD1
GRD2

∆S1 R ∆S2 R

(dB) (dB) (dB) (dB) (dB) (dB)

A 9.03 9.03 2.04 2.04 -0.96 -0.96

B 8.06 8.06 3.91 3.91 0.91 0.91

C 6 6 6 6 3 3

D 3.91 3.91 8.06 8.06 5.06 5.06

E 2.04 2.04 9.03 9.03 6.03 6.03

Table 5.1: System parameters.

ber_dis.gle

10-5

2

5

10-4

2

5

10-3

2

5

10-2

B
E

R

0.0 0.2 0.4 0.6 0.8 1.0

d (Multiple of ds1d2
)

Eb/N0 = 13dB
Eb/N0 = 13dB, with Power Sharing

A

B C

D

E

Figure 5.2: BER performance in the case ofEb/N0 = 13 dB for different RN positions

for transmission over correlated Rayleigh channels using the system of Figure 5.1 and the

simulation parameters of Table 5.1.

by approximately 1.2 dB. When power sharing is used, the optimum RN location is closer to the

DNs, so thatdS1R = dS1D2
and dS2R = dS2D1

, where the corresponding RDRPLR values are

GS1R = GS2R = 3 dB and GRD1
= GRD2

= 8.73 dB. Another 1 dB of gain is attained by
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the power sharing based NC scheme. Similar trends can also beobserved from the Frame Error

Ratio (FER) versusEb/N0 performance curves seen in Figure 5.4. Figure 5.5 characterises the
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Figure 5.3: BER versusEb/N0 performance for 16-StQAM and 16DPSK aided TC for

transmission over correlated Rayleigh channel using the system of Figure 3.8 and Fig-

ure 5.1, as well as the simulation parameters of Table 5.1.
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Figure 5.4: FER versusEb/N0 performance for 16-StQAM and 16DPSK aided TC for

transmission over a correlated Rayleigh channel using the system of Figure 3.8 and Fig-

ure 5.1, as well as the simulation parameters of Table 5.1.

achievable capacity of the 16-StQAM-TC and 16-StQAM-TC-NCschemes, respectively. It is clear

from Figure 5.5 that the achievable capacity of the NC scenario is improved compared to the single-

link scenario.
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Figure 5.5: Achievable capacity versus SNR for the 16-StQAM-TC scenario, when com-

municating over correlated Rayleigh fading channels usingthe system of Figure 5.1 and

Figure 3.8, as well as the simulation parameters of Table 5.1.

5.3 Soft-Decision Aided DAPSK for AF Cooperative Communications

Cooperative communications [145, 147] is capable of supporting the users either at an improved

integrity or throughput in wireless networks. In contrast to the DF protocol, neither demodulation

nor decoding is required at the relay by the non-regenerative AF protocol. Hence, AF relaying is

considered as a beneficial cooperative techniques in low-complexity scenarios. Most of the previ-

ous contributions on relay aided systems assume that the destination is capable of acquiring perfect

CSI for all transmission links in order to carry out coherentdetection [145]. However, in rapidly

fading environments, the CSI cannot be accurately estimated at the destination. DAPSK constitutes

an ideal candidate for mobile relaying aided wireless communications, since it is unrealistic to

expect that the relay altruistically estimates the source-relay channel for both complexity and infor-

mation security reasons [135]. Despite a wealth of past studies on the employment of DPSK in AF

based relaying schemes [207,208], the single-ring based DPSK scheme yields poorer performance

than DAPSK, when the modulation alphabet size is large. As animprovement, the DAPSK [209]

was proposed for an AF relaying system communicating over independent Rician fading chan-

nels. As a novel application example, in this contribution,we have amalgameted the soft-decision

DAPSK aided channel coding scheme with an AF based relaying system transmitting over corre-

lated Rayleigh fading channels. The system design and analysis is detailed in Section 5.3.1, while

the relative corresponding simulation results and discussion is presented in Section 5.3.2.
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5.3.1 System Model and Analysis

node

Source Destination

node

node

Relay

xr

dsr drdGsr Grd

dsd = dsr + drd Gsd

xs

Figure 5.6: The schematic of a two-hop relay-aided wirelesssystem with S-D link.

Figure 5.6 presents the schematic of a two-hop relay-aided wireless system. According to

the AF relaying protocol, the Relay Node (RN) amplifies the signal received from the Source

Node (SN) and forwards it to the Destination Node (DN) with the objective of achieving a more

reliable transmission at a lower SNR when compared to the scheme dispensing with a RN. During

the first time slot, the SN broadcastsxs to both the DN and RN. Thekth symbol received at the DN

may be expressed as:

ysd,k =
√

Gsdhsd,kxs,k + nsd,k, (5.24)

while thekth symbol received at the RN could be formulated as:

ysr,k =
√

Gsrhsr,kxs,k + nsr,k, (5.25)

wherensd,k andnsr,k represents the AWGN having a variance ofN0/2 per dimension, respectively.

Furthermore,hsd,k andhsr,k represents the uncorrelated Rayleigh fading coefficient ofthe SD and

SR links, respectively. Here,Gsr =
(

dsd
dsr

)2
is the reduced-distance-related pathloss reduction

(RDRPLR) of the SR link with respect to the SD link [195], where dab stands for the distance

between node a and node b2. Similarly, we haveGsd = 1.

The RN amplifies the signal received from the SN and forwards it to the DN by simply scaling

the received signal by a factor that is inversely proportional to the received power, which can be

formulated as:

β̃ f =
1√

Gsr|hsr |2 + N0

. (5.26)

2For the sake of simplicity we assumed without loss of generality that the SN, the RN and the DN are positioned

along a straight line in this section, so we havedsd = dsr + drd anddsr = drd = dsd/2.



5.3.1. System Model and Analysis 125

Since the average SNR at the RN’s receiver may be expressed as:

γsr,k = E

(
Gsr|hsr,k|2

N0

)
, (5.27)

where E(.) is the expectation of (.), the average value ofβ̃ f in Equation (5.26) may be written as:

β f =
1√

N0

√
γsr,k + 1

. (5.28)

Hence, the RN does not have to estimate the exact channel coefficient hsr,k, when computing the

amplification factor at the RN. Specifically, only the corresponding average received SNRγsr,k is

required, which is relatively easier to estimate. During the second transmission period, the RN

amplifies the received signal asβ f ysr and forwards it to the DN. Thekth symbol received at the

DN may, therefore, be formulated as:

yrd,k =
√

Grdhrd,kxr,k + nrd,k,

=
√

Grdhrd,kβ f ysr,k + nrd,k,

=
√

Grdhrd,kβ f

√
Gsrhsr,k︸ ︷︷ ︸

hsrd,k

xs,k

+
√

Grdhrd,kβ f nsr,k + nrd,k︸ ︷︷ ︸
nsrd,k

, (5.29)

wherenrd,k represents the AWGN having a variance ofN0/2 per dimension, whilensrd,k is another

Gaussian noise process with a different noise variance andGrd =
(

dsd
drd

)2
.

According to Equation (3.14), Equation (5.29) may be rewritten as:

yrd,k = hsrd,kas,kvs,k + nsrd,k, (5.30)

and assuming a slow Rayleigh fading channel, where we havehk ≈ hk−1, we arrive at:

yrd,k = hsrd,k−1as,kvs,k−1wk + nsrd,k (5.31)

= αqk yrd,k−1wk − αqk nsrd,k−1wk + nsrd,k︸ ︷︷ ︸
ñsrd,k

, (5.32)

while based on Equation (5.29),ñsrd,k may be expressed as:

ñsrd,k =
√

Grdhrd,kβ f nsr,k + nrd,k

− αqk wk(
√

Grdhrd,kβ f nsr,k + nrd,k). (5.33)

The effective variance of the noiseñsrd,k depends on the amplitude ratioαqk , Grd, hrd, k, β f andwk

which are constant during a symbol period. The effective noise variance is given by:

N
(i)
0 = N0 + N0 + |αqk |2N0 + |αqk |2N0, (5.34)

where the variance for each of the four noise terms in Equation (5.33) is given in order by the

right hand side of Equation (5.34), respectively. Then, Equation (5.34) may be substituted into

Equation (3.24) for the soft-decision M-DAPSK based on the AF relaying protocol.
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5.3.2 Simulation Results and Discussion

In Section 3.2.2 we have discussed the soft-decision aided DAPSK-TuCM. In this section we

present simulation results for soft-decision aided DAPSK-TuCM in the AF relaying environment

when communicating over correlated Rayleigh fading channels with a normalized doppler fre-

quency offd = 0.01. All parameters used in our simulations are shown in Table 5.2. Note that the

traditional point-to-point non-cooperative system is regarded as a benchmark scheme here.

Modulation 64-DAPSK (4,16)

Mapping Gray labeling

Coding TC

Code Memory 3

Outer iterations 2

Inner TC iterations 4

Decoder Approximate Log-MAP

Symbols per 64-

DAPSK block (Ls f )

400

Number of 64-

DAPSK blocks per

TC block

10, 100

Number of TC

blocks

5000

Channel Correlated Rayleigh fading channel

fd=0.01

Table 5.2: System parameters.

Figure 5.7 presents the BER versus SNR performance of the soft-decision 64-DAPSK (4,16)

benchmark scheme and the cooperative scheme that invokes the AF protocol, where the RN is

located in the middle of the SN-DN link. As indicated in Figure 5.7, the BER performance recorded

for the AF based scheme is significantly better than that of the 64-DAPSK benchmark scheme. For

example, when using a TC block length of 40 000 modulated symbols, the SNR gain of the TC-

aided 64-DAPSK (4,16) under the AF relaying protocol is improved by 4.5 dB at BER=10−5, when

compared to the non-cooperative scenario.

5.4 Cooperative Wireless and Optical-fiber Communications

The demand for high data rate wireless services has rapidly increased throughout the development

of the mobile communications. The services facilitated by wired networks are now migrating to the

wireless domain and are generally characterized by high Quality of Service (QoS) requirements.

However, the cost of upgrading the infrastructure is massive. In the wired domain, optical fibers

play a vital role in delivering high-rate data services. Thefamily of hybrid techniques, which rely

on a sophisticated combination of wireless mobile systems and optical fiber links have received

substantial attention [210]. For example, Digital Fiber Optic (DFO) links [211] and Radio-over-

Fiber (ROF) techniques [212] have been developed for supporting multicell systems.
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Figure 5.7: BER versus SNR performance comparison of the 64-DAPSK (4,16) schemes

when transmitting over correlated Rayleigh fading channels. Both a non-cooperative

scheme and at AF-based cooperative scheme are considered. The corresponding system

parameters are summarized in Table 5.2. A TC block-length of4000 modulated symbols

corresponds to ten 64-DAPSK transmission block lengths, while a 40 000 modulated-

symbol TC block corresponds to one hundred 64-DAPSK transmission block lengths.

The radical Unity Frequency Reuse (UFR) technique has been proposed for improving the

attainable area spectral efficiency of multicell systems. However, UFR based schemes exhibit a

lower cell-edge throughput due to their increased co-channel interference. Recently, the Fractional

Frequency Reuse (FFR) technique has been adopted in the Third Generation Partnership Project’s

(3GPP) Long-Term Evolution (LTE) standard [213,214] as well as in the Wordwide interoperabil-

ity for Microwave Access (WiMAX) system [215], since it is capable of improving the cell-edge

throughput. The downlink performance of the FFR based cooperative wireless and DFO aided

communication has been investigated in [211], where a good cell-edge performance was reported.

Diversity provides an effective mechanism of combating theeffects of channel fading in wire-

less communication systems [139]. Single-Input Multiple-Output (SIMO) aided techniques are

capable of increasing the achievable performance gain, when communicating over wireless fad-

ing channels, provided that the Channel State Information (CSI) is known at the receivers [143,

144, 147, 148]. Most previous work on SIMO systems was based on the assumption of perfectly

knowing the CSI and hence the corresponding data recovery typically relied on coherent detection.

However, in practice it is hard to acquire accurate CSI, especially in rapidly fading mobile environ-

ments. Hence, it is of prime significance to design new non-coherent detection techniques, which

dispense with channel estimation. More specifically, the soft-decision based low-complexity Star-

QAM (StQAM) technique has been proposed in [103], which outperformed its hard-decision based

StQAM counterpart [6], when powerful channel coding schemes [216] are invoked. However, a

non-adaptive fixed-throughput scheme would require a high transmit power in order to maintain a
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low Bit Error Ratio (BER) at the base station, even when a powerful channel encoder is utilised

for communicating over slowly fading quasi-static Rayleigh channels. This is due to the lack of

temporal diversity within a transmission frame. Our novel contributions in this section may be

summarised as follows:

1. We investigated the uplink performance of FFR based multicell multiuser schemes, as a

complement of the corresponding downlink investigation in[211].

2. We further extended the Single-Input Single-Output (SISO) based non-coherent 16StQAM

scheme of [103] to a SIMO system.

3. We investigated both the Turbo-Coded [216] 16StQAM and 16QAM [6] schemes in the

multicell multiuser uplink system considered, when imperfect DFO links are considered.

4. Furthermore, the novel Adaptive Turbo-coded Soft-decision aided Differential Detection (ATSDD)

system was designed for wireless-optical communications over the imperfect AROF links.

The outline of the section is as follows. Our system model is described in Section 5.4.1, while our

results and discussions are detailed in Section 5.4.2. Our conclusions are presented in Section 5.5.

5.4.1 System Model and Analysis

The topology of the FFR based multicell multiuser scheme is shown in Figure 5.8, where we have

two tiers of 19 hexagonal cells, surrounding the central Base-Station (BS)B0 located at the origin.

The frequency-partitioning strategy of the total available bandwidthF is characterized byFc
⋂

Fe =

⊘, whereFc andFe represent the cell center’s frequency band and the cell edge’s frequency band,

respectively. Furthermore,Fe is divided into three orthogonal frequency bandsFi, for i ∈ {1, 2, 3}.

In Figure 5.8,D denotes the distance between two adjacent BSs, whileRcell = D/
√

3 is the radius

of each hexagonal cell. We employD = 3 km for the Urban-Macro propagation scenario of [211].

5.4.1.1 Digital Fiber Optic and Analogue Radio Over Fiber Model

The ROF and DFO-link-based transmission technique may be used for the optical link in the uplink

of wireless-optical fiber scenario, which is more reliable than a wireless back haul and a feasible

solution to cope with the increasing demand of high-bandwidth wireless services, albeit also being

more costly.

We assume that the links spanning from the RAs to the BSB0 are constituted by realistic rather

than perfect optical fiber links as shown in Figure 5.9.

Compared to the family of ROF [217, 218], the DFO link is immune to the sideband cancella-

tion phenomenon, which occurs in the ROF system [211]. Furthermore, it is capable of avoiding

both the intermodulation distortion of the optical fiber andthe nonlinearity imposed by the optical
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components at the price of complexity and cost [210]. The block digram of a DFO link is shown

in Figure 5.10. Furthermore, the advantage of this AnalogueROF (AROF) [219–224] architecture

is the low complexity and cost. However, the employment of ananalogue optical link results in

the AROF system performance being degraded by various impairments [217], such as: modulator,

photodetector and the optical fiber ect. Because of the trade-off of the complexity, cost and quality,

both kinds of the DFO and AROF technology attenuations in optical link are studied in this section.

For DFO link, the SIMO wireless system is presented in Figure5.10. We assume that the links

spanning from the RAs to the BSB0, as shown in Figure 5.9 and Figure 5.8, are constituted by

realistic rather than perfect optical fiber links.

5.4.1.2 Imperfect Optical Fiber Model

Nonlinear Schrödinger (NLS) equation can be formulated as[211,225,226]:

∂A(z, t)

∂z
=


−i

β2

2

∂2

∂t2︸ ︷︷ ︸
D̂

+ iξ|A|2︸ ︷︷ ︸
N̂


 A(z, t), (5.35)
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where the termŝD and N̂ are the simplified forms of the dispersion and the nonlinear effects,

respectively. Additionally,A(z, t) is a slowly varying envelope function associated with the optical

pulse in the optical-fiber, wherez is the propagation distance andt = t
′ − z/vg

3 is the time,

while β2 is the second-order propagation constant and the coefficient ξ characterizes the nonlinear

effects. However, the NLS equation in Equation (5.35) cannot be readily solved analytically, when

both linear dispersion and various optical transmission-induced nonlinear effects are present. The

split-step Fourier method(SSFM) [225, 226] is one of the popular numerical algorithmsused for

solving the NLS equations, owing to its accuracy and relatively modest computational cost. In the

so-called symmetric split-step scheme, the solution of Equation (5.35) may be approximated as:

A(z + l, T) ≈ F−1
T {e[lD̂(−jw)]FT[e(lN̂)A(z, T)]}, (5.36)

whereFT and F−1
T represents the Fourier-transform and inverse Fourier-transform operation, re-

spectively. Furthermore, the accuracy of the SSFM can be improved by employing a different

procedure4 to propagate the optical pulse over a fiber-segment spanningfrom z to z + l. Then

Equation (5.36) may be expressed as [226]:

A(z + l, T) ≈e(
l
2 D̂) · e[

l
2 (N̂(z)+N̂(z+l))] · e(

h
2 D̂)A(z, T). (5.37)

Since the linear dispersion and the nonlinear operators do not commute in general, the solution

given in Equation (5.37) constitutes an approximation of the exact solution. The entire fiber length

of L = ml may be decomposed intom consecutivel-length elements. The total optical fiber

attenuation computed based on Equation (5.37) is denoted byAL for simplicity.

Additionally, we have also investigated the phase-rotation imposed by an imperfect optical

fiber. Specifically, the phase of thekth optical pulse may be modelled by:

θk = θk−1 + δ̃ , (5.38)

whereδ̃ ∈ [−δ, δ] is the phase difference between thekth and the(k − 1)st optical pulse, whileδ

is the maximum phase difference considered.

5.4.1.3 Fixed Mode

During the first step of the transmission scenario of Figure 4.24, the MS transmits its information

to both the RAsR1 andR2. Thekth symbol received at theith RA Ri may be expressed as:

ysri,k =
√
Lsri

hsri ,kxs,k + nsri,k, (5.39)

wherek ∈ {1, ..., K} andK is the number of symbols transmitted from the MS, whilehsri ,k denotes

the Rayleigh fading coefficient between the MS andRi. Furthermore,nsri,k represents the Additive

3Note thatt
′
is the physical time, whilevg is the group velocity at the center wavelength.

4The main difference is that the nonlinearity is included in the middle of the segment instead of at the segment

boundary.
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While Gaussian Noise (AWGN) having a variance ofN0/2 per dimension. Note thatLsri
=

10−Lsri
/10 denotes the path-loss factor between the source (MS) and theith RA Ri, whereLsri

=

10ℵ log10 [
dsri
d0

] [127] is the pathloss attenuation in decibel, whileℵ is the pathloss exponent,dsri

is the distance between the MS, whileRi andd0 is the reference distance for the antenna far-field.

We have consideredℵ = 2 andd0 = 1 km in this study.

Then, the signals received fromRi are communicated to the BS on a symbol-by-symbol basis,

without demodulation or decoding. More specifically, the signal received at the BS fromRi could

be expressed as:

yi,k = ALejθk ysri,k + n f , (5.40)

= ALejθk
√
Lsri

xs,khsri,k + ALejθk nsri,k + n f , (5.41)

where againAL is the optical fiber’s amplitude attenuation,θk is the phase-rotation introduced

by the imperfect optical fiber,nsri,k is the noise atRi andn f is Gaussian-distributed noise with a

zero mean for the optical link betweenRi and the BS. We consideredNr = 2 RAs in our SIMO

scheme. By denoting the (1 × Nr)-element received signal vector byYk, the (1 × Nr)-element

Rayleigh fading channel vector byHk and the total (1 × Nr)-element AWGN vector byNk, the

signal received by the BS may be expressed as:

Yk = ALejθk xs,kHk + Nk, (5.42)

whereNr = 2.

At the BS, our soft-decision aided 16StQAM modem [103] is used, which dispenses with chan-

nel estimation for the sake of low-complexity detection. The corresponding probability density

function (pdf) of receivingyi,k, when an 8PSK symbolwk and the amplitude-selection bitba were

transmitted may be written as:

P(yi,k|wk, ba = 0) =
1

πN
(0)
0

e

−|yi,k−yi,k−1α(0)wk|2

N
(0)
0 , (5.43)

P(yi,k|wk, ba = 1) =
1

πN
(1)
0

e

−|yi,k−yi,k−1α(1)wk|2

N
(1)
0 +

1

πN
(2)
0

e

−|yi,k−yi,k−1α(2)wk|2

N
(2)
0 , (5.44)

whereba is the bit used for the selection of the two possible amplitudes, namelya(1) anda(2), while

the amplitude ratioα(i) may be expressed as:

α(i) =





a(1)

a(1)
or

a(2)

a(2)
= 1 ; i = 0

a(1)

a(2)
; i = 1

a(2)

a(1)
; i = 2.

(5.45)

The effective noise variance related to the noise atRi and BS,ni,k, depends on the amplitude ratio

αi used at thekth time instant, which may be estimated as:

N
(i)
0 = N f + |α(i)|2|AL|2|wk|2N0 , (5.46)

= N f + |α(i)|2|AL|2N0 , (5.47)
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where the amplitude of an 8PSK symbol is unity,|wk| = 1, while the noise at the BSn f represents

the AWGN having a variance ofN f /2 per dimension. Finally, the pdf of receivingy1,k andy2,k

conditioned on the transmission of{b0, b1, b2}(the three bits mapped to an 8PSK symbol) andba

can be computed as:

P(y1,k, y2,k|b0, b1, b2, ba) = P(y1,k|wk, ba) × P(y2,k|wk, ba) , (5.48)

which is then fed to the turbo decoder [216] for generating the original information bit sequence

transmitted by the mobile user.

5.4.1.4 Adaptive Mode

Based on the fixed mode modulation based SIMO performance of each of the four half-rate Turbo

Coding (TC) aided transmission modes recorded for transmission over the combined AWGN and

AROF channel, the ATSDD switching thresholds ofΓ = [γ0, γ1, γ2, γ3] may be obtained, for the

adaptive modes using the following:

Mode=





NoTx: 0 BPS, ifγr ≤ γ0

TC-4-DPSK: 1 BPS, ifγ0 < γr ≤ γ1

TC-8-DPSK: 1.5 BPS, ifγ1 < γr ≤ γ2

TC-16-DAPSK (2,8): 2 BPS, ifγ2 < γr ≤ γ3

TC-64-DAPSK (4,16): 3 BPS, ifγ3 < γr ,

(5.49)

whereγr is the SNR at the BS’s receiver relying on the twin-RN-aided SIMO principle and NoTx

denotes the no transmission mode.

5.4.2 Simulation Results

In this section, we investigated the performance of the proposed fixed and adaptive systems based

on the cell structure of Figure 5.9, where the simulation parameters of the wireless and of the

optical links are summarized in Table 5.3 and Table 5.4, respectively. More specifically, the fixed

modes’ performance are presented in Section 5.4.2.1, whilethe related adaptive mode performance

are shown in Section 5.4.2.2.

5.4.2.1 Simulation Results for Fixed Modes

In this section, the fixed modes’ performance of both the DFO and AROF scenario is investigated.

More specifically, we consider communicating over correlated Rayleigh fading wireless channels,

where the RAs are connected by imperfect optical channels. Furthermore, the Turbo-Coded 16

square QAM (TC-16QAM) scheme is discussed in this section asour benchmark scheme.

Figure 5.12a denotes the BER versus SNR performance of both the TC-16QAM and TC-

16StQAM aided schemes employing the DFO link of Section 5.4.1.1, when transmitting over cor-
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Modulation 16StQAM,

16QAM

Mapping Set Partitioning (SP) [6]

Coding TC

Constituent Half-rate Recursive Systematic Convolutional (RSC) code

Code Code Polynomial G=[15 17]

Code Memory 3

Outer iterations 1

Inner TC iterations 4

Decoder Approximate Log-MAP

Symbols per block 1 200

Number of frames 5 000

Channel Correlated Rayleigh fading channel

having a normalised Doppler frequency of 0.01,

Optical channel

Table 5.3: Simulation parameters for wireless link.

Optical link DFO AROF

Chirp -2 –

Centre Frequency Baseband 1.95 GHz

Transmit Power 10 dBm (Peak Power) -6.55 dBm (Average Power5)

Fiber Length 4.33 km

Fiber Attenuation coefficient 0.2 dB/km

Fiber Non-linearity 2w/km

Table 5.4: Simulation parameters for fiber optical link.

related Rayleigh fading wireless channels, where the RAs are connected by imperfect optical chan-

nels. As seen in Figure 5.12a, the performance recorded at locations A and B of Figure 5.9 is identi-

cal for the SISO scenario, because they have an identical transmission distance ofdsri
=

√
3/2 km

from the nearest RA. The TC-16QAM-SISO scheme outperforms the TC-16StQAM-SISO scheme

by approximately 4 dB at a BER of10−6, when perfect CSI is available at the BS. When the SIMO

scheme is considered, the performance at location B of Figure 5.9 improves more significantly than

that at location A. This is because location B has the same distance fromR1 andR2 according to

Figure 5.9, while location A is further away fromR2. More specifically, the TC-16QAM-SIMO

scheme performs approximately 6 dB better than the TC-16QAM-SISO scheme at a BER of10−6.

The BER performance curves of the DFO scenario marked by the black legend and of the AROF

scenario indicated by the red legend are shown in Figure 5.12b. As expected, the BER performance

is almost the same for both the DFO and the AROF scenario, because the optical attenuation is low.
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Figure 5.12: BER versus SNR performance of the TC-16QAM and TC-16StQAM

schemes, when transmitting over correlated Rayleigh fading wireless and imperfect op-

tical channels. The simulation parameters are summarised in Table 5.3 and Table 5.4,

while the corresponding cell is shown in Figure 5.9.

We will characterize the performance of the DFO scenario first and then the performance of the

AROF scenario will be presented.
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Figure 5.13: BER versus SNR performance of the TC-16QAM-SIMO and 16StQAM-TC-

SIMO schemes of Figure 5.9 and Figure 4.24 for transmission over correlated Rayleigh

fading and imperfect optical channels. The corresponding simulation parameters are sum-

marised in Table 5.3. Phase rotations of uptoδ = {0, 0.2, 0.4, 0.8, 1.6} radian are consid-

ered in the optical link.

However, the 16QAM-based scheme does not perform well, whenphase-rotations are im-

posed by the imperfect optical-fiber. More specifically, Figure 5.13 shows the performance of

both the TC-16QAM-SIMO and TC-16StQAM-SIMO schemes, when phase rotations of upto
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Figure 5.14: The 3D BER versus user location performance of both the TC-16StQAM-

SISO scheme and the TC-16StQAM-SIMO scheme of Figure 5.9 fortransmission over

correlated Rayleigh fading wireless and imperfect opticalchannels for the whole cell in

conjunction with SNR = 5 dB. A phase rotation of uptoδ = 0.1 radian is considered in

the optical link. The other simulation parameters are summarised in Table 5.3.

δ = {0, 0.2, 0.4, 0.8, 1.6} radian are considered in the optical link. We assume that theCSI of

the wireless link is available at the BS for the TC-16QAM-SIMO, but the phase-rotation inflicted

by the optical-fiber link is unknown. As seen from Figure 5.13, the TC-16QAM-SIMO scheme

breaks down atδ = 0.2 radian, while the proposed TC-16StQAM-SIMO can still perform ade-

quately even forδ = 0.4 radian.

Let us investigate the BER performance at the cell-edge scenario of Figure 5.9 in our FFR-

based cellular system. The 3D BER versus user location performance of the TC-16StQAM-SISO

scheme is shown in Figure 5.14a for SNR = 5 dB. There are 12 BER peaks in Figure 5.14a, which

correspond to all the 12 A and B locations (each60o sector has one location A and one location B)

in the hexagonal cell.

When two RAs are used for detecting the mobile user’s signals, the 3D BER performance of

the TC-16StQAM-SIMO scheme is depicted in Figure 5.14b for SNR = 5 dB. The six BER peaks

corresponding to the six locations of B have disappeared, asa benefit of the SIMO scheme. The

six BER peaks corresponding to the six A locations have been reduced, although not completely

removed. The BER surface seen in Figure 5.14b exhibits a morewide-spread low-BER area com-

pared to that seen in Figure 5.14a. This indicates that a better uplink transmission quality can be

achieved, when our SIMO scheme is invoked.

Figure 5.15 presents the performance of both the TC-16QAM-SIMO and TC-16StQAM-SIMO

schemes, when phase rotations of uptoδ = {0, 0.2, 0.4, 0.8, 1.6} radian are considered in the

AROF link. We also assume that the CSI of the wireless link is available at the BS for the TC-

16QAM-SIMO, but the phase-rotation inflicted by the optical-fiber link is unknown. As seen from

Figure 5.15, the TC-16QAM-SIMO scheme breaks down atδ = 0.2 radian, while the proposed
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TC-16StQAM-SIMO can still perform adequately even forδ = 0.4 radian. As expected, the BER

performance seen in Figure 5.15 exhibits the same trend as seen in Figure 5.13, albeit it is somewhat

inferior in comparison to Figure 5.13. For example, at a BER of 10−5, SNR = 13.6 dB is required

for the DFO system atδ = 0.2 radian, while 13.9 dB is necessitated for the AROF system.
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Figure 5.15: BER versus SNR performance of the TC-16QAM-SIMO and 16StQAM-TC-

SIMO schemes of Figure 5.9 and Figure 4.24 for transmission over correlated Rayleigh

fading and imperfect optical channels. The corresponding simulation parameters are sum-

marised in Table 5.3. Phase rotations of uptoδ = {0, 0.2, 0.4, 0.8, 1.6} radian are consid-

ered in the optical link.

Figure 5.16a shows the 3D BER performance of the TC-16StQAM-SISO scheme at SNR

= 5 dB, when communicating over correlated Rayleigh fading wireless and imperfect optical

channels, while the corresponding SIMO scenario is characterized in Figure 5.16b. They both

exhibit similar performance trends to those of the DFO system characterized in Figure 5.14a and

Figure 5.14b. and Figure 5.16b.

5.4.2.2 Simulation Results for Adaptive Modes

In this section, we investigate the performance of the ATSDDscheme in the AROF scenario. We

consider communicating over correlated Rayleigh fading wireless channels, where the RAs are

connected by imperfect optical channels to the BS.

Firstly, the BER versus SNR performance of the fixed mode based soft-decision aided differen-

tial detection is considered in Figure 5.17, when phase-rotations denoted byδ are imposed by the

imperfect ROF link, while assuming that the CSI of the wireless link and the phase-rotations in-

flicted by the optical-fiber link are both unknown. Observe inFigure 5.17, thatδ imposes different

effects on different modes. More specifically, the TC-4DAPKscheme breaks down at a phase-
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Figure 5.16: The 3D BER versus user location performance of the TC-16StQAM-SISO

scheme and the TC-16StQAM-SIMO scheme of Figure 5.9 for transmission over corre-

lated Rayleigh fading wireless and imperfect optical channels for the whole cell with SNR

= 5 dB. A phase rotation of uptoδ = 0.1 radian is considered in the optical link. The other

simulation parameters are summarised in Table 5.3.
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Figure 5.17: BER versus SNR versusδ performance of the ATSDD schemes of Figure 5.9

and Figure 5.11 for transmission over AWGN and imperfect optical channels. The corre-

sponding simulation parameters are summarised in Table 5.3and Table 5.4.

rotation ofδ = 1.4 radian, while the TC-64DAPK becomes disfunctional atδ = 0.6 radian. Based

on the performance seen in Figure 5.17, a phase rotation of upto δ = 0.4 radian will be imposed

in the following simulations on our proposed ATSDD scheme. The corresponding modem-mode

switching levels areΓ = [5.37, 8.35, 12.75, 18.88] dB when aiming for a BER of10−5.

The PDF of each transmission mode recorded when communicating over quasi-static Rayleigh

fading and our ROF channel is presented in Figure 5.18. Observe in Figure 5.18 that when the
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mitting over quasi-static Rayleigh fading and AROF opticalchannels when the MS locates

’B’ (in Figure 5.9). A phase rotation of uptoδ = 0.4 radian is considered in the optical

link.
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Figure 5.19: TheBER, BPSof 4-DPSK, 8-DPSK, 16-DAPSK and 64-DAPSK forTC

transmissions over quasi-static Rayleigh fading and imperfect optical channels when the

MS locates ’B’ (in Figure 5.9). A phase rotation of uptoδ = 0.4 radian is considered in

the optical link. The relative simulation parameters are detailed in Table 5.3 and Table 5.4.

channel quality is poor, the NoTx mode is employed more frequently, while the 64-DAPSK (4,16)

mode is used more often, when the SNR increases. The BER and BPS performance curves of our

adaptive system are shown in Figure 5.19, where we observe that the overall BER was indeed lower

than the target BER of10−5, while the BPS curve improves, as the SNR increases.
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Figure 5.20: The 3D throughput for the ATSDD scheme of Figure5.9 for transmission

over quasi-static Rayleigh fading wireless and imperfect optical channels for the whole

cell with SNR = 7 dB. A phase rotation of uptoδ = 0.4 radian is considered in the optical

link. The other simulation parameters are summarised in Table 5.3 and Table 5.4.

Finally, Figure 5.20 depicts the 3D throughput performanceof the ATSDD scheme for the entire

area of the cell Figure 5.9 at SNR= 7 dB. The six distinctive throughput peaks correspond to the

six locations of RAs and indicate that a higher throughput may be obtained, when the MS is closer

to the RAs.

5.5 Conclusions

In this chapter we have investigated a 16-StQAM-TC assistedNC scheme relying on the butterfly

network topology of Figure 5.1. It was found in Figure 5.2 that as expected, the achievable BER

performance is affected by the location of the RN. More specifically, when the transmit power at the

SNs and RN are identical, the RN located at the centre of the butterfly network topology achieves

the best performance as demonstrated in Figure 5.2. However, when the power sharing approach

is invoked, the optimum RN location is closer to the DNs, where another dB of power gain can be

attained. The SNR threshold values of the NC scheme when transmitting over Correlated Rayleigh

fading channels are summarized in Table 5.5. Furthermore, the channel capacity of the butterfly

network topology is also studied.
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Correlated Rayleigh

Channel fd = 0.01

Memory 2

Decoder Approximate Log-MAP

Code Ro SNR Threshold (dB)

FER=10−2 FER=10−3

16-DAPSK (2,8)-TC-NC 4/3 12.50 13.72

16-DPSK-TC-NC 4/3 13.75 15.00

16-DAPSK (2,8)-TC-Power-Sharing4/3 11.92 12.90

16-DPSK (2,8)-TC-Power-Sharing 4/3 13.18 14.50

Table 5.5: SNR threshold values of the NC scheme when transmitting over Correlated

Rayleigh fading channels. The values are tabulated from Figure 5.4.

Then, in Section 5.3 we have proposed a soft-decision M-DAPSK aided AF based relaying

scheme, which is capable of attaining a further 4.5 dB SNR gain, as seen in Figure 5.7.

Finally, in Section 5.4.1 we have investigated the uplink performance of FFR based multicell

and multiuser schemes, where cooperative wireless and optical-fiber (DFO or AROF) communi-

cations were combined. In Section 5.4.1.3, we have derived the SIMO-based soft-demodulation

expressions for StQAM and shown in Figure 5.13 that the proposed TC-StQAM scheme is robust

to both wireless and optical-fiber induced channel impairments. More explicitly, as seen in Fig-

ures 5.14–5.16 the proposed TC-StQAM-SIMO scheme is capable of removing 6 out of 12 BER

peaks at the cell-edge, despite dispensing with CSI for boththe wireless and optical-fiber links. The

proposed TC-StQAM-SIMO scheme constitutes an attractive low-complexity detection candidate

for FFR based multicell, multiuser LTE and WiMAX systems. Furthermore, we have proposed an

ATSDD scheme for AROF aided and RA-assisted uplink transmission in a FFR based multicell,

multiuser system. A combination of the wireless and optical-fiber channels was considered, which

imposed different imperfections. The SNR threshold valueswhen employing our TC- soft-decision

aided non-coherently detected schemes for transmission over AWGN and optical fiber channels

were summarized in Table 5.6. We have demonstrated that our proposed ATSDD scheme is a

practical, low complexity and energy efficient design.



5.5. Conclusions 142

Channel AWGN and Optical-Fiber Channel

Memory 3

Decoder Approximate Log-MAP

Code δ SNR Threshold (dB)

BER=10−5 BER=10−6

4-DPSK 0.0 5.20 5.50

8-DPSK 0.0 7.80 8.26

16-DAPSK (2,8) 0.0 12.48 13.52

64-DAPSK (4,16) 0.0 16.90 17.27

4-DPSK 0.2 5.20 5.50

8-DPSK 0.2 7.81 8.26

16-DAPSK (2,8) 0.2 12.49 13.53

64-DAPSK (4,16) 0.2 17.11 17.35

4-DPSK 0.4 5.37 5.50

8-DPSK 0.4 8.35 8.76

16-DAPSK (2,8) 0.4 12.75 14.51

64-DAPSK (4,16) 0.4 18.88 18.37

4-DPSK 0.6 5.75 6.00

8-DPSK 0.6 8.40 8.78

16-DAPSK (2,8) 0.6 13.31 15.51

64-DAPSK (4,16) 0.6 error-floor error-floor

Table 5.6: SNR threshold values of TC- soft-decision aided non-coherently detection

schemes when transmitting over AWGN and optical fiber channels. The values are tabu-

lated from Figure 5.17.



Chapter 6
Conclusions and Future Work

In this concluding chapter, a summary of the thesis and the main findings of our investigations will

be presented in Section 6.1, followed by a range of ideas for future research in Section 6.3.

6.1 Summary and Conclusions

Chapter 1 constitutes the background of our research throughout thisthesis. More specifically,

a rudimentary overview of both the channel capacity and of EXIT charts based on the concept

of mutual information was provided in Section 1.1. Then, thehistory of coded modulation and

adaptive coded modulation was outlined in Section 1.2. Thisprovided the foundations for our

further investigations of the proposed solutions. Furthermore, the outline of the thesis was pre-

sented in Section 1.3. Finally, the motivation and novel contributions of the thesis were detailed in

Section 1.4.

In Chapter 2, we investigated coherent coded modulation schemes in the context of bothfixed

andadaptive modes. The fixed mode based schemes were investigated in Section 2.2. More specif-

ically, we commenced our discussions with a rudimentary introduction to TTCM and BICMI-ID

in Section 2.2.3 and Section 2.2.4.2, respectively. Then inSection 2.2.5, we presented simula-

tion results for 4PSK, 8PSK, 16QAM and 64QAM aided TTCM and BICM-ID schemes, when

communicating over both AWGN and uncorrelated Rayleigh fading channels. It was found in Fig-

ure 2.14 and Figure 2.15 that the performance of the TTCM was 0.5 dB–2.5 dB better than that of

BICM-ID, when transmitting over AWGN channels, while imposing the same complexity. All the

4PSK-TTCM, 8PSK-TTCM and 16QAM-TTCM systems had a better BER performance than that

of BICM-ID, when communicating over uncorrelated Rayleighfading channels at a given complex-

ity, as shown in Figure 2.16 and Figure 2.17. Furthermore, the Eb/N0 andSNR values required for

both the TTCM and BICM-ID schemes communicating over the AWGN and uncorrelated Rayleigh

fading channels at BER =10−5 and BER =10−6 were listed in Table 2.5 and Table 2.7, respec-

tively. These thresholds were then used as the mode-switching thresholds for our adaptive scheme
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in Section 2.3.1.1. The performance of our near-instantaneously adaptive coded modulation scheme

communicating over both quasi-static as well as over the shadow-and-fast Rayleigh fading chan-

nels defined in Section 2.3.2.1 were shown in Section 2.3.2. The higher-order modes were activated

more frequently compared to their lower-order counterparts upon increasing the SNR, as demon-

strated by Figures 2.25 and 2.27. Furthermore, the BPS throughput increased smoothly, while the

BER was maintained below10−6, when transmitting over the quasi-static as well as shadow-and-

fast Rayleigh fading channels, as shown in Figures 2.26 and 2.28. As expected, the performance

recorded for transmission over the quasi-static Rayleigh fading channel was better than that over

the shadow-and-fast Rayleigh fading channel owing to the more benign characteristics of the quasi-

static channel.

Following the investigation of coherent coded modulation in Chapter 2, we proposed novel

soft-decision aided non-coherent coded modulation schemes inChapter 3. The fixed mode perfor-

mance of the soft-decision aided schemes was investigated in Section 3.2, where the concept of the

soft-decision StQAM aided BICM-ID scheme was detailed in Section 3.2.1. The simulation results

of Figure 3.4 show that the optimum ring ratio of the twin-ring StQAM was 0.2, which was then

employed in our simulations. Figure 3.6 illustrated that the 16-DAPSK (2,8)-BICM scheme outper-

forms the 16DPSK-BICM scheme by approximately 12 dBs at a BERof 10−6. Furthermore, ob-

serve in Figure 3.6 that 16-DAPSK (2,8)-BICM-ID outperforms the non-iterative 16-DAPSK (2,8)-

BICM by approximately 2 dB after thesecond iteration with the aid the extrinsic bit-probabilities

of Equation (3.11) and Equation (3.12). The EXIT curve of theouter CC of the BICM-ID scheme

does not match the shape of the soft decision aided 64-DAPSK (4,16) demapper, while that of the

outer TC in the TuCM scheme does, as shown in Figure 3.13. Hence, the TuCM scheme was con-

sidered in our multi-ring DAPSK investigations conducted in Section 3.2.2. Furthermore, offset

DAPSK is also considered in order to facilitate the employment of a less stringent linear power

amplifier at the transmitter. Observe in Figure 3.14 that compared to the identical-throughput

TuCM assisted 64-DPSK scheme, the 4-ring based TuCM assisted 64-ary DAPSK arrangement

has a power-efficiency improvement of 4.2 dB at a bit error ratio of 10−5. Furthermore, when

the TC block size is increased, the system operates closer tothe channel capacity. The simulation

results of Figure 3.15 showed that when using a TC block length of 400 modulated symbols, the

64 DAPSK (4, 16) scheme is 7.56 dB away from its capacity curve, while it had a reduced gap

of 2.25 dB, when using a longer TC block length of 40 000 modulated symbols. Then, adaptive

soft-decision aided non-coherent coded modulation schemes were proposed in Section 3.3 and their

performance was investigated in Section 3.3.2, when communicating over both quasi-static as well

as shadow-and-correlated Rayleigh fading channels.

In Chapter 4, we investigated the employment of coded modulation schemes for cooperative

communications. Firstly, we proposed a hybrid technique ofmitigating the effects of RN-induced

error propagation in Section 4.2, which takes into consideration both the RN-BER (as detailed in

Section 4.2.1.1) and the RN location (as detailed in Section4.2.1.2) for mitigating the error propa-

gation. The results shown in Figure 4.6 demonstrated that this technique is particularly beneficial,



6.1. Summary and Conclusions 145

when the BER at the RN is high, since transmit power reductions of up to 19 dB may be attained

at a BER of10−4. Secondly, relay aided ACM schemes were conceived in Section 4.3 for coop-

erative communications over the quasi-static and shadow-and-fast Rayleigh fading channels. The

SNR switching thresholds were listed in Tables 3.4–3.6, while the related ACM performance of

cooperative communications was characterized in Figures 4.16–4.23. Then in Section 4.4 we pro-

posed the adaptive TTCM (ATTCM) aided Distributed Space-Time Trellis Coding (STTC) scheme

of Figure 4.25 for cooperative communication over quasi-static Rayleigh fading channels. An

ATTCM scheme is employed by the SN of Figure 4.25 during the first transmission period for re-

liably conveying the source bits toN number of RNs by appropriately adjusting the code-rate and

modulation mode according to the near-instantaneous channel conditions. The TTCM switching

thresholds were carefully chosen for ensuring that the BER at each RN becomes lower than10−6

in order to minimise the potential error propagation imposed by the RNs. During the second trans-

mission period, anN-antenna assisted Distributed STTC (DSTTC) scheme is created with the aid

of the aforementionedN single-antenna relay nodes as portray in Figure 4.26. More specifically,

N relay nodes are utilised to form STTC codewords based on the re-encoded TTCM symbols of

the relays for transmission to the DN. At the DN, iterative extrinsic information exchange is per-

formed between the STTC and TTCM decoders for recovering theoriginal source bits. It is shown

in Figure 4.29 that the proposed ATTCM-DSTTC scheme requires 12 dBs less transmission power

in comparison to a standard TTCM scheme, when aiming for a frame error ratio of10−3.

Following the investigation of coherent coded modulation schemes designed for cooperative

communications in Chapter 4, we focused our research efforts on their non-coherent coded mod-

ulation counterparts inChapter 5. Firstly, based on the soft-decision aided DAPSK scheme of

Chapter 3, we investigated a 16-StQAM-TC assisted NC schemerelying on the butterfly network

topology of Figure 5.1 in Section 5.2. As expected, the achievable BER performance is affected

by the location of the RN. More specifically, as seen in Figure5.2, when the transmit power at the

SNs and RN are identical, the RN located at the centre of the butterfly network topology achieves

the best performance. However, when power sharing is invoked in Section 5.2.1.2, the optimum

RN location was found to be closer to the DNs, where another dBof power gain can be attained,

as evidenced by Figure 5.3. Then, the NC capacity was investigated in Section 5.2.1.3. Figure 5.5

showed that the achievable capacity of the NC aided scenariois higher compared to the single-link

scenario. Secondly, the soft-decision M-DAPSK scheme of Section 5.3 was incorporated into an

AF based cooperative communication system in Section 5.3. As demonstrated in Figure 5.7, an AF

based cooperative communication system obtained about 4.5dB SNR improvement for a TC block

length of 40 000 modulated symbols, compared to that of the traditional point-to-point transmis-

sion. Finally, in Section 5.4 we proposed a low-complexity cooperative wireless and optical-fiber

communication scheme for uplink communication in a FFR based multicell, multiuser system.

More specifically, the FFR principle is invoked for improving the cell-edge performance without

reducing the throughput of the cell-center. Each cell is illuminated with the aid of six Remote An-

tennas (RAs), which are connected to the central base-station with the aid of realistically modelled
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imperfect optical-fiber links. When a Mobile Station (MS) islocated at the cell-edge, the two near-

est RAs can be invoked for detecting and forwarding the user’s signal to the base-station, based on

the Single-Input Multiple-Output (SIMO) principle. The FFR systems, basic philosophy was pre-

sented in Figure 5.8. Furthermore, we employed both the DFO and AROF of Section 5.4.1.1 for the

optical fiber link, as detailed in Section 5.4.1. Furthermore, we designed a Turbo Coded (TC) 16-

level Star-Quadrature Amplitude Modulation (StQAM) scheme for supporting optical-fiber-aided

cooperative wireless transmission in Section 5.4.1.3, where the receiver does not have to estimate

the channel state information. Hence, a lower detection complexity can be achieved, when com-

pared to coherently detected schemes, albeit naturally, ata 3 dB power-loss. We also investigated

the effect of phase-rotations imposed by imperfect optical-fiber links. The simulation results in

Figure 5.14a and Figure5.14b showed that our non-coherent TC-StQAM scheme is robust to both

wireless and optical-fiber imperfections. More explicitly, the proposed TC-StQAM-SIMO scheme

is capable of removing 6 out of 12 BER peaks at the cell-edge, despite dispensing with CSI for

both the wireless and optical-fiber links. Furthermore, we have also proposed an ATSDD scheme

for AROF aided and RA-assisted uplink transmission in a FFR based multicell, multiuser system

in Section 5.4.1.4. A combination of the wireless and optical-fiber channels was considered, which

imposed different imperfections. We have demonstrated that our proposed ATSDD scheme was a

practical, low complexity, energy efficient design in Figures 5.18–5.20.

6.2 Design Guidelines

In this section, we summarize the general design guidelinesof coherent and non-coherent coded

modulation schemes conceived for cooperative communications by examining the various schemes

investigated throughout Chapters 1– 5.

1. Non-coherent Coded Modulation Design:

(a) Differentially encoded and non-coherently detected modulation techniques have a low

complexity, since they do not require any CSI. However, whenchannel coding is incor-

porated into M-DAPSK (Ma,Mp), its performance remains far from the correspond-

ing detection-dependent DCMC’s capacity owing to the employment of hard-decision

based demodulation.Hence, the family of soft-decision aided non-coherent demodu-

lation may be recommended for low-complexity, near-capacity yet energy-efficient de-

signs, bearing in mind that the closer the system is operatedto its capacity, the higher

its complexity and delay.

(b) The above-mentioned soft-decision aided non-coherentdetector designs may involve

several design aspects, such as the choice of separate amplitude and phase detection

versus their joint detection, the determination of the optimal ring ratios for different

M-DAPSK schemes, the interleaver length and the particularbit-to-symbol mapping

methods employed, which fundamentally determine the properties our proposed soft-
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decision aided M-DAPSK systems.Hence these parameters have to be carefully chosen

using the EXIT charts for designing near-capacity coded modulation schemes.

(c) As another low-complexity, energy-efficient non-coherent coded modulation design,

the family of near-instantaneous by adaptive schemes was conceived in Section 3.3,

which were based on our fixed-mode soft-decision aided M-DAPSK schemes. More

specifically, the transmitter extracts the coded modulation mode required by the receiver

for achieving its target integrity from the reverse-link transmission burst in order to

accommodate the channel-quality fluctuations.As a design-lesson, the fixed CM-modes

have to be incorporated into near-instantaneous adaptive transceivers for the sake of

maintaining the target-BER, whist achieving the highest possible throughput.

2. Coherent and Non-coherent Coded Modulation for Cooperative Communications Design:

(a) Cooperative communications has emerged recently as a strong candidate for improving

the cell-edge coverage. While DF relaying is prone to RN-induced error propagation

owing to decoding errors, AF techniques fails to improve theSNR, because both the

signal and the noise are amplified together. Hence, the challenges of RN-induced error-

propagation and the acquisition of CSI must be tackled before it wide-spread practical

employment. Hence, we embarked on mitigating the RN-induced error-propagation in

the context of coherent CM systems in the DF scenarios, whilenon-coherent coded

modulation dispensing with CSI was conceived for AF scenarios. Explicitly, for the

more complex, but higher-performance DF schemes coherent detection may be recom-

menced, while the combination of AF relaying and non-coherent detection is ideal for

low-cost designs.

(b) Coherent Coded Modulation for Cooperative Communication Design:

• The RNSPA technique was designed for mitigating the RN-induced error propa-

gation in Section 4.2. More specifically, the system selected the most appropriate

relay based on the transmit power level required for guaranteeing reliable relay-

ing, whilst also considering the RN-BER. As demonstrated inFigures 4.3−4.11,

our RNSPA technique is particularly beneficial, when the BERat the RN is high.

As a design-lesson, in addition to the careful choice of AF/DF relaying as well

as coherent vs non-coherent detection, also relay-selection play a crucial role in

determining the attainable performance.

• Both non-coherently and coherently detected adaptive coded modulation may also

be invoked in cooperative systems as another improvement.

• In Section 4.4, we designed an ATTCM-DSTTC scheme for cooperative commu-

nications as another diversity-gain improvement for the sake of mitigating the RN-

induced error propagation and ultimately for saving energy. More specifically, an

ATTCM scheme was employed for the SR link for the sake of realising the full

potential of various TTCM schemes, where the RN-induced error propagation was
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minimised. This is because the ATTCM scheme is capable of counteracting the

time-varying nature of the mobile radio channels. Explicitly, a higher-rate code

and/or a higher-order modulation mode are employed, when the instantaneous es-

timated channel quality is high in order to increase the number of BPS transmitted.

Conversely, a more robust lower-rate code and/or a lower-order modulation mode

are employed, when the instantaneous channel quality is low, in order to improve

the mean BER.

Furthermore, the DSTTC scheme of Section 4.4.2 was invoked for the RD links for

the sake of achieving a spatial diversity gain for the RD links. In conclusion, whilst

the co-located antenna elements of classic STTC are prone toshadow-fading, this

problem is circumvented by the distributed elements of cooperative/distributed

STTCs.

(c) Non-Coherent Coded Modulation for Network-Coded Cooperative Communications:

• In Section 5.2.1.1 first designed a soft-decision aided M-DAPSK aided TC based

physical layer for a butterfly-structured NC system relyingon the DF relaying pro-

tocol. The role of NC is that of improving both the achievablethroughput and

the diversity gain. More specifically, the butterfly-structured NC scheme allows

a single RN to combine the information received from two different SNs, before

broadcasting the information to two different DNs. Furthermore, an efficient power

sharing mechanism was designed for further reducing the overall transmit power

requirement of the network in Section 5.2.1.2.In a nutshell, NC may be recom-

mended for eliminating the half duplex throughput loss of conventional AF/DF

relaying.

• Finally, non-coherent coded modulation schemes may be recommended as a so-

phisticated combination of wireless mobile systems and optical fiber links, as de-

tailed in Section 5.4. Non-coherent by detected coded modulation schemes are

particularly suitable for optical fiber links, where the employment of coherent de-

tention still remains a research challenge to a large extent.

6.3 Suggestions for Future Work

The research illustrated in this thesis can be extended in several directions. In this section, we

highlight a number of potential future research ideas.

6.3.1 Optimization Analysis for Soft-Decision aided M-DAPSK

In Chapter 3, we derived new soft-decision demodulation formulas for M-DAPSK. We also deter-

mined the optimal ring ratios for our proposed soft-decision detector. The subject of constellation

design has been an active research topic [59, 227–233] in context of conventional coherent trans-
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mission. By contrast, the design of the optimal constellations for differential modulation schemes

has failed to attract sufficient research efforts. As demonstrated in Chapter 3, the choice of bit-

to-symbol mapping method substantially influences the performance of the soft-decision aided M-

DAPSK system. Therefore, the optimisation of constellation labelling for the soft-decision aided

M-DAPSK systems is of immediate interest. As a further improvement,low-complexity, low-power

techniques have to be designed for the overall network context, when considering realistic multi-

user, multi-cell scenarios instead of single-user links. More specifically, all performance improve-

ments achieved by more sophisticated and more complex signal processing have to be justified

in the light of the extra power-consumption in the above holistic design context. The whole sys-

tem may also be optimised in terms of the choice of code-ratesand puncturing-rates, the required

memory and the iterative decoding performance achieved with the aid of exchanging extrinsic in-

formation.

6.3.2 Multiple-Symbol Detection Aided M-DPSK/DAPSK

Based on Chapter 3, a new soft-decision aided M-DPSK/DAPSK detection method was proposed

in [104, 105], which achieved the optimum differential detection capability at a substantially re-

duced detection complexity. The conventional single-symbol M-DPSK/DAPSK detection philoso-

phy can be extended to Multi-Symbol Differential Detection(MSDD), Multiple-Symbol Differen-

tial Sphere Detection (MSDSD), Decision-Feedback Differential Detection (DFDD) and Linear

Prediction aided Differential Detection (LPDD). Let us briefly consider the hard-decision sce-

nario. In the MSDD scheme, the determinant of the correlation matrix is a constant for M-

DPSK [234–238], but it is not a constant for M-DAPSK. Hence, it is easier to invoke for an MS-

DSD M-DPSK scenario, but it deserves research efforts to solve this problem also for M-DAPSK.

However, the transmit symbols of M-DAPSK do not have a constant amplitude value. We might

circumvent this problem in tow different ways. On the one hand, we can dynamically update the

determinant of the correlation matrix according to the tentative transmitted candidate symbol [239],

which may involve a high complexity but it provides the optimal solution. On the other hand, sep-

arate amplitude and phase detection [240] may be employed ata reduced complexity, which might

exhibit an error floor. The same problems exist for the soft-decision scenario.

6.3.3 Coded Modulation for the Uplink/Downlink of the Long-Term Evolution Sys-

tem

For the LTE downlink, Orthogonal Frequency Division Multiplexing (OFDM) [241] is relying on

a large number of parallel, narrow-band subcarriers is used. For the uplink, where the available

transmission power is significantly lower than for the downlink, the situation is somewhat differ-

ent. One of the most important factors in the uplink design isto facilitate the employment of

power-efficient amplifiers. Hence, single-carrier frequency-division multiple access (SC-FDMA)

is used for the LTE uplink [242]. Employing channel coding for further improving the performance
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of OFDM systems has also been studied in [243–247]. For example, LDPC codes combined with

OFDM are capable of providing a significant performance improvement as compared to uncoded

systems [246]. Furthermore, BICM and BICM-ID have also beeninvestigated in the context of

OFDM systems [243–245], while LDPC coded SC-FDMA was studied in [248]. As a further ex-

tension of the LTE uplink/downlink, we can employ the proposed soft-decision aided non-coherent

CM schemes for reducing the complexity.

6.3.4 Space-Time-Coded Modulation for Combined Wireless and Optical Commu-

nications

Space-time codes have been proposed for wireless communications in order to exploit all the de-

grees of freedom available in a MIMO channel [249–252]. The space-time channel coding tech-

nique has been proposed for amalgamated wireless and optical channels in [253]. Space-Time

Coded Modulation (STCM) was proposed as a further improvement for wireless communications,

which jointly designed space-time coding and CM [250,254].As another further research idea, we

might investigate a STCM system conceived for both the downlink and uplink in combined wireless

and optical communications.

6.3.5 Space-Frequency-Time Coded Modulation for Broadband Wireless Commu-

nications

The application of space-frequency-time coding combined with OFDM was recently presented as

attractive solution for future high data rate wireless communications [255, 256]. Reducing the en-

ergy consumption [214] in wireless communications has recently drawn increasing attention from

the research community. Hence, we might investigate a jointspacial-domain, frequency-domain

and time-domain coded modulation techniques conceived forfuture energy-efficient solutions.

6.3.6 Superposition-Based ACM for MIMO-OFDMA Systems

Orthogonal Frequency Division Multiple Access (OFDMA) hasbecome the dominant multiple ac-

cess scheme for next generation wireless networks, since both of the LTE system and the IEEE 802.16m

system have adopted OFDMA as their multiple access technology [257]. In OFDMA systems,

multi-user diversity can be exploited not only for increasing the achievable network capacity but

also for reducing the energy consumption [258]. We might propose a superposition-based [164]

ACM for MIMO-OFDMA networks. More specifically, we could select the optimal modulation

corresponding to the near-instantaneous channel conditions by using superposition based modula-

tion for increasing the achievable efficiency.
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6.3.7 An Iterative Technique for Mitigating the RN-induced Error Propagation

In Section 4.2, a technique referred to as the Correcting theRelay’s Decoding Errors at the Destina-

tion (CRDED) was employed for mitigating the RN-induced error propagation. However, as seen

in Figure 4.2, the RN-BER△ci
k was only taken into account by the symbol-to-bit demapper ofthe

RD link. We might employ a joint iterative processing based on ysd, yrd and△ci
k for further im-

proving the end-to-end performance. More specifically, an iterative decoding scheme exchanging

extrinsic information between the SR-link’s demapper, theRD-link’s demapper and a CM decoder

may be designed with the aid of EXIT charts for approaching the achieveable capacity.



Appendix A

A.1 Appendix to Chapter 2

Figure A.1 was obtained by transmitting 10 000 frames, each having a block length of 12 000

symbols. The number of iterations wasIt = 4 over the AWGN channel. Figure A.2 was generated

for the 12 000 symbol block length andIt = 4 iterations over the uncorrelated Rayleigh fading

channel. It is worth noting that the value of SNRmin varies with the number of iterations and block

size.

A.2 Appendix to Chapter 3

Figure A.3 shows the BER performance of the BICM-ID-64-DAPSK (4,16) scheme when commu-

nicating over the correlated Rayleigh fading channel associated with fd = 0.01 and fd = 0.001

using the parameters listed in Table 3.7. Figure A.4 presents the constellation diagrams of the

8-DAPSK (4, 2), 16-DAPSK (4, 4), 32-DAPSK (4, 8) and 64-DAPSK(4, 16) modulation schemes.

A.3 Appendix to Chapter 5

A.3.1 Peak Power and Average Power

The peak power of an optical pulse is the maximum occurring optical power. The peak power is

often calculated from the full width at half-maximum pulse durationTFWHM and the pulse energy

Ep. The conversion depends on the temporal shape of the pulse. For example, for Gaussian-shaped

pulses, the peak power may be expressed as [259]:

Ppeak ≈ 0.94
Ep

TFWHM
. (A.1)

The average power is the pulse energy averaged over the full periodT, which might be formulated

as:

Pavg ≈ Ep

Tall
. (A.2)
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Figure A.1: EXIT charts of4PSK, 8PSK, 16QAM and 64QAMfor TTCM when com-

municating over theAWGN channel with SNRmin.

Based on Equations (A.1)–(A.2), the conversion between thepeak power and the average power

may be written as [259]:

Ppeak ≈ 0.94
PavgTall

TFWHM
(A.3)
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Figure A.2: EXIT charts performance of4PSK, 8PSK, 16QAM and 64QAMfor TTCM

when communicating over theuncorrelated Rayleigh fading channelwith SNRmin.
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Figure A.4: Constellation diagrams of the M-DAPSK (4,Mp) modulation schemes.
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