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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF PHYSICAL SCIENCES AND ENGINEERING
SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Coherent and Non-coherent Coded Modulation For Cooperatie Communications

by Dandan Liang

The design trade-offs of coherent versus non-coherentdcat®lulation conceived for co-
operative communications are explored. More specificalhyerent versus non-coherent coded
modulation designed for traditional point-to-point commimations is investigated first, before we
extend the application of coded modulation to cooperativaraunications.

Firstly, we focus our attention on coherent coded modutatishen communicating over Ad-
ditive White Gaussian Noise (AWGN) and uncorrelated Rayldiading channels, followed by
the investigation of the adaptive coded modulation (ACMhew transmitting over both quasi-
static as well as over shadow-and-fast Rayleigh fading mflan Furthermore, soft-decision aided
non-coherent coded modulation designed both for fixed maddsadaptive modes is proposed.
More specifically, we conceive soft-decision aided Diffaéral Amplitude and Phase-Shift Key-
ing (DAPSK) for low-complexity wireless communicationgce it dispenses with high-complexity
channel estimation. We commence by designing soft-detisased demodulation for 16-level
DAPSK, or I6-level Star Quadrature Amplitude Modulationhiah is then invoked for iterative
detection aided Bit-Interleaved Coded Modulation (BICDII It is shown that the proposed 16-
DAPSK based BICM-ID scheme achieves a coding gain of appratély 14 dBs in compari-
son to the identical-throughput 16-level Differential B&shift Keying (L6DPSK) assisted BICM
scheme at a Bit Error Ratio (BER) @0~°. Then, we derive the soft-output probability formulas
required for a soft-decision based demodulation of higleoDAPSK, in order to facilitate itera-
tive detection by exchanging extrinsic information with @uter Turbo Code (TC). Furthermore,
when the TC block size is increased, the system operatesrdioghe channel capacity. Offset
DAPSK is also considered in order to facilitate the emplogtnaf a less stringent linear power
amplifier specification at the transmitter. Compared to demfical-throughput TC assisted 64-ary
Differential Phase-Shift Keying (64-DPSK) scheme, thendtbased TC assisted 64-ary DAPSK
arrangement has a power-efficiency improvement of 4.2 dBB&ER of 10~°. Furthermore, when
the TC block size is increased, the system operates clogbe tchannel capacity. More specifi-
cally, when using a TC block length of 400 modulated symbibis,64 DAPSK(4, 16) scheme is
11.25 dB away from its capacity curve, while it operates inith 7 dB of the capacity, when using
a longer TC block length of 40 000 symbols. Furthermore, fier $ake of an improved energy
efficiency, we proposed the adaptive modes for non-coheaed modulation.

Then, we considered coded modulation schemes designeddper@ative communications.



Firstly, an attractive hybrid method of mitigating the effe of error propagation that may be im-
posed by the relay node (RN) on the destination node (DN)dpagsed in Chapter 4. We select
the most appropriate RN location for achieving a specifigdtBER at the relay and signalled the
RN-BER to the DN. The knowledge of this BER is then exploitgdh® decoder at the destination.
Our simulation results show that when the BER encounter¢ideaRN is low, we do not have to
activate the RN-BER aided decoder at the DN. However, wherRiN-BER is high, significant
system performance improvements may be achieved by actjviite proposed RN-BER based
decoding technique at the DN. For example, a power-reducifaip to about 19 dB is recorded
at a DN BER of10~%. Secondly, the basic principle of ACM invoked for cooperatcommuni-
cations is detailed in the context of three main structussgle RN aided ACM, twin RN aided
ACM and single RN aided ACM additionally combined with theuste-to-destination (SD) link
at the DN. Then we propose an adaptive TTCM (ATTCM) aided ribisted Space-Time Trellis
Coding (STTC) scheme for cooperative communication ovesgstatic Rayleigh fading chan-
nels. Specifically, an ATTCM scheme is employed by the sonozie during the first transmission
period for reliably conveying the source bits 3 RNs by appropriately adjusting the code-rate
and modulation mode according to the near-instantaneaarsneh conditions. It is shown that the
proposed ATTCM-DSTTC scheme requires 12 dBs less trangmigower in comparison to a
standard TTCM scheme when aiming for a Frame Error Ratio JFER) 3.

Finally, we focus our attention on non-coherent coded metthri conceived for cooperative
communications. Firstly, we investigate a 16-StQAM-TCistesl NC scheme relying on the pop-
ular butterfly network topology. As expected, the achiesa®ER performance is affected by the
location of the RN. More specifically, when the transmit pmvat the SNs and RN are identical,
the RN located at the centre of the butterfly network topolagyieves the best performance. How-
ever, when the appropriately designed power sharing apprizainvoked in Section 5.2.1.2, the
optimum RN location is closer to the DNs, and another 1 dB efgrogain can be attained. Then,
the NC capacity was quantified and the simulation resultdgfreé 5.5 showed that the achievable
capacity of the NC scenario is improved compared to the sitigk scenario. Secondly, as a novel
application example, our soft-decision M-DAPSK scheme@iporated into an AF based coop-
erative communication system. We found that an AF basederatipe communication system
obtains a 4.5 dB SNR improvement for a TC block length of 40 A@@lulated symbols, com-
pared to that of the traditional point-to-point transnossi Finally, we propose a low-complexity
amalgamated cooperative wireless and optical-fiber conwation scheme for uplink communi-
cation in a FFR based multicell, multiuser system. The FHRRcple is invoked for improving
the cell-edge performance without reducing the througlgbtihe cell-center. Each cell is illumi-
nated with the aid of six Remote Antennas (RAS), which areneoted to the central base-station
with the aid of realistically modelled imperfect opticabdir links. When a Mobile Station (MS)
is located at the cell-edge, the two nearest RAs can be idvikedetecting and forwarding the
user’s signal to the base-station, based on the Singla-Mpliiple-Output (SIMO) principle. Fur-
thermore, we employ both the Digital Fiber Optic (DFO) andafague Radio-over-Fiber (AROF)



principles for the optical fiber link. We then design a Turbadéd (TC) 16-level Star-Quadrature
Amplitude Modulation (StQAM) scheme for supporting optifiber-aided cooperative wireless
transmissions, where the receiver does not have to estimaihannel state information. Hence,
a lower detection complexity can be achieved, when comperembherently detected schemes,
albeit naturally, at a 3 dB power-loss. We also investigheedffect of phase-rotations imposed by
imperfect optical-fiber links. Our non-coherent TC-StQAbheme is robust to both wireless and
optical-fiber imperfections. More explicitly, the propdséC-StQAM-SIMO scheme is capable of
removing 6 out of 12 BER peaks at the cell-edge, despite dipg with CSI for both the wireless
and optical-fiber links. As a further improvement, the adepturbo-coded soft-decision aided
differential detection (ATSDD) scheme is employed by thebilo Station (MS) for reliably con-
veying the source bits to a pair of nearby Remote Antennass)R# appropriately adjusting the
modulation mode according to the near-instantaneous egsednd AROF channel condition. The
ATSDD switching thresholds are specifically adjusted fosweing that the BER remains below
10~>. We also investigated the effect of phase-rotations relytimposed by practical imperfect
Radio-over-fiber (ROF) links. We demonstrate that our ATSé&zBeme is robust to both wireless
and optical-fiber imperfections.



Declaration of Authorship

I, Dandan Liang, declare that the thesis entiti@bherent and Non-coherent Coded

Modulation for Cooperative Communications and the work presented in it are my own and has

been generated by me as the result of my own original resebconfirm that:
e This work was done wholly or mainly while in candidature foresearch degree at this
University;

e Where any part of this thesis has previously been submitted tiegree or any other quali-
fication at this University or any other institution, thisshaeen clearly stated;

e Where | have consulted the published work of others, thisnays clearly attributed;

e Where | have quoted from the work of others, the source isyawgaven. With the exception
of such quotations, this thesis is entirely my own work;

¢ | have acknowledged all main sources of help;

e Where the thesis is based on work done by myself jointly witters, | have made clear
exactly what was done by others and what | have contributeskefy

e Parts of this work have been published.

Signed: ...oooeiii D | (=



Acknowledgements

I would like to express my heartfelt gratitude to Dr. Soon Kigand Professor Lajos Hanzo for
their outstanding supervision and support throughout regaich. Thank Dr. Ng for his kindness
guidance and help. Without his patient instruction, infighcriticism and expert guidance, my
research would not have been done easily, meanwhile he gieethat “Tomorrow will be able
to be better”. Thank Prof. Hanzo for not only offering me \aile suggestions in the academic
studies but also teaching me the attitude of “step by step’a word, their guidance, inspiration
and encouragement have greatly benefited me not only in warélo in life. Most importantly, |
would like to thank them for their invaluable friendship.

Many thanks also to my colleagues and the staff of the Comeatinohs Group, both past and
present, for their support, help and discussions throughguresearch. Special thanks to my
colleagues, Professor Sheng Chen, Professor Lie-Liang,Yan Rob Maunder, Dr. Mohammed
El-Hajjar, Dr. Rong Zhang, Dr. Muhammad Fasih, Chao Xu, DMWang, Xinyi Xu, Meng Song,
Varghese Antony Thomas, Li Li, Yongkai Huo and Chuyi Qiantfogir kindly provided technical
support and collaborative work. Thanks to my friends | hawdrd) my PhD years, too numerous
to mention here explicitly. Also thanks to Denise Harvey aagdren J Dampier for their help in

the adiministratvie matters.

| would also like to express my appreciation to my parentsagdhang Liang and Guangmei
Liu, to my elder sister and brother-in-law Yan Liang and Jumiu, as well as to my parents-in-
law Yanqun Zhong and Yanjun Chen for their love and suppottrtHermore, thanks also to my
husband Dr. Shida Zhong for his love, support and care for me.



List of Publications

Journals:

1. D. Liang, S. X. Ng and L. Hanzo, “Soft-decision Star-QAM aided BICH*] IEEE Signal
Processing Letters, vol.18, no.3, pp.169-172, 2011.

2. D. Liang, S. X. Ng and L. Hanzo, “Near-Capacity Turbo Coded Soft-sieai Aided
DAPSK/Star-QAM for Amplify-and-forward based CooperatiCommunications”, IEEE
Transactions on Communications, vol.61, no.3, pp.10&¥12013.

3. C.Xu,D. Liang, S. X. Ng and L. Hanzo, “Reduced-Complexity Non-cohererit-Becision-
Aided M-DAPSK Dispensing with Channel Estimation”, IEEEafsactions on Vehicular
Technology, vol.61, no.4, pp.1415 - 1425, 2013..

4. C. Xu,D. Liang, S. Sugiura, S. X. Ng and L. Hanzo, “Reduced-Complexity Approg-
MAP and Max-Log-MAP Soft PSK/QAM Detection Algorithms”, EE Transactions on
Communications, IEEEXplore Early Access Atrticles, 2013.

5. D. Liang, V. A. Thomas, X. Xu, S. X. Ng, M. El-Hajjar and L. Hanzo, “Addae Soft-
decision aided Differential Modulation for Cooperativeréess and Optical-Fiber Commu-
nications”,submitted tdEEE Signal Processing Letters, 2013.

6. L. Wang, L. Li, C. Xu,D. Liang, S. X. Ng and L. Hanzo, “Multiple-Symbol Joint Signal
Processing for Differentially Encoded Single- and Mulaw@er Communications: Princi-
ples, Designs and Applicationssubmitted tdEEE Communications Surveys Tutorial.

Conferences:

1. S.X.Ng, C. QianD. Liang and L. Hanzo, “Adaptive Turbo Trellis Coded Modulation Aile
Distributed Space-Time Trellis Coding for Cooperative @anmications”, Proceedings of
IEEE Vehicular Technology Conference (VTC) Spring, 16-18M\2010, Taipei, Taiwan.

2. D. Liang, S. X. Ng and L. Hanzo, “Relay-Induced Error Propagationuié&dn for Decode-
and-Forward Cooperative Communications ", Proceedin¢iSBE GLOBECOM 2010, 6-10
December 2010, Miami, Florida, USA.

3. D.Liang, S. X. Ng and L. Hanzo, “Near-Capacity Turbo Coded Soft-sieai Aided DAPSK/Star-
QAM”, Proceedings of IEEE Vehicular Technology Confere¢&C) Fall, 5-8 September
2011, San Francisco, USA.

4. D. Liang, M. Song, S. X. Ng and L. Hanzo, “Turbo Coded and Cooperatigawdrk Coded
Non-Coherent Soft-Decision Star-QAM Dispensing with QfelrEstimation”, Proceeding
of IEEE GLOBECOM 2011, Houston, TX, USA.

Vii



5. C. Xu,D. Liang, S. Sugiura, S. X. Ng and L. Hanzo, “Reduced-Complexity -Baftision
Aided PSK Detection”, Proceeding of IEEE Vehicular Teclugyl Conference (VTC) Fall,
3-6 September 2012, Qubec City, Canada.

6. C. Xu, D. Liang, S. Sugiura, S. X. Ng and L. Hanzo, “Reduced-complexity SiBC
detection”, Proceeding of IEEE GLOBECOM, 3-7 December 2@tiaheim, USA.

7. D. Liang, X. Xu, S. X. Ng and L. Hanzo, “Turbo-coded star-QAM for coogittve wire-
less and optical-fiber communications”, Proceeding of IE3E€ International Conference
on Photonics, Penang, Malaysia, 01 - 03 Oct 2012, pp. 267-271

viii



Contents

Abstract ii
Declaration of Authorship Y
Acknowledgements Vi
List of Publications vii
Glossary Xiv
List of Symbols XVii
1 Introduction 1
1.1 Mutual Information . . . . . . . ... e 1
1.1.1 ChannelCapacity . . . . . . . . . . . 1
1.1.1.1 Capacity ofthe AWGN Channel . ... .............
1.1.1.2 Capacity of the Uncorrelated Rayleigh Fading Cenn. . . . 4
1.1.2 Extrinsic Information Transfer Characteristics . .. ... . . . . ... ... 6
1.1.2.1 BriefIntroductionto EXITCharts . . . . ... ... ... .. 6
1.2 Coded Modulation . . . . . . . . .. ... 8
1.2.1 History of Coded Modulation . .. ... ................ 9
1.2.2 History of Adaptive Coded Modulation . . . . ... ... ....... 9
1.3 Outlineofthe Thesis . . . . . ... ... .. ... . . ... ... ... 12
1.4 Novel Contributions ofthe Thesis . . . . .. .. .. ... .. . . cu..... 15



2 Coherent Coded Modulation

2.1 Introduction . . . . . . . . .. e 17
2.2 FixedMode . . . . . . . 81
221 RateandSNR. . . . . . . . . . 18
222 FadingChannel . . . .. .. .. . . . . . . . . e 91
2.2.3 Turbo Trellis-Coded Modulation . . . . ... ... ... ... ..... 19
2231 TCMPrinciple . . . .. .. .. . .. . . 20
2.2.3.2 SetPartitioning . . . ... ... 21
2.2.3.3 Maximum-A-Posteriori . . . . ... ... ... 21
2234 TTCMENncoder . .. ... ... .. ... ... 24
2235 TTCMDecoder . . . ... . . .. i 25
2.2.4 Bit-Interleaved Coded Modulation with lterative Dding . . . . . . . . . 26
2.2.4.1 Bit-Interleaved Coded Modulation . . . .. ... ...... 26
2242 BICM-ID . .. .. 29
2.2.5 Simulation Results and Discussions . . . . .. ... ... .. ... 31
2.3 Adaptive Mode Selection Regime . . . . . . . . . .. ... ... e 38
2.3.1 ACM System Architecture . . . . . . . .. .. ... ... 38
2311 ACMMode Selection . . . . ... ... ... .. ... ... . 41
2.3.1.2 Overall Throughput . . . ... ... ... ... ......... 42
2.3.2 Simulation Results and Discussions . . . . . . ... ... @.o.o ... 42
2.3.21 FadingChannelModels . . ... .. .. ............. 43
2.3.2.2 SimulationResults . . . . . .. ... o 43
2.4 Chapter Conclusions . . . . . . . . . . e 46
3 Noncoherent Coded Modulation 48
3.1 Introduction . . . . . . . .. 48
3.2 Fixed Mode Soft-Decision aided M-DAPSK . . . . . . ... ... ... . ... 49
3.2.1 Soft-Decision DAPSK aided BICM-ID . . . . . ... ... ... ... 50
3.2.1.1 DAPSKMapper . . . . . . . . e 50
3.2.1.1.1 Differential Amplitude Selection . . . .. ... ... 50

3.2.1.1.2 Phase Selection



3.2.1.2 DAPSK SoftDemapper . . . . . . . ... . 52

3.2.1.2.1 Amplitude Detection . .. .. ............. 52
3.2.1.2.2 Probability Computation . . .. ... ... .. .... 53
3.21.3 SimulationResults . . . . . .. ... oo 54
3.2.2 Soft-Decision M-DAPSK aided TUCM . . . . .. ... ... ... .. 58
3.2.21 M-DAPSKMapper . ... . .. . .. e 58
3.2.2.1.1 Amplitude Selection . . .. .. ... ......... 58
3.2.2.1.2 PhaseSelection . . . ... ... ... ... ...... 59
3.2.2.2 Differential Detection . . . . . ... .. ... ... ...... 59
3.2221 BMIAD ... ... e 59
3.2.2.2.2 Proposed M-DAPSKU,;,M,) Soft Demapper . ... 60
3.2.2.2.2.1 Amplitude Detection . . ... ......... 60
3.2.2.2.2.2  Probability Computation . .. ... ...... 61
3.22.3 Offset M-DAPSKMa, Mp) « o v v oo oo 61
3.224 SimulationResults . . . . . .. ... o 62
3.3 Adaptive Mode . . . . . . . . ... e 68
3.3.1 System Architecture and Performance Study . .. ... .... ... 68
3.3.2 SimulationResults . . . . .. ... ... 72
3.4 Conclusions . . . . .. 74
Coherent Coded Modulation for Cooperative Communicatiors 77
4.1 Introduction . . . . . . . . 77

4.2 Relay-Induced Error Propagation Reduction for Deca-Forward Cooperation 78

4.2.1 System Modeland Analysis . . . ... ... ... . .. ... . 82
4.2.1.1 Correcting the Relay’s Decoding Errors at the Dastn . . . . 83

4.2.1.2 RN Selection or Power Allocation . ... ... ........ 85

4.2.1.3 Analysis of Both Methods for Perfect Relaying. . . ... .. 86

422 SimulationResults . . .. .. ... ... 86
4.3 Adaptive Coded Modulation in Cooperative Communicatio . . . . . .. .. .. 93
4.3.1 SystemDesignand Analysis . . . .. ... ... ... .. .. .. ... 93
4.3.1.1 First-In-First-Out Buffer . . . . . ... ... ... ...... 93

Xi



4.3.1.2 Single-Relay aided ACM in Cooperative Commundisadi. . . . 94
4.3.1.3 Twin-Relays aided ACM in Cooperative Communiaaia . . . 96

4.3.1.4 Single-Relay aided ACM Additionally ExploitingettfSD Link

in Cooperative Communications . . . . . ... ... ...... 97
4.3.2 SimulationResults . . . . . ... e 98
4.4 Adaptive TTCM Aided Distributed STTC for Cooperativer@munications . . . . 101
441 SystemModel . ... ... . ... 104
4.4.2 SystemDesign . .. ... e 610
443 ResultsandDiscussions . . . . .. ... 110
45 Conclusions . . . . . . .. 111
Non-coherent CM scheme for Cooperative Communications u
5.1 Introduction . . . . . . . . . e 114
5.2 Star-QAM Aided Turbo Coded Network Coding Dispensingw@hannel Estimation114
5.2.1 System Modeland Analysis . . ... ... .. ... ... ....... 115
5.2.1.1 Network CodingModel . . . ... ... ... ... ....... 115
5.2.1.1.1 Overall Throughput of Our System . . . . . .. .. .. 116
5.2.1.1.2 Reduced-Distance-Related Pathloss Reduction... 117
5.2.1.2 Power Sharing Methodology . ... .............. 711
5.2.1.3 NetworkCodingCapacity . . . ... ... ... ......... 911
5.2.2 SimulationResults . . . . .. ... ... .. o 120
5.3 Soft-Decision Aided DAPSK for AF Cooperative Commuti@as . . . . . . . .. 123
5.3.1 System Modeland Analysis . . . . . .. ... ... ... ... 124
5.3.2 Simulation Results and Discussion . . . . . . . .. . ... ... 126
5.4 Cooperative Wireless and Optical-fiber Communications . . . . . .. ... .. 126
5.4.1 SystemModeland Analysis . . ... ... ... ... .. ....... 128
5.4.1.1 Digital Fiber Optic and Analogue Radio Over Fiberddb . . . 128
5.4.1.2 Imperfect Optical Fiber Model . . . . ... ... ....... 130
5413 FixedMode . ... ... ... ... ... 131
5414 Adaptive Mode . .. ... ... ... 133
5.4.2 SimulatonResults . . . . ... ... ... L 133

Xii



5.4.2.1 Simulation Results for Fixed Modes . . . . . ... ... .. 133

5.4.2.2 Simulation Results for Adaptive Modes . . . . . ... ... . 137
55 Conclusions . . . . . .. 140
6 Conclusions and Future Work 143
6.1 Summaryand Conclusions . . . . ... ... . ... ... .. 143
6.2 DesignGuidelines . . . . . . . . ... . e e 146
6.3 Suggestions for Future Work . . . . . ... ... L e 148
6.3.1 Optimization Analysis for Soft-Decision aided M-D8R . . . . . .. .. 148
6.3.2 Multiple-Symbol Detection Aided M-DPSK/DAPSK . . . .... . .. .. 149
6.3.3 Coded Modulation for the Uplink/Downlink of the LofAgrm Evolution
System . .. e 149
6.3.4 Space-Time-Coded Modulation for Combined Wireless@ptical Com-
MUNICAtIONS . . . . . . . . . 150
6.3.5 Space-Frequency-Time Coded Modulation for Broadb&fireless Com-
MUNICAtIONS . . . . . . . . . e 150
6.3.6 Superposition-Based ACM for MIMO-OFDMA Systems . . . .. ... 150

6.3.7 An Iterative Technique for Mitigating the RN-indudédor Propagation . 151

A Appendix 1
A.1 Appendix to Chapter 2
A.2 Appendix to Chapter 3

A.3 Appendix to Chapter 5

A.3.1 Peak Power and Average Power

Bibliography

Subject Index

Author Index

Xiii

XXV

XXVii



Glossary

ACM
AF
APP
AROF
ATSDD
AWGN

BER
BICM
BICM-ID
BMIAD
BPS

CCMC
CM
CRDED
CsSl

DAPSK
DCMC
DF
DFDD
DFO
DMC
DPSK
DSTTC

EXIT

Adaptive Coded Modulation

Amplify-and-Forward

A PosterioriProbability

Analogue ROF

Adaptive Turbo-coded Soft-decision aided Differentialt&xion
Additive White Gaussian Noise

Bit Error Ratio

Bit-Interleaved Coded Modulation

Bit-Interleaved Coded Modulation with Iterative Decoding
Bit Metric of Iterativea posterioriprobability Decoders

Bits Per Symbol

Continuous-Input Continuous-Output Memoryless Channel
Coded Modulation

Correcting the Relay’s Decoding Errors at the Destination
Channel State Information

Differential Amplitude and Phase-Shift Keying
Discrete-Input Continuous-Output Memoryless Channel
Decode-and-forward

Decision-Feedback Differential Detection

Digital Fiber Optic

Discrete Memoryless Channel

Differential Phase Shift Keying

Distributed STTC

Extrinsic Information Transfer

XV



FED
FER
FFR

LPDD
LTE

MAP

Mi
MLSE
MSDD
MSDSD

NC

PDF

RDRPLR
RDRPLR
RN;
RN,
RNSPA
RNSPA
ROF
RSC

SER
SIMO
SISO
SNR
SNR,
StQAM

TCM
TTCM

TuCM

UFR

Free Euclidean distance
Frame Error Ratio
Fractional Frequency Reuse

Linear Prediction aided Differential Detection
Long-Term Evolution

Maximum-A-Posteriori

Mutual information

maximum likelihood sequence estimation
Multi-Symbol Differential Detection
Multiple-Symbol Differential Sphere Detection

Networking Coding

Probability Density Function

Reduced-Distance-Related Pathloss Reduction
reduced-distance-related pathloss reduction
the first RN

the second RN

RN Selection or Power Allocation

Relay Node Selection or Power Allocation
Radio-over-Fiber

Recursive Systematic Convolutional

Symbol Error Ratio
Single-Input Multiple-Output
Single-Input Single-Output
Signal-to-Noise Ratio
received SNR

Star-QAM

Trellis-Coded Modulation
Turbo-Trellis Coded Modulation

Turbo Coding aided BICM

Unity Frequency Reuse

XV



VA Viterbi Algorithm

WIMAX Wordwide interoperability for Microwave Access

XVi



List of Symbols

Special symbols

ay.

The amplitude of the PSK ring.

Theith coded bit of the symbol.

The most significant bit of the encoded symbol.

The coded bits of the symbol for the DPSK bit-to-symbol mappe

A symbol vector, or combination, representing one of thesitbs transmited symbol
sequence.

The coded symbol of the encoder at instakce

The original coded bits.

The decoding errors.

The Channel Capacity.

Capacity of the Continuous-Input Continuous-Output Meytess Channel.
Capacity of Discrete Memoryless Channel Capacity.

Capacity of Discrete-Input Continuous-Output Memoryl€ésnnel
The minimum free Euclidean distance.

The delay due to one register stage.

Bit energy.

Ratio of bit energy to noise power spectral density.

Symbol energy.

Ratio of symbol energy to noise power spectral density.

XVii



SI

31

The expected value af

The Doppler frequency.

The generator polynomials matrix for Convolutional codes.

The reduced-distance-related pathloss reduction factor.

The channel’s coefficient.

The coefficients of the generator polynomials foribit TCM codes.
The mutual information.

The iterations number.

The symbol index.

The decision feedback equaliser’s feed forward order.

The number of bits of amplitudes.

The number of bits of phases.

The number of levels of a multi-level modulation scheme, RERAM.
The number of amplitudes.

The number of phases.

The number of information bits in a modulated symbol.

The number of encoded information bits in a modulated symbol
The number of bits in a modulated symbol.

The number of levels of a multi-level modulation scheme, RERAM.

The number of symbols produced in each transmission idteovahe number of
symbols per JD block.

The window size for MMSD.

AWGN added to the transmitted signal.

Single-sided power spectral density of white noise.

The amplitude ratio.

Theextrinsic a pOsteriori probability of the original coded bits.

The joint probability.

XVviii



P(Ac;;): The probability of decoding errors.

P(b;): Thea priori bit probabilities.

Pe(b;): The extrinsic bit probability.

qi: Theith bit of thekth symbol.

R Convolution coding rate.

Ry Number of bits per modulated symbol.
R,: Overall throughput.

Rq: Overall system’s normalised throughput.

SNR,in: The minimum SNR.

SNR;,: The received SNR.

SNR;: The transmit SNR.

SNR;: The average transmit SNR.
SNR; R: The transmit SNR at the RN.
SNRy,: The transmit SNR at the SN

SNRys,: The transmit SNR at the SN

T: Symbol transmission period.

U The input symbol to the encoder at instarce
U Thekth differentially encoded symbol.

Wy: Thekth PSK symbol.

X The transmitted symbol at instanke

Yk The received symbol at instanke

N: The pathloss exponent.

o The forward variable of a MAP decoder.

B: The backward variable of a MAP decoder.
By: The RN amplify factor.

Br: The average amplify factor.

x(i,b): The subset that contains all the phasors for which the positf the phasor has the

binary valueb, b € {0,1}.

XiX



The set of constellation points having thie bit set tob.
The maximum phase difference considered.
Different transmission SNR between SN and RN in log-domaimf
Different transmission SNR between to nodes.

The branch transition metric of a MAP decoder.
The received SNR in log-domain form.

The transmitted SNR in log-domain form.

The code memory.

Interleaver.

Deinterleaver.

The noise variance per dimension

The phase differences.
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Chapter

Introduction

1.1 Mutual Information

Mutual information (MI) constitutes one of the first infortitn theoretic measures defined as early
as 1948 by Shannon [1]. While MI provides a general quaititaneasure of information, with
applications in numerous fields of research, such as in phystiatistics, economics and so on, it is
most commonly encountered in the context of communicaténggneering. It may be interpreted
as the amount of information a random variable contains tedowather [1,2]. In this section, the M
will be investigated in the context of channel capacity irctiam 1.1.1 and Extrinsic Information
Transfer (EXIT) charts in Section 1.1.2.

1.1.1 Channel Capacity

The Channel Capacity()) quantifies the maximum achievable transmission ratg ¢f a system
communicating over a band-limited channel. The unit of dehrcapacityC is bit per symbol,
which may be normalized by the symbol-duration, yielding transmission rat€* in bit per
second, i.e. we have* = % whereT is the symbol period. Shannon quantified the capacity of
a Single-Input Single-Output (SISO) Additive White GaassNoise (AWGN) channel in 1948 [1].
Following this, the main research-objective was to find ficatcoding schemes that were capable
of approaching the channel capacity of the AWGN channels §bial proved to be challenging,
but not impossible. Initially, most work on channel codirastbeen focussed on finding powerful
binary codes, following by the practical breakthrough bygErbock, which led to the invention
of Trellis-Coded Modulation (TCM) [3], constituted by jainoding and modulation, also referred
to as coded modulation (CM). Below the basic concept of cehoapacity will be briefly intro-
duced.

Let us assume that the input and output of the Discrete MelessyChannel (DMC) [4] can be
expressed aX andY, respectively, wher& may be one oK discrete-amplitude values, whit
may be one of legitimate discrete-amplitude values. Furthermore, $etansider the assignment
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of x = a; andy = b;. Then the probability of occurrence for each event can beessed as:
pk) = P(x = a), (1.1)

p(j) = P(y = b)). 1.2)
Additionally, the probability of receivings = b;, provided thatr = a; was transmitted can be
expressed as:

p(j 1K) =Py =b; | x = ax). (1.3)

The mutual information [5] between the event= b; and the event = a; may be expressed as:

Iy (ax; b)) = log, { p(< ’f))] [bit]. (1.4)

Moreover, the average mutual informatiai{,X; Y), which is the expectation [6] oy (a; b;),
can be expressed as:

K ]
Y) =) Y plk jlog, { p((k’;)} [bit/symbol]. (1.5)

Furthermore, with the aid of Bayes’ rule [7], we have:
x)p(x
plaly) = PUPE) i) — plylp(a), @)
p(y)
where the average mutual information can be rewritten as:

= f Z];p ]|k log |: ( ’])] [bit/symbol]. (1.7)
=5 21 plk)

The channel capacity is the highest possible average muafoahation, which can be found by se-
lecting the specific set of input symbol probability assigmts,{p(k); k = 1, ..., K}. The DMC [5]
capacity can be expressed as:

K ] .
CDMC:{ max ZZp(ﬂk)p(k)logz {%} [bit/symbol]. (1.8)

In practice, the probability of the channel’s input symbzsnot be controlled, therefore, the chan-
nel capacity cannot be approached. A relative of the DMC ésGbntinuous-Input Continuous-
Output Memoryless Channel (CCMC) [4], and the correspandiontinuous-valued discrete-time
coefficients ofx andy may be written as:

x[n] € [—o0, 4+00], (1.9

y[n] € [—o0,+00],n =1,..,N, (1.10)

while the capacity of the CCMC may be written as:

[ee]

Cceme = maX / / p(y[x)p(x)log, {

Py } dxdybit'symbol], (1.11)
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wherex = (x,[1], ..., x,4[N]) andy = (y[1], ..., y[N]) are N-dimensional signals at the channel’s
input and output, respectively. Discrete-Input Contirst@utput Memoryless Channel (DCMC) [4]
is another relative of the DMC, where the channel’'s inpubbgs to the discrete set af-ary val-
ues:

x € {xy:m=1,.. M}, (1.12)

while the channel’s output has the continuous-valued coefficients:
y[n] € [-o0, 40|, n=1,..,N. (1.13)

The capacity of the DCMC channel can be expressed as:

Cpeme =  max / / Xon )9 (X )10 ["’(y’ o }d [bit/symbol],  (1.14)
peme p<x1>.‘.p<xM>n;1_oo J PP Onlloga | =)™ | 4

wherex,, = (xy[1], ..., x,n[N]) is the N-dimensionalM-ary symbol at the channel’s input, while

y = (y[1],...,y[N]) is the N-dimensional signal at the channel’s output.

1.1.1.1 Capacity of the AWGN Channel

The capacity of a continuous-input continuous-output AW&nnel or the Shannon bound of
an AWGN channel can be formulated as follows. The channepsitix(¢) can be modelled by
band-limited Gaussian noise. The samples of both the noiseasx(t) andn(t) are generated

at the Nyquist rate. Hence, they are independent identid@tributed Gaussian random variables
with zero mean having a variance of for x(t) and Ny/2 for n(t). If the Probability Density
Functions (PDFs) of(x), p(y) andp(y | x) are Gaussian, the CCMC capacity can be formulated
as:

CALGY = WrTlog,(1+ ) [bit/symbol], (1.15)
= glog2(1 + ) [bit/symbol], (1.16)

whereW is the bandwidth, which is limited by an ideal low-pass ordjzass filtering of the wave-
form, T is the time interval and, is the Signal-to-Noise Ratio (SNR). It is worth noting thiag t
capacity of the CCMC is an unrestricted bound, since thedaiggpia only restricted byy and by the
bandwidthW. For the DCMC capacity formulated for the transmissiomMeflimensionalM-ary
signals, we have:

p(Xm) = %m =1,.., M, (1.17)

if the M-ary signals are uniformly distributed. The conditionablpability of receivingy given that
x was transmitted may be expressed as:

N —( n—an>2
p(yxm) =11 ! e< o ) (1.18)

n=1V TCNO
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where Ny /2 is the noise variance per dimension. Based on Eq. 1.18, thHd®E€apacity [8, 9]
may be written as:

M ® 00
CS‘(/:VI\(}I;(IEI = 10g2<M) N Z / /6_‘t|210g2 |:Ze(_2t'dmi—dmi|2) dt [bit/symboﬂ

m=1_"

(1.19)
wheredm; = (x,, — x;)/+/No andt = (¢[1], ..., t[N]) is an integration variable. Furthermore, the
N-dimensional AWGN channel can be presenteaas (n[1],...,n[N]). The average SNR [10]

can be expressed as:

_E[(M)] _ m T bl E

- B[] L ER(H] NNo/2'
whereE; is the average energy of thé-dimensionalM-ary symbolX,,, and NNy /2 is the av-

(1.20)

erage energy of th&/-dimensional AWGNn. Furthermore, the capacity of the DCMC for two-
dimensionalM-ary input signal may be expressed as [10]:

\xm-%—n—x,-\z-%—\n\z

Chene = logy(M) — Z E llogzZ (= )] [bit/symbol], (1.21)

wheren is the AWGN having a variance ¥, /2 per dimension.

1.1.1.2 Capacity of the Uncorrelated Rayleigh Fading Chanel

The complex-valued Rayleigh fading coefficient can be ddfia& i = h; + j - h;, wherej =
v/ —1, whileh; andh, are the in-phase and quadrature-phase coefficients, teghedviore specif-
ically, h; andh, are zero-mean independent identical distributed Gausaraom variables when
considering an uncorrelated Rayleigh fading channel. €baltant complex-valued coefficiex@

of the Rayleigh fading channel is a chi-squared distributetiom variable with two degrees of
freedom. The corresponding PDF [4] can be expressed as:

1 _X
p(x3) = 2026< 2"72>- (1.22)

7

The capacity of continuous-input continuous-output uredated (memoryless) Rayleigh fading
channels [11, 12] can be expressed as:

N .
Cééyc =E [Elogz(l + x%'y)} [bits / symbol] . (1.23)

The DCMC capacity folN = 2-dimensionalM-ary complex signals, can be formulated as [4]:

m
CRE&e = log, (M) — Z [log2 Ze(‘btm)] [bits /symbol], (1.24)
i=1

where the exponent is given by [4]:
o — 1 = X) +n” + |n]?
i NO
30 =X + O + |0
XZNO

(1.25)
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For complex-valuedvi-ary signals havingV > 2 dimensions, we arrive at [13, 14]:

op = 3 I Gen o] — i [n]) + Q]+ )

n=1 X% [Tl] No

) (1.26)

wherex3[j] = x3[j+1] forj € {1,3,5..} has two dimensions for a complex-valued channel,
while Q) [n] is the dth dimension of the N-dimensional AWGN, which has a zero mead a
variance ofy3 [1] Np/2 per dimension.

10
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Figure 1.1: Capacity versus SNR (dB) for the CCMC and DCMQifansmissions over

the AWGN channel.

Figure 1.1 shows the comparison of the DCMC capacity for 4BHSK, 16QAM and 64QAM
as well as the CCMC capacity. More specifically, the asynip@CMC capacity is 2 for 4PSK, 3
for 8PSK, 4 for 16QAM and 6 for 64QAM. Based on the channel cdapawe can design Adap-
tive Coded Modulation (ACM) schemes activating the appeiprSNR-dependent coding rate and
modulation modes. For example, 8PSK modulation may be greglat an SNR of 5 dB, while if
the SNR is improved to 15 dB, 64QAM may be adopted.

Figure 1.2 presents the CCMC and DCMC capacity versus SNi@rpgnce for transmission
over uncorrelated Rayleigh fading channels. Comparedgor€gil.1, it can be seen that although
the channel capacity is also 2 Bits Per Symbol (BPS) for 4PSBPS for 8PSK, 4 BPS for
16QAM, and 6 BPS for 64QAM, the SNR required for transmissizer uncorrelated Rayleigh
fading channels is higher than that necessitated for treasgon over an AWGN channel. More
specifically, approaching the channel capacity at 2 BPSiregjan SNR of about 10 dB for 4PSK
over an AWGN channel and 20 dB over uncorrelated Rayleigimfachannels.
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CAPACITY/bit/symbol]

Figure 1.2: Capacity versus SNR (dB) for CCMC and DCMC fonsraission over un-

correlated Rayleigh fading channels.

SNR[dB]

1.1.2 Extrinsic Information Transfer Characteristics

Extrinsic Information Transfer (EXIT) charts have beenameipd as a useful tool conceived for
analyzing the convergence behaviour of iterative decqdirigen the transmission block length is
sufficiently long [15]. This subsection will briefly introde the concept of symbol-based EXIT
charts based on [16, 17]. Then, the efficient computation XifTHunctions is discussed in the
context of non-binary iterative decoding, such as Turbelisr Coded Modulation (TTCM) for

example [18].

1.1.2.1 Brief Introduction to EXIT Charts

u Ty Uy Lo Usg x
=1 Encoder Encoder Encoder | =3
a(x)  e(ug) a(zz)  e(us) Channel
) T e | <y He | y
=1 | Decoder Decoder Decoder <
1 =m = 2 =Ty —= 3
e(r1)  a(uz) e(r2)  alus)

Figure 1.3: The schematic of a 3-stage serially concatdnatding scheme [19]. Note

that 7t and7r—! represents the interleaver and deinterleaver, resplctive

Recently, the convergence analysis of iterative decodlggrithms has attracted much at-
tention, since it is capable of predicting the achievabldecperformance during the code de-
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u x 011 Y
Encoder apriore | MAP | =
Channel 1| 4z e()
u a priori v
Decoder ——>
Channel 2 a(u) e(u)

Figure 1.4: Modelling the encoding and decoding of an intslite encoder [19].

sign without Monte-Carlo simulations [15, 18, 20, 21]. Maeplicitly, EXIT charts allow us to
avoid time-consuming decoding simulations, when desigmiear-capacity codes with guaran-
teed convergence. EXIT charts can also be used for detemgnihé decoding convergence of the
two-component TTCM scheme. This is achieved by visualizimg input/output MI character-
istics of the symbol-based constituent Recursive Sysien@ainvolutional (RSC) Maximum-A-
Posteriori (MAP) decoders [20]. Figure 1.4 shows the sifigalimodel of the three-stage con-
catenated scheme of Figure 1.3, whenepresents the input symbols andepresents the output
symbols of the encoder, while thepriori channels are employed for modelling the outer and inner
decoders of Figure 1.3. Furthermore, the per-symbol agaragual information used in the EXIT
chart may be expressed as follows [15, 18, 20]:

1. the average per-symbol mutual information betweemda (1) of Figure 1.4 is:

1 &
Ia(u) = 5 ) Hwg a(ue)), (1.27)

2. the average per-symbol mutual information betweamda(x) of Figure 1.4 is:

1 Ny

Ia(x) = = ) Ixa(x)], (1.28)
k=1

3. the average per-symbol mutual information betweemde(u) of Figure 1.4:

1 N

Ip(u) = - ) Iug e(ur)], (1.29)
k=1

4. the average per-symbol mutual information betweamde (1) of Figure 1.4:

1 Ny

Ie(x) = N Y Ifxise(xi)], (1.30)
X k=1
where the number of symbols in the sequengeand x are given byN,, and Ny, respectively.
Based on Equation 1.271.30, we observe that the intermediate decoder is assoaidite four Ml
transfers. Hence, for the three-stage architecture ofr€igjLB, three-dimensional EXIT charts are
required for visualizing the Ml exchange between the intiate and the outer decoder as well as
between the intermediate and the inner decoder.
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Figure 1.5: The relationship between the BER and EXIT charts

Figure 1.5 portrays the stylized relationship between tB&Bnd EXIT charts, when we con-
sider the example of TTCM-4PSK having 1 200 symbols per bfockansmission over an AWGN
channel. Observe in Figure 1.5 that the EXIT chart recordédeaSNR of 0.7 dB has an open tun-

nel and again the arrows illustrate the relationship betvibe BER and the Ml visualized by the
EXIT charts. More specifically, as seen in Figure 1.5, the BERe is gradually shifted to the left,
while the decoding trajectory is approaching to the pointiofl) of convergence towards a low

vanishingly BER. Hence, the EXIT charts constitute effectsemi-analytical tools of designing

iterative detection aided techniques.

1.2 Coded Modulation

Input TCM/TTCM/BICM
Mapper/
~— ™| Encoder Modulator
BICM-ID
Output | TCMITTCM/BICM aih I DeMapper/
-~—— Decoder i DeModulator|

Channel

Figure 1.6: The simplified schematic of coded modulatioresoes [22]. Note that and
7t~1 represents the interleaver and deinterleaver, respictive

Coded Modulation (CM) constitutes a bandwidth-efficienimoounication scheme that com-
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bines the functions of coding and modulation by absorbimgctiannel-coded bits with the aid of
extending the symbol-constellation [6, 22]. CM schemeslmadesigned by employing relatively
high-rate channel coding schemes in conjunction with minltensional or relatively high-level
modulation schemes. A coding gain may be achieved withontiwalth expansion. Figure 1.6
presents the simplified schematic of CM schemes. At thenrdtes, the source node generates
random information bits, which are encoded by one of the TCMCM, or Bit-Interleaved Coded
Modulation (BICM) encoders. Then the coded bits are appaitgly interleaved and they are used
for modulating the waveforms based on the various bit-todsyl mapping rules. At the receiver,
the demodulator is followed by a deinterleaver and a TCM/MIBICM decoder. It worth noting
that the channel decoder’s output is appropriately ind@dd and fed back to the demodulator input
in Bit-Interleaved Coded Modulation with Iterative Decogi(BICM-ID) schemes. In this thesis,
a variety of CM assisted systems will be proposed and inyestil.

1.2.1 History of Coded Modulation

The history of coded modulation dates back to Shannon’seggiong work [1], which founded
information theory and motived the search for codes thatapable of producing an arbitrarily
low probability of error, despite operating in the vicinivf the capacity. The evolution of CM
research over the past 60 years following Shannon’s leggrabmtribution [1] can been seen in
Table 1.1 and Table 1.2. More specifically, Table 1.1 and€ralf2 shows the important milestones,
exciting discoveries, their inventors and specific contigns.

1.2.2 History of Adaptive Coded Modulation

The vision of a communication system that provides ubiggitbigh-speed access to information
has led to widespread research on information transmissien multipath fading channels. An
attractive technique of achieving robust and spectrafigieht communication over multipath fad-
ing channels is to adapt the transmission scheme to thentwirannel characteristics by signalling
the channel quality estimates available at the receivek tiathe transmitter. Unlike nonadaptive
schemes, which are designed for worst-case channel comglftbr the sake of achieving an accept-
able performance, adaptive signalling methods take adganof favourable near-instantaneous
channel conditions by allocating the transmit power jusisiy.

Adaptive modulation can be invoked for duplex communicgabetween the Mobile Station (MS)
and Base Station (BS), where the modes have to be adapteajaaliesl between them, in order to
allow channel quality estimates and signalling to take @f@2—74]. The modulation mode adap-
tation is the action of the transmitter in response to tiraging channel conditions. In order to
efficiently react to the changes in channel quality, theofelhg steps have to be taken:

e channel quality estimationin order to appropriately select the transmission pararadb
be employed for the next transmission, a reliable estimaifdhe channel transfer function
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Year | Author(s) Contribution
1948 | Shannon [1] Information theory and capacity
1949 | Shannon [23] Gaussian channel capacity, the sampling theorem an
geometric signal space theory
1950 | Hamming [24] Hamming codes were discovered
1954 | Reed [25] Reed-Muller (RM) codes
1955 | Elias [26] Convolutional codes
1962 | Gallager [27] Low-density parity-check (LDPC) codes
Forneyet al.[28] 2400 BPS modem commercially available (4PSK)
1967 | Forneyet al.[28] 4800 BPS modem commercially available (8PSK)
1971 | Forneyet al.[28] 9600 BPS modem commercially available (16-QAM)
1972 | Bahlet al.[29] Maximum A-Posteriori (MAP) algorithm
1974 | Bahlet al.[30] The symbol based MAP algorithm
1975 | Sugiyameet al.[31] Euclidean algorithm for decoding
1977 | MacWilliams [32] Monograph on the theory of error correcting codes
Imai and Hirawaki [33] Bandwidth-efficient MultiLevel Coding (MLC)
1978 | Wolf [34] Trellis-decoding of block codes
1980 | Forneyet al.[28] 14,400 BPS modem commercially available (64-QAM
1982 | Ungerbock [3] Trellis-Coded Modulation (TCM)
1984 | Forneyet al.[28] 14,400 BPS modem commercially available (128-QA
1987 | Wei [35] Rotationally invariant differentially encoded
multidimensional constellation for the design of TCM
1988 | Blahut [36] Multiple trellis-coded modulation
1989 | Pottie and Taylor [37] Multilevel codes based on patrtitioning
Calderbank [38] Multilevel codes and multistage decoding
Hagenaueet al. [39] Soft-Output Viterbi Algorithm (SOVA)
1990 | Koch and Baier [40] Classic Log-MAP algorithm and
sub-optimal Max-Log-MAP algorithm
1991 | Webbet al.[41] Hard-decision Star QAM/Differential

Amplitude Phase Shift Keying (DAPSK)

1992 | Zehavi [42] Bit-Interleaved Coded Modulation (BICM)

1993 | Berrou [43] Turbo codes

1994 | Kofmanet al.[44] Performances of a multilevel coded modulation
Huber and Wachsmann [45]Capacity of equivalent channels of multilevel coding
Le Goff et al.[46] BICM-based Trubo Coded Modulation (TUCM)

1995 | Robertsoret al.[47] Approx-Log-MAP algorithm

1996 | Raphaeli [48] Noncoherent coded modulation

Table 1.1: Milestones in Coded Modulation (1948-1996).
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Year

Author(s)

Contribution

1997

Li and Ritcey [49]

Chenet al.[50,51]

Bit-Interleaved Coded Modulation with Iterative
Decoding (BICM-ID)
Soft Viterbi decoding metrics for DAPSK

1998

Robertson and Worz [52]
Li and Ritcey [49]
Caireet al.[53]

ten Brinket al. [54, 55]

Turbo trellis-coded modulation (TTCM)
BICM-ID using soft feedback

The theoretical error bound of BICM
Soft-decision demodulation techniques

1999

Li and Ritcey [56]

Combining TCM with BICM-ID

2000

Morelos-Zaragozat al.[57]
Isakaet al. [58]

Multilevel coded modulation (symmetric constellation
Multilevel coded modulation (asymmetric constellatiq

2001

Chindapol and Ritcey [59]
Ormeciet al.[60]

Bit-to-symbol mapping for BICM-ID
Adaptive BICM using outdated channel information

2004

Hanzoet al. [6]
Hou and Lee [61]
Lampeet al.[62]

TCM, TTCM, BICM and BICM-ID schemes
Multilevel LDPC code design for semi-BICM
Multilevel coding for multiple-antenna transmission

2005

Ishibashiet al. [63]

Soft-decision-aided DAPSK

2006

Nanaet al. [64]

Improved decoding of LDPC coded modulations

2009 | Ng et al.[65] Distributed turbo trellis coded modulation for
Cooperative communications
2010 | Yanget al.[66] Labelling optimization for BICM-ID systems

2011

Nguyen and Lampe [67]
Islamet al.[68]

BICM with mismatched decoding metrics
Analysis and design of cooperative
BICM-OFDM systems

2012

Chenget al. [69]

Andalibi et al.[70]

Improve the performance of the LTE turbo-
coded modulation by irregular mapping
Analysing BICM in multiple-input multiple-output
systems with channel estimation error

2013

Tranet al.[71]

Precoding and symbol grouping for non-orthogonal
amplify-and-forward relaying in BICM systems

Table 1.2: Milestones in Coded Modulation (1997-2013).

n)
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during the next active transmit timeslot is necessary.

e Choice of the appropriate parameters for the next transimissBased on the prediction
of the channel conditions for the next timeslot, the traenhas to select the appropriate
modulation and channel coding modes for the subcarriers.

e Signalling or blind detection of the employed parametéise receiver has to be informed,
as to which demodulator parameters to employ for the redgdaeket. This information
can either be explicitly conveyed within the transmissi@anfe, or it may be detected by the
remote transmitter by means of blind detection mechanigi3is [

The milestones of ACM are shown in Tables 1.3-1.4.

1.3 Outline of the Thesis

The organization of the report is listed bellow with refarerio Figure 1.7:

Chapter 1: The concept of Ml is introduced and the channel capacity antfied, followed a
rudimentary portrayal of Extrinsic Information Transf&XIT) charts. The chapter is con-
cluded by a brief historical perspective on both coded metttchrt and adaptive coded modu-
lation.

Chapter 2: In this chapter, the family of coherent coded modulationestés is introduced. In
Section 2.2.2, we first discuss a humber of powerful coheatetdction-aided joint cod-
ing and modulation schemes, namely TCM, TTCM, BICM and Bl@Mior 4PSK, 8PSK,
16QAM and 64QAM. Then in Section 2.2.5 their performanceharacterized for trans-
mission over both Gaussian and Rayleigh fading channelgallfzi in Section 2.3 near-
instantaneous adaptive coded modulation schemes aresge@md their BER, BPS and
mode selection probability is characterized for transioisgver quasi-static Rayleigh fad-
ing as well as shadow-and-fast Rayleigh fading channels.

Chapter 3: Following the study of coherent coded modulation in Cha@eén Section 2.2.2,
we proposed low complexity, near-capacity soft-decisimed DAPSK schemes based on
BICM, BICM-ID and TUCM codes. In Section 3.2, the fixed modasdd on BICM, BICM-
ID and TuCM were investigated in the context of soft-decistdded M-DAPSK. Then in
Section 3.3 the related adaptive schemes were charactdnrdransmission over quasi-
static Rayleigh fading channels and shadow-and-slow Reyfading channels.

Chapter 4: Based on the discussion of Chapter 2 in Section 2.2.2 anib8ex8, we employed
the coherent coded modulation schemes for cooperative cmigations. Firstly, in Sec-
tion 4.2 the relay-induced error propagation of decodefandard based cooperative com-
munications was mitigated. Then in Section 4.3 adaptiveedadodulation schemes were
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Year | Author(s) Contribution
1968 | Hayes [75] Envisioned an adaptive receiver and a feedback channe
1972 | Cavers [76] Variable-rate transmission for Rayleigh fading channels

1974

Hentinen [77]

Adaptive transmission schemes for fading channels

1991

Steele and Webb [78]

Adaptive star QAM (QAM) constellations

1995

Otsukiet al.[79]

Adaptive square QAM constellations

1996

Torrance and Hanzo [80]

Optimisation of switching levels for adaptive modulation
in slow Rayleigh fading

1997

Goldsmith and Chua [81]

Variable-rate, variable-power MQAM for fading channels

D

1997

Chua and Goldsmith [82]

Adaptive Coded Modulation (ACM) for fading channels

1998

Goeckel [83]

Lim and Jeong [84]

Adaptive coding for fading channels using
outdated channel estimates
Adaptive modulation using multipath fading compensati

1999

Alouini and Goldsmith [85]

Wong and Hanzo [86]

Capacity of different adaptive transmission and
diversity-combining techniques

Upper-bound performance of a wideband burst-by-burst
adaptive modem

2000

Duel-Hallen [87]
Hole et al.[88]

Lauet al.[89]

Long-range channel quality prediction techniques
Adaptive multidimensional coded modulation over

flat fading channels

Adaptive bit interleaved TCM for Rayleigh fading channg

=
"

2001

Choi and Hanzo [90]
Ng, Wong and Hanzo [91]

Liu et al.[92]

Optimum mode-switching assisted adaptive modulation
Burst-by-burst adaptive decision feedback equalized
TCM, TTCM, BICM and BICM-ID

Bandwidth-efficient, low-latency ACM

for time-varying channels

2003

Zhanget al.[93]

OFDM-based adaptive TCM schemes in
both single- and multi-user environments

2005

Zhouet al.[94]

Adaptive modulation aided MIMO systems with perfect
and imperfect channel state information

2006

Duong [95]

ACM with receive antenna diversity and imperfect
channel knowledge at the receiver and transmitter

Table 1.3: Milestone of Adaptive Coded Modulation (19682
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Year | Author(s) Contribution
2007 | Caire [96] Information theoretic foundations of ACM
2008 | Duonget al.[97] Analysis and Optimization of ACM
in spatially correlated SIMO Rayleigh fading channels
2011 | Brown [98] Adaptive demodulation in differentially
coherent phase systems
Clementeet al.[99] Closed-form analysis of ACM over Rician
shadow-fading channels
2012 | Tao and Duel-Hallen [100] Adaptive BICM for OFDM systems assisted
by fading prediction

Table 1.4: Milestone of Adaptive Coded Modulation (2007-20

designed for cooperative communication. Finally, in Sec#.4 adaptive TTCM aided dis-
tributed STTCs were proposed for cooperative communiegtio

Chapter 5: The non-coherent coded modulation schemes of Chapter §raesior cooperative
communications were further exploited in this chapter.stijir in Section 5.2 Star-QAM
aided turbo coded network coding dispensing with chanrtighaton was conceived, which
was then combined with soft-decision aided DAPSK in the exindf AF cooperative com-

munications. Finally, combined cooperative wireless apiical-fiber communications sys-
tems were studied.

1.4 Novel Contributions of the Thesis

Based on the following publications [101-107], the novehtdbutions of the thesis are sum-
marised as follows:

1. The Relay Node Selection or Power Allocation (RNSPA) epdconceived for reducing the
error-propagation is proposed. In the context of this tepkenwe either select a RN near
the desired location, or allocate the most appropriatestréinpower to the RN in order to
maintain the target SNR at the DN. Naturally, a beneficial lgara of these techniques is
expected to have a better end-to-end performance than tive-aentioned two methods in
isolation [102].

2. Then we propose an effective solution for mitigating thekl of temporal diversity, when
communicating over quasi-static Rayleigh fading chanr@tsone hand, the ATTCM scheme
effectively exploits the full-potential of various TTCMsemes, when communicating over
the source-to-relay links, where the error propagatioroisep by the DAF-aided relay nodes
is minimised. On the other hand, the DSTTC scheme offersadiatersity for the relay-to-
destination links for the sake of assisting the STTC-TTCMadker at the destination node
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in minimizing the probability of decoding errors [101].

3. We derive the soft-decision demodulation formula forSE@AM. Then the performance
benefits of using this new formula are demonstrated in théezoof BICM and BICM-ID
schemes invoked for communications over correlated Ratyligiding channels [103].

4. The performance benefits of using our proposed softidectemodulation formula for 16-
StQAM are quantified in the context of a TC aided 16-StQAM sebgwhen communicating
over correlated Rayleigh fading channels. Then, we empleyl6-StQAM aided TC based
physical layer scheme for assisting a butterfly topologetdasetwork Coding (NC) system.
A power sharing mechanism is also proposed for further iedube overall transmit power
requirement of the network [106].

5. We use the existing Bit Metric of Iterativee posterioriprobability Decoders (BMIAD) 16-
DAPSK (2,8) scheme as a benchmark for our proposed 16-DARSK ¢chemes. We de-
rive the soft-decision demodulation probability formutas M-DAPSK (M,,M,) schemes,
which have more than two concentric PSK rings. We quant@&gXIT-chart-based through-
put of M-DAPSK (M,,M,) systems and show that our TC-aided M-DAP3K,(M ) schemes
are capable of approaching the achievable channel cap&dégyhen conceive a novel soft-
decision DAPSK aided AF based cooperative system, whictptetely dispenses with chan-
nel estimation [107].

6. We investigate the uplink performance of FFR based naliltoultiuser schemes, as a com-
plement of the corresponding downlink investigation. Wtlfer extend the SISO based
non-coherent 16StQAM scheme to a Single-Input Multiplagdti (SIMO) system. We in-
vestigate both the Turbo-Coded 16StQAM and 16QAM scheméseimulticell, multiuser
uplink system considered, when imperfect DFO or AROF links @nsidered [108]. Fur-
thermore, the a novel adaptive turbo-coded soft-decisidedadifferential detection system
is designed for wireless-optical communications over irfgm optic fiber links in the AROF
principle [109].



Chapter

Coherent Coded Modulation

2.1 Introduction

In Chapter 1 we have reviewed the history of Coded Modulat@i) and Adaptive Coded Modu-
lation (ACM). Let us now investigate further both the pripleis and the attainable performance of
coherent CM and ACM schemes in this chapter.

One of the most important objectives in the design of digiedlular systems is the efficient ex-
ploitation of the available spectrum in order to accommedhe ever-increasing traffic demands.
The design of CM schemes is affected by a variety of critexigh as: implementation complex-
ity, coding/interleaving delay, the effective throughfund so on [6]. The Trellis-Coded Modu-
lation (TCM) scheme employing symbol-based channel ieéthg combined with Set Partition-
ing (SP) assisted signal labelling was proposed by Ung#rfitil0]. A joint coding and modula-
tion scheme, namely Turbo Trellis-Coded Modulation (TTGMjs proposed by Robertson [52],
which has a similar structure to turbo codes, but employs BCMemes as component codes. The
TTCM arrangement employs symbol-based channel interigasdmbined with SP assisted signal
labelling. Both TCM and TTCM using SP assisted signal labglivere proposed for achieving
a higher Free Euclidean Distance (FED) between the unpeatdsts of the constellation, so that
parallel trellis transitions can be associated with theraigeted information bits, which reduced
the decoding complexity. Another powerful CM scheme utitisbit-based channel interleaving
in conjunction with Gray signal labelling, which is refadréo as Bit—Interleaved Coded Modula-
tion (BICM), was proposed by Zehavi [42]. An iterative jomgcoding and demodulation assisted
BICM (BICM-ID) arrangement using SP based signal labellivas proposed by Li [49], which
increased the Euclidean distance of conventional BICM aqudoéed the full advantage of bit
interleaving with the aid of soft-decision feedback bagserhtive decoding.

In order to counteract the time-varying nature of the motzil#io channels, near-instantaneous
ACM schemes have been proposed [84, 86, 111], where a higteeend/or a higher-order mod-
ulation mode is employed, when the instantaneous estintitadnel quality is high in order to
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increase the number of Bits Per Symbol (BPS) transmitteciv&sely, a more robust lower-rate

code and/or a lower-order modulation mode is employed, vthernstantaneous channel quality
is low, in order to improve the Bit Error Ratio (BER) perforntz. When communicating over

guasi-static Rayleigh fading channels, each transmidséne effectively experiences an AWGN

channel associated with a received SNR ($Ndetermined by the ratio of the constant fading
coefficient and the noise power. By contrast, each trangmigsame effectively experiences an

uncorrelated Rayleigh fading channel having SNletermined by the constant fading coefficient
and the noise power, when communicating over ‘shadow-astl-Rayleigh fading channels.

A number of powerful joint coding and coherent modulatiohesnes, namely TCM, TTCM,
BICM and BICM/ID for 4PSK, 8PSK, 16QAM and 64QAM are introdietin Section 2.2, while
the corresponding fixed CM modes’ performance is charaeterin Section 2.2.5. Furthermore, a
near-instantaneous ACM scheme is invoked in Section 2.3rsmncbrresponding simulation results
are shown in Section 2.3.2. The chapter is concluded in @e2t4.

2.2 Fixed Mode

CM constitutes a bandwidth efficient scheme [22] that combithe functions of channel coding
and modulation. In this section, the coherent TCM, TTCM, BI&nd BICM-ID schemes relying

on 4PSK, 8PSK, 16QAM and 64QAM will be introduced. Furtherey@&sP and the Maximum A
Posteriori MAP algorithm are also discussed. Finally, theasponding simulation results will be
presented in Section 2.2.5.

2.2.1 Rate and SNR

Let us consider a system, where the channel encoder hasrgyaatt of:
R. = —, (2.1)
and anM-ary modulation scheme transmittingBPS is used, where:
R, = log,(M) =m. (2.2)
The overall throughput of the scheme may be expressed as:
k

Ro=Rc-Ry=-—m. (2.3)

The ratio of the symbol energy to the spectral density of tiieeratio determines the SNR which
can be expressed as:

Es
= —, 2.4
T N (2.4)
while the ratio of the information bit energy to the noisedpa density can be calculated as:
E, l Es v

=_-_ =L 2.5
No RNp R (2:5)
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The noise variance per dimension is givenddy= Ny/2. Therefore, at a given SNR @,/ N,
value, the corresponding noise variance per dimension edormulated as:
o2 = RE, _ Es
T 5(E\ Ep "
2(%)  2R(%)

(2.6)

2.2.2 Fading Channel

Fading appears due to attenuation of the radio signal, wiheasses through objects on its way
from the transmitter to the receiver, as well as due to réflednd scattering of the transmitted
signal. Furthermore, the received signal power is reduogutaportion to the distance between
the antennas, which can be compensated by increasing tiseritgpower with the aid of power-
control. When designing coded modulation, it is importankhow the correlation of the fading
over both time and frequency. Figure 2.1 represents an ieverf diverse fading channel man-
ifestations. Let us commence with the two basic types ofnfadiffects, namely large-scale and
small-scale fading*

e Large-scale fadingrises due to path loss as a function of distance and shaglémjrosed
by large objects, such as large-bodied vehicles, buildimgkhills. This occurs as the mobile
moves across the terrain, and it is typically frequency jpreaelent.

e Small-scale fadings due to the constructive and destructive interferencehefrhultiple
signal paths between the transmitter and receiver. Thigre@t a spatial scale, which is of
the order of the carrier wavelength and it is frequency ddpen

Furthermore, large-scale fading is more relevant to ¢lganning, while small-scale fading
is more relevant to the design of reliable and efficient comications links. Hence, small-scale
fading constitutes the focus of the thesis.

2.2.3 Turbo Trellis-Coded Modulation

Trellis-Coded Modulation (TCM) may be invoked as the cdnstit component code employed in
the TTCM structure. Hence, it is worth describing the basingiple of TCM, before introducing
TTCM. The TCM scheme was introduced by Ungerbock in [3, 1XDdmpared to conventional
uncoded modulation schemes, a simple four-state TCM scieocapable of improving the robust-
ness of digital transmission against additive noise, whiely be quantified in terms of the required
SNR. This is achieved without decreasing the data rate cegredipg the bandwidth [110], albeit
at the cost of an increased detection complexity. Upon usioge complex schemes, the coding

1Small-scale fading often obeyRayleigh fading because if the multiple reflective paths are large in nunaiper
there is no line-of-sight signal component, the envelopthefreceived signal is statistically described by a Rapleig
Probability Density Function (PDF). When there is a dominaon-fading signal component, such as a line-of-sight
propagation path, the small-scale fading envelope is itetby a Rician PDF [112].
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Fading channel manifestatioTls

Large-scale fading due t Small-scale fading due tg
motion across large areas small changes in position

Mean signal attenuation | Variations about the -srriJTeea_d(iir?Sqain Time-variant
vs distance mean of the signal channel
Frequencyt Frequencyt Fast Slow
selective flat fading fading
fading fading

Figure 2.1: Fading channel manifestations [113, 114].

gain may be increased to a degree. The TCM schemes may bébddday their state transition
diagram, which is similar to the trellis diagrams of binagneolutional codes [115]. More spe-
cially, the redundant non-binary symbols represented égtmstellation phasors are employed for
labelling the trellis branches of the TCM scheme, rathen thging the binary code symbols, as in
binary convolutional codes.

2.2.3.1 TCM Principle

Ungerbock’s TCM encoder is constituted by a Recursive éyatic Convolutional (RSC) en-
coder and a modulator [10]. Figure 2.2 shows the TCM encoaein an eight-state Ungerbdck

Convolutional Encoder 8-PSK Modulator
Bit 1] BitL| . ol
: ! = 011 oo1
Bit 2 iBitZ ¢ 100 000e —»
Selo] 'i L O BT R L
3 | 110
[ ]

(Bit 1, Bit 2, Bit 3)

Figure 2.2: The basic 8PSK TCM encoder using Ungerbdck’€ BScoder and modula-
tor [116].

code [10], which has a high Free Euclidean distance (FED®isake of attaining a high perfor-
mance gain, when communicating over Additive White Gaustlaise (AWGN) channels. The

2-bit input binary sequence produces 3-bit codewords, méiie then interleaved by a symbol inter-
leaver for dispersing the bursty symbol errors generatetthédyading channel. Finally, these 3-bit
codewords are modulated to one of the®) possible constellation points of an 8PSK modulator.
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The generator polynomials, which define the connectionsvdet the information bits and
adders can be represented as:

H/(D) = K,.D" + 1 _.D""'+ ..+ H,.D+h, @2.7)

whereD denotes the delay due to a register stage}éreiquals 1 in the scenario, when there is a
connection at a specific encoder stage, wldjl'es 0, if there is no connection. Furthermdné(D)
for j > 1 is the generator polynomial associated with ftieinformation bit. Ungerbock [10]
suggested that all feedback polynomials must have coeftiief 1) = hg = 1. Hence, the
parity bit should be the same for these transitions, whengaths diverge from or merge into
a common state in the trellis, otherwise the other bits ofsymmbols differ in at least one bit
position [10]. The design of coded modulation schemes ectdfl by a variety of factors, such as
the cost and complexity. A high FED is required for transimisover AWGN channels, while a
high effective code lengthnd a high minimum product distance are required for trassion over
fading channels [117].

2.2.3.2 Set Partitioning

The SP technique was proposed by Ungerbdck for ensuring that parallel transitions are as-
signed to constellation points exhibiting a high Euclidelistance for the sake of having a low
error probability. Additionally, the signal set can be fiamed into various subsets. More specif-
ically, the minimum Euclidean distance of the signal pointthe new subset is increased at every
partitioning step [115]. Figure 2.3 shows the SP of 16QAMn@mtional TCM schemes are typ-
ically decoded/demodulated with the aid of the appropsiateodified Viterbi Algorithm (VA),
which is a maximum likelihood sequence estimation (MLSEp&athm [118]. Nonetheless, a per-
formance close to the minimum Symbol Error Ratio (SER) caadigéeved by using VA, although

it cannot guarantee that the SER is minimized, because it MLeSE algorithm.

2.2.3.3 Maximum-A-Posteriori

The MAP algorithm is capable of guaranteeing that the mimm®&ER is achieved, but naturally
at the cost of an increased complexity. In this section, aaded-complexity version of the MAP
algorithm that operates in the logarithmic domain (log-dompwill be discussed. Figure 2.4 illus-
trates the operations of the symbol-based MAP algorithnd][1Each information symbal; has
M possible values. Tha priori probabilities of the information symbal can be obtained from
external sources:

Papriy y = p(up = m), (2.8)
If the a priori informationp () is not available, we haanpm-k m = 1/ M for all m. The channel’s
output values can be computed as:
— k= SL(m)?

Mk (j,m) = exp —— 53—, (2.9)
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Figure 2.3: Set-Partitioning of a 16QAM signal constetiati The minimum Euclidean

distance at a partition level is denoted by the line betwkersignal points [115)IEEE,
1982, Ungerbock.

where the transmitted symbolag = Sy (j, m) and the received signalig = x; + ng, whereny is
the complex-valued AWGN having a varianceodf = N /2 per-dimension and\, is the noise’s
Power Spectral Density (PSD). The transition probabsliiee computed according 4q (i, m) =

Paprik,m -1k (j,m). Then these values are used for recursively computing tineafd recursion [6]:

-1
ag-1(j Z ag—1[Sp(i,m)] - v [P(i,m), m], (2.10)

m=0

whereSp(i, m) is the previous state, while the backward recursion can bwated from [6]:

Br-1( Z Br[Sn (G, m)] - vk (j,m), (2.11)

whereSy (j, m) presents the next state. Finally, the APP can be obtaineat fro

S—1

kA = Puprik,m ) Z Br[Sn (G, m)]-ax—1(j) - 1 (j, m). (2.12)
/M j=0
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Figure 2.4: Summary of the symbol-based MAP algorithm djpmna [115].

Moreover, the MAP algorithm exhibits a high complexity. Aseanedy, the Log-Map algorithm
was proposed by Robertson [52], where the addition of twaesptial terms can be computed
using the Jacobian logarithm as:

(@1, ) = In(e® +e®2) (2.13)
= max{®;, @y} +In(1+ e [T17%2l) (2.14)
= max{®Py, Oy} + fc (|1 — D2]). (2.15)

The correction terny., which depends on the magnitude differencebgfand ®,, can be deter-
mined with the aid of the following three methods:

1. The Exact-Log-MAP algorithm [52], which is defined by camipg the exact value of the
correction termf, using:
fo=1In(1 + e~ |P1F®2l), (2.16)

2. The Approx-Log-MAP algorithm [52] employs an approxiiatof the correction tern..
A look-up table containing eight values ffranging from 0 to 5, gives practically the same
performance as the Exact-Log-MAP algorithm [119].

3. The Max-Log-MAP [30, 120], which simply relies amax{®;,®,}. Compared to the
Approx-Log-MAP algorithm, it has a lower performance, buapioses a reduced complexity.

Based on the above discussions, the Approx-Log-MAP algoris the best compromise scheme
in terms of its performance and complexity. Hence it was eygad for all simulations in this
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thesis. It is worth noting that the MAP decoder is more slgtdbr the decoding of finite-length,
short sequences, because the associated memory requsenaeease linearly with the sequence-
length.

2.2.3.4 TTCM Encoder

We will employ TTCM [52] for avoiding the obvious disadvag&of rate loss that one would
encounter, when applying the principle of parallel coneation to TCM without the aid of punc-
turing. The TTCM encoder is seen in Figure 2.5, which conagrigvo identical TCM encoders
linked by a symbol interleaver. The first TCM encoder encdtiesoriginal input bit sequence,
while the second encoder manipulates the interleavedorersithe input bit sequence and then
the codewords are then mapped to complex symbols by thel siga@per using the SP-based la-
belling method. Moreover, the complex output symbols ofdlgeal mapper at the output of Trellis
Encoder 2 are symbol de-interleaved according to the inveperation of the symbol interleaver.
More specifically, the interleaver and de-interleaver amatwol based [121]. The TTCM code-
words of both component encoders have identical informabits before the selector due to the
de-interleaver. Therefore, the selector that selectsytimdsls of the upper and lower component
encoders is effectively a puncturer that removes half ofpiudty bits. The output of the selec-
tor is fed to the channel interleaver, which is another syiniiierleaver. The channel interleaver
disperses the symbol errors experienced during trangmissier fading channels. This improves
the time-diversity order of the code [122]. Finally, the putt symbols are transmitted through
the channel. Figure 2.1 shows the generator polynomial®miescomponent TCM codes that

»  Trellis = Signal Selector  |\channel
- > e » Modulator
Encoder 1 —={Mappen —*° Intlv

Yy

Symbol Symbol

Intlv De-intlv

Y

| Trellis = Signal J
v - Channel
™ Encoder 2 | Mapper

Figure 2.5: Schematic of the TTCM encoder [1I5]EEE, 1998, Robertson and Worz.

can be employed in the TTCM schemes. These generator poigtsowere obtained by using an
exhaustive computer search of all polynomials and thenrfinttie one that maximises the mini-
mal Euclidean distance, taking into account the alteraagi®lection of parity bits for the TTCM
scheme.
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Code Statev || m | H'(D) | H'(D) | H*(D) | H*(D) | d},,,/ A

2D, 8PSK 4,2 2 07 02 04 -

2D, 8PSK 8,3 2 11 02 04 - 3
4D, 8PSK 8,3 2 11 06 04 - 3
2D, 8PSK 16,4 2 23 02 10 - 3
4D, 8PSK 16,4 2 23 14 06 - 3
2D, 16QAM | 8,3 3 11 02 04 10 2
2D, 16QAM | 16, 4 3 21 02 04 10 3
2D, 64QAM | 8,3 2 11 04 02 - 3
2D, 64QAM | 16, 4 2 21 04 10 - 4

Table 2.1: ‘Punctured’ TCM codes exhibiting the best minimdistance for 8PSK,
16QAM and 64QAM, where octal format is used for specifying trenerator polyno-
mials [121]. The notatiorD denotes the dimensionality of the codegenotes the code
memory,A3 denotes the squared Euclidean distance of the signal stdteld% ,, de-
notes the squared FED of the TCM code.

2.2.3.5 TTCM Decoder

The schematic of a component decoder of a binary turbo codlefaa non-binary TTCM scheme
are shown in Figure 2.6 and Figure 2.7, respectively. Botre fesimilar structure, albeit there
is a difference in the nature of the information passed frava decoder component to the other.
Moreover, each decoder alternately processes its comdsppencoder’s channel-impaired output
symbol, and then the other encoder’s channel-impairedubwymbol. In a binary turbo coding
scheme the component encoder’s output can be divided irge #dditive parts of each information
bit u; at stepk, which are detailed bellow:

1. the systematic componef8/s), which is the received systematic value forjt

EE Systematic bits
I Systematic & Parity bits

channel info,
a posteriori

Binary
a priori MAP

extrinsic info

> (O m—

Figure 2.6: Schematic of a binary turbo component decodes]|[1
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EE Systematic bits
I Systematic & Parity bits

channel info,
ey SYMbo

by
a priori Sym bol

MAP

a posteriori

extrinsic info

@ m—

Figure 2.7: Schematic of a non-binary TTCM component decfide].

2. thea priori component A/a), which corresponds to the information provided by the other
component decoder for hif;

3. the extrinsic information compone(i /e), which does not depend on bij, itself, but on
the surrounding bits.

Compared to the binary turbo decoding scheme, the nomybiIRBEM scheme has only two com-
ponents:

1. thea priori component of a non-binary symbH /a), which is provided by the other com-
ponent decoder;

2. the extrinsic as well as systematic component of a hoarpisymbol.

2.2.4 Bit-Interleaved Coded Modulation with Iterative Decding

The bit-based (BICM and BICM-ID) CM schemes will be introédcin this section, commencing
with the BICM scheme in Section 2.2.4.1. Then the BICM-ID estie will be investigated in
Section 2.1.3.2. Finally, our simulation results will bedissed in Section 2.1.4.

2.2.4.1 Bit-Interleaved Coded Modulation

Figure 2.8 presents the BICM encoder, while Figure 2.9 sh@aaske’s non-systematic rax¢3
eight-state code, exhibiting a free bit-based Hammingadist of four. It is worth noting that the
number of bit interleavers equals the number of bits asdigoghe non-binary codeword. More
importantly, the purpose of bit interleaving is to dispetsebursty errors induced by the correlated
fading for rendering the bits associated with a given tratisthsymbol uncorrelated or independent
of each other. This would increase the time diversity ordé¢he code.
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Figure 2.8: BICM encoder schematic employing independérinterleavers. Note that
Gray labelling is employed [42PIEEE, 1992, Zehavi.

Here Gray labelling is employed for optimising the perfonoa of the BICM scheme which
will be detailed in Section 2.2.4.2. The non-systematicvobutional code exhibiting the highest

Convolutional Encoder 8-PSK Modulator

: 1 1
Bit 2| (D+—>Interleaver>| 011
: »@—% ' Bit 2 010 001
| ;@?{Interleaver+ e 110 000
Bit 1 \ e
| »u L 100
e T interleaver ™| ¢ 101 ®
[ ]

(Bit 2, Bit 1, Bit 0)

Figure 2.9: Paaske’s non-systematic convolutional encdaebased interleavers and
modulator forming the BICM encoder [42], where none of this lire unprotected and
Gray labelling is employed.

possible free Hamming distance is used in BICM for obtair@pgmum performance for transmis-
sion over Rayleigh fading channels. Figure 2.10 shows ti@&VBtlecoder, which implements the

\J

> Deinterleaver _
Convolutional

i

Channel—= Demodulator = Deinterleaver

Decoder

Deinterleaver

Y

Figure 2.10: BICM decoder [42].

inverse process of the encoder. Table 2.2 presents paranoéteaaske’s non-systematic codes
utilised in BICM. For a ratée/ n code there ark generator polynomials, each havingoefficients.
More explicitly, g; = (g°, gl, ..., §"), i <k, is the generator polynomial associated with the
ith information bit. The generator matrix of the encoder usdeigure 2.9 may be expressed as:

1 D 1+D

G(D) = , (2.17)
(D) D? 1 1+D+D?
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Rate Statey | gV | ¢@ | g® | ¢® | d Free
1/2 8,3 15 | 17 - - 5
4QAM) | 16,4 || 23| 35| - | - | 7
64,6 133 | 171 - - 10
2/3 8,3 4 2 6 - 4
(8PSK) 104 7] -
16, 4 1 4 - 5
5 7 -
64,6 64 | 30 | 64 - 7
30 | 64 | 74 -
3/4 8,3 4l a]alal a
(16QAM) ol 6| 2|4
0 2 5 5
32,5 6 2 2 6 5
1 6 0 7
0 2 5 5
64,6 6 1 0 7 6
3 4 1 6
2 3 7 4

Table 2.2: Paaske’s non-systematic convolutional codege 331 of [123], where de-
notes the code memory atg,, denotes the free Hamming distance. Octal format is used
for representing the generator polynomial coefficient$]11

Rate Statey || ¢V | ¢®) | puncturing matrix| d
5/6 8,3 15 | 17 10010 3
(64QAM) 01111
64, 6 133 | 171 11111 3
10000

Table 2.3: Rate-Compatible Punctured Convolutional (RC&des [124, 125], where
denotes the code memory aitd,, denotes the free Hamming distance. Octal format is
used for representing the generator polynomial coeffisiftit5].
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while the equivalent polynomial expressed in octal formiveq by:
g1=|426]g=|147] (2.18)

Table 2.3 summarises the parameters of the Rate-Comp&tibiietured Convolutional (RCPC)
codes that can be used in the rdigé BICM/64QAM schemes.

2.2.4.2 BICM-ID

Although BICM is capable of improving the diversity order@hgerbock's TCM scheme, it per-
forms poorer in the AWGN channel since TCM has a large minintiuulidean distance, lending
it a edge our BICM. As a further advance, Li and Ritcey [49][proposed BICM-ID win order

to improve Zehavi's [42] BICM scheme. Figure 2.11 preseésgrocess of subset partitioning for

(Bit 2, Bit 1, Bit 0)

Bit 2 Bit 1 Bit 0
011 011
010 ,001

,001 001

~).0000 110

110e ©000 110e o © 000
X (1,0)
111° 111° _ “100 111 °100
x@y x@y x@©

a. Gray Labelling

Bit 2 Bit 1 Bit O
010
o

OélO 010
011 0,001 011

0,001 011 001

100e ©000 1000 0000 1000 © 000

) [¢]

101 111 101 111 101 .
110 110 110

*111

b. Set Partitioning Based Labelling

Figure 2.11: SP and Gray labelling methods for 8PSK and thesponding subset par-
titioning for each bit [L115]0IEEE, 1999, Li and Ritcey.

each of the three bit positions for both Gray labelling and&kielling. These subsets are also the
decision regions for each bits. Observe in Figure 2.11 treatwo labelling methods have the same
intersubset distances but the different number of neagighhours. We can see from Figure 2.11
that Gray labelling has a lower number of nearest neighbotlire lower the number of nearest
neighbours, the lower the chances for a bit to be decodedhetavrong region. Therefore, Gray
labelling is a more appropriate mapping non-iterative Bl€dieme.
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(Bit 2, Bit 1, Bit 0)

Bit 2 Bit 1 Bit 0
011 011 011
010, 001 o0, —" \001
110/ 000 11 \000 1100 5 000
(e}
111 100 1117 111 100
101 101 101

a. Gray Labelling

Bit 2 Bit 1 Bit 0
010 010 010
011 001 011 001 011/ 001

)

10 000 1000

000 1000\ \@ 000

101* 111 101 111 101 i
110 110 110

1

b. Set Partitioning Labelling

Figure 2.12: Iterative decoding translates the 8PSK scheto¢hree parallel binary sub-
channels, each associated with a BPSK constellation sdlécm the four possible signal
sets [115)OIEEE, 1999, Li and Ritcey.

(1) (2
Uy Encoder C1 Uz Modulator C2
— | Interleaver —— ——»

a. Transmitter

Interleaver [

a(uz) e(us) a(ey) e(c1)
L (2)—— | Deinterleavef——» (1)
Demodulato SISO
alcy) a(ur) Decoder (u1)
—_— T’ P
b. Receiver

Figure 2.13: The transmitter and receiver modules of theMBID scheme using soft-
decision feedback [49DIEEE, 1998, Li. Note that, e andp represent the priori, the
extrinsicand thea posterioriinformation, respectively.
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Figure 2.12 illustrates that SP based labelling has a higtieimum Euclidean distance than
that of Gray labelling for both Bit 1 and Bit 2, which is imparit for optimising the decoding
performance of BICM-ID during the second and later iteradibecause these higher-integrity bits
would provide more reliable extrinsic information for thmwest-distance bit. Although the first-
pass performance is potentially error-infected, errocipigation owing to erroneous feedback bits,
may be efficiently mitigated by the soft feedback of the decoHence, in contrast to Gray-labelled
BICM, BICM-ID assisted by soft decision feedback uses Sellaty.

Furthermore, the interleaver design is also important. undesign then number of inter-
leavers used for th&"-ary modulation scheme are produced randomly and sepanaitiout any
interactions between them [115].

Having introduced the labelling and interleaver methole,ttansmitter and receiver modules
of the BICM-ID scheme are illustrated in Figure 2.13. Moredfically, a Soft-Input Soft-Output
(SISO) decoder, which is actually a MAP decoder, is empldygdhe receiver module and the
enhanced-reliability output of the decoder is fed back &itiput of the demodulator.

2.2.5 Simulation Results and Discussions

The BER performance of the fixed modem modes of 4PSK, 8PSKAM@nd 64QAM for
both TTCM and BICM-ID are studied when communicating ovethb®WGN and uncorrelated
Rayleigh fading channels. The complexity of the coded matibh schemes is compared in terms
of the number of decoding states and the number of decodéngtitns. For a TCM or BICM
scheme with memory, the corresponding complexity is proportional to the nuntfedecoding
states, namely t6 = 2°. For the TTCM scheme, which includes two component TCM cpdes
TTCM code associated with iterations and using as+state component code exhibits a complex-
ity proportional to2 - t - S or ¢ - 2°+1. By contrast, for the BICM-ID scheme, which only includes
a single decoder, the demodulator is invoked in each degadtiration. However, the complexity
of the demodulator is assumed to be insignificant comparéubtof the channel decoder. There-
fore, a BICM-ID code associated with iterations using ars-state code exhibits a complexity
proportional tot - S or t - 2°. The corresponding parameters are shown in Table 2.4.

It is worth to noting that in terms of the decoding complexify4APSK TTCM using four it-
erations and 4PSK BICM-ID using eight iterations can be w@red similar according to our
above arguments. In our forthcoming discourse we will akvagideavour to compare schemes
of similar decoding complexity, unless otherwise statagtiermore, Figure 2.14 and Figure 2.15
present the BER performance of various TTCM and BICM-ID sebg, when transmitting over the
AWGN channel. It can be seen from the figures that the TTCMreeseoutperform the BICM-ID
schemes, when communicating over the AWGN channel. Moréicitkp the E, /Ny value re-
quired for maintaining a BER df0—° is 1.56 dB for the TTCM-4PSK scenario, while it is 3.95 dB
for the BICM-ID-4PSK scenario. It is worth noting that alletBBER curves seen in Figure 2.14
drop off sharply, except that of the TTCM-16QAM scheme duthéoemployment of low-memory
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Coded Modulation TTCM, BICM-ID
Modulation Scheme 4PSK, 8PSK, 16QAM, 64QAM
Mapper type Set-Partitioned
Number of iterations 4,8
Code Rate 1/2, 2/3, 3/4, 5/6
Code Memory 3
Decoder type Approximate Log-MAP
Symbols per frame 12,000
Number of frames 10,000
Channel AWGN, Uncorrelated Rayleigh fading channel

Table 2.4: Simulation parameters.

component codes. Additionally, tHg,/ Ny and SNR thresholds of the TTCM schemes having a
target BER ofl0—> and10~¢ are obtained from Figure 2.14 and are shown in Table 2.5hEurt
more, theE, /Ny and SNR thresholds of the BICM-ID schemes having a target BER > and
10~° are attained from Figure 2.15 and are shown in Table 2.6.

1

& —— TTCM-4PSK: 1 BPS
[0 — TTCM-8PSK: 2 BPS
10™ O — TTCM-16QAM: 3 BPS
A —— TTCM-64QAM: 5 BPS
10—2 |
@
w -3 |
W 10
10" A
10—5 |
10-6 I W e VY IR N W O O | | | |

L L L L L 1 L 1 L
4 6 8 10 12 14 16 18 20 22 24 26 28

Ep/Noy(dB)
Figure 2.14: BER performance of TTCM aided 4PSK, 8PSK, 16QANM 64QAM

schemes when communicating over &GN channel using four TTCM iterations.
The simulation parameters are shown in Table 2.4.

Figure 2.16 and Figure 2.17 present the BER performance ridusg TTCM and BICM-ID
schemes communicating over uncorrelated Rayleigh fadiagrels. It can be seen from the fig-
ures that the TTCM schemes outperform the BICM-ID schemégmviransmitting over uncorre-
lated Rayleigh fading channels, except for the case of 64QNMe that TTCM-64QAM has a
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& —— BICM-ID-4PSK: 1 BPS
0 — BICM-ID-8PSK: 2 BPS
O — BICM-ID-16QAM: 3 BPS
A —— BICM-ID-64QAM: 5 BPS

L L L L | L | L
10 12 14 16 18 20 22 24 26 28
E,/No(dB)

6 8

Figure 2.15: BER performance of BICM-ID aided 4PSK, 8PSKQABI and 64QAM
schemes when communicating over B8M¢GN channel usingeight BICM-ID iterations.

The simulation parameters are shown in Table 2.4.

TTCM || E,/No(dB) SNR(@B) Ey/Ny(dB) SNR(@B)
(BER=107°) | (BER=107°) || (BER=10"%) | (BER =1079)
4PSK 1.56 1.56 1.83 1.83
8PSK 3.93 6.94 4.33 7.34
16QAM 5.91 10.68 6.93 11.70
64QAM 10.29 17.28 10.73 17.72

Table 2.5: TheE,/N, and SNR threshold at BER8> and BER420~° for TTCM
schemes when communicating over &GN Channel usingfour TTCM iterations.

The simulation parameters are shown in Table 2.4.

BICM-ID || E,/Ny(dB) SNR(@B) Ey,/Ny(dB) SNR(@B)
(BER=107"°) | (BER=107°) || (BER=10"°) | (BER=10"9)
4PSK 3.95 3.95 4.80 4.80
8PSK 4.80 7.81 5.53 8.54
16QAM 6.40 11.17 7.20 11.97
64QAM 10.67 17.66 11.47 18.46

Table 2.6: TheE, /Ny and SNR threshold at BER8° and BER40~° for BICM-ID
schemes when communicating over th&/GN Channel using eight BICM-ID itera-
tions. The simulation parameters are shown in Table 2.4.
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& —— TTCM-4PSK: 1 BPS
0O — TTCM-8PSK: 2 BPS
O — TTCM-16QAM: 3 BPS
A —— TTCM-64QAM: 5 BPS

L L PR I E—
8 20 22 24 26 28

0O 2 4 6 8 10 12 14 16 1
En/No(dB)
Figure 2.16: BER performance of TTCM aided 4PSK, 8PSK, 16QAM 64QAM
schemes when communicating over thecorrelated Rayleigh fading channelusing
four TTCM iterations. The simulation parameters are shawfable 2.4.

& — BICM-ID-4PSK: 1 BPS
00 — BICM-ID-8PSK: 2 BPS
O — BICM-ID-16QAM: 3 BPS
A —— BICM-ID-64QAM: 5 BPS

0 2 4 6 8 10 12 14 16 1
E,/No(dB)

8 20 22

L 1 L
24 26 28

Figure 2.17: BER performance of BICM-ID aided 4PSK, 8PSKQA®/1 and 64QAM
schemes when communicating over thecorrelated Rayleigh fading channelusing
eight BICM-ID iterations. The simulation parameters are showiahble 2.4.
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worse BER performance than that of BICM-ID-64QAM over umetated Rayleigh fading chan-
nels. This is because the octally represented generatgngruial [6] of [11 02 4 0 0 0] has three
zeros corresponding to no coding for the three systemasic bhis is fine for AWGN channels [52],
but it would cause a high error floor when communicating ovayl&gh fading channels [22]. A
TTCM-64QAM scheme was proposed for Rayleigh fading chanimeg]17], which requires a high-
complexity trellis having 32 states. By contrast, we onlysider 8-state trellises in this chapter.
More specially, theE;, / Ny value at a BER 010~° for TTCM-16QAM is about 11.37 dB, while for
that of BICM-ID-16QAM it is not far from 13.67 dB. FurthermmrtheE; / Ny and SNR thresholds
for the TTCM and BICM-ID schemes having a target BERIOf®° are attained from Figure 2.16
and Figure 2.17 that are shown in Table 2.7, which will be eygydl in Section 2.3.

Code Ey/No(dB) SNR{B) Ey/Ny(dB) SNR{@B)
(BER=10"%) | (BER=10"°) | (BER=10"°) | (BER=1079)
APSK (TTCM) 3.87 3.87 4.21 4.21
8PSK (TTCM) 7.75 10.76 10.40 13.41
16QAM (TTCM) 11.37 16.14 14.47 19.24
64QAM (BICM-ID) 20.93 26.95 24.67 31.66

Table 2.7: The values df,/Ny(dB) and SNR¢B) for TTCM and BICM-ID over the
uncorrelated Rayleigh fading channel. The simulation patars are shown in Table 2.4.

Based on the EXIT charts which is introduced in Section 1\eind the minimum SNRINR,,;,,)
required by the various fixed CM modes, where the correspgriaXIT charts exhibit an open tun-
nel and at least one of the Monte-Carlo simulation baseddiegdrajectory can traverse through
the small slit between the inner and outer EXIT curves [1E&ure 2.18 presents the EXIT charts
when communication over AWGN channel using the parameistesdlin Table 2.4. Figure 2.19
was obtained by transmitting 10 000 frames, each having lthek length 12 000 symbols. The
number of iterations wak = 16 over AWGN channel. It is worth noting that the value of SNR
varies with the number of iterations and block size. Talep2esents SNR and SNR, values for
TTCM at a BER ofl0~>, when communicating over AWGN channels. Observe in Figuré and

Ey/No(dB) | SNR,in(dB) || Code || E,/No(dB) | SNR@B)
BER=10"5 | BER =10"° BER =105 | BER =10°°
0.62 0.62 4PSK 1.56 1.56
3.06 6.07 8PSK 3.93 6.94
5.10 9.87 16QAM 5.91 10.68
9.38 16.36 64QAM 10.29 17.28

Table 2.8: The values of SNR as&NR,,;,, for TTCM over the AWGN Channel.

Figure 2.17 that TTCM-64QAM has a higher error floor than BITIM64QAM, when communi-
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cating over uncorrelated Rayleigh fading channels, sin€GMBID encodes all the five information
bits, while TTCM only encodes two of the five information bitslence, we favour BICM-ID-
64QAM instead of TTCM-64QAM for achieving a throughput of Bskper-symbol (BPS). The
relatedE, /Ny and SNR values are shown in Table 2.7. Finally, after showlegEXIT charts
for transmitting over uncorrelated Rayleigh fading chamwi¢h a SNR at a BER ofl0~ in Fig-
ure 2.20, we use EXIT charts to calculate the minimum requBBR. Figure 2.21 was generated
for the 12 000 symbol block length ardgd = 16 iterations over the uncorrelated Rayleigh fading
channel. The related threshold values are presented ire Pa®l More specifically, for BICM-
ID-64QAM an E, /Ny = 21 dB is required forBER < 10~° when communicating over the
uncorrelated Rayleigh fading channel. This is due to thétdition imposed by its outer EXIT

Ey/No(dB) | SNR,in(dB) Code E,/No(dB) | SNR@B)
2.30 2.30 4PSK (TTCM) 3.87 3.87
6.40 9.41 8PSK (TTCM) 8.75 11.76
9.10 13.87 16QAM (TTCM) 11.37 16.14
19.93 26.92 64QAM (BICM-ID) 20.93 27.95

Table 2.9: The values of SNR aiNR,,;,, for TTCM and BICM-ID over uncorrelated
Rayleigh fading channel.

curve.

2.3 Adaptive Mode Selection Regime

Having introduced the various fixed-mode based CM schentgsdtion 2.2, we will now introduce

the family of near-instantaneously Adaptive Coded Modore(ACM) schemes, which employ the
mode selection regime detailed later in this section. ThdlA@odes are controlled by the near-
instantaneous channel quality fluctuations. Specificédly,example, if the channel is good, a
rate-3/4 channel encoder and 16QAM can be employed, whtleeifchannel is poor, a rate-1/2
channel encoder and QPSK can be adopted. ACM is capable dafiaang the throughput, when

the channel quality improves and vice versa. Having quadtifne performance of TTCM and
BICM-ID schemes for transmission over both AWGN and indejgent Rayleigh fading channels in
Section 2.2, the ACM mode selection method is proposed snsiiition. Finally, the performance
of this scheme, which is based on that of the individual fixestulation modes quantified in
Section 2.2.5 will be compared in terms of its BER and BPS.

2.3.1 ACM System Architecture

The schematic of the near-instantaneous ACM is depictedguwr& 2.22. The transmitter extracts
the ACM mode signalled back by the receiver employing the ersmlection mechanism in order
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Figure 2.22: Schematic of adaptive coded modulation, whesnd 7r—! represent the
interleaver and deinterleaver, respectively.

to adjust the ACM mode suitable for the prevalent channel.ivieke five ACM encoder modes,

namely:

e No transmission (NoTx): 0 BPS;
e TTCM-4PSK: 1 BPS;

e TTCM-8PSK: 2 BPS;

e TTCM-16QAM: 3 BPS;

e TTCM/BICM-ID-64QAM: 5 BPS.

The corresponding coding rates are 1/2 for 4PSK, 2/3 for §P8K for 16QAM and 5/6 for
64QAM.

2.3.1.1 ACM Mode Selection

The Burst-by-Burst (BbB) ACM mode selecting mechanism igrahterized by the set of switch-
ing thresholds value ofyy, v1, 2, 3], which are determined based on the required target BER
performance. More specifically, our ACM mode selection mdtban be summarized as follows:

e No transmission (NoTx): 0 BPS, i, < o;

TTCM-4PSK: 1 BPS, ifyo < 7, < 71;

TTCM-8PSK: 2 BPS, ify; < 7, < 72;

TTCM-16QAM: 3 BPS, ify, < 7, < 73;

TTCM/BICM-ID-64QAM: 5 BPS, ifys < 1,
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Figure 2.23: Mode selection according to a target BER.

wherey, is the SNR at the receiver. The mode selection operation#lzstated in Figure 2.23.
Based on the target BER, the related threshold value can taéned. Then the instantaneous
received SNRy, is compared to the threshold value and the appropriate CMbeaelected.

2.3.1.2 Overall Throughput

It is worth noting that the achievable throughput [73] is exportant parameter of the ACM sys-
tem. The aim of choosing different CM schemes is to maxintizetihroughput at a given channel
condition. For the classic non-adaptive coded modulat@remes, the BER is reduced and the
BPS throughput remains constant, when the SNR increasesorsast, for the ACM system, the
BER is kept below the target BER threshold and the throughmpptoves, as the SNR increases.

The overall throughput may be expressed as:

Ro = Ry R+ Ry, (2.19)

number of sources
time slots

rate andR,, is the number of bits per modulated symbol.

whereRr; = is the system’s overall normalised throughput, wiileis the coding

2.3.2 Simulation Results and Discussions

The fixed coded modulation modes were characterized in@e2tR.5, employing the simulation
parameters listed in Table 2.4. In this section, we still the® simulation parameters listed in
Table 2.4, but in order to study the near-instantaneous A@&employ two different Rayleigh
fading channels: quasi-static Rayleigh fading channbgew-and-fast Rayleigh fading channels.
We will detailed the two different Rayleigh fading channiglsSection 2.3.2.1 and then present the
related simulation results in Section 2.3.2.2.



2.3.2. Simulation Results and Discussions 43

2.3.2.1 Fading Channel Models

In this treatise, the block-based Rayleigh fading charsaked, where the channel’s path gain re-
mains constant over a transmission block and this consgtdatéed independently between blocks.
Explicitly, the complex-valued channel envelope in cdngéid by the combination of the channel’s

constant gain and constant phase values. The channeltygigaassumed to be known at the

transmitter.

As seen in Figure 2.1, the time-variant channel can be divid® two parts, namely the fast
fading and slow fading, where the fast fading is charaateriay its Doppler frequencyff) [112,
127]. Figure 2.24 presents the stylized quality variatibthe 'shadow-and-fast’ Rayleigh fading
channel and the stylized BPS throughput of our ACM systemef\the channel gain incorporates
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Figure 2.24: The envelope of both the shadow fading and Reyfading.

both the shadow- and fast- fading components, the adaptwesrhission may adapt to both if
channel gain fluctuates very slowly, but in most practicaesait only counteracts the shadow
fading. Figure 2.24 also demonstrates the qualitativecesffef the combined shadow-and-fast
Rayleigh fading channels on the achievable BPS throughput.

2.3.2.2 Simulation Results

Our experimental ACM results are presented in Figures 222528 based on the simulation pa-
rameters listed in Table 2.4, when communicating over gsiasic and shadow-and-fast Rayleigh
fading channels.

The mode selection probability of activating the 4PSK, 8P$8QAM and 64QAM ACM
modes is shown in Figure 2.25, while the BER vs SNR and BPS \R giformance of the near-
instantaneous ACM schemes communicating over quasé®atyleigh fading channels using the
adaptive thresholds of Table 2.5 are shown in Figure 2.2&Idloorate a little further, Figure 2.25
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Figure 2.25: Thenode selection probabilityof 4PSK, 8PSK, 16QAM, and 64QAM for
TTCM transmissions ovequasi-static Rayleigh fading channelausing block size of
12 000 symbols, frames of 10 000, and iteration numbers ofle rElated simulation
parameters are detailed in Table 2.4.
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Figure 2.26: ThER, BPSof 4PSK, 8PSK, 16QAM, and 64QAM faFTCM transmis-
sions overguasi-static Rayleigh fading channelsusing block size of 12 000 symbols,
frames of 10 000, iteration numbers of 4. The related sirargtarameters are detailed
in Table 2.4 and the target BER18~° as are shown in Table 2.5.
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Figure 2.27: Thanode selection probabilityof 4PSK, 8PSK, 16QAM fofTCM , and
64QAM for BICM-ID transmissions oveshadow-and-fast Rayleigh fading channels
The related simulation parameters are detailed in Tabléh2.target BER i407°.
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Figure 2.28: TheBER, BPS of 4PSK, 8PSK, 16QAM forTTCM, and 64QAM for
BICM-ID transmissions oveshadow-and-fast Rayleigh fading channelsThe related
simulation parameters are detailed in Table 2.4 the tar§& B10~°.
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presents the long-term CM mode selection probability foamge of SNR values. Observe in
Figure 2.25 that when the channel quality is poor, the TTCdIFMmMode is employed more fre-
qguently, while the TTCM-64QAM mode is used more frequentbpm increasing the SNR. The
BER and BPS vs SNR performance of our adaptive TTCM systengdsur iterations is shown in

Figure 2.26, where we observe that the overall BER was indéealys lower than the target BER
of 1072,

Furthermore, Figure 2.27 shows the mode selection pratyabitrsus SNR of the 4PSK,
8PSK, 16QAM and 64QAM modes of the near-instantaneous ACMrses, when transmitting
over shadow-and-fast Rayleigh fading channels. To profiidéer insights, Figure 2.28 presents
the corresponding BER vs SNR and BPS vs SNR performance afgheinstantaneous ACM
schemes communicating over the same shadow-and-fastigtayéling channels. Figure 2.27
shows the long-term CM mode selection probability for a eanff SNR values using the ACM
mode-switching configured for a BER 0~ in Table 2.7. The comparison of Figure 2.25 and
Figure 2.27 reveals that higher-order modulation modesuseel more frequently by the quasi-
static Rayleigh fading channels. Observe in Table 2.5 afueTA.6 that as expected, the adap-
tive thresholds determined for the AWGN channels are lolantthose of independently-fading
Rayleigh channels, when the BER187°. Hence higher-order modulation modes were chosen
more frequently for transmission over quasi-static Rayldading channels than for shadow-and-
fast Rayleigh fading channels. The BER and BPS performaht@ecACM scheme transmitting
over shadow-and-fast Rayleigh fading channels using thptag thresholds configured for a BER
of 107° in Table 2.7 are shown in Figure 2.28. As expected, Figuré Ba3 a lower BER and also
a higher BPS throughput compared to Figure 2.28.

2.4 Chapter Conclusions

In this chapter, the family of coherently detected fixed-m@hd ACM schemes was studied.
Firstly, the fixed coherently detected TCM, TTCM, BICM, BICN? using 4PSK, 8PSK, 16QAM
and 64QAM schemes were introduced in Section 2.2. The TCMlad@ TCM scheme relying on
SP assisted signal labelling employed symbol-based chamiedeaving, while the BICM scheme
used Gray based signal labelling. Finally, the BICM-ID soleerelying on SP assisted signal la-
belling invoked bit-based channel interleaving. RecalhfrFigure 2.14 and Figure 2.15 that the
TTCM scheme outperforms the BICM-ID scheme when commuimigatver AWGN, while im-
posing a similar complexity. By contrast, when communiwatbver uncorrelated Rayleigh fading
channels, the BER performance of the TTCM-64QAM scheme is&than that of the BICM-ID
scheme, as portrayed in Figure 2.14 and Figure 2.15. Mowfgdly, the SNR threshold values
at a target BER of the various CM schemes are tabulated ire TabD.

Having studied the fixed CM modes, the required adaptivestiuiels were obtained in Sec-
tion 2.2.5. Then the near-instantaneous ACM scheme enmglogtlaptive mode selection was
proposed in Section 2.3. More specifically, the near-irtatsous ACM scheme is depicted in Fig-
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Channel AWGN Uncorrelated Rayleigh
Memory 3
Decoder Approximate Log-MAP
Code BPS SNR (dB) at BER

107° | 107 10-° 107°
TTCM-4PSK 1| 156| 1.83 3.87 4.21
TTCM-8PSK 2| 694 7.34 10.76 13.41
TTCM-16QAM 3|10.68| 11.70 16.14 19.24
TTCM-64QAM 51 17.28| 17.72| error-floor | error-floor
BICM-ID-4PSK 1| 3.95| 4.80 8.71 10.50
BICM-ID-8PSK 2| 7.81| 854 14.54 16.61
BICM-ID-16QAM 31]11.17| 11.97 18.44 20.73
BICM-ID-64QAM 5| 17.66| 18.46 26.95 31.66

Table 2.10: SNR threshold values of various CM schemes whesrnitting over AWGN
and uncorrelated Rayleigh fading channels. The valuesabrdated from Figures 2.14—
2.17.

ure 2.22 and the mode selection mechanism is portrayed imd-B)23. The corresponding simu-
lation results recorded for transmission over both quidiesRayleigh fading channels as well as
over shadow-and-fast Rayleigh fading channels are shoWwigure 2.25, Figure 2.26, Figure 2.27
and Figure 2.28.

Having studied the family of coherent CM and its ACM coungetpthe class of non-coherent
CM and non-coherent ACM will be introduced in the next chaptdore specifically, the soft-
decision aided differentially detected non-coherent QAM ve proposed.



Chapter

Noncoherent Coded Modulation

3.1 Introduction

In Section 2.2 we have investigated the performance of ewltlgr detected coded modulation
modes for transmission over both AWGN and uncorrelated étglylifading channels. Then, in Sec-
tion 2.3 the transmission of the adaptive modes over quascRayleigh fading channels as well
as shadow-and-fast Rayleigh fading channels was consdidétaturally, low-complexity modem
schemes are desirable in many applications. Hence, in0Be8i? low-complexity soft-decision
aided differentially encoded non-coherently detectedstamt-throughput systems are proposed,
which are then invoked in the near-instantaneously adagtihemes of Section 3.3.

Differentially encoded non-coherently detected modatatiechniques have a low complex-
ity, since they do not require any Channel State Informa©8l). Differential Phase Shift Key-
ing (DPSK) is a classic differentially encoded modulatiameme, which only takes the phase
information into account. Upon increasing the number of litome-rings, the concept of Differen-
tial Amplitude and Phase-Shift Keying (DAPSK) was concdiwrhich can also be interpreted as
an extension of the DPSK scheme [6,128—-130]. More spedifitalth the amplitude and the phase
information are differentially encoded. Owing to its romess to false phase-locking of the carrier-
recovery and due to its better performance than that of #tiichl-throughput DPSK scheme, there
has been growing interest in differentially encoded medgl modulation schemes conceived for
achieving a high data-rate [6,128-130]. In this thesisnthtation M-DAPSK (M,,M,) associated
with M, amplitudes and/, different phases is used, which may also be writteNMasDASK/M -
DPSK. The twin-ring based DAPSK scheme is also often redares Star-QAM (StQAM) [131].

When channel coding is incorporated into M-DAPSKI{,M,) as in [131], its performance
remains far from the corresponding detection-dependesttrBie-input Continuous-output Memo-
ryless Channel’'s (DCMC) capacity owing to the employmeritarfl-decision based demodulation.
Hence, a variety of techniques have been proposed in thatlite [50,51, 132, 133] for overcom-
ing the performance loss imposed by employing hard-detisieDAPSK (M,,M,,). More specifi-
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cally, a sub-optimal yet high-complexity soft Viterbi deling metric was proposed in [50,51,133],
which requires a high SNR and a slowly fading channel. Inomleeduce the high computational
complexity of the receiver, the authors of [132] quantizegireceived signals as part of the demod-
ulation process based on the maximum likelihood sequenteagsr derived in [51]. As another
approach of reducing the complexity, the idea of decouplivegjoint amplitude and phase detec-
tion, the Bit Metric of Iterativea posteriori probability Decoders (BMIAD), was proposed as an
improvement by [133]. More specifically, the BMIAD schemaw@ases that the channel SNR is
high enough to ensure that the channel noise can be igna@8{/fEfuation (37)]. However, we are
interested in achieving a high integrity at low SNRs, whesigiging near-capacity coding schemes.
An attractive soft-decision aided demodulator capablestihiply operating right across the entire
SNR region is proposed for a two-ring based DAPSK scheme @tic®e3.2.1. In Section 3.2.2,
we extend the soft-decision demodulation algorithm derifiee the twin-ring Star-QAM [103] to
multiple-ring based DAPSK schemes. Turbo Coding aided BITMCM) [46] is employed in our
DAPSK scheme in order to achieve further improvements. fipeitant technical breakthrough of
TC was proposed in [43,134], where exchanging extrins@rinftion between two Recursive Sys-
tematic Convolutional (RSC) decoders was shown to achieugbatantial performance improve-
ment. The appealing iterative decoding of concatenatedschds inspired numerous researchers
to aim for achieving a near-capacity performance in divegsgem contexts [135]. Moreover, the
concept of Extrinsic Information Transfer (EXIT) chartssmaroposed in [15] for analysing the
convergence behaviour of turbo detection. The EXIT cunig fif a TuCM coder was found to
have a better match with that of the M-DAPSKA{{,M,) demapper, than the match between the
BICM-ID and M-DAPSK (M,,M,) demapper EXIT-curves. Since having a smaller area between
these two EXIT curves indicates that the system operatesicio the achievable capacity [135], the
TuCM aided M-DAPSK (M,,M,) arrangement approaches the channel capacity more cltbsely
the BICM-ID aided M-DAPSK scheme. Similar to the convenibRSK/QAM scheme, after the
transmit filter the modulated signal envelope of our M-DAP@K;,M,) scheme will pass through
the zero-amplitude point, which requires a higher-lingaziass-A power amplifier. Unfortunately,
these class-A amplifiers tend to have a low power-efficiendgnce, in Section 3.2.2.3 we also
incorporate the classic offset DPSK technique [136—13®&) our scheme in order to prevent the
signal envelope from passing through the zero-amplitudetpdn Section 3.3, the transmission
of the corresponding adaptive modes over the quasi-statideRjh fading as well as shadow-
and-correlated Rayleigh fading channels is investigatéidally, our conclusion are provided in
Section 3.4.

3.2 Fixed Mode Soft-Decision aided M-DAPSK

In this section, we derive the relevant soft-decision dematitbn probability formulas for 16-
DAPSK (2,8) aided BICM-ID. Then we generalise the soft-dieei demodulation probability for-
mulas for M-DAPSK Mu,Mp) aided TuCM schemes in Section 3.2.2, which has more than two
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concentric PSK constellations. Moreover, we used theiagi8MIAD 16-DAPSK (2,8) scheme
of [133] as a benchmark of our proposed 16-DAPSK (2,8) TuCNestes. Thirdly, the angular
offset-based M-DAPSKNI,;,M,) system is studied and the specific characteristics of fisetd¥-
DAPSK (M,,M,) scheme are exploited. Finally, the corresponding sirariatesults, our EXIT
chart analysis and the achievable capacity will be diseliss8ection 3.2.2.4.

3.2.1 Soft-Decision DAPSK aided BICM-ID

Differential
bs MSB| Amplitude ak
— BICM *| Selector .
b2_o] Encode T 4 b3
by o k—1 Star QAM » BICM I
- R=3/4 [ 8psK |Wk Demapper| < 2 Decoder_>l;2
- 1

Figure 3.1: The schematic of the 16-DAPSK (2,8) aided BIdMscheme, where the
parallel bit interleavers between the encoder/decodenspper/demapper are not shown
for avoiding obfuscating details.

Figure 3.1 shows the simplified schematic of the propose®ABSK (2,8) aided BICM-ID
scheme. A sequence of 3-bit information symbols is encoded kate-3/4 BICM encoder for
yielding a sequence of 4-bit coded symbols. The Most Sigmitidit (MSB) of the 4-bit encoded
symbol will be used for selecting the amplitude of the Phak#t-Keying (PSK) ring, while the
remaining 3 bits will be used for selecting the phase of thepex-valued 16-DAPSK (2,8) symbol
Xk, Where the subscrigtdenotes the symbol index. The BICM-encoded 16-DAPSK (3,8l is
corrupted by both the Rayleigh fading chanlmghnd the Additive White Gaussian Noise (AWGN)
ni, When it is transmitted to the receiver, as shown in Figute Berative detection is then carried
out by exchanging extrinsic information between the 16-BKR2,8) soft demapper and BICM
decoder based on the received sequgmngé without the CSI.

3.2.1.1 DAPSK Mapper

As seen in Figure 3.1, the 16-DAPSK (2,8) mapper consisthiafet components, namely the
differential amplitude selector, the 8PSK mapper and &uifitial encoder. The 8PSK mapper and
the differential encoder jointly form a conventional 84¢WPSK (8DPSK) mapper. The MSB of
the BICM-encoded symbol, nhameby, is used for selecting one of the two possible amplitudes.
The remaining 3 bits, namell, b; by, are used by the 8DPSK mapper. Note that similar to
any DPSK scheme, we insert a reference symbol at the begimfieach frame before the 16-
DAPSK (2,8) mapper.

3.2.1.1.1 Differential Amplitude Selection The MSB, b3, is used for selecting the amplitude
of the PSK rings;. The two possible amplitude values are denoted8sanda(®), respectively.
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Figure 3.2: The 16-DAPSK (2,8p{b,b,b;) constellation with different mapping meth-
ods.

When the MSB of thé&th BICM-encoded symbol is given b = 0, the amplitude of the PSK ring
will remain the same as that of the previous valye= a;_1. The amplitude of the PSK ring will
be switched to another value,lf = 1. This amplitude selection mechanism may be referred to
as 2-level Differential Amplitude Shift Keying (2DASK). Bl6-DAPSK (2,8) constellation using
different mapping methods is shown in Figure 3.2. After nalisation for maintaining a symbol
energy of unity, we have!) = 1/v/2.5 anda® = 2/+/2.5 for twin-ring DAPSK. The amplitude
value of the reference symbol is givendy= a(1). The reason why we choose the ring ratio being
2 will be illustrated in Section 3.2.1.3.

3.2.1.1.2 Phase SelectionThekth differentially encoded symbal. can be expressed as:

Uk = Uk—1Wg, (31)

wherew, = u(by by by) is thekth 8PSK symbol based on the 8PSK mapping functiom (0f,
while v;_1 is the (k — 1)st 8DPSK symbol anqjvk]z = 1. The reference symbol for the 8DPSK
part is given byvg = (00 0).

Thekth 16-DAPSK (2,8) symbol is then given by:
Xk = A0, (32)

wherea, € {aM),a?},
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3.2.1.2 DAPSK Soft Demapper

The soft-decision based 16-DAPSK (2,8) block is placed amtfrof the BICM decoder of Fig-
ure 3.1. Thekth received symbol may then be written as:

Vi = hixy + ng = hpagog + ny, (3.3)

whereh, is the Rayleigh fading channel's coefficient, whitg represents the AWGN having a
variance ofNy /2 per dimension. Assuming a slow Rayleigh fading channel,reshg~ hj_,, we
can rewrite Equation (3.3) using Equation (3.1) as:

Ve = hp1aopqwi + ng,
ak
= (Yk—1 — Mk—1) W + 1y,
= PkYk—1Wx + Tig, (3.4
wherep, = u:—: is the ratio of thekth and ¢ — 1)th amplitudes, whilgi;, = —u:—flnk,lwk + nyis

the effective noise.

3.2.1.2.1 Amplitude Detection Three amplitude ratios can be derived from the two PSK ring
amplitudes of 16-DAPSK (2,8) as follows:

( (1) (2)
a a
Ry e or e 1
aD
Pk=14q R = — (3-5)
a(2)
R a2
\ 2 a l) '

When the noise power is low, the amplitude rgtjomay be approximated as:

M _ ]hkakvk + le‘ ) (36)
Yi—1] |hk—1ak—10k—1 + 1x_1|
||
k1]

Figure 3.3 shows the PDF of the received signal amplitude r%ﬁk@%. It becomes plausible from
Figure 3.3 that the PDF peak, which is characteristic of eaaplitude ratio experiences a different
noise variance, although all the 16-DAPSK (2,8) symbolsegnce the same AWGN at the same
E;,/ Ny value of 25 dB. Figure 3.3 also demonstrates the connecétwmdenb; and the amplitude
ring ratio. More specifically, three main amplitude ringioatare shown in Figure 3.3, which are
consistent with Equation (3.5).

1itis assumed throughout that all amplitude and phase valteesqually likely. More specifically, the probability of
each amplitude ratio of the 16-DAPSK (2,8) symbols can beesged asp(Ro) =2 p(R1) =2 p(Rp) = 0.5.
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Figure 3.3: The PDF of the received signal amplitude ratio$6eDAPSK (2,8) W‘ffll‘
based on Equation (3.6), when communicating over coretlRggyleigh fading channels

having anE, / Ny of 25 dB. The related constellation is shown in Figure 3.2.

3.2.1.2.2 Probability Computation The effective noise variance @, in Equation (3.4) de-
pends on the amplitude ratio used at time inskamthich can be computed as:

No = No+ |pelPlwe*No = No(1+ |p]?), (3.8)

whereNy = 2Ny = N if by = 0, while Ny = (1+ R2)Np = N§" or Np = (1 + R2)Np =
Néz) for bz = 1. Based on Equation (3.4) we can express the probabilityoefvangy; conditioned
on the transmission dfy, by, b, andbs as follows:

- ’yk—yk—lRow("’> ’2
©
Pdo™ b =0) = —Tge 3.9)
0
~|vk—ve_1Ryw(™ 2 1 vy 1 R :
0 @
Pyelw™, by =1) = —me " rvo . (3.10)
TtINg TN

wherew™) = (b, by by) and u is the conventional 8PSK mapping function. However, when
the a priori bit probabilities P?(b;) become available from the BICM decoder, the extrinsic bit
probability that can be gleaned from the 16-DAPSK (2,8) demea as:

3
Pe<bl’ = b) = Z <P(yk]w(m),b3 = 0) + P(yk\w(m), by = 1)) HP”(bj),
w(mex(i,b) ];?
fori €{0,1,2}, be {0,1}, (3.11)
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whereb; denotes théth coded bit of the symbol angl(i, b) is the set of constellation points having
theith bit set tob. The extrinsic bit probability of the MSB may be formulatesl a
all
Pe(b(; = b) = Z P(yk]w(’”),bg = b)

w(m)

P(b;), (3.12)

~.
Il N
o

where the summation term considers all possible 8PSK dtatgia points, because the MSB
influences only the amplitude selection. The extrinsic bitbabilities can then be employed for
generating the Log-Likelihood Ratios (LLRs) [135] of all@W-coded bits, which are then fed
back to the BICM decoder.

3.2.1.3 Simulation Results

Coded BICM BICM-ID

Modulation

Modulation Scheme 16-DAPSK (2,8), 16PSK 16-DAPSK (2,8)
16QAM, 16DPSK

Mapper type Gray-labelled Set-Partitioned

Number of 1 1,2,4

iterations

Code Rate 3/4

Code Memory 3

Code Polynomial (octal) G=1[4444;0624;0256]

Decoder type Approximate Log-MAP

Symbols per frame 1,200

Number of frames 20,000

Channel Correlated Rayleigh fading channgl

Normalised Doppler Frequency,( 0.01

Table 3.1: Simulation parameters. Note that we declareti&mtion’ being completed
when both the demapper and decoder were activated once.

Monte-Carlo simulations have been performed for charesiter the proposed soft-decision
based 16-DAPSK (2,8) demodulation technique in the comé&BICM and BICM-ID coding
schemes. The simulation parameters are shown in Table 3.1.

Firstly, we study the BER performance of 16-DAPSK (2,8)-BIID for different ring ratios
spanning the range of (1.2—4.0), when communicating owecdhnrelated Rayleigh fading channel
associated witlf; = 0.01 in Figure 3.4. The results show that the optimum ring ratiaséul
on the BER performance) of 16-DAPSK (2,8) is within the ramjg1.8-2.2). Hence we set
the ring ratio to 2 for evaluating the achievable perforngan€igure 3.4 illustrated the attainable
BER performance of 16-DAPSK (2,8)-BICM-ID for differerfy values, when transmitting over a
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Figure 3.4: BER versus ring ratio performance of the 16-DKPZ8)-BICM-ID schemes
for transmission over the correlated Rayleigh fading cehassociated wittf; = 0.01
and four iterations. The simulation parameters are det@ildable 3.1.
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Figure 3.5: BER versug; performance of 16-DAPSK (2,8)-BICM-ID schemes for trans-
mission over the correlated Rayleigh fading channel aasettiwith a ring-ratio of two
and with four iterations. The simulation parameters araitet in Table 3.1.



3.2.1. Soft-Decision DAPSK aided BICM-ID 56

10°

16DPSK-BICM £
16-DAPSK-BICM A
10° | 16-DAPSK-BICMID-1 ¥
[ 16-DAPSK-BICMID-2 |-}
16-DAPSK-BICMID-4 -e-
16PSK-BICM &
16QAM-BICM —+
1 " 1

5 . 10 15 . 20 . 25 — 30 ~ 35 40 . 45
Ey/No (dB)
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simulation parameters are shown in Table 3.1.
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Figure 3.7: The EXIT Charts performance of 16-DAPSK (2,8) 46DPSK aided BICM
with Gray andSP labelling over correlated Rayleigh channel whf/ Ny =16 dB. The
detailed simulation parameters are shown in Table 3.1.
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correlated Rayleigh fading channel and using four iterestid/Based on the BER performance seen
in Figure 3.5, we sef; to 0.01 for the following studly.

Figure 3.6 portrays thg, /Ny performance of the 16DPSK aided BICM, 16-DAPSK (2,8) as-
sisted BICM, 16PSK aided BICM, 16QAM BICM and 16-DAPSK (2i@sed BICM-ID schemes,
when communicating over correlated Rayleigh fading chisarfgolid lines are used for illustrat-
ing the performance of Gray-labelled BICM, while the dottages represent the SP based 16-
DAPSK (2,8) BICM-ID. As seen from Figure 3.6, the 16DPSK-BIGcheme suffers from a high
BER floor, since the minimum Euclidean distance of a 16-poimstellation ring is lower than that
of the classic square 16QAM or 16-DAPSK (2,8) schemes. ThBABSK (2,8)-BICM scheme
outperforms the 16DPSK-BICM scheme by approximately 12 aBs BER ofl0~°. The coher-
ently detected 16QAM-BICM and 16PSK-BICM are considererktlas our benchmark schemes,
while assuming perfect CSI. During tiférst iteration?, the SP-based 16-DAPSK (2,8)-BICM-ID
scheme performs worse than the Gray-labelled 16-DAPSK-@@8M, since the SP-based map-
per has a lower minimum Euclidean distance compared to thiéteoGray-label-based mapper.
Note that both the 16-DAPSK (2,8)-BICM-ID and 16-DAPSK (REBCM schemes use the bit-
probabilities of Equation (5.44) and Equation (5.44) dgrihe first iteration. However, after the
second iteration the 16-DAPSK (2,8)-BICM-ID outperforms the non-iterati¥6-DAPSK (2,8)-
BICM by approximately 2 dB with the aid the extrinsic bit-pabilities of Equation (3.11) and
Equation (3.12).

Figure 3.7a and Figure 3.7b present the EXIT charts both tdABSK (2,8) and of 16DPSK
aided BICM-ID both for SP and for the Gray mapping method fansmission over correlated
Rayleigh channels in the case Bf/ Ny =16 dB, respectively. In Figure 3.7a, the inner code’s
EXIT curve recorded for our 16-DAPSK (2,8) symbol-to-bitntlpper has a higher starting point
at 14,=0 than that of the 16DPSK, and it remain higher alsosat1. Both inner EXIT curves
are represented by a straight line. Note that the area unslgeafic EXIT curve is related to the
achievable channel capacity [15,18,139]. The area unéet@FDAPSK (2,8) EXIT curve is larger
than that under the 16DPSK inner code’s EXIT curve. Heneecépacity of the 16-DAPSK (2,8)
based scheme is higher than that of the 16DPSK based schernttgerfmore, observe in Figure 3.7b
that the BICM-ID-aided SP based 16-DAPSK (2,8) has a higtegtisg point than that of BICM-
ID-aided 16DPSK at4,=0, but a similar ending point at4]J=1. However, the capacity of 16-
DAPSK (2,8) is higher than that of 16DPSK in the same scenaltids worth noting that the
the BICM-ID-aided 16DPSK scheme requires a higher numbeleobding iterations in order to
achieve decoding convergence to a vanishingly low BER coetpto that of the BICM-ID-aided
16-DAPSK (2,8) scheme.
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Figure 3.8: The schematic of the M-DAPSRA(,M,) aided TuCM scheme, where the
interleavers and de-interleavers between the encodedde@nd mapper/de-mapper are
not shown for simplicity.

3.2.2 Soft-Decision M-DAPSK aided TUCM

Figure 3.8 presents the simplified schematic of our neaea@gpTuCM aided M-DAPSK},;,M )
scheme, where the number of constellation points is Miz- M, = 2M while the number

of amplitudes isM, = 2" and the number of phases per amplitude-circld/fis = 2"». A
sequence of coded symbols is generated by a sequence ofld2ateCM encoded information
symbols. Out of the total number of modulated bits per symisbich is m,m, bits will be assigned

for the selection of the Phase-Shift-Keying (PSK) ampktuthg, while the remainingm, =

m — m,) bits will be used for selecting the phase of the complexa@liv-DAPSK (M,,M,)
symbol x;, where the subscript denotes the symbol index. The near-capacity TUCM aided M-
DAPSK (M,,M,) system will be illustrated in Section 3.2.2.1 and SectichZ32.

As shown in Figure 3.8, the TUCM-encoded M-DAPSK{, M) symbol is corrupted by both
the Rayleigh fading channel and the Additive White Gaushiaise (AWGN), when it is transmit-
ted to the receiver. Then, based on the received seqyen¢dut without exploiting any CSI, we
exchange extrinsic information between the M-DAPSK sofndpper and the TUCM decoder to
accomplish iterative detection.

3.2.2.1 M-DAPSK Mapper

The M-DAPSK M,,M,) mapper shown in Figure 3.8 consists of two components, lyathe
amplitude selector and a conventiondl,-level DPSK (M,-DPSK) mapper. Note thal,-DPSK
is formed by theM ,-PSK mapper and the differential encoder. It is worth notfreg similar to any
classic DPSK scheme, we insert a reference symbol at tharbegiof each differentially encoded
transmission frame before the M-DAPSR/(,M,) mapper. Additionally, the 16-DAPSK (2,8)
scheme and the 64-DAPSK (4,16) scheme were used as exampilasstrating the philosophy of
our proposed soft-decision based demapper.

3.2.2.1.1 Amplitude Selection m, bits are used for selecting the amplitude of the PSK ring,
ar = o(by), whereo(by) represents the function mapping thg-bit symbol by to the amplitude

2Note that we declare 'an iteration’ being completed whei thoé demapper and decoder were activated once.
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ax under the combined constraint ®f< by < (M, — 1) andby = (by_1 + fx) mod M,, with
fi = ZE;Z; 20=m) e i, wherecyy, 1,0 < mk +i < (N, — 1), is the binary coded sequence of
lengthN..

For the 16-DAPSK (2,8) scheme, we haye= (by_1 + c413) mod 2 for 16-DAPSK (2,8),
while for the 64-DAPSK (4,16) scheme, we haye= (by_1 + 2¢gk+5 + Cerrqa) mod 4.

Note that the classic Gray Mapping [135] method is employethb bit-to-symbol mapper.

This amplitude selection mechanism may be referred tdadevel Differential Amplitude
Shift Keying (M,-DASK). After normalisation to a symbol energy of unity, wavie o(bx) =
ab/\/B, herey ! |a%2 = B. We use the optimum amplitude ratio ef= 1.4, 8 = 3.58

for M-DAPSK (4, M) anda = 2.0, 8 = 2.5 for M-DAPSK (2,M,) [140]. The amplitude of the
reference symbol is given by ; = 0(0).

3.2.2.1.2 Phase SelectionWhen we considen,, thekth differentially encoded symba}. can
be expressed as:

Uk = Uk_1Wk, (3.13)

wherewy = u(dy) = exp(jmdy/M,) is the M,-PSK symbol obeyingl, = Z?E&lzicmk+i.
More specifically,dy = 4cgrip + 2c4611 + c4x for the 16-DAPSK (2,8) scheme, whild, =
8¢ok+3 + 4Cokt2 + 2Cek41 + Cox Tor the 64-DAPSK (4,16) scheme and.) is the M,-PSK map-
ping function. Furthermoreyy_; is the (k — 1)st M,-DPSK symbol andvi|* = 1. The reference
symbol of theM,,-DPSK part of the constellation is given by = u(0) = 1.

When relying on the above-mentioned amplitude and phasetgm methods, théth M-
DAPSK (M,;,M) symbol may be written as:

X = A U. (3.14)

3.2.2.2 Differential Detection

In this sub-section, we firstly study the BMIAD, which is ag c®aenchmark scheme. Then detail
the proposed M-DAPSKN{,,M) Soft Demapper.

3.2.2.2.1 BMIAD The BMIAD is based on the 16-DAPSK (2,8) scheme. Tiie received
symbol may be formulated as:
Vi = hixe + nge = pre®xe + e, (3.15)

whereh;, = pe/? represents the non-dispersive Rayleigh fading coeffisjembile n; represents
the AWGN having a variance dfly /2 per dimension. Furthermorg, and¢; represent the ampli-
tude and the phase of the fading channel, respectively.
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For theA PosterioriProbability (APP) decoder, the amplitude bit metric can beimed from
the exacta posterioriprobability of Y, , A, givenay, a1, yx andpy as [133]:

Py a2

Pa(Yy i Mlax, a1, o) e 00T (3.16)
v, (Y

wherea; and ¢ denote the amplitude and phasexgf Moreover, Y, = \y‘ﬁ\ and Af, =
6 — 0x_1 represent the envelope and the phase difference, vhere Zy; andAby € [—m, 7).

Finally, a% = %, where we havey € [1 — M,, M, —1].

The approximate form of the phase bit metric can be expresgbdhe aid of the exac pos-
teriori probability of Y,  andA6y givenay, ax_1, Pr andpy, which is formulated as [133]:

[yl +lyg 112 =2kl lyg 1Yy g cos(B6— )]
No(1+Y2

vp . (3.17)

Pp(Yyk, AOklay, ax—1,¥r, px) = e

3.2.2.2.2 Proposed M-DAPSKA#,,M,) Soft Demapper The soft-decision based M-DAPSRA,,M,)
block is placed in front of the TUCM decoder, as portrayediguFe 3.8. Thekth received symbol
may then be formulated as:

Yk = hkxk +n = hkakvk + 1y, (318)

whereh, represents the non-dispersive Rayleigh fading coeffigjevttiler; represents the AWGN
having a variance oNy/2 per dimension. For the sake of ensuring that two consecayim@ols
experience a similar complex-valued fading envelop, wisch prerequisite for avoiding an error-
floor in differential detection, we assume a slowly Rayleigtiing channel, where we hawg ~
hy_1, based on Equation (3.13), Equation (3.18) can be rewrdisen

Yk R hoqaoqwg +ng,

a
= ﬁ (Ye—1 — 1) W + ng,
g -
= — Yk Wk + 7k, (3.19)
k-1
Where% is the ratio of thecth and ¢ — 1)st amplitudes, while
a
i = —ﬁnk,lwk -+ ny (3.20)

is the effective noisé.

3.2.2.2.2.1 Amplitude Detection (2M, — 1) amplitude ratios can be derived from thé,-
PSK ring radii of the M-DAPSK §1,,M,) scheme, which may be expressed as:
Ok gbebier — aflk, (3.22)
k-1

wheregy obeys(1 — M,) < g, < (M, —1).

3Since—%wk is a constant during a symbol period, the multiplicationhef Gaussian noise,_; by —%wk in

Equation (3.20) only affects the effective noise variance e term— %lwknk_l remains a Gaussian noise process.
The sum of two Gaussian noise processes in Equation (3.208dsanother Gaussian noise process, albeit associated

with a different noise variance.
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3.2.2.2.2.2 Probability Computation The effective noise variance 6f in Equation (3.19)
depends on the amplitude ratio used at time instanthich may be formulated as:

NO = No + DézqkwkzNQ = No(]. + Dézqk) , (3.22)

where we have\, = (1+ a?)Ny = Néq"). Based on Equation (3.19) we have computed the
probability of receivingy, conditioned on the transmission @f and f; in Equation (3.23) and
Equation (3.24), which are for the M-DAPSK (2/,) scheme and for the M-DAPSK (4V,)
scheme, respectively. The bit-probabilities may then baveded to the Log-Likelihood Ratio
(LLR) [135] based representations @fy;,0 <i < (m—1):

- ’yk—ykflaoﬂ(dk) ’2

Q

P(yxldx, fr = 0) /
—’yk—ykqa_lﬂ(dk)’z —’yk—ykq“lﬂ(dk) ?

(-1) N

; te § . (3.23)

P(yxldx, fr = 1)

Q
x

2
- |yk—yk71040}’(dk)|
0)

(

P(yk’dk/fk = 0) ~ e No ,

—|yk—yk714_3ﬂ(dk)’2 —’yk—ykq"‘li’(dk)’2
P(]/k’dk/fk = 1) ~ e Né—s) +e N(gl) ,

—|yk—yk714_2ﬂ(dk)’2 —’yk—ykq"g}’(dk)’2
P(]/k’dk/fk = 2) ~ e Né_Z) +e N(gz) ,

—|yk—yk714_1ﬂ(dk)’2 —’yk—yk71a3y(dk)’2
P(ydld, i =3) ~ e M 4e N . (3.24)

3.2.2.3 Offset M-DAPSK (M,, M,)

When the M-DAPSK U,, M) signals are pulse shaped, they lose their constant-ge/glop-
erty. Any hard-limiting or non-linear amplification ressilin the regrowth of the previously re-
moved side-lobes. To prevent the regeneration of sideslabéd the resultant spectral widening, it
is imperative that the analogue M-DAPSKI(, M) signals should be amplified after pulse shap-
ing using a linear amplifier. However, it is a costly and odadling task to construct a strictly linear
power amplifier. The offset M-DAPSKM,, M,) scheme [6] is less susceptible to these deleteri-
ous effects and supports more power-efficient amplificati@eause the constellation is rotated for
each successive symbol by a certain phase offset, thereiray the envelope’s passage through
the zero amplitude point [141]. The discrete signals typically shaped by a raised-cosine pulse
shaping filter before it is modulated onto the carrier, ineorid reduce the resultant bandwidth oc-
cupancy [136-138]. The relationship betwegrand the timing of the transmitted analogue stream
x(t) may be expressed as:

N-1
x(t) =) xglt — kTy)el¥x, (3.25)
k=—1

where(N + 1) is the number of symbols angf = (k mod 2)7/M,. More specifically, the con-
ventional DAPSK constellation is used whiers even, while ar/ M-rotated DAPSK constellation
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is employed whetk is odd. Furthermoreg(t) corresponds to the raised-cosine pulse shaping filter
given by [137]:

g(t) = —1~. , (3.26)

whereTs; is the symbol period and,. is the Nyquist roll-off factor. Therx(¢) is split into an in-
phase stream; (t) = Re{x(t)}, and a quadrature streany (t) = Im{x(t)}, as seen in Figure 3.8.
The offset-modulated signal may be expressed as:

xur(t) = x1(t) cos(wet) + xg(t) sin(wct), (3.27)

wherew, is the carrier frequency. In this section, 16-DAPSK (2,8) g = (k mod 2)7r/8 are
employed for the sake of illustration. The signal will be appiately de-rotated in the receiver.

The constellation diagrams of our proposed systems aftaraised-cosine pulse shaping filter
are shown in Figure 3.11. More specifically, Figure 3.11akigdre 3.11c illustrate the constel-
lation of the offset 16-DAPSK (2,8) system using = 0.9 anda,. = 0.5, respectively, while
Figure 3.11b and Figure 3.11d depict that of the 16-DAPSE)(@ystem associated with, = 0.9
anda,. = 0.5, respectively. As seen in Figure 3.11a and Figure 3.11catiadogue envelope of
the offset 16-DAPSK (2,8) scheme does not pass through ihie owhile that of 16-DAPSK (2,8)
passes directly through the origin, as shown in Figure 3atitbFigure 3.11d. Figure 3.12 presents
the BER versus SNR performance comparison of the offset anebffset 16-DAPSK (2,8) sys-
tems, when communicating over a correlated Rayleigh fadirannel using a TuCM block length
of 1200 symbols. When perfect time synchronization is assljrhoth schemes exhibit the same
performance, as seen in Figure 3.12. Hence, we only congidanon-offset DAPSK scheme in
our simulation study in Section 3.2.2.4.

3.2.2.4 Simulation Results

In this section, we characterize the performance of theqeeg TuCM-aided soft-decision based
M-DAPSK (4,M,) schemes. The classic square-constellation based 64-@wM4&DPSK schemes
are used as benchmark schemes. The simulation parametestsosyn in Table 3.2.

Firstly, we study the BER performance of 64-DAPSK (4,16)=Mi in conjunction with dif-
ferent ring ratios of (0.8-3.0), when communicating over torrelated Rayleigh fading channel
associated witlhf; = 0.01 in Figure 3.9. The results show that the optimum ring ratiomimizing
the BER) for 64-DAPSK (4,16) are within the range of (0.8}3¥/e set the ring ratio to 1.4 for
further investigating the performance.

4We found that this method gives the same result as that ofaineational offset scheme where the constellation is
always rotated byr/ M for each symbol.
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Modulation 64-DAPSK (4,16), 32-DAPSK (4,8), 16-DAPSK (4,4)
8-DAPSK (4,2), 64-QAM, 64-DPSK|
Mapping Set Partitioning (SP)
Coding TuCM
Constituent Half-rate Recursive Systematic Convolutional (RSC) cqde
Code Code Polynomial G=[15 17]
Code Memory 3
Outer iterations 2
Inner TUCM iterations 4
Decoder Approximate Log-MAP
Symbols per 64-DAPSK block 400
Number of 64-DAPSK blocks per TuCM 1,10, 100
block
Number of TUCM blocks 5000
Channel Correlated Rayleigh fading channel
having a normalised Doppler frequency of 0.01

Table 3.2: System parameters.

Figure 3.10 presents the PDF of the received signal amplitude r%{?}% of TUCM aided
64-DAPSK (4,16), when communicating over correlated Rghldading channels at aB;, /Ny
of 30 dB. The connection betweés, by and the amplitude ring ratio are shown in Figure 3.10.
More specifically, seven main amplitude ring ratios are showfigure 3.10, in accordance with
Equation (3.24).

The EXIT charts of the 64-QAM, 64-DAPSK (4,16) and 64-DPSidesl TuCM schemes
recorded, when communicating over a correlated Rayleigimmmdl at SNR=17.5 dB are shown
in Figure 5. The SNR-independent EXIT curve of the outer Tu@ddoder is also shown. More
specifically, the dashed and un-marked curves are the EXMeswof the inner decodgrnamely
those of the 64-QAM, 64-DAPSK (4,16) and 64-DPSK schemepeaetively. Moreover, the solid
curve stands for the EXIT curve of the outer TUCM decoder enthie circled-dashed line is that
of the outer convolutional decoder (CC). According to [18,1139], the area under the EXIT curve
of the inner decoder is approximately equal to the channedaity. It is clear that the area under
the square-constellation 64-QAM scheme’s EXIT curve isléngest, while that of the 64-DPSK
is the smallest. It can be seen in Figure 3.13 that the arear uhd square-constellation 64-QAM
scheme’s EXIT curve is larger than that under the 64-DAPSKG@scheme’s curve, which is in
turn higher than that of the 64-DPSK arrangement. In botlesas open is observed tunnel be-
tween the inner curves and the outer curves indicating, dbiaergence is possible at this SNR.
Note that only the EXIT function of the inner decoder depeadghe SNR and an open EXIT
chart tunnel implies having an infinitesimally low BER [1392]. Hence we may argue based on
Figure 3.13 that a vanishingly low BER may be achieved by th€ Ml aided 64-DAPSK (4,16)

5t is assumed throughout that all amplitude and phase valtesqually likely. More specifically, the probability
of each amplitude ratio of the 64-DAPSK (4,16) symbols carexgressed asp(a®) = 2-p(a™3) = 2-p(al) =
2-p(a2)=2-p(a®) =2-p(a”!) =2 p(al) = 0.25.

61n serially concatenated and turbo-detected schemes thelgput demodulator is often referred to as the inner
decoder for the sake of a unified terminology.
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Figure 3.9: BER versus ring ratio performance of the 64-DKR&16)-TuCM schemes
for transmission over the correlated Rayleigh fading clehassociated wittf; = 0.01
and four iterations. The simulation parameters are det@ildable 3.2.
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Figure 3.10: The PDF of the received signal amplitude ratbsTuCM aided 64-

DAPSK (4,16)% based on Equation (3.6), when communicating over corgtlate
Rayleigh fading channels at &),/ Ny of 30 dB. The constellation diagram of the 64-

DAPSK (4,16) scheme is shown in Figure A.4.
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(c) Offset 16-DAPSK (2,8)a,c = 0.5 (d) 16-DAPSK (2,8)prc = 0.5

Figure 3.11: The corresponding constellation diagrames &fie raised-cosine pulse shap-
ing for both the offset 16-DAPSK (2,8) and the non-offsetI&PSK (2,8) system.

scheme for SNR values in excess of 17.5 dB. By contrast, no BE&T chart tunnel is maintained
for the same SNR value in the case of the 64-DPSK benchmaekrszhNote that the EXIT curve
of the CC does not match that of the 64-DAPSK (4,16) demapyle that of the TUCM does.

Figure 3.14 shows the corresponding BER versus SNR perfareavhich compares the per-
formance of the TuCM-aided 64-QAM, 64-DAPSK (4,16) and 6BSK aided TUCM schemes,
when communicating over correlated Rayleigh fading chenaging different transmission block
lengthg and turbo-interleaved block lengths (Table 3.2). When thalver of 64-DAPSK (4,16)
modulated transmission blocks per TuCM block is one, whiohresponds to the curve marked
by circles in Figure 3.14, the SNR difference between thesitacoherently detected square-
constellation 64-QAM and our low-complexity 64-DAPSK (@) Hispensing with channel-estimation
is 5 dB. As a substantial further benefit, our scheme outpad®4-DPSK by about 4.2 dB. More-

7In this chapter, the TUCM block length is given by the numbemodulated symbols per 64-DAPSK (4,16) trans-
mission block times the number of transmission blocks p&Miblock.
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Figure 3.12: BER versus SNR (dB) performance comparisoheol6-DAPSK (2,8) and
offset 16-DAPSK (2,8) schemes for transmission over cateel Rayleigh fading chan-

nels. The corresponding system parameters are summanidedblie 3.2.
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Figure 3.13: EXIT Charts of the 64-QAM, 64-DAPSK (4,16) ardBPSK aided TuCM
schemes when communicating over a correlated Rayleighhehan SNR=17.5 dB. The
SNR-independent EXIT curve of the outer TUCM decoder is sisawn. The correspond-
ing simulation parameters are presented in Table 3.2.
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Figure 3.14: BER versus SNR (dB) performance comparisonhef84-QAM, 64-
DAPSK (4,16) and 64-QAM schemes for transmission over tated Rayleigh fading
channels. The corresponding system parameters are surecthani Table 3.2. A TC
block-length of 400 modulated symbols corresponds to onr®BRBSK block-length,
while a 4000-modulated-symbol TC block corresponds to teDAPSK block-length.
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3.3. Adaptive Mode 68

over, when the number of 64-DAPSK (4,16) blocks per TuCM bliscincreased to one hundred
(the curve marked by star), all the BER performances areawgal. Compared to the scenario,
when the number of 64-DAPSK (4,16) blocks per TUCM block ig,ofne SNR gain of the ar-

rangement having 100 blocks per TuCM block is improved bydB6In general, the longer the
TuCM block-length, the closer the BER performance curvéaéodhannel capacity.

Figure 3.15 quantifies the maximum achievable throughputaoibus M-DAPSK (4, M)
schemes, where the curves were generated by evaluatingethelader the corresponding EXIT
curves, as mentioned above and detailed in [135, 142]. Thedmtal dotted lines represent the
throughput values of the different turbo-coded modulasohemes considered. More explicitly,
1.5, 2.0, 2.5 and 3.0 bits/symbol are the throughputs thatu@M aided 8-DAPSK (4,2), 16-
DAPSK (4,4), 32-DAPSK (4,8) and 64-DAPSK (4,16), respeddtiv Each large cross is located at
the SNR required for the corresponding TuCM-aided modutaticheme to achieve an identical
throughput to each other at a target BERIOf°. The SNR values shown next to the large crosses
indicate the distances to the corresponding channel dgp&aeijure 3.15a presents the achievable
throughput versus SNR (dB) at a TuCM block length of 400 mathd symbols for the various
TuCM-aided 64 DAPSK(41,) schemes are capable of operating within 11.5 dB from ttoziee
sponding capacity curves. When using a longer TuCM blocgtlenf 40 000 modulated symbols,
the various TuCM-aided M DAPSK(44,) schemes are capable of operating within 3 dB from
their corresponding capacity curves, as shown in FigurlB3.Hence, as expected, the larger the
TuCM block size employed, the closer the system operatesdadity. The large crosses represent
the SNR required for the corresponding modulation schemastieve an identical throughput to
each other at a target BER t0°.

3.3 Adaptive Mode

In Section 3.2 we have quantified the performance of thedsfision aided fixed mode DAPSK
schemes. As the next logical development, in this sectiomillénvestigate soft-decision aided
differentially encoded and non-coherently detected nettetht scheme in the adaptive regime.

The adaptive system will be presented in Section 3.3.1,enthié corresponding simulation
results will be provided in Section 3.3.2.

3.3.1 System Architecture and Performance Study

The schematic of the near-instantaneous ACM is depictedgar& 3.16, where the transmitter
extracts the coded modulation mode required by the rectivexchieving its target integrity from
the reverse-link transmission burst in order to accomnetia channel-quality fluctuations. We
invoke five encoders, which are activated based on their B&Rug¢ SNR performance seen in
Figure 3.17. These five modes are listed as follows:
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BICM-ID-64-DAPSK (4,16):R,=5.

The mode selection mechanism were detailed in Section.2.3.1
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Figure 3.17: BER performance of BICM-ID and of the TuUCM-aldéDPSK, 8DPSK,
16-DAPSK (2,8) and 64-DAPSK (4,16) schemes, when commtingcaver theAWGN
channel The simulation parameters are shown in Table 3.7.
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Figure 3.17 characterizes the BER performance of the BIOMitded 4DPSK, 8DPSK, 16-
DAPSK (2,8) and 64-DAPSK (4,16) schemes when communicatiteg the AWGN channel using
the parameters listed in Table 3.7. In this figure the BERqgpatance of the TUCM is also shown
for comparison. The results reflect that the BER performanidaCM assisted schemes does not
exhibit an error floor, while those of BICM-ID do. The throymit should be the same for the fair
comparison. For example, the rate-1/2 64-DAPSK (4,16)NI@Cheme achieves an approximately
2 dBE,/ Ny gain at a BER ofl0—>, compared to the rate-3/4 16-DAPSK (2,8)-BICM-ID scheme.
Based on Figure 3.17, th&,/ N, and SNR thresholds configures for maintaining a BERGf
are obtained and listed in Table 3.3 and Table 3.4.

BICM-ID Throughput| E,/Ny(dB) SNR(B)
(BER=107°) | (BER=107°)
4ADPSK 1.0 6.40 6.40
8DPSK 1.5 7.53 10.54
16DAPSK (2,8) 2.0 12.43 17.20
64DAPSK (4,16) 3.0 16.90 23.89

Table 3.3: The values @,/ Ny(dB) and SNR{B) for TuCM over ANGN channels. The
simulation parameters are shown in Table 3.7.

TuCM Throughput| E;,/Ny(dB) SNR(B)
(BER=10"°) | (BER =107%)
4ADPSK 1.0 4.67 4.67
8DPSK 2.0 5.75 7.51
16DAPSK (2,8) 3.0 7.67 10.68
64DAPSK (4,16) 5.0 10.47 15.24

Table 3.4: TheE;,/ Ny(dB) and SNR¢B) values determined for BICM-ID over AWGN
channels. The simulation parameters are shown in Table 3.7.

Figure 3.18 shows the BER performance of BICM-ID and of thEMuaided 4DPSK, 8DPSK,
16-DAPSK (2,8) and 64-DAPSK (4,16) schemes when communigater the correlated Rayleigh
fading channel associated wiffj = 0.01 using the parameters listed in Table 3.7. As seen in
Figure 3.18, the BER performance of TUCM does not exhibitraordloor, while that of BICM-

ID does. Furthermore, the error floor of the BICM-ID aided BAPSK (4,16) scheme exists,
because the channel’s fluctuation is too rapid. Whenr= 0.001, the BER generally drops seen
in Figure A.3 of Appendix A.2. Hence, in the near-instantare by adaptive system, considered
the BICM-ID aided 64-DAPSK (4,16) scheme will not be empldyéased on Figure 3.18, the
E,/ Ny and SNR thresholds configured for maintaining a BER®f° are listed in Table 3.5 and
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Figure 3.18: BER performance of BICM-ID and TuCM aided 4DR&OPSK, 16-
DAPSK (2,8) and 64-DAPSK (4,16) schemes when communicatirey thecorrelated
Rayleigh fading channelwith f; = 0.01. The simulation parameters are shown in Ta-

ble 3.7.

BICM-ID Throughput| E,/Ny(dB) SNR{B)
(BER=10"°) | (BER =107?)
ADPSK 1.0 12 12
8DPSK 2.0 14.96 17.97
16DAPSK (2,8) 3.0 20.30 25.07

Table 3.5: The&E,/ Ny(dB) and SNR{B) values determined for BICM-ID over correlated
Rayleigh fading channels havingg = 0.01. The simulation parameters are shown in

Table 3.7.
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Table 3.6.
TuCM Throughput| E,/Ny(dB) SNR(B)
(BER=10"°) | (BER =107%)
4DPSK 1.0 7.22 7.22
8DPSK 15 8.43 10.19
16DAPSK (2,8) 2.0 10.30 13.31
64DAPSK (4,16) 3.0 13.52 18.29

Table 3.6: TheE, /Ny (dB) and SNR{B) values determined for TUCM for transmission
over correlated Rayleigh fading channels associated fyjith= 0.01. The simulation
parameters are shown in Table 3.7.

3.3.2 Simulation Results

In this section, we will investigate the performance of dil@psoft-decision aided differentially
encoded non-coherently detected modulation schemes coitating over quasi-static Rayleigh
fading channels. The system parameters are given in Tahle 3.

Coded BICM-ID TuCM

Modulation

Modulation Scheme 4DPSK, 8DPSK, 16-DAPSK (2,8), 64-DAPSK (4,16)

Mapper type Set-Partitioned Gray Mapping

Number of 8 Inner iterations 4,

iterations Outer iterations 2

Code Rate 1/2, 2/3, 3/4, 5/6 1/2

Code Memory 3

Decoder type Approximate Log-MAP

Symbols per frame 12,000

Number of frames 10,000

Channel AWGN, Quasi-static Rayleigh fading channel
Correlated Rayleigh fading channel with = 0.01

Table 3.7: Simulation parameters. Note that we declaret&mtion’ being completed,
when both the demapper and decoder were activated once.

The mode selection probability for the occurrence of theKlREFPSK, 16QAM and 64QAM
modes when transmitting over quasi-static Rayleigh fadingnnels using th&, /Ny and SNR
threshold seen in Table 3.3 and Table 3.4 are shown in Figa& Dbserve in Figure 3.19 that
when the channel quality is poor, the NoTx mode is employedtrfrequently, while the BICM-
ID-64DAPSK (4,16) mode is used more frequently when the ShifRelases. The BER and BPS
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Mode selection probability
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Figure 3.19: Thanode selection probabilityof the 4PSK, 8PSK, 16QAM, and 64QAM
modes folTuCM transmissions ovequasi-static Rayleigh fading channelsThe related
simulation parameters are detailed in Table 3.7.
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Figure 3.20: Th&BER and BPSof 4PSK, 8PSK, 16QAM, and 64QAM faruCM trans-
missions ovequasi-static Rayleigh fading channelsThe related simulation parameters
are detailed in Table 3.7.



3.4. Conclusions 74

performance curves of adaptive system are shown in FigRfs &here we observed that the overall
BER was lower than the target BER td—°, while the BPS curve improves as the SNR increases.
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Figure 3.21: Themode selection probability of the 4PSK, 8PSK, 16QAM modes for
TuCM transmissions oveshadow-and-correlated Rayleigh fading channelsThe re-
lated simulation parameters are detailed in Table 3.7.

Figure 3.21 shows the mode selection probability of theoueriCM modes, when the thresh-
olds of Table 3.5 and Table 3.6 are employed. The BER and BE&p@nce curves of the ACM
scheme communicating over shadow-and-fast Rayleighdactiannels using the adaptive thresh-
olds of Table 3.5 and Table 3.6 are shown in Figure 3.22.

3.4 Conclusions

In this chapter, we have derived the symbol-to-bit soft-dpper probability formulas of 16-DAPSK (2,8)
aided BICM-ID and extended it to the TUCM aided M-DAPSKI{,M,) scheme. We also com-
pared our proposed soft-decision demapper aided 16-DAR B gcheme to the BMIAD scheme.
Then the offset-M-DAPSKAN1,,M,) system, which requires a less stringent linear power di@pli
specification was investigated. More specifically, wheretsgnchronization is perfect, the offset
M-DAPSK (M,,M,) has the same BER performance as its zero-offset

M-DAPSK (M,,M,) counterpart. EXIT charts were used for quantifying thei@gble DCMC
capacity of the various TuCM-aided M-DAPSK/;,M,) modulation schemes. The 64-DAPSK-
TuCM scheme outperforms the identical-throughput 64-DASKM scheme by about 4 dB at a
BER of10~°, when communicating over correlated Rayleigh fading ceéhaving a normalised
Doppler frequency of 0.01 and a TuCM block length of 40 000 utaid symbols. The SNR
distance of the performance curve of 64-DAPSK-TuCM fromdhpacity is 2.7 dB. Finally, the
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Figure 3.22: TheBER and BPSof 4PSK, 8PSK, 16QAM aideduCM transmissions
overshadow-and-correlated Rayleigh fading channelsThe related simulation param-
eters are detailed in Table 3.7.

adaptive soft-decision aided M-DAPSK scheme communigativer quasi-static as well as our
shadow-and-correlated Rayleigh fading channels wastigegsd in Section 3.3. It worth noting
that our the SNR threshold values at a target BER of the vasott-decision aided non-coherently
detected CM schemes are summarized in Table 3.8.

In the next chapter, we will explore the application of bdta toherent and non-coherent coded
modulation schemes in the context of cooperative commtioita
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Channel AWGN Correlated Rayleighf; = 0.01)
Memory 3
Decoder Approximate Log-MAP
Code BPS SNR (dB) at BER

107° | 107° 10~° 10-°
BICM-ID-4DPSK 1| 640, 7.10 12.00 14.30
BICM-ID-8DPSK 21054 11.31 17.97 20.11
BICM-ID-16DAPSK (2,8) 31|17.20| 17.07 25.07 28.07
BICM-ID-64DAPSK (4,16) 5| 23.89| 24.99| error-floor error-floor
TuCM-4DPSK 1| 4.67| 4.90 7.22 7.50
TuCM-8DPSK 15| 751 7.71 10.19 10.36
TuCM-16DAPSK (2,8) 2110.68| 10.91 13.31 13.31
TuCM-64DAPSK (4,16) 3| 15.24| 15.27 18.29 18.17

Table 3.8: SNR threshold values of various soft-decision-cmherently detected CM

schemes when transmitting over AWGN and Correlated Rayl&iding channels. The

values are tabulated from Figures 3.17— 3.18.



Chapter

Coherent Coded Modulation for
Cooperative Communications

4.1 Introduction

In Chapter 2 and Chapter 3, we have designed and investigaedje of coherent and non-coherent
coded modulation schemes designed for over conventionial-fmpoint links. The traditional di-
rect point-to-point transmission has its shortcomingsahee when the Source Node (SN) roams
at the edge of the coverage region of a traffic cell borderimg another cell might not be able to
initiate a handoff due to the unavailability of unused ctesmr owing to the lack of a sufficiently
high received signal level at the adjacent cell. The callrocpss may be dropped in this sce-
nario [143]. As a remedy, in this chapter, as well as in Chapteve will apply both the coherent
and non-coherent CM schemes studied in Chapter 2 and ChHaptethe context of relay aided
cooperative communications scenarios.

Cooperative communications [139,143] is capable of supypthe users either at an improved
integrity or at an increased throughput in wireless netwarith the advent of user cooperation.
The simplest cooperative two-hop communications schemsists of three terminals, namely a
SN, a Relay Node (RN) and a Destination Node (DN) [144]. Imapbe cooperative regime the SN
transmits its information to both the RN and the DN during filh& cooperative transmission pe-
riod. Then the RN retransmits the information during theoselccooperative transmission period.
In a slightly more sophisticated cooperative diversityimegy two users may cooperate by exchang-
ing their roles as SN and RN [145]. The source-to-relay (3)and source-to-destination (SD)
link typically fade independently and the destination bimmnaly combines the two links’ signals
for achieving diversity gain. A key aspect of the coopemtitemmunication process is the specific
choice of how to process the signal transmitted from the SthetRN. Cooperative communi-
cations protocols can be generally categorized fixed relayingschemes anddaptive relaying
schemes. In fixed relaying schemes, the communicationanesoare divided between the SN and
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the RN in a fixed manner. The fixed relaying techniques can fbedudivided into four categories,
namely: Amplify-and-Forward (AF)]146], Decode-and-forward (DF)147, 148],Compress-and-
Forward [144] andCoded Cooperatiornl49]. Although fixed relaying schemes tend to have a
lower complexity, they have a lower bandwidth efficiencycdugse half of the communications
resources are allocated to the relay for transmission, iwtgduces the overall throughput. The
Adaptive Relaying Protocol (ARP) of [150] might be capabteoeercoming this problem owing
to the ARP scheme selecting the forwarding protocol of ielakiere a protocol selection criterion
depends on the success of decoding at each relay. The baaiofi¢ooperative communication
can be traced back to the work of Meulen [151] on the concefiteofelay channel model, while
the main milestones in the development of cooperative conications schemes are summarized
in Tables 4.1— 4.3.

Networking Coding (NC) [189] is a multi-cast technology. €lbore idea of NC is that an
intermediate node no longer performs simple store-andefat function, but instead, efficiently
encodes and forwards the specifically processed informatidoth sources of a duplex link to
both destinations, thus improving the capacity and rolasstrof the whole network. The network
coding concept was originally conceived for wired netwofk89]. Nonetheless, the broadcast
nature of radio channels is also amenable to the employmié€oAs a result, the combination
of NC and cooperative communications is capable of effeltiimproving the performance of
wireless communication systems. Motived by these obsenstin this chapter, we consider a
‘butterfly’ topology based NC scheme, where two SNs and twe ¢ assisted by a single RN.

In Section 4.2, the relay-induced error propagation is cedun the context of DF relaying.
Then based on our study provided in Chapter 2, ACM is invokeddoperative communications
in Section 4.3. Finally, adaptive TTCM aided distributedTEE are proposed for cooperative
communications in Section 4.4.

4.2 Relay-Induced Error Propagation Reduction for Decodeand-Forward
Cooperation

Cooperative communications [139] is capable of supportisgrs in the quest for achieving either
an improved integrity or a higher throughput in wirelessaweks with the advent of user coopera-
tion. However, in practice decoding errors may be imposeith®RN’s erroneous decisions, which
would be propagated to the DN, potentially inflicting avalaer-like error propagation.

The potential error propagation limits the attainable @ménd performance. Hence, vari-
ous methods have been proposed for mitigating the effecesrof propagation imposed by the
RN [190, 191]. In this section, two methods are studied.

1. The first method considered was proposed in [175, 192], where the decodiog prob-
ability encountered at the RN was taken into account duttimgdecoding process at the
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Year | Author(s) Contribution

1971 | Meulen [151] The concept of relay channel model was introduced
1979 | Cover and Gamal [144] The capacity of relay channel was quantified

1998 | Sendonari®t al.[152] A new form of spatial diversity was achieved

by the cooperation of mobile users

2001 | Lanemaret al.[146] A hybrid DF method was conceived for attaining a
cooperative diversity gain in wireless networks

2002 | Hunter and Nosiratinia [149] Coded cooperation was proposed
Dohleret al.[153] Extended the applicability of space-time
block codes (STBC) to virtual antenna arrays

2003 | Sendonariet al.[147] The concept of user cooperation was invoked
for a CDMA system
Sendonariet al.[148] The implementation aspects and performance of

cooperative systems were considered
Lanemaret al.[154] Distributed space-time-coded protocols
were conceived

Zhao and Valenti [155] Distributed turbo codes were proposed for cooperative
communications

2004 | Lanemaret al.[145] Cooperative connectivity models were introduced for
wireless relay networks

Nabaret al.[156] Performance limits and space-time signal designs
were provided for fading relay channels

Ribeiroet al.[157] Symbol error probabilities were derived for general
cooperative links

Jananiet al.[158] Space-time transmission and iterative decoding
was proposed for coded cooperation

Stefanowet al. [159] Cooperative coding was introduced

Table 4.1: Milestone of Cooperative Communications (12004).
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D

2005 | Azarianet al.[160] The achievable diversity-multiplexing tradeoffs were
guantified in half-duplex cooperative channels
Sneessenst al. [161] Soft DF was conceived
Host-Madsen and Zhang [162]Upper and lower bounds were derived for the attainable)
capacity of wireless relay channels
Krameret al.[163] Efficient DF and CF relaying protocols and capacity
theorems were provided for relay networks
Larsson and Vojcic [164] Cooperative transmit diversity was proposed based on
superposition modulation
2006 | Li et al.[165] Distributed turbo coding relaying on SD was designed
for multihop relay networks
Xiao et al.[166] Cooperative diversity based on code superposition
was proposed
Host-Madsen [167] Capacity bounds were derived for cooperative diversity
Chen and Laneman [168] Efficient modulation and demodulation techniques were|
conceived for achieving a cooperative diversity gain
2007 | Bao and Li [169] Decode-Amplify-Forward (DAF) and Hybrid DAF
was amalgamated with Coded-Cooperation
Xiao [170] Radical network coding approaches were proposed
Zhaoet al.[171] Optimal power allocation versus relay selection strategis
were investigated in AF cooperative communications
2008 | Bao [172] Adaptive network coded cooperation was proposed
Yue [173] Superposition coding schemes were designed
for user cooperation
Li and Vucetic [150] A simple adaptive relaying protocol were devised
2009 | Letaief and Zhang [174] Cooperative technigues were combined with
cognitive radio networks
Lee and Hanzo [175] MIMO-assisted hard versus soft DF was conceived
for network coding aided relaying systems
Chatzinotast al.[176] Capacity limits in cooperative cellular systems
2010 | Konget al.[177] Near-capacity cooperative space-time coding employing

Donget al.[178]

Xu et al.[179]

irregular code design and successive relaying was prop
Improved wireless physical layer security was conceive
for cooperating relays

Joint channel- and networking- coding was devised for

osed
)

two sources sharing a single relay

Table 4.2: Milestone of Cooperative Communications (220%0).
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Zhanget al.[188]

Year | Author(s) Contribution
2011 | Peters and Heath [180] | Cooperative algorithms were conceived for MIMO-aided
Interference-limited scenarios
Talwaret al.[181] Joint relay selection and power allocation was conceived fo
two-way relay networks
Sugiuraet al.[182] Coherent versus non-coherent DF relaying aided
cooperative space-time shift keying was proposed
2012 | Clarke [183] Transmit diversity and relay selection algorithms
were designed for multirelay cooperative MIMO systems
Rebelattcet al. [184] Multiuser cooperative diversity relying on network coding
and classic coding theory was proposed
M. F. U. Buttet al.[185] | Self-concatenated code design and its application wasomtt
Qiet al.[186] Hybrid automatic repeat re-quest strategies
are proposed for relaying schemes
2013 | Nasriet al.[187] Optimization of Network-coded cooperative diversity gyss

An overview of advances in cooperative communications

Table 4.3: Milestone of Cooperative Communications (22013).

destination. Hence we refer to it as ‘Correcting the Rel@ggsoding Errors at the Destina-

tion (CRDED)'. However, both the location of RNs and the esponding transmit power
was fixed in [175, 192].

2. Thesecond method considered is based on the scheme advocated in [65, 101 \i88te

joint signal design and coding was invoked both at the SN hadriN. We term this method

as the joint SN-RN-DN design. The system selected the mpsbpgate relay based on the

transmit power level required for guaranteeing reliablayiag. Although the joint SN-RN-

DN design technique of [65,101,193] efficiently mitigated RN-induced error propagation,

when the power received at the RN was too low, the effect of gmopagation still remained

a persistent problem.

The apparent trade-off between the above-mentioned CRDEfad of [175, 192] and the
joint SN-RN-DN design of [65, 101, 193] has motivated ouredgsh to beneficially amalgamate

these meritorious mechanisms for the sake of mitigatingther propagation imposed by the RN.

We considered transmission over quasi-static Rayleigingachannels, where the channel’s enve-

lope remains approximately constant during a transmidsame, but fades between the different

frames. In this section, we will employ the BICM-ID [56, 199¢heme of Chapter 2 for assisting
our DF based system. Set-Partitioning (SP) based sigrellifaip[3] is employed by the BICM-ID
scheme for increasing the Euclidean distance of the cdeisbel points and for exploiting the full

advantage of bit interleaving with the aid of soft-decisfeadback-based iterative decoding. Fur-

thermore, the DF protocol is employed in the proposed schéttbough using a strong channel
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code is capable of mitigating the error propagation forgnaission over idealized uncorrelated
Rayleigh fading channels in a DF scheme, the error propagatihard to mitigate for transmission
over slowly-fading quasi-static Rayleigh fading chanrmisng to the lack of time diversity during
a transmission frame.

Again, we amalgamate the CRDED technique of [175, 192] arddimt SN-RN-DN design
of [65, 101, 193]. In the context of the latter technique wihegi select a RN near the desired
location, or allocate the most appropriate transmit powahé RN in order to attain the desired
received SNR at the DN, as in [65, 101, 193]. Hence this erdthtechnique is referred to here as
‘RN Selection or Power Allocation (RNSPA)'. Naturally, arteficial amalgam of these techniques
is expected to have a better end-to-end performance thaabihee-mentioned two methods in
isolation.

4.2.1 System Model and Analysis

dsd - dsr + drd

Figure 4.1: The schematic of a two-hop relay-aided system.

Figure 4.1 shows the basic schematic of a two-hop relaydagystem, which is used in our
design. During the first cooperative transmission peri@d3N transmits a frame of coded symbols
x; to both the RN and DN. Then the RN decodes the information emsinits a frame of coded
symbolsx, to the DN during the second cooperative transmission pehitmde specifically, during
the first transmission period, théh symbol received at DN may be written as:

Ysak = \ Gsalsa kX5 k + Nsa s 4.1)

wherek € {1,...,N} andN is the number of symbols transmitted from the SN, whilg, denotes

the quasi-static Rayleigh fading coefficient between theaBiNthe DN. Moreover;, . represents
the AWGN having a variance dfly /2 per dimension. Similarly, theth symbol received at the RN
may be expressed as:

Ysrk = V Gsrhsr,kxs,k + Ny ks (4-2)
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whereh,,  denotes the quasi-static Rayleigh fading coefficient ofitilebetween the SN and the
RN, whilen,  represents the AWGN having a varianceMgf/2 per dimension. It is assumed that
the number of symbols transmitted from the SN is the sameaadritm the RN. Theth symbol
received during the second transmission period may, terglbe formulated as:

Yrdk = V Grahra kXr ko + Mgk, (4.3)

whereh,, ;. represents the quasi-static Rayleigh fading coefficiett@RN to DN link, while i, ,
represents the AWGN having a varianceNf/2 per dimension. The reduced-distance-related
pathloss reduction (RDRPLR) of the SR link related to the R ¢an be expressed as [195], [65]:

dg\
Gsr — <di> . (4.4)

Here, the pathloss exponent equal®te- 2, because a free-space pathloss model is assumed. Sim-
ilarly, the RDRPLR of the relay-to-destination (RD) linkated to the SD link may be formulated

as.
2
Gy = (%) : (4.5)

Naturally, the RDRPLR of the SD link related to itself is yhiyielding, G;; = 1, whered,,
represents the distance between the SN and RN, whilis that of the RD link andl; is that of
the SD link. Moreover, for the sake of simplicity we assumeathaut loss of generality that the
SN, the RN and the DN are positioned along a straight linerd&fbee, we have:

dsg = dsy + dyg. (4.6)

Again, below we beneficially combine the CRDED [175, 192] &mel RNSPA [65, 101, 193] tech-
niques. The proposed algorithm and its analysis will begurexl in the following subsections.

4.2.1.1 Correcting the Relay’s Decoding Errors at the Destiation

Practically, the RN may have decoding errors and if so, theretroneous packets are transmitted
from the RN to DN, which inevitably degrades the achievalnd-®-end performance [192]. We
denote the BER of the BICM coded bits at the RN as RN-BER. Mpezifically, the RN-BER

is given by the BER of the BICM decoded bits at the RN, which barestimated form the soft-
metrics of the BICM decoder. Figure 4.2 shows the scheméttbeoentire systery where the
interleaver and de-interleaver are represented layd 77!, respectively. The estimated RN-BER
has to be signalled to the DN, where it is employed for mitigathe effects of error propagation.
In this model, the RN'’s location is fixed. Lqﬁ( denote the RN-BER of théh bit of the kth
symbol, where we havé € {1,..,m} andm represents the number of coded bits per BICM

1in this context, we note that the achievable performancéisfscheme might be further improved by exchanging
extrinsic information between the SD and RD receiver. Thay @lso be viewed as a diversity combiner, which exploits
the independent fading of the SD and RD links.
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Figure 4.2: The block diagram of the RN-BER-aided system.

symbol. For simplicity, we assume that the RN-BER is pelydatown at the DN, which may be
accurately estimated based on the decoder’s soft outpwadtshown in [192] that only a modest
performance degradation is imposed, when a realisticatijnated BER value is relied upon. Here,
we introduced the sequenm;;, which hosts a logical one to indicate the position of theodiétg
errors, where the probability of the decoding errAtﬁL can be expressed as:

1—gq; ,if Ack=0

. ‘ (4.7)
7 if Acq =1

plac) -
During the BICM-ID decoding iterations at the DN thefrinsic a pOsteriori probability P(c; O)
of the original coded bit3cf€) and the error-indicator sequenAe;; [135] are interleaved indepen-
dently, and then they are fed back to the input of the demagpéine probability of the priori
information, where agai® refers to theextrinsic a pOsteriori information. Considering the RN-
BER and ther posteriori probability P(ct; O) of the BICM decoder’s output bits [135], the joint
probability P(¢i; O) may be calculated as:

(1-g)P(c, = 0;0) + giP(c} = 1,0)

Al
P(é};;O): ‘ ' K if ‘Ck =0 (4.8)
(1—44)P(c; = 1;0) + g, P(c, = 0;0)
y If é\;( — 1,

which may be used to generate the Log-Likelihood Ratio (L[E3p] of c;;. ConsideringP(c}c =
1;0) as an example, we have [135, 192]:
. ) . v 2 "
P(cp=1;0) =P} =1)-{ (1= g)) Eyeyqiny exp (2@t ) 117, P(el = 1,0)
i 1 Yrd™ Gr hr 72 Al .
+ i Teyin) P (@) [T P = 0;0)},  (49)
wherex(i,0) is the set of constellation points having tik bit set to 0 andy(i, 1) is the set of

constellation points having thth bit set to 1. It is worth mentioning that the convention#CBI-
ID decoder may be employed for the SD link without any modifara since this link is free from
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any RN-induced decoding errors, where the correspondiolgafmility can be simplified to:

P(Cizb;O)IP(CiIb)-{ ) exp<_|yrd FhrdXV')HP _bo}

XreX(i/b) ]7&1

(4.10)

where be (0,1). Although error propagation may be encountered abtigit is mitigated with the
aid of the RN-BER estimator shown in Figure 4.2, which campftieé DN to correct the decoding
errors induced at the RN.

Having considered the CRDED method, let us now focus ountiie on the RNSPA tech-
nique.

4.2.1.2 RN Selection or Power Allocation

When transmitting over quasi-static Rayleigh fading cl@snthe constant fading coefficient and
the power of the AWGN determines the received SNR for eacatstnission frame. The estimated
SNR can be used for choosing the optimum RN location. Acaogrtlh [101], the average SNR at
the RN may be expressed as:

E{Gsr}E{‘hsrIZ}E{‘xs,k"z}

, 411
X (4.11)

SNRr,sr =

wherex; ;. is thekth symbol transmitted from the SN. For the sake of simplfyour analysis, we
define the ‘equivalent SNRtharacterizing the ratio of the power transmitted from Skh&onoise
power encountered at the RN as:

E
SNRye = M (4.12)
No
where we haveéE{|x,|*} = 1. Hence, we arrive at:
SNR, s = SNR; 5;Ger|hsr|? (4.13)
Yr,or = Yeor + 1010g,o(Ger|hsr|*) [dB], (4.14)

where we havey, i, = 10log,;,(SNR; ) andy; = 10log,,(SNR; ). Furthermore, we assume
having the same transmit power at the SN and at the RN, whithsmonds to equal-power-sharing
between them. Hence, we have:

Yy rd — 101081 (Gralral?) = Yr.sr — 10log,o(Gsr|hsr %) (4.15)
G}’d‘h}’d‘z Vrrd 15T
—raltial  _ 10~ 1w© . 4.16
Corlfiar (4.16)

2We note that this definition does not represent a physicaltgible or measurable quantity, since it relates the
transmit power of the SN to the AWGN power encountered at tReNbnetheless, this convenient definition simplifies
our discussions, which was proposed in [155].
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Based on Equations (5.2), (5.3) and (5.4), the relationbkipveenG,, and G,; may be ex-
pressed as:

1 2
Ca= 11,700 ) 4.17
& (1—1/‘/(;“) (4.17)
If 7, s IS fixed tOy, s» min, the following relationship may be derived from Equatiofd.6) and (4.17):
) Or,srmin—7Ve,sr)
Gsr = |hsy| 710 10 . (4.18)

Then, based on Equation (4.1%),; can be obtained.

4.2.1.3 Analysis of Both Methods for Perfect Relaying

In this sub-section, the performance of the CRDED and RNSP#haus is presented for the ideal-
ized perfect relaying scenario, where we have RN-BER = Quréig.3 shows the BER performance
of the perfect relaying scenario. The dotted lines repitetherperformance of the CRDED method
in the following three scenarios: 1) the RN is half-way begwéhe SN and DN, 2) the RN is closer
to the SN and 3) the RN is closer to the DN. As seen in Figureif#tBe RN is located close to
the SN,G,, is relatively low, hence the DN receives the data at a redtilow SNR, thus we have
a poorer performance. By contrast, if the RN is closer to the e situation is reversed. At a
BER of 107#, there is an almost 5 dB SNR difference between these twaagosn As seen in
Figure 4.3, the performance curves of the RNSPA method gresented by the solid lines. Note
that the BER curves of the RNSPA method decay faster thare thbthe CRDED method. The
corresponding Frame Error Ratio (FER) performance is pteddan Figure 4.4.

4.2.2 Simulation Results

The performance of the proposed systems is characterizihisisection using the simulation pa-
rameters of Table 4.4. Firstly, the performance of the CRDieBhod recorded for RN-BER aided
BICM-ID is characterized in Figure 4.6, which illustratd®etBER performance of the CRDED
system for a fixed RN location. When the RN is half-way betw#enSN and the DN, there is
an almost 7 dB difference between the BER performance curtleeoCRDED scheme exploit-
ing the estimate of RN-BER and that operating without exigithe knowledge of the RN-BER.
Furthermore, encountering different RN locations resuls different performance. More specifi-
cally, the longer the SR link, the more substantially the BieRormance of the CRDED technique
improves, since the effects of the avalanche-like RN-iedugrror propagation become more catas-
trophic in the absence of the RN-BER knowledge, i.e. in theeabe of the CRDED technique. For
instance, the performance of the RN-BER aided scenario mypsoved by approximately 19 dB
in the case of5;, = G,;/3. By contrast, we have a modest 2 dB improvement with the attieof
CRDED scheme foG,, = 3G,;. Therefore, the employment of the CRDED technique becomes
more crucial, when the RN is closer to the DN. The correspundiER performance shown in
Figure 4.7 exhibits similar trends.  Observe from Figureahd@ Figure 4.4 that when the SNR
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perfect relaying, 2) only the CRDED method is used.
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Figure 4.9: BER versus SNR performance for RN-BER aided BIlCMor transmis-
sion over quasi-static Rayleigh fading channels both ferRINSPA method and for the
proposed hybrid method. The system’s schematic is podray&igure 4.2 and the sim-
ulation parameters are summarised in Table 4.4. The RN-BfiRy ofl0~!, 103 and
10~¢ were exploited, respectively.
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10—3 and10~° were exploited, respectively.
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Coded BICM-ID

Modulation

Modulation QPSK

Code R=1 Convolutional

Code Memory 3

length

Number of 8

iterations

Decoder Approximate Log-MAP [19]

Symbols  per 1,200

frame

Number of 10,000

frames

Channel Quasi-static Rayleigh channel

Gsr = Gy Gsr = Gyg/9 Gsr = 9G4

Pathloss Goyr=4 | Gy=4|G;=178| Gy=16 | Gy =16 | G,y =178
(6.02dB) | (6.02dB) | (2.50dB) | (12.04dB)| (12.04dB)| (2.50dB)

Threshold 0.89 dB 5.35dB 8.09 dB

Corresponding| RN-BER =10"" RN-BER =103 RN-BER =10"°

AWGN BER

Table 4.4: System parameters.

increases in the idealized perfect relaying scenario, (R8P method has a better performance
than the CRDED since the latter is expected to have no beirefiie absence of errors. Hence the
philosophy of our hybrid method is that we activate the RN&R4A CRDED modes of operation,
depending on whether the SR channel’'s SNR exceeds a thdegiak, above which the RNSPA
technique is activated. This is because in the presenceufieiently highSNR, s, the RN-BER
becomes low and hence we no longer have to exploit this RN-Bfitivledge. Table 4.4 shows
the threshold value, s, min €xpressed iaB, which is used for selecting a RN at a desired location
or using the appropriate transmit power at the RN. This tiolesdirectly corresponds to a specific
RN-BER under the assumption of a quasi-static Rayleigmtadhannel, which corresponds to an
AWGN channel having a fading-dependent SNR. More spedyidéie optimum relay location or
the transmit power required at the RN can be chosen basedearptimumG (Section 4.2.1.2),
which can be generated from the knowledge of the transmiepaithe SN and that of the received
power at the RN. The simulation results provided below wadtify, why our proposed system is
superior to both the CRDED and the RNSPA method. Let us nowidenthe performance of our
proposed method in comparison to the RNSPA technique. &% shows the BER performance
of employing our proposed method and the RNSPA method régelyc When using the threshold
of RBER beingl0~3 and10~°, the performance does not change between our proposed anetho
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Figure 4.11: Soft outputs from the MAP decoder for a transdistream of all -1 foour
proposedmethod.

and RNSPA method. While when the threshold of RBER béd1g, there are 12 dB improvement
with our proposed system. Figure 4.9 and Figure 4.10 ibtstthe BER and FER performance of
the proposed hybrid system, respectively. The compariserstaown by the simulation results.
Observe in Figure 4.9 that regardless, whether the RN-BiRvledge is exploited or not, the
achievable performance remains similar when RN-BERO0~3. However, when the decoding
error probability is high at the RN, the exploitation of th&lfBER becomes more crucial for the
sake of limiting the RN-induced error propagation. Foramge, as seen in Figure 4.9, our proposed
method achieves an approximately 12 dB power reduction tneRNSPA method, when using
a RN-BER threshold of0~! for activating the CRDED technique. More specifically, anRSdf
almost 21 dB is required for achieving a target BER®f* by the RNSPA, which becomes about

9 dB for our proposed technique, as indicated by the dotiuesi and by the continuous-triangle
lines, respectively.

It is worth noting that the FER seen in Figure 4.10 is poor, mtee RN-BER threshold used
for activating the CRDED technique is set10~'. In contrast to Figure 4.4 and Figure 4.7, the
FER performance of the CRDED scheme approaches that of thecpeelaying situation, while
the FER performance remains inferior in comparison to tiatuo proposed scheme. Since the
CRDED method implicitly relies on having a fixed RN locatiavhich is associated with a time-
invariant RN-BER, its performance is expected to degradberpresence of high RN velocity or
low RN-BER signalling rates. It can also be observed in Fegli0 that if the RN-BER is in excess
of 10~1, then the FER also becomes too high to be effectively redbyete proposed system.
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4.3 Adaptive Coded Modulation in Cooperative Communicatims

The wireless communication systems of future generatiogseauired to provide reliable trans-
missions at high data rates in order to offer a variety of imdtlia services to both commercial and
private customers. Cooperative diversity schemes weneogeal for satisfying the requirements.
Although diverse relaying protocols may be used betweessdhece, relay and destination nodes,
this section will employ Decode-and-Forward (DF) relayinthe DF system can adopt a strong
channel code for mitigating the potential error propagatiwhen communicating over uncorre-
lated Rayleigh fading channels. However, it performersriycior transmission over quasi-static
fading channels owing to the lack of temporal diversity dgra transmission frame. In order to
counteract the time-varying nature of the mobile radio cleds) near-instantaneous adaptive coded
modulation (ACM) schemes have been proposed, where bothhehiate code and/or a higher-
order modulation mode may be employed, when the instantsnestimated channel quality is
high in order to increase the number of Bits Per Symbol (BR®)smmitted. Conversely, a more ro-
bust lower-rate code and/or a lower-order modulation medemployed, when the instantaneous
channel quality is low, in order to improve the mean BER penfance.

4.3.1 System Design and Analysis

Based on our study of ACM designed for traditional poinptint transmission in Chapter 2, ACM
will be introduced in this section in the context of coopiatcommunications. The aim of the
section is to find the optimum ACM scheme for cooperative camigations over quasi-static
Rayleigh fading channels. This section will detail both thesign and performance analysis of
ACM in the context of three cooperative communications s single relay node (RN) aided
ACM, twin RN aided ACM and single RN aided ACM additionallyrabined with the source-to-
destination (SD) link at the DN.

4.3.1.1 First-In-First-Out Buffer

In an ACM system, the attainable throughput of the SR and thdifiks depends on the channel
quality in the scenario of considering a SN-RN-DN basedesyst For instance, if the channel
guality between the SN to the RN is high, a rate 3/4 CM-16QAkesee may be adopted, whose
block size is 400 symbols, when there are 1200 informatitmibia frame. However, if the channel
quality between the RN node and the DN is low, a rate 1/2 CMKiB&eme may be adopted,
whose block size is 1200 symbols. In order to solve this moblwe introduce a first-in-first-out
buffer at the RN. More explicitly, the decoded bits at the RB\&ritten into the buffer and the RN
will only re-encode and re-transmit a CM frame, when thersuifficient information bits in the
buffer to form a CM frame according to the RD channel qualitgauntered.
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4.3.1.2 Single-Relay aided ACM in Cooperative Communicabins

Similarly to the non-cooperative regime of Section 2.3, wesider BbB ACM, where the channel
fading is constant across a transmission frame, but vamdes frame to frame by obeying an un-
correlated Rayleigh distribution. Accordingly, in a quasitic fading channel, each transmission
frame effectively experiences an AWGN channel having an §Nén by Equation (4.22) or Equa-
tion (4.24). By contrast, in the shadow plus fast Rayleigtirfg channel, each transmission frame
experiences an uncorrelated Rayleigh fading channel garinSNR given by Equation (4.29) or
Equation (4.30).

TTCM X, | | TTCM TTCM x,. | TTCM
Encoder | Decoder Encoder .| Decoder

Source Node Relay Node Destination Node

Figure 4.12: Schematic of each node with buffers in a two-ietgy-aided ACM system
assuming the absence of the SD link, where w stands for gritito the buffer, while r
represents reading the information from the buffer.

The schematic of the ACM system designed for cooperativenmomication and operating
without relying on the low-quality SD link is presented ingbie 4.12. In order to minimise the
potential error propagation and energy efficient, the adaphode-switching threshold of BER =
10~ is employed by the SR link, while we aim for a target BERLOf? in the RD link.

When transmitting over quasi-static Rayleigh fading cles\rthe block-fading coefficient and
the power of the AWGN jointly determine the received SNR facle transmission frame. From
Equation (4.2), the average received SNR at the RN may bessgd as:

E E{|hs|*}E 2 2
SNR,,, = {Gsr JE{|hsr |*}E{ |25 1°} _ Gor|hsr | ) (4.19)
! No No
wherex,  is thekth symbol transmitted from the SN. For the sake of simplyour analysis in

line with [155], we define the ‘equivalent SNRtharacterizing the SN to RN link as:

E{lx?} _ 1
NRyg = —tkl J — — 4.20
S t,sr NO NOI ( )
where we havéE {|x,|*} = 1. Hence, we arrive at:
SNRr,sr = SNRt,ersr’hsr|2 (4-21)
Yrsr = Teor + 10l0g 0 (Ger|hsr|*) [dB], (4.22)

3We note that this definition does not represent a physicalhgible or measurable quantity, since it relates the
transmit power of the SN to the AWGN power encountered at tReNbnetheless, this convenient definition simplifies
our discussions, which was proposed in [155].
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where we havey, ;, = 10log,,(SNR, ) andy;s = 10log,,(SNR; ). Then, the performance
of the CM scheme communicating over the AWGN channels is esatptoy, s, in order to select
the right CM mode, as detailed in Section 2.3.1.1. Similaxy may arrive at:

SNRr,rd = SNRt,rdGrd ’hrd ’2 (4-23)
Vrrd = Vira + 10108, (Gralha|*) [dB], (4.24)

which is used for selecting the CM mode to be used between thariRl DN. Furthermore, the
relationship between thg, / Ny value and the SNR may be expressed as:

Ey/No = SNR — 10log(R,). (4.25)

For the shadow-and-fast Rayleigh fading channel of Se@i82.1, the buffers shown in Fig-

X

SN/RN RN/DN

Figure 4.13: Brief schematic of transmission.

ure 4.12 are still employed. The schematic of a node to nadestnission link is shown in Fig-
ure 4.13. More specifically, during the first transmissioriqug thekth received symboy,, , may
be expressed for transmission over the shadow-and-fasiBlayading channel of Section 2.3.2.1
as:

Ysrk = V Gsrhsrhf,sr,kxs,k + Nsr ks (4-26)

wherehs, andhy s, « represent the shadow-and-fast Rayleigh fading coeffieigithe link between
the SN and the RN, while,, , represents the AWGN having a varianceMf/2 per dimension.

It is assumed that the number of modulated symbols traresinitom the SN is the same as that
from the RN. Thekth symbol received during the second transmission periog tharefore, be
formulated as:

Yiak = V Gralvahif,ra pXo k + Mrd ks (4.27)

wheren, « is the noise, whild,; andhy .4 are the coefficients between the two nodes. Note that
we haveE{|hf,,d,k]2} = 1, because it is the fast Rayleigh fading channel coefficieteince, we

have:
SNRrsr _ E{Gsr}E{|hsrIZ}E{|hf,sr,k|2}E{’xs,k|2} _ Gsr’hsr’?"' (4.28)
’ Ny Ny
Finally, we arrive at:
Vrsr = Ysr + 101081 (Ger s [) [dB]. (4.29)
Similarly, v, ., may be expressed as:
Yrpd = Vtrd + 1010g10(Grd’hrd ’2) [dB] (430)

Then, bothy, ;, and+y, .4 are used for selecting the appropriate CM schemes.
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4.3.1.3 Twin-Relays aided ACM in Cooperative Communicatias

Having studied the single RN aided ACM in communicationgesys the characteristics of a twin-
RN aided ACM system will be investigated in this section. Ufeg4.14 shows the structure of the
twin-RN aided ACM. The SN transmits a frame of coded symbgi® the first RN (RN) during

the first transmission period. Then RNecodes the information and encoded it again. During the
second transmission period, a frame of coded symkpols transmitted from RNto the second
RN (RN,), similarly to the operation of RN RN, decodes the information and encode it again.
Finally, during the third transmission period, a frame aded symbol,, transmitted from RNto

| TTCeMm x, | | TTCM TTCM X, |TTCM TTCM X, |TTCM :
: Encoder 1" | Decoder Encoder | " | Decoder Encoder [ ¢ | Decoder :
Hw r P r Do r:
Source Node Relay Node 1 Relay Node 2 Destination Node

Figure 4.14: Schematic of each node relying on buffers. Herepresents writing infor-
mation into the butter meanwhile reading information frdra buffer.

the DN is received. More specifically, during the first trarssion period, théth symbol received
at the RN may be written as:

]/srl,k = \/ Gsrlhsrl,kxs,k + nSﬁ,kl (431)

wherehs,,  denotes the quasi-static Rayleigh fading coefficient ofitiiebetween the SN and the
RN, whilen,, , represents the AWGN having a variance\pf/ 2 per dimension. Itis assumed that
the number of symbols transmitted from the SN is the sameaadrtim the RN. Théth symbol
received during the second transmission period may, therebe formulated as:

Yrrk = V G7172h71r2/er1r2rk T Mk (4.32)

whereh,,,, . represents the quasi-static Rayleigh fading coefficiethefRN to DN link, while,
1,1,k Fepresents the AWGN having a variance\yf/ 2 per dimension. The symbol received during
the third period becomes:

yrzd,k = Grzdhrzd,er,k + nr2d,kr (433)

whereh,,;  represents the quasi-static Rayleigh fading coefficiethefRN to DN link, while,
1,4 represents the AWGN having a variance\pf/ 2 per dimension. The RDRPLR of the source-
to-relay-1 (SR) link related to the SD link can be expressed as [195], [65]:

deg \
Gsr, = ( d; > . (4.34)
1
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Here, the pathloss exponent equal®te- 2, because a LOS pathloss model is assumed. Similarly,
the RDRPLR of the relay-1-to-relay-2 {R,) link related to the SD link may be formulated as:

dsd 2
Grr, = 7 , (4.35)
rira
while the RDRPLR of the relay-2-to-destination,(® link related to the SD link may be expressed
as:
2
Grya = ( ; = > , (4.36)
r2d

Naturally, the RDRPLR of the SD link related to itself is yhiyielding, G;; = 1, whered,,
represents the distance between the SN and RN, whiles that of the RD link andl; is that of
the SD link. Moreover, for the sake of simplicity we assumeathaut loss of generality that the
SN, the RN and the DN are positioned along a straight linerdfhee, we have:

dsg = dsrl + drlrz + drzd- (4.37)

For example, when the RNs’ location atg, = d,,, = d,,q = %dsd, based on Equations (4.34§4.36),
we obtain a power-reduction factor ak;,, = G, = G,,g = 9, which is achieved at the cost of
a throughput reduction oga‘ as augmented earlier in Section 2.3.1.2.

4.3.1.4 Single-Relay aided ACM Additionally Exploiting the SD Link in Cooperative Com-

munications
TTCM X, : ST Iy

4 - = Buffer_LLR_sct| TTCM
Encoder 3 P T “»| Decoder

Buffer_S

Buffer_S

Source Node Destination Node
TTCM TTCM ‘

Encoder

Decoder ?(T

Buffer_R

Figure 4.15: The schematic of the ACM aided SD link.

In this section, we additionally exploit the presence of$iielink in our single-RN aided ACM
system. Figure 4.15 shows the schematic of our ACM aideesyselying on the SD link. The
difference between the scenarios operating with and withw SD link manifests itself during
the first transmission period, wheap transmits to both the RN and the DN. More specifically, the
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information received at the DN is written into the LLR buffierst. Once the DN obtained the
information from the RN, the DN decodes the information af RN and SN jointly. It is worth
noting that the throughput of the single-RN aided coopegatystem recorded both with the aid of
the SD link and without the SD link ié, as argued in Section 2.3.1.2.

4.3.2 Simulation Results

Having introduced our ACM-aided cooperative communigaigcheme, our numerical perfor-
mance results will be presented in this section, which mayidged as an extended version of the
ACM performance results of Section 2.3.2. Firstly, the parfance of our ACM aided cooperative
system using a single RN and operating without the SD linklvélcharacterized for transmission
over both quasi-static Rayleigh fading channels and ovad@h-and-fast Rayleigh fading chan-
nels. Then the performance of the ACM scheme employing twe BN communicating over
guasi-static Rayleigh fading channels will be illustrat&hally, the ACM system invoking a sin-
gle relay combined with the SD link will be characterized,emtcommunicating over quasi-static
Rayleigh fading channels. The corresponding simulatioarmpaters are listed in Table 4.5.

Coded Modulation

TTCM, BICM-ID

Modulation Scheme|

4PSK, 8PSK, 16QAM, 64QAM

Mapper type Gray Mapping, Set-Partitioneq
Number of 4,8
iterations

Code Rate 1/2, 2/3, 3/4, 516
Code Memory 3
Decoder type Approximate Log-MAP
Symbols per frame 12,000
Number of frames 10,000

Channel Quasi-static Rayleigh fading channsl,
shadow-and-fast Rayleigh fading chanriel
Gsr = Gyg Gsr = Gyg/9 Gsr =9Gyy
RDRP Gsr =4.00 | G,y =400 | Gy =178 | G,y =16.00 | Gy =16.00 | G,y =1.78
(6.02dB) (6.02dB) (2.50dB) (12.04dB) (12.04dB) (2.50dB)

Table 4.5: Simulation parameters.

Figure 4.16 illustrates the performance of ACM invoked fooperative communications with
the aid of a single RN employing the ACM mode-switching SNRe¢iholds of Table 2.5. More
specifically, the mode selection probability of encoumgrihe 4PSK, 8PSK, 16QAM and 64QAM
modes when transmitting over quasi-static Rayleigh fadimannels is presented in Figure 4.16a.
It can been seen that when the SNR is low, the TTCM-NoTx moeenigloyed most frequently,
while the TTCM-64QAM is selected more frequently, when tiNRSIncreases. The related BER
and BPS vs SNR performance is shown in Figure 4.16b. All th&8&re lower than the target
BER of 107°.

When using the switching thresholds of Table 2.7, the ACMagrerance recorded for a single
RN operating without the SD link in our cooperative commatians scenario, when transmitting
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Figure 4.16: ACM performance relying on the 4PSK, 8PSK, 1643%d 64QAMTTCM
modes, when transmitting ovguasi-static Rayleigh fading channelsising a block size

of 12 000 symbols, and, = 4 iterations. The simulation parameters are listed in Ta-
ble 4.5 and the system’s structure is presentdeiguire 4.12 The switching levels were
optimized and set according to Table 2.5. The RN is half-wetyvben the SN and the
DN.

over shadow-and-fast Rayleigh fading channels are predentrFigure 4.17. Figure 4.17a shows
the modulation mode probability results, when the systerRigfire 4.12 is communicating over
shadow-and-fast Rayleigh fading channels.

Figure 4.18 shows the performance of ACM, when employing $&nal RNs in our coop-
erative communications system communicating over quasicsRayleigh fading channels. We
can observe in Figure 4.18a that when the SNR increasese#diigher order modulation mode
becomes the dominant modulation scheme and eventuallyighedt order of 64-QAM mode of
the five-mode ACM scheme prevails. The related BER and BPSuse8NR performance is pre-
sented in Figure 4.18b, when communicating over a quas¢cdRayleigh fading channel. The
BPS throughput asymptotically trends to a constant valum upcreasing the SNR owing to the
limitation imposed by the highest-order constituent QAMd®ao

Figure 4.19 characterizes the performance of the ACM fonglsiRN additionally relying on
the SD link aided cooperative system, as shown in Figure.4Mére specifically, Figure 4.19a
illustrates the mode selection probability. As usual, tlgdnforder modulation modes are selected
more often upon increasing the SNR. Figure 4.19b depictasseciated BER and BPS versus
SNR performance, when communicating over quasi-statidéRgtyfading channels. Compared to
Figure 4.16b, the BER performance seen in Figure 4.19atisrpethich is a benefit of the diversity
gain attained due to the additional employment of the SD link

Furthermore, Figure 4.20, Figure 4.22, Figure 4.21 andreigw23 compare the performance
of our RN aided ACM system operating both with and without 8 link, when the RN locating
is not in the middle of the link, while communicating over guatatic Rayleigh fading channels.
More specifically, Figure 4.20 illustrates the ACM perfomma for the cooperative system operat-
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Figure 4.17: ACM performance of the TTCM-4PSK, TTCM-8PSK,OM-16QAM and
BICM-ID-64QAM modes, when transmitting oveshadow-and-fast Rayleigh fading
channelsusing a block size of 12 000 symbols, ahd= 4 iterations. The simulation
parameters are listed in Table 4.5 and the system’s steuipresented ifrigure 4.12
The switching levels were optimized and set according tdeTaly. The RN is half-way
between the SN and the DN.
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Figure 4.18: ACM performance relying on the 4PSK, 8PSK, 1643%d 64QAMTTCM
modes, when transmitting ovquasi-static Rayleigh fading channelaising a block size
of 12 000 symbols, anfi = 4 iterations. The simulation parameters are listed in Talide 4
and the system structure is presenteBigure 4.14 The switching levels were optimized
and set according to Table 2.5. The RNs’ location is fixedigs:= d,,,, = d,,q = %dsd.
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Figure 4.19: ACM performance relying on the 4PSK, 8PSK, 1643%d 64QAMTTCM
modes, when transmitting ovquasi-static Rayleigh fading channelaising a block size
of 12 000 symbols, anfi = 4 iterations. The simulation parameters are listed in Talile 4
and the system structure is presenteBigure 4.15 The switching levels were optimized
and set according to Table 2.5. The RN is half-way betweeistthand the DN.

ing without the assistance of the SD link, when communicgativer quasi-static Rayleigh fading
channels, where the RN is near the SN. By contrast, Figutepr&sents the related performance
for the cooperative system operating with the aid of the 8. IWe could observe that the mode
selection probability of the BPS throughput seen in Figug94nd Figure 4.21 does not explic-
itly reflect an improved throughput, but nonetheless, th&BErformance of the system operating
with the aid of the SD link is better than that of the systemrafieg without the SD link. The BER
performance seen in Figure 4.22 is also worse than that adegure 4.23.

4.4 Adaptive TTCM Aided Distributed STTC for Cooperative Com-
munications

The wireless communication systems of future generatiomsemuired to provide reliable trans-
missions at high data rates in order to offer a variety of imdtia services. Space time coding
schemes such as Space-Time Trellis Coding (STTC) [196] @mplultiple transmitters and re-
ceivers. They are among the most efficient techniques desifgm providing a high diversity gain,
especially for slowly-fading quasi-static Rayleigh faglichannels, where the channel’'s envelope
remains near-constant within a transmission frame allzies from frame to frame. Hence, all
symbols of a transmission frame tend to fade together. Hewy@hen using multiple antennas at
the mobile unit itis difficult to eliminate the correlatiofitbe signals due to its limited size. In order
to circumvent this problem, cooperative diversity schemese proposed in [145, 147,197, 198].
More specifically, each mobile unit collaborates with a feavtpers for the sake of reliably trans-
mitting its own information and that of its partners jointlyhich emulates a virtual Multiple-Input
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Figure 4.20: ACM performance relying on the 4PSK, 8PSK, 184@%d 64QAMTTCM
modes, when transmitting ovguasi-static Rayleigh fading channelsising a block size
of 12 000 symbols, and, = 4 iterations. The simulation parameters are listed in Ta-
ble 4.5 and the system’s structure is presentdeiguire 4.12 The switching levels were
optimized and set according to Table 2&, = G,;/9.
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Figure 4.21: ACM performance based on the 4PSK, 8PSK, 16QANGdQAMTTCM
modes, when transmitting ovguasi-static Rayleigh fading channelsising a block size

of 12 000 symbols, and, = 4 iterations. The simulation parameters are listed in Ta-

ble 4.5 and the system’s structure is presentdeignire 4.15 The switching levels were

optimized and set according to Table 2&, = G,;/9.
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Figure 4.22: ACM performance relying on the 4PSK, 8PSK, 1643%d 64QAMTTCM
modes, when transmitting ovguasi-static Rayleigh fading channelsising a block size
of 12 000 symbols, and, = 4 iterations. The simulation parameters are listed in Ta-
ble 4.5 and the system’s structure is presentdeiguire 4.12 The switching levels were
optimized and set according to Table 2&, = 9G,,.
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Figure 4.23: ACM performance relying on the 4PSK, 8PSK, 164x%d 64QAMTTCM
modes, when transmitting ovguasi-static Rayleigh fading channelsising a block size

of 12 000 symbols, and, = 4 iterations. The simulation parameters are listed in Ta-

ble 4.5 and the system’s structure is presentdeignire 4.15 The switching levels were

optimized and set according to Table 2&, = 9G,,.
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Multiple-Output (MIMO) scheme. The two most popular colbiaditive protocols used between the
source, relay and destination nodes are the Decode-Andard(DF) as well as the Amplify-And-
Forward (AF) schemes.

Although a strong channel code can be used for mitigatingpttential error propagation in
the DF scheme when communicating over uncorrelated Réwyfaitjng channels, its performance
becomes limited when communicating over quasi-static &glglfading channels, due to the lack
of temporal diversity within a transmission frame. In ortiecounteract the time-varying nature of
the mobile radio channels, near-instantaneous adaptoedomodulation schemes [199-201] have
been proposed, where a higher-rate code and/or a higher-orddulation mode are employed,
when the instantaneous estimated channel quality is higinder to increase the number of Bits
Per Symbol (BPS) transmitted. Conversely, a more robustteate code and/or a lower-order
modulation mode are employed, when the instantaneous ehanality is low, in order to improve
the mean Bit Error Ratio (BER) performance.

When communicating over quasi-static Rayleigh fading okés) each transmission frame ef-
fectively experiences an Additive White Gaussian Noise (B channel with a received SNR
determined by the constant fading coefficient and the noiseep Turbo Trellis Coded Mod-
ulation (TTCM) [52], which employs two identical parallebncatenated Trellis Coded Modu-
lation (TCM) [10] schemes as component codes, is one of thst powerful channel coding
scheme designed for communicating over AWGN channels. igncttintribution, we will employ
Adaptive TTCM (ATTCM) for protecting the source-to-relagphks, where the effective throughput
range is given by; = {0,1,2,3,5} BPS. A virtual MIMO system in the form of a Distributed
STTC (DSTTC) scheme will be created by the cooperating netades in order to circumvent the
guasi-static nature of Rayleigh fading channels betweendtay nodes and the destination node.
In our study, both the source node and the relay nodes arppaglivith a single transmit antenna,
while the destination node, which could be a base-statioeguipped with two received antennas.

This section proposed an effective solution for mitigating lack of temporal diversity, when
communicating over quasi-static Rayleigh fading chann&@s one hand, the ATTCM scheme
effectively realised the full-potential of various TTCMhs&mes, when communicating over the
source-to-relay links, where error propagation imposethbyDF-aided relay nodes is minimised.
On the other hand, the DSTTC scheme offers spatial diveisitige relay-to-destination links for
assisting the STTC-TTCM decoder at the destination noddnonise the probability of decoding

errors.

The section is organised as follows. Our system model isritbestin Section 4.4.1, while our
system design is outlined in Section 4.4.2. Our results @audsed in Section 4.4.3.

4.4.1 System Model

The schematic of a two-hop relay-aided system is shown iarEig.24, where the source nodg (
transmits a frame of coded symbaisto N humber of relay nodeg) during the first transmission
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dsd — dsr + drd

Figure 4.24: Schematic of a two-hop relay-aided systemeviig is the geographical
distance between nodeand nodeb.

period. Each relay node first decodes and re-encodes thenation. Then all théV cooperating
relay nodes will collectively form a virtual MIMO frame of ded symbolX; = [xq,xa, . . .,xN]T

for transmission to the destination node during the secamsmission period. The communication
links seen in Figure 4.24 are subject to both free-spaceagatfpn path loss as well as to quasi-
static Rayleigh fading. We consid&f = 2 relay nodes in this paper. Each source and relay node
is equipped with a single antenna, while the destinationeriecconsidered to be a base-station
assisted byM = 2 receive antennas.

Let d,;, denote the geometrical distance between nadasdb. The path loss between these
nodes can be modelled by [195]:

P(ab) = K/d%, , (4.38)

whereK is a constant that depends on the environmentagisdhe path-loss exponent. For a free-
space path loss model we have= 2. The relationship between the eneifily, received at théth
relay node and that of the destination ndtjg can be expressed as:

P(sr;)
P(sd)

whereGg,, is the geometrical-gain [195] experienced by the link bemvthe source node and the

Esr[ = Ey = Gsr,-Esd ’ (4.39)

ith relay node with respect to the source-to-destinatichdma benefit of its reduced distance and
path loss, which can be computed as:
Go — (@)Z ' (4.40)
i dor,
Similarly, the geometrical-gain of thith relay-to-destination link with respect to the source-to
destination link can be formulated as:
G, = (&)2 _ (4.41)
i drid
Naturally, the geometrical-gain of the source-to-desitimalink with respect to itself is unity, i.e.
we haveG,; = 1.
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The kth received signal at théh relay node during the first transmission period, whigte
symbols are transmitted from the source node, can be waten

Ysrik = Gsr[ hsr,- Xs k + Nyik s (4-42)

wherek € {1,...,Ns}, i € {1,...,N} andh,,, is the quasi-static Rayleigh fading coefficient
between the source node and itherelay node, while:, ; is the AWGN having a variance &, /2
per dimension. Theth symbol received at the destination node during the set@m$mission
period, whereN, symbols are transmitted from each relay node, is given by:

N
yrd,j = Z \/ Gr,-d hr[d x?’,‘,]' + nd,j ’ (443)
i=1

wherej € {1,...,N,} andh,, denotes the quasi-static Rayleigh fading coefficient betwtbe
ith relay node and the destination node, whilg; is the AWGN having a variance afo/2
per dimension. Note that the power transmitted by each netale is normalised to ensure that

Zzl\il ’xr[,j‘z =1

If x,,; is the jth symbol transmitted from nodeequipped with a single transmit antenna, the
average received Signal to Noise power Ratio (SNR) expegittat each receive antenna at nbde
is given by:

_ E{Gab}E{‘hab‘Z}E{‘xa,j‘z} _ Gap

SN = 4.44
R Ny Ny (4.44)

where H |h,[*} = 1and §|x,|*} = 1. For the ease of analysis, we define the ratio of the power
transmitted from node to the noise power encountered at the receiver of o

E{lx ?} 1
NR = ——2 - = | 4.4
SNR = —/—= = (4.45)
Hence, we have:
SNR. = SNR G,
Y = M+ 10 logm(Gub) [dB] ’ (4-46)

wherey, = 10log,,(SNR.) andy; = 10log,,(SNR:). Therefore, we can achieve the desired
SNR. either by changing the transmit power or by selecting a retale at a different geographical
location.

4.4.2 System Design

If each relay node is equipped with a single antenna, a naptag scheme would require a high
transmit power in order to maintain a low number of decodimgrs at the relay node, even when a
powerful channel encoder is utilised for communicatingrapeasi-static Rayleigh fading channels.
This is due to the lack of temporal diversity within a transsion frame. Hence, if the destination
node is equipped with two antennas, a non-cooperative cecesime may potentially outperform
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Figure 4.25: The schematic of the proposed ATTCM-DSTTCesyist

the DF-aided cooperative coded schemes assisted by sintgana relay nodes due to the high
error inflicted by each relay node, when communicating ovesgstatic Rayleigh fading channels.
Furthermore, unless a separate power-control loop is geodvfor the source-to-relay links, the
associated BER would be high. Finally, the co-channel fietence also exhibits a substantial
fluctuation. Due to these reasons, we proposed a neardagtus adaptive coded modulation
scheme for protecting the source-to-relay links.

In our ATTCM-DSTTC scheme, we consider the following five TMi@odes:

1. No transmission (NoTx): 0 BPS,
2. TTCM-4PSK: 1 BPS,

3. TTCM-8PSK: 2 BPS,

4. TTCM-16QAM: 3 BPS,

5. TTCM-64QAM: 5 BPS,

where all TTCM schemes employ memory-three TCM componetiés§116]. We consideN =

2 relay nodes in the system. The signal received at each reldy is decoded according to the
TTCM mode used and the decoded bits are stored in a buffehawensin Figure 4.25. Then, a
fixed-mode TTCM scheme, namely TTCM-4PSK, is used at eacly redde in order to re-encode
the decoded bits stored in the buffer. The re-encoded TTGQhbsys are then symbol-interleaved
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using 7t, and passed to an STTC encoder. Since each relay node hadeaaitenna, the first

relay node will act as the first antenna of a two-antenna STdl@me, while the second relay
node will act as the the corresponding second antenna. Giindgon node is a base-station
equipped withM = 2 receive antennas. Hence, a virtual( 2)-element MIMO system is created
between the relay and destination nodes. Finally, itezatecoding between the STTC and TTCM

Al = E? +
T, e—p—-
@ I N )
STTC /4 + " A2=FE' | TTCM [p2_ 42, g2
P'=A'+ E!
, b
y_d> Decoder Decoder|

Figure 4.26: The schematic of the STTC-TTCM decoder.

decoders is carried out at the destination node. The sclheofathe STTC-TTCM decoder is
shown in Figure 4.26, whekectrinsic information is passed between the two decoders in the form
of probability vectors. More specifically, each of the twastituent decoders is labelled with a
round-bracketed index. The notatioRSE and A denote ther posteriori, extrinsic anda priori
symbol probabilities, respectively. The probabilities@gated with one of the two constituent
decoders are differentiated by the superscripts of 1 andh2. ribtations, and ;! denote the
symbol-based interleaver and deinterleaver, respegtivel

The ATTCM switching threshold§ = [0, 71,72, 73] are determined based on the perfor-
mance of each of the four TTCM modes in the AWGN channel shawrigure 4.27, where we
have SNR = SNR: whenGg,, = 1. Specifically, the ATTCM mode switching operation is based
on the following algorithm:

NoTX, if 7, < 70
TTCM-4PSK,  ifyo <7 <m
Mode= { TTCM-8PSK, ify1 <7 < 72 (4.47)

TTCM-16QAM, if vy < v < 73
TTCM-64QAM, if y3 < 7,,

wherevy, = \/@ ]hsyilz / Np is the instantaneous received SNR at a given relay node.dbr or
to minimise the potential error propagation imposed by #iayr nodes, we chose the switching
thresholds to ensure that the BER at the relay node is lovear #°, which is given by’ =
[1.5,8.0,12.0,18.5] dB. Since we havé&V = 2 source-to-relay links, the ATTCM mode switching
is based on the link having the lowest instantaneous ret&R.

The selection probability of each TTCM mode chosen for amgeBIR. is shown in Figure 4.28
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Figure 4.27: BER versus SNRerformance of the various TTCM modes using a frame

length of Ny = 12 000 symbols when communicating over AWGN channels. 16 turbo
iterations is invoked in each TTCM decoder.
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Figure 4.28: The mode selection probability of each TTCM matiosen for a given

SNR. as well as the corresponding BPS values, when communicatiag quasi-static
Rayleigh fading channels and maintaining a BER below®.
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together with the corresponding BPS curve. Note from Figug8 that as SNRincreases, the
higher-order TTCM modes are chosen more frequently condparéhe lower-order counterparts.
As a result, the BPS throughput increases smoothly, as $idReases.

4.4.3 Results and Discussions

In order to benchmark our ATTCM-DSTTC scheme, we have alsdiestl the following five non-
cooperative schemes: uncoded BPSK-1x2, BPSK-STTC-2xZM-BPSK-1x1, TTCM-4PSK-
1x2 and TTCM-4PSK-STTC-2x2, where the notatidn< M denotes a system employingtrans-
mitterst and M receivers. All destination nodes in the benchmark schemmgsoy two receivers.
The Frame Error Ratio (FER) performance of these four naperative schemes is plotted to-
gether with that of the proposed ATTCM-DSTTC-2x2 schemeigufe 4.29.

1

N + BPSK-1x2
\-
S X BPSK-STTC-2x2
) RN * TTCM-4PSK-1x1
) ‘\,\ b TTCM-4PSK-1x2
10 e S $3 TTCM-4PSK-STTC-2x2
5 1 ™ X { ATTCM-DSTTC-2x2
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Figure 4.29: FER versus SNRerformance of the BPSK, BPSK-STTC, TTCM-4PSK,
TTCM-4PSK-STTC and ATTCM-DSTTC schemes when communigativer quasi-
static Rayleigh fading channels. The notatiinx M denotes a system employirig
transmitters andV receivers. A BER below0~° is maintained at the relay nodes of the
ATTCM-DSTTC scheme.

The N = 2 relay nodes are located at the mid-point between the soadtdestination nodes,
hence we havé&s,, = G4 = 4, which corresponds to 6 dBs geometrical-gain for both thecs
to-relay and relay-to-destination links. As seen from Fégd.29, the uncoded BPSK-1x2 scheme
requires SNR= 23 dBs in order to achieve an FER 3. With the aid of two transmit antennas,
the BPSK-STTC-2x2 scheme requires 7 dBs less transmit pivaahieve the same FER 192,
as compared to the single transmit antenna aided BPSK-h&rse When the TTCM-4PSK
scheme is introduced to replace the BPSK scheme, more thBse §ain can be achieved for both

40r N number of relay nodes as in the case of our proposed ATTCMTISScheme.
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the single-antenna and twin-antenna aided systems. Asefibbehthe space-diversity offered
by the STTC component and the temporal diversity offerechiyItTCM component, the TTCM-
4PSK-STTC-2x2 scheme outperforms the BPSK-1x2 scheme by than 14 dBs at FER 1073.
Further 6 dBs of geometrical-gain was achieved by the prgph@ds TCM-DSTTC-2x2 scheme.
Observe in Figure 4.29 that the cooperative ATTCM-DSTTQ-8heme outperforms the non-
cooperative TTCM-4PSK-1x2 with the aid of two relay nodeg,approximately 12 dBs, when
aiming for a FER ofl0~3. The above-mentioned BPSK-STTC-2x2, TTCM-4PSK-STTC;2x2
ATTCM-DSTTC-2x2 schemes do not perform decoding iteratibetween the inner STTC decoder
and the corresponding outer decoder. A further coding gath5odB is attained by the ATTCM-
DSTTC-2x2-iter scheme with respect to the ATTCM-DSTTC-8gBeme, when a single iteration
is invoked between the STTC and TTCM decoders.

Notice from Figure 4.29 that the TTCM-4PSK-1x1 scheme neguBNR = 30 dBs in order to
achieve an FER af0—3. Hence, if a non-adaptive TTCM-4PSK scheme is employedessitigle-
antenna aided source node and all the single-antennacalsei$day nodes are located at the mid-
point between the source and destination nodes, then SN — 6 = 24 dBs is required between
each of the source-to-relay links. On the other hand, thecooperative TTCM-4PSK-1x2 scheme
requires only SNR~ 14.5 dBs to achieve the same FER, when the destination node ippeli
with two receive antennas. Hence, when the destination isoaesisted by two receive antennas,
a DF-aided cooperative scheme employing a fix-mode codeehsetat the source node would
not be able to outperform the non-cooperative coded scheméothe high error inflicted by each
single-antenna assisted relay node for transmission osai-gtatic Rayleigh fading channels. This
observation further justifies the rationale of employingattle coded modulation at the source
node.

It is also worth mentioning that at SNR= 3 dB as shown in Figure 4.29, the corresponding
average received SNR at each relay node is given by,SNB+ 10log,,(4) = 9 dBs, when the
relay nodes are located at the mid-point between the souactdestination nodes. This SNi®alue
corresponds to BPS 1.0 according to the ATTCM scheme in Figure 4.28. Hence, the AVITC
scheme requires approximatel — 3 = 21 dBs lower transmission power compared to a fixed
mode TTCM-4PSK scheme, for transmitting 1 BPS from the sonare to the relay nodes.

4.5 Conclusions

In this chapter, we have examined the performance of coheosled modulation invoked for co-
operative communications. Firstly, in Section 4.2 a hyleichnique of mitigating the effects of
RN-induced error propagation was proposed, which takes donhsideration both the RN loca-
tion and the RN-BER for mitigating the error propagation.eThsults of Figure 4:34.11 have
demonstrated that this technique is particularly benéfisiaen the BER at the RN is high, since a
transmit power reduction of up to 19 dB was attained at a BERot. More specifically, the SNR
threshold values at a target FER106f2, when employing our proposed RNSPA scheme are tabu-
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Coded modulation BICM-ID
Modulation scheme QPSK
Code memory 3
Decoder type Approximate Log-MAP
Channel Quasi-static Rayleigh fading channel
Pathloss Gsr = Gy Gsr = Gyg/9 Gsr = 9G4
Gsy = 4Ggy Gsr = 16G44/9 Gsr = 16Gg,

Threshold 0.89 dB 5.35dB 8.09 dB
Corresponding
AWGN BER RN-BER =101 RN-BER =103 RN-BER =10—°

With Without With Without With Without
Mode RN-BER | RN-BER | RN-BER | RN-BER | RN-BER | RN-BER
SNR (dB) at FER*0~? 8.00 20.80 6.20 6.20 7.00 7.00

Table 4.6: SNR threshold values of our designed RNSPA sclvémse transmitting over
quasi-static Rayleigh fading channels. The values ardasgalifrom Figure 4.10.

lated in Table 4.6. In our future work, cooperative spatialtiplexing schemes will be considered,
but we note that the proposed techniques are applicable toaa lzlass of DF-aided cooperative
schemes.

Then in Section 4.3, we have studied the performance of AQMrees in the context of coop-
erative communications. More specifically, three ACM schsiwere considered, namely single-
RN aided ACM, twin-RNs aided ACM operating with the aid of 88 link, when transmitting
over a cooperative network.

Finally, in Section 4.4 an attractive cooperative schemeg pvaposed based on adaptive coded
modulation and distributed space-time coding for commatitig over quasi-static Rayleigh fad-
ing channels. The adaptive coded modulation scheme wasedtifor protecting the source-to-
relay links, while a distributed space-time code was enmgaddipr enhancing the reliability of the
relay-to-destination links. It was shown in Figure 4.15ttheobile units equipped with a single
antenna are capable establishing an energy-efficientesgatooperative network. More specifi-
cally, as seen in Figure 4.29 the proposed cooperative ATTREMTC-2x2 scheme outperforms
the uncoded non-cooperative BPSK-1x2 scheme by more thaiB&aat a FER ofl0~3, when
communicating over quasi-static Rayleigh fading chann&zgplicitly, SNR threshold values at
FER =10~2 and10—23, when employing our proposed ATTCM-DSTTC schemes for tritisig
over quasi-static Rayleigh fading channels are tabulatdable 4.7.



4.5. Conclusions

113

Decoder type

Approximate Log-MAP

Channel

Quasi-static Rayleigh fading channge

Adaptive Switching
Threshold (dB)

1.5, 8.0,12.0, 18.5

SNR (dB) at FER
102
1073

TTCM-4PSK-STTC-%2
5.58
8.46

ATTCM-DSTTC-2x2
-0.54
2.38

ATTCM-DSTTC-2x 2-iter
-0.98
2.00

Table 4.7: SNR threshold values of our proposed ATTCM-DSEERemes when trans-
mitting over quasi-static Rayleigh fading channels. Thieies are tabulated from Fig-

ure 4.29.



Chapter

Non-coherent CM scheme for
Cooperative Communications

5.1 Introduction

Having studied coherent CM assisted cooperative commtimisaschemes in Chapter 4, we will
now embark on investigating the employment of DAPSK schesh&hapter 3 in the context of co-
operative communications systems. As mentioned in Chdptidiere has been increasing interest
in applying network coding for cooperative communicati¢i®6, 170,179, 202]. This is well jus-
tified, because non-coherent detection allows us to digpeith channel estimation, which would
be somewhat unrealistic to use in cooperative system rejagm mobile relays. Star-QAM aided
TC and network coding dispensing with channel estimatidhbei proposed in Section 5.2. Then
soft-decision aided DAPSK will be invoked for AF cooperatigommunications in Section 5.3.
Furthermore, cooperative wireless and optical-fiber comioations will be amalgamated in Sec-
tion 5.4. Our conclusions concerning the various schenepraisented in Section 5.5.

5.2 Star-QAM Aided Turbo Coded Network Coding Dispensing wth
Channel Estimation

Coherent detection aided Quadrature Amplitude Modula{@AM) requires accurate Channel
State Information (CSI) in order to avoid false-phase Ingkiespecially when communicating over
Rayleigh fading channels [6, 128, 129]. As a remedy, difigadly detected non-coherent Star-
QAM (StQAM) was proposed in [131] in order to dispense witgticomplexity CSI estimation.

Operating without CSl is of particular importance in the teo of relay-aided NC assisted sys-
tems, where the relay nodes (RN) cannot be realisticallyeebgn to estimate all the channels
invoked. More specifically, 16-level Star-QAM (16-StQAM) based on two concentric 8-level
Phase-Shift Keying (8PSK) constellations having two défé amplitudes. StQAM schemes hav-
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ing more than two PSK constellations are also referred toifierBntial Amplitude and Phase-
Shift Keying (DAPSK) schemes [203, 204]. The authors of [ZIB}] have further improved the
performance of DAPSK/StQAM schemes [203, 204]. Howevespde its attractive performance
versus complexity characteristics, soft-decision basmdatiulation has not been conceived for
these StQAM and DAPSK schemes. This also implies that witkofi-decision based demodula-
tion, the potential power of sophisticated channel codingogled modulation schemes cannot be
fully exploited. Hence, when channel coding was incorpanto StQAM as in [131], its per-
formance was far from the channel capacity due to the empayraf hard-decision rather than
soft-decision based demodulation. Soft-decision assSt® AM was designed for Iteratively De-
tected Bit-Interleaved Coded Modulation (BICM-ID) in [1J03As a further improvement, Turbo
Cading (TC) [43] is adopted in this contribution becausd=XdT curve was found to have a better
match with that of the 16-StQAM demapper. Furthermore, ithigroved physical layer design is
combined with network coding (NC) in this section. Both N@$] and cooperative communica-
tions [147, 148] have recently been widely researched. lagperative communication scheme,
RNs are used to forward signals received from other usetsetdéstination nodes (DN). By con-
trast, a NC scheme allows RNs to combine the informationivedefrom different information
source nodes (SN) before broadcasting them to various DiNthid contribution, we consider a
‘butterfly’ topology based NC scheme [205], where two SNs avm DNs are assisted by a single
RN. Our novel contributions arewe employ the 16-StQAM aided TC based physical layer scheme
for assisting a butterfly topology based NC system. A powarirgljymechanism is also proposed
for further reducing the overall transmit power requiremhenthe networkThe outline of this sec-
tion is as follows. Our system model is described in Secti@ril5while our results and discussions
are detailed in Section 5.2.2.

5.2.1 System Model and Analysis

Since we rely on soft-decision aided DAPSK principles, farity with the basic concepts of
Chapter 3is assumed. Soft-decision aided DAPSK combintdN& is proposed in Section 5.2.1.1,
followed by our power sharing solutions. Then the capadityur NC scheme is presented in Sec-
tion 5.2.1.2 and Section 5.2.1.3, respectively.

5.2.1.1 Network Coding Model

Figure 5.1 shows the NC topology used in our study. The systmmsists of two SNs: SNand
SN,, a RN and two DNs: DN and DN. During the first cooperative transmission period, the
binary sequenc®; emanating from SNis turbo-encoded and (16-StQAM or DPSK) modulated
to generate the sequencg, before it is transmitted to both RN and DNTl'he estimated sequence
b, is available at both RN and Diafter demodulation and decoding. Similarly, during theosek
cooperative transmission period, the binary sequénaemerging from SN is turbo-encoded and
(16-StQAM or DPSK) modulated to generatg, before it is transmitted to both RN and BN
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Figure 5.1. The schematic of our squared butterfly netwopbltmy. A, B, C, D and E
represent different RN locations which are in the centre 4hSN, and SN.

The estimated sequen@ is available at both RN and DNafter demodulation and decoding.
Then, RN combines both decoded information sequences hétlaitl of binary modulo addition
asb; = b; @ by, before it is turbo-encoded and modulated, yieldiag In the last cooperative
transmission period, is broadcast to both DNand DN,. After demodulation and decoding the
estimated sequende; becomes available at both Dnd DN,. Finally, the estimate ob; can
be obtained at DNwith the aid ofb; = b; @ b,. Similarly, we haveb, = b; @ b, at DN, .
Let us now consider the overall throughput and the path#edsction factor in the following two
subsections:

5.2.1.1.1 Overall Throughput of Our System In our NC aided system, the overall throughput
can be formulated as:

Ro = Rs X R X Ry, (5.1)

number of sources
time slots

whereR; = is the overall system’s normalised throughput, i.e. ratélenR. is the
coding rate an®k,, is the number of bits per modulated symbol. Hence, in our gse@ system
we haveR, = 2/3 x 1/2 x 4 = 4/3. The throughput of a non-cooperative scheme is given by

Ro=1/1x1/2 x4 =2.
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5.2.1.1.2 Reduced-Distance-Related Pathloss Reductioifhe Reduced-Distance-Related Pathloss
Reduction (RDRPLR) of the;® link with respect to the #, link can be expressed as [65, 195]:

_ d51D1 )
Gs,r=(——1] , (5.2)

where the pathloss exponent equalsito= 2, when a free-space pathloss model is assumed.
Similarly, the RDRPLR of the RPlink in relation to the $D; link may be formulated as:

Gro, — (o2’ 5.3
1

Naturally, the RDRPLR of thé; D, link related to itself is unity, yieldingGs, p, = 1, whereds g

represents the distance between @Nd RN, whiledrp, is that of the RD link andds, p, is that
of the §D; link.

From the network topology of Figure 5.4g, p, may be calculated as:

ds,p, = A0,
V2
Furthermore, the above algorithm can be used for #i# 8nk. When RN is located at the centre
denoted as ‘C’ in Figure 5.1, we hat®, g = Grp, = Gs,» = Grp, = 4 (6 dB) andGg,p, =
Gs,p, =2 (3 dB).

(5.4)

5.2.1.2 Power Sharing Methodology
When the RDRPLR factor between nadand nodeh, namelyG,;,, as well as the transmit power
of nodea, namelyP, ,, are considered in the communication link from nade nodeb,

the received signal becomes:

Ye =/ Pt,a\/ Gabhkxk + Ny . (55)
The average received Signal to Noise power Ratio (SNR) at higlgiven by:

2 2
SNR, = Pt'aE{’Gub’}EzEthk’ HEE Pf';\lf“b, (5.6)

where E |2} = 1, E{|xx|?} = 1 and the received power at noblés given by

Pt oE{|Gap | JE{ |1t |*> }E{|xx|*}. For ease of analysis, we define the ratio of the power trateini
from nodea to the noise power encountered at the receiver of riode thetransmit SNR [195]
given by:

Py o E{|x¢|? P
SNR; = —ta VTR S ]E](’)xk’ } = NL'(;Z . (5-7)

1We note that this definition is based on measuring the sigmaépand noise power at different physical locations,
but this unusual definition simplifies our discourse.
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Hence, we have:

SNR, = SNR; Gy,
Yr = vt +10log,,(Ggp) [dB], (5.8)

wherey, = 10log,,(SNR,) andvy; = 10log,,(SNR;). Note that the effective receive power
(or 7v,) at the RN and that at the DNs will be different when the cqroesling communication
links experience different RDRPLR. Therefore, it is not powefficient, if the SN and RN use the
same transmit power (or transmit SNf,), because not all communication links in Figure 5.1
experience the same RDRPLR. In order to minimise the ovieeglbmission power in the network,
we also investigate an appropriately designed power ghaproach, where the SN and RN can
use different transmit power levels, as long as the sum ahthquals to the targeted average
transmit power. Even when the SR and RD distance is identiealause the RN is at the half
way position, their propagation channels, physical-lag@utions and BER-requirements may be
different. These differences underline the importanceii@te power-sharing and control.

Let us denote the transmit SNR at §I$N;, RN, DN; and DN asvy; s, = 101log,,(SNR;s, ),

Y18, = 1010g10(SNRt,52), YtR = 1010g10(SNRt,R), Yt,D, = 1010g10(SNRt,D1) and’)’t,D2 =
10log,,(SNR; p,), respectively. We also define the transmit SNR differendevéen SN and
RN, as well as that between $knd RN as:

As iR = Vs, — ViR
1010g,(Js,x) = 10log,,(SNR.s, /SNR. ), (5.9)

and

As,R = VS, — ViR
10log,,(ds,r) = 10log;y(SNRys,/SNRR) , (5.10)

respectively. From Egs. (5.9) and (5.10), we can computevheage transmit SNR as:

SNR;s, +SNR;s, + SNR; R
3
SNRt’R ((Sis + (SSZR + 1)

= 3 . (5.11)

SNR; =

Hence, once we know the target average transmit SNR as wé{l @andds, g, we can compute
the transmit SNR at the RN from:

3 SNR;
SNR _— . 5.12
LR ds,R +0s,r +1 (512)

Similarly, we can determine the transmit SNR values af &h SN from:
3SNR; b5 r

SNR = — = 5.13
b5 ds,R +ds,r +1 (5.13)

3SNR;é
SNR;s, = ——15R_| (5.14)

Os,R + 05, +1
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Note that when no power sharing is employed, all nodes usesdhee transmit SNR, yielding
SNR;s, = SNR;s, = SNR;g = SNR;.

The quantitiesAs, g and Ag,r are determined based on the RN location and hence they are
dependent on the corresponding RDRPLR factors. More spaktyfiAs, r is the difference of the
RDRPLR factors between the Rand SD, links:

Ais = 1010g10(GRD2) — 1010g10<G51D2) . (5.15)

Similarly, As,r is the difference of the RDRPLR factors between the RBd $D, links:

ASZR = 1010%10(GRD1) —10 loglo(GSle) . (516)

Note that we havéss p, = Gg,p, = 2 in the network topology shown in Figure 5.1. Hence,
when the RN is situated at location ‘C’ in Figure 5.1, we havgr = Ag,g = 10log;,(4) —
10log,,(2) = 3 dB. TheAg, r andAg,g values corresponding to different locations are given in
Table 5.1.

Our aim is to make sure that the received SNR for thg RRD,) link and that for the 8D,
(S1Dy) link are always identical for any combinations of the RDRPYaluesGgp, and Gg,p,
(Grp, andGg, p,). The difference between the RDRPLR values is compensatétetassignment
of different transmit power levels.

5.2.1.3 Network Coding Capacity

The capacity of network coding aided scheme for transmissi@r correlated Rayleigh channels
is still an open problem [2, 162, 206]. In this section, thayechannel capacity achievable rate of
our system will be investigated.

Cut-set Theorem: Consider a general network witmodes, where nodehas a transmitted
signalx()) and a received signal’). We divide the nodes into two set$and its complement set
S¢. The rate of information flow from the nodesS$rto nodes ins¢ is bounded by:

Z R(l]) g I(x(S);y(Sc)’x(sc)), (517)
i€S,jese

whereS, 5¢ C 1,2,...,m. For the case of a two-user multiple-access channel, thedsoof the
cut-set Theorem may reduce to [162, 206]:

R} < I(xYylx?), R><I(x%y|x'), R'4+R?><I(x},x%y). (5.18)
Based on the above theorem, we may deduce the following pitogro for characterizing the

upper bound of both the SNo-RN link and of the Sho-RN link:

Proposition: The capacity region of the network codingmegjis upper bounded by:

Ctotal —m- mln{/\ . min{cSNl—to—RN, CSNz—l‘O—RN}, <1 o A) . min{cRN—tO—DNll CSNz—tO—DNl}},

(5.19)
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Ns

whereA = NN

Proof: According to the cut-set theorem [2], we may obtain:

Cl — min{CSletofRN, CSsztofRN}. (520)
Similarly, the upper bound of the RN-to-QNink and the SN-to-DN; link may be written as:
C2 — min{cRthofDNll CSsztofDNl}‘ (521)

Given the above structure, we first define the two-hop singlkey-aided network’s capacity as
the maximum achievable rate attained during the transamissi the sources SNand SN in the
broadcast phase, which consist\afsymbol periods, and an independent transmission by the RN
during the relaying phase, whé¥} symbols are transmitted. Initially a perfect $t¢-RN link and

a perfect SN-to-DN, link are assumed in order to reduce the influence of. $Mnce, the capacity

of the SN-to-DN; scheme aided by an error-free Siday be formulated as:

C = min{AC!, (1 - A)C?}. (5.22)
Furthermore, the total capacity of the NC system may be ftated as:

Ctoml =m-C. (523)

5.2.2 Simulation Results

The performance of the 16-StQAM-TC and 16DPSK-TC schematbated with the related NC
schemes is investigated based on the simulation paranoét€able 5.1.

Figure 5.2 shows the Bit Error Ratio (BER) performance of16eStQAM-TC aided NC sys-
tem, when employing RNs at different locations shown in Fégb.1, at a given SNR per bit of
E, /Ny = 13 dB. When R is located at ‘E’, which is in the middle of Rind DN, the BER of the
NC scheme without power sharing is the highest comparedhty tcations. As seen in Figure 5.2,
when the RN is located at ‘C’, which is in the centre of the éxity-topology of Figure 5.1, the
best BER performance is obtained for the scheme operatitigutipower sharing. The dotted line
illustrates the BER performance of the system invoking pasharing. It is worth noting that a RN
situated at location ‘D’ would attain the best performang®agst the five locations considered in
the presence of power sharing. This is because at locationeéaveds, g ~ ds, p,, which means
that the received SNR at the RN is almost identical to thah@tQN,, when SN broadcasts its
signals to RN and DN

Figure 5.3 shows the BER versig/ Ny performance of the proposed hybrid system, when
communicating over correlated Rayleigh fading channels.séen in Figure 5.3, the 16-StQAM-
TC scheme outperforms the 16DPSK-TC arrangement by abbutBlat a BER ofl0~°. This is
mainly because the 16DPSK scheme has a lower minimum Eaalidistance between its adjacent
constellation points than that of the 16-StQAM scheme. T«SAM-TC assisted NC aided
scheme operating without the power sharing mechanism datpes the 16-StQAM-TC scheme
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Modulation 16-StQAM, 16DPSK
Mapping Set Partitioning (SP)|
Coding TC
Constituent Half-rate Recursive Systematic Convolutional (RSC) cade
Code
Code Mem- 2
ory
Outer itera- 2
tions
Inner TC it- 4
erations
Decoder Approximate Log-MAP
Symbols per 1,200
frame
Number of 10,000
frames
Channel Correlated Rayleigh fading channel
having a normalised Doppler Frequency of 0.p1

RN Position: | Gs g | Gs,r | Grp; | Grp, | AsR As,R

(dB) | (dB) | (dB) | (dB) | (dB) (dB)
A 9.03 | 9.03 | 2.04 | 2.04 | -0.96 -0.96
B 8.06 | 8.06 | 3.91 391 | 091 0.91
C 6 6 6 6 3 3
D 391 | 391 | 8.06 8.06 | 5.06 5.06
E 2.04 | 2.04 | 9.03 9.03 | 6.03 6.03

Table 5.1: System parameters.
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d (Multiple of dg g,)

Figure 5.2: BER performance in the casefgf/ Ny = 13 dB for different RN positions
for transmission over correlated Rayleigh channels ugiagystem of Figure 5.1 and the
simulation parameters of Table 5.1.

by approximately 1.2 dB. When power sharing is used, therapti RN location is closer to the
DNs, so thatds,g = ds,p, andds,g = ds,p,, Where the corresponding RDRPLR values are
Gs,r = Gspr = 3 dB andGrp, = Grp, = 8.73 dB. Another 1 dB of gain is attained by
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the power sharing based NC scheme. Similar trends can alebdmzved from the Frame Error
Ratio (FER) versu£;, /Ny performance curves seen in Figure 5.4. Figure 5.5 chaisesethe

@ — 16-StQAM-TC

O — 16-DPSK-TC

A — - 16-StQAM-TC-Network

/\ = - 16-DPSK-TC-Network

@ --- 16-StQAM-TC-Power-Sharing
¢ --- 16-DPSK-TC-Power-Sharing

BER

18
E,/No(dB)

Figure 5.3: BER versug, /Ny performance for 16-StQAM and 16DPSK aided TC for

transmission over correlated Rayleigh channel using teesy of Figure 3.8 and Fig-

ure 5.1, as well as the simulation parameters of Table 5.1.

3 | @ — 16-StQAM-TC
107 | O — 16-DPSK-TC
A — - 16-StQAM-TC-Network
/A —- - 16-DPSK-TC-Network
@ --- 16-StQAM-TC-Power-Sharing
{ --- 16-DPSK-TC-Power-Sharing

6 8 10 12
Ey/No(dB)

-4

10
18

Figure 5.4: FER versuE;, /Ny performance for 16-StQAM and 16DPSK aided TC for
transmission over a correlated Rayleigh channel usingytstes of Figure 3.8 and Fig-
ure 5.1, as well as the simulation parameters of Table 5.1.

achievable capacity of the 16-StQAM-TC and 16-StQAM-TC-dihemes, respectively. Itis clear
from Figure 5.5 that the achievable capacity of the NC séetigimproved compared to the single-
link scenario.
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A — 16StQAM-TC
O o 16StQAM-TC-NC

Capacity [bit/symbol]

-4‘0‘4‘8‘12‘16‘ 20‘ 24
SNR[dB]

Figure 5.5: Achievable capacity versus SNR for the 16-StQR®Iscenario, when com-
municating over correlated Rayleigh fading channels utliegsystem of Figure 5.1 and
Figure 3.8, as well as the simulation parameters of Table 5.1

5.3 Soft-Decision Aided DAPSK for AF Cooperative Communicons

Cooperative communications [145, 147] is capable of supupthe users either at an improved
integrity or throughput in wireless networks. In contrasttie DF protocol, neither demodulation
nor decoding is required at the relay by the non-regener&lv protocol. Hence, AF relaying is
considered as a beneficial cooperative techniques in lomptaxity scenarios. Most of the previ-
ous contributions on relay aided systems assume that thieates is capable of acquiring perfect
CSil for all transmission links in order to carry out coherdatection [145]. However, in rapidly
fading environments, the CSI cannot be accurately estohettthe destination. DAPSK constitutes
an ideal candidate for mobile relaying aided wireless comipations, since it is unrealistic to
expect that the relay altruistically estimates the sowet@y channel for both complexity and infor-
mation security reasons [135]. Despite a wealth of pasiesuzh the employment of DPSK in AF
based relaying schemes [207,208], the single-ring bas&kK¥eheme yields poorer performance
than DAPSK, when the modulation alphabet size is large. Aisgmovement, the DAPSK [209]
was proposed for an AF relaying system communicating ovdependent Rician fading chan-
nels. As a novel application example, in this contributisme, have amalgameted the soft-decision
DAPSK aided channel coding scheme with an AF based relayisigis transmitting over corre-
lated Rayleigh fading channels. The system design and siea$ydetailed in Section 5.3.1, while
the relative corresponding simulation results and disonds presented in Section 5.3.2.
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5.3.1 System Model and Analysis

\/

Source
S

node

dsd - dsv" + drd Gsd

Figure 5.6: The schematic of a two-hop relay-aided wiredgssem with S-D link.

Figure 5.6 presents the schematic of a two-hop relay-aideeless system. According to
the AF relaying protocol, the Relay Node (RN) amplifies thgnai received from the Source
Node (SN) and forwards it to the Destination Node (DN) witk tibjective of achieving a more
reliable transmission at a lower SNR when compared to themsetdispensing with a RN. During
the first time slot, the SN broadcaststo both the DN and RN. Theth symbol received at the DN
may be expressed as:

Ysak = / Gsalsa kXs k + Nsd s (5.24)

while thekth symbol received at the RN could be formulated as:

Ysrk = V Gsrlisy jXs k + sk, (5.25)

whereng, , andng, , represents the AWGN having a varianceNgf/ 2 per dimension, respectively.
Furthermoref,; x andhy, . represents the uncorrelated Rayleigh fading coefficieth®{SD and
SR links, respectively. HereGs, = (fl—d)z is the reduced-distance-related pathloss reduction
(RDRPLR) of the SR link with respect to the SD link [195], whet,, stands for the distance

between node a and nod& Similarly, we haveG,; = 1.

The RN amplifies the signal received from the SN and forwarttsthe DN by simply scaling
the received signal by a factor that is inversely propogido the received power, which can be
formulated as:

B - 1
f V Gsr’hsrlz"f’NO‘

2For the sake of simplicity we assumed without loss of geitgrtiiat the SN, the RN and the DN are positioned
along a straight line in this section, so we hayg = ds, + d,; andds, = d,; = dg;/2.

(5.26)
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Since the average SNR at the RN’s receiver may be expressed as

Ger|hsr 1|2
Yerk = E < sr ’Nv:’k’ > ,

where E(.) is the expectation of (.), the average valu,éfdh Equation (5.26) may be written as:

(5.27)

1

Hence, the RN does not have to estimate the exact channdicawfh,, ., when computing the
amplification factor at the RN. Specifically, only the copesding average received SNR,  is
required, which is relatively easier to estimate. During ffecond transmission period, the RN
amplifies the received signal #sys, and forwards it to the DN. Théth symbol received at the
DN may, therefore, be formulated as:

Yrik = V Grdhrd,er,k + Nyd ks
=V Gralya i B fYsrk + Nraks

=V Gralya BV Gsrhsr i Xs k

hsrd,k

+ V/ Grahya kB sk + Mra (5.29)

Nsrd k

wheren,; , represents the AWGN having a variance\f/ 2 per dimension, whilex,; x is another

2
Gaussian noise process with a different noise varianceGane- <§—3) .
According to Equation (3.14), Equation (5.29) may be reemi@as:
Yrak = Nsra s kUs k + Nsrd ks (5.30)

and assuming a slow Rayleigh fading channel, where we haweh;_,, we arrive at:

Yrdk = Nopg k—10s Vs k—1Wk + Mg k (5.31)

= 2y, q 1wk — AT Ngpg 1 Wk + Ngpa i, (5.32)

ﬁsrd,k

while based on Equation (5.29),,, x may be expressed as:
fisrdk = \ Grahva kB fhisr k + Mra
— &% Wi (/ Gralya kB fMsrk + Mra k) (5.33)

The effective variance of the noigg,; » depends on the amplitude ratit, G,4, h,4, k, ¢ andwy
which are constant during a symbol period. The effectiveaw@ariance is given by:

N§” = No + No + [a™[2No + |a[2No, (5:34)

where the variance for each of the four noise terms in EquaBa33) is given in order by the
right hand side of Equation (5.34), respectively. Then, d&igm (5.34) may be substituted into
Equation (3.24) for the soft-decision M-DAPSK based on tlkerédlaying protocol.
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5.3.2 Simulation Results and Discussion

In Section 3.2.2 we have discussed the soft-decision aids®ESIK-TuCM. In this section we
present simulation results for soft-decision aided DAPRIGM in the AF relaying environment
when communicating over correlated Rayleigh fading chisnnéth a normalized doppler fre-
quency off; = 0.01. All parameters used in our simulations are shown in Talde Note that the
traditional point-to-point non-cooperative system isaretpd as a benchmark scheme here.

Modulation 64-DAPSK (4,16)
Mapping Gray labeling
Coding TC
Code Memory 3

Outer iterations

2

Inner TC iterations

4

Decoder Approximate Log-MAP
Symbols per 64- 400
DAPSK block (sf)

Number of 64- 10, 100
DAPSK blocks per

TC block

Number of TC 5000
blocks

Channel Correlated Rayleigh fading channel

£,=0.01

Table 5.2: System parameters.

Figure 5.7 presents the BER versus SNR performance of thwelsosion 64-DAPSK (4,16)
benchmark scheme and the cooperative scheme that invoe&SRtprotocol, where the RN is
located in the middle of the SN-DN link. As indicated in Fig.7, the BER performance recorded
for the AF based scheme is significantly better than thatebth DAPSK benchmark scheme. For
example, when using a TC block length of 40 000 modulated sysnithe SNR gain of the TC-
aided 64-DAPSK (4,16) under the AF relaying protocol is ioyad by 4.5 dB at BERE) >, when
compared to the non-cooperative scenario.

5.4 Cooperative Wireless and Optical-fiber Communications

The demand for high data rate wireless services has rapidigased throughout the development
of the mobile communications. The services facilitated Imgd/networks are now migrating to the
wireless domain and are generally characterized by highitQud Service (QoS) requirements.
However, the cost of upgrading the infrastructure is massia the wired domain, optical fibers
play a vital role in delivering high-rate data services. Tdmily of hybrid techniques, which rely
on a sophisticated combination of wireless mobile systenusaptical fiber links have received
substantial attention [210]. For example, Digital Fiberti©@gDFO) links [211] and Radio-over-
Fiber (ROF) techniques [212] have been developed for stipganulticell systems.
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Figure 5.7: BER versus SNR performance comparison of theARSK (4,16) schemes
when transmitting over correlated Rayleigh fading chamneBoth a non-cooperative
scheme and at AF-based cooperative scheme are considdredoiresponding system
parameters are summarized in Table 5.2. A TC block-leng#060 modulated symbols
corresponds to ten 64-DAPSK transmission block lengthsjeven40 000 modulated-
symbol TC block corresponds to one hundred 64-DAPSK tragsion block lengths.

The radical Unity Frequency Reuse (UFR) technigue has begpoged for improving the
attainable area spectral efficiency of multicell systemaweler, UFR based schemes exhibit a
lower cell-edge throughput due to their increased co-chlkinterference. Recently, the Fractional
Frequency Reuse (FFR) technique has been adopted in treeGéireration Partnership Project’s
(3GPP) Long-Term Evolution (LTE) standard [213, 214] ashaslin the Wordwide interoperabil-
ity for Microwave Access (WiIMAX) system [215], since it ismable of improving the cell-edge
throughput. The downlink performance of the FFR based aabipe wireless and DFO aided
communication has been investigated in [211], where a getieedge performance was reported.

Diversity provides an effective mechanism of combatingefiects of channel fading in wire-
less communication systems [139]. Single-Input Multi@letput (SIMO) aided techniques are
capable of increasing the achievable performance gainhwbhenmunicating over wireless fad-
ing channels, provided that the Channel State Informat@®l) is known at the receivers [143,
144,147, 148]. Most previous work on SIMO systems was baseith® assumption of perfectly
knowing the CSl and hence the corresponding data recovpigatly relied on coherent detection.
However, in practice it is hard to acquire accurate CSl, @safig in rapidly fading mobile environ-
ments. Hence, it is of prime significance to design new ndrement detection techniques, which
dispense with channel estimation. More specifically, tHfedecision based low-complexity Star-
QAM (StQAM) technique has been proposed in [103], which etftrmed its hard-decision based
StQAM counterpart [6], when powerful channel coding scheif2d 6] are invoked. However, a
non-adaptive fixed-throughput scheme would require a higismit power in order to maintain a
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low Bit Error Ratio (BER) at the base station, even when a plwehannel encoder is utilised
for communicating over slowly fading quasi-static Rayleithannels. This is due to the lack of
temporal diversity within a transmission frame. Our nowvehtributions in this section may be
summarised as follows:

1. We investigated the uplink performance of FFR based oalitmultiuser schemes, as a
complement of the corresponding downlink investigatiofRiti].

2. We further extended the Single-Input Single-Output (BIBased non-coherent 16StQAM
scheme of [103] to a SIMO system.

3. We investigated both the Turbo-Coded [216] 16StQAM an@AR! [6] schemes in the
multicell multiuser uplink system considered, when impetfDFO links are considered.

4. Furthermore, the novel Adaptive Turbo-coded Soft-dewgiaided Differential Detection (ATSDD)
system was designed for wireless-optical communicatioes e imperfect AROF links.

The outline of the section is as follows. Our system modekiscdbed in Section 5.4.1, while our
results and discussions are detailed in Section 5.4.2. @alasions are presented in Section 5.5.

5.4.1 System Model and Analysis

The topology of the FFR based multicell multiuser schemé&dsve in Figure 5.8, where we have
two tiers of 19 hexagonal cells, surrounding the centrakeBaation (BS)B, located at the origin.
The frequency-partitioning strategy of the total avaialbhndwidthF is characterized by, N F, =

@, whereF. andF, represent the cell center’s frequency band and the cellsflgguency band,
respectively. Furthermoré, is divided into three orthogonal frequency bargsor i € {1,2,3}.

In Figure 5.8,D denotes the distance between two adjacent BSs, Bhile= D/+/3 is the radius
of each hexagonal cell. We empl@y = 3 km for the Urban-Macro propagation scenario of [211].

5.4.1.1 Digital Fiber Optic and Analogue Radio Over Fiber Malel

The ROF and DFO-link-based transmission technique mayduxtfos the optical link in the uplink
of wireless-optical fiber scenario, which is more relialilart a wireless back haul and a feasible
solution to cope with the increasing demand of high-bantwidreless services, albeit also being
more costly.

We assume that the links spanning from the RAs to theBR&re constituted by realistic rather
than perfect optical fiber links as shown in Figure 5.9.

Compared to the family of ROF [217,218], the DFO link is imraun the sideband cancella-
tion phenomenon, which occurs in the ROF system [211]. Eumiore, it is capable of avoiding
both the intermodulation distortion of the optical fiber @ahd nonlinearity imposed by the optical
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Figure 5.8: Topology of the 19-cell two-tier FFR based agement, wheréN = 6 RAs
are employed in each cell. .

Figure 5.9: The structure of the central cell and the MS atered locations A and B.
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Figure 5.10: The simplified system block diagram of our pemubuplink wireless-optical
SIMO system with DFO link, wheréy, is the radio frequency carrier amit} denotes the
ith RA.
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Figure 5.11: The simplified system block diagram of our pemubuplink wireless-optical
SIMO system relying on an AROF link, whei& is the radio frequency carrier ariti
denotes théth RA.

components at the price of complexity and cost [210]. Thelbltigram of a DFO link is shown
in Figure 5.10. Furthermore, the advantage of this AnaldgO& (AROF) [219-224] architecture
is the low complexity and cost. However, the employment ohaalogue optical link results in
the AROF system performance being degraded by various impats [217], such as: modulator,
photodetector and the optical fiber ect. Because of the-wfde the complexity, cost and quality,
both kinds of the DFO and AROF technology attenuations iicaplink are studied in this section.

For DFO link, the SIMO wireless system is presented in Figui®. We assume that the links
spanning from the RAs to the BBy, as shown in Figure 5.9 and Figure 5.8, are constituted by
realistic rather than perfect optical fiber links.

5.4.1.2 Imperfect Optical Fiber Model

Nonlinear Schrodinger (NLS) equation can be formulate[2&$, 225, 226]:

0A(z,t B2 * .
Egz ) _ —z%wjtzélfﬂi A(z,t), (5.35)

D N




5.4.1. System Model and Analysis 131

where the term® and N are the simplified forms of the dispersion and the nonlindfacts,
respectively. AdditionallyA(z, t) is a slowly varying envelope function associated with thitoap
pulse in the optical-fiber, where is the propagation distance and= t — z/vg3 is the time,
while B, is the second-order propagation constant and the coeffiCielmaracterizes the nonlinear
effects. However, the NLS equation in Equation (5.35) cabeaeadily solved analytically, when
both linear dispersion and various optical transmissi@huced nonlinear effects are present. The
split-step Fourier methodSSFM) [225, 226] is one of the popular humerical algorithused for
solving the NLS equations, owing to its accuracy and redffivnodest computational cost. In the
so-called symmetric split-step scheme, the solution ofdiqn (5.35) may be approximated as:

A(z+1,T) ~ Fp PRI [N Az, T)]}, (5.36)

where Fr and F ! represents the Fourier-transform and inverse Fouriesfoam operation, re-
spectively. Furthermore, the accuracy of the SSFM can beawed by employing a different
proceduré to propagate the optical pulse over a fiber-segment sparironyz to z + . Then
Equation (5.36) may be expressed as [226]:

!

A(z+1,T) me(2D) . [sN@HNGEHD] . ((3D) A (2, T). (5.37)

Since the linear dispersion and the nonlinear operatorsol@@mmute in general, the solution
given in Equation (5.37) constitutes an approximation efékact solution. The entire fiber length
of L = ml may be decomposed inta consecutivel-length elements. The total optical fiber
attenuation computed based on Equation (5.37) is denotety Bgr simplicity.

Additionally, we have also investigated the phase-rotatmaposed by an imperfect optical
fiber. Specifically, the phase of théh optical pulse may be modelled by:

O =01+, (5.38)
whered € [—4,0] is the phase difference between #ik and the(k — 1)st optical pulse, whil@

is the maximum phase difference considered.

5.4.1.3 Fixed Mode

During the first step of the transmission scenario of Figubd Athe MS transmits its information
to both the RAR; andR,. Thekth symbol received at thigh RA R; may be expressed as:

ysr[rk =V EST’ihsr[,ka,k + nsr,-,k/ (539)

wherek € {1, ..., K} andK is the number of symbols transmitted from the MS, while denotes
the Rayleigh fading coefficient between the MS @&dFurthermorex,, , represents the Additive

3Note thatt is the physical time, while, is the group velocity at the center wavelength.
4The main difference is that the nonlinearity is included tie middle of the segment instead of at the segment

boundary.
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While Gaussian Noise (AWGN) having a variance \df/2 per dimension. Note thaf;,, =
10~%+i/1% denotes the path-loss factor between the source (MS) anthtRA R;, whereLs,, =

10N log;, [%’)"] [127] is the pathloss attenuation in decibel, whiles the pathloss exponent;;,

is the distance between the MS, whReandd, is the reference distance for the antenna far-field.
We have considered = 2 anddy = 1 km in this study.

Then, the signals received froR} are communicated to the BS on a symbol-by-symbol basis,
without demodulation or decoding. More specifically, thgnsil received at the BS froiR; could
be expressed as:

Yik = ALeijysr[,k +ny, (5.40)
= Apel, / Lo Xs Ny, + ALejeknsri,k +ny, (5.41)

where againA; is the optical fiber's amplitude attenuatiof), is the phase-rotation introduced
by the imperfect optical fiben,,  is the noise aR; andn; is Gaussian-distributed noise with a
zero mean for the optical link betwedt) and the BS. We considergd, = 2 RAs in our SIMO
scheme. By denoting thd < N,)-element received signal vector B, the (I x N,)-element
Rayleigh fading channel vector @, and the total 1 x N,)-element AWGN vector byNy, the
signal received by the BS may be expressed as:

Y, = ALejekxsrka + Ny, (5.42)
whereN, = 2.

At the BS, our soft-decision aided 16StQAM modem [103] isdisehich dispenses with chan-
nel estimation for the sake of low-complexity detection. eTdorresponding probability density
function (pdf) of receivingy; x, when an 8PSK symbab, and the amplitude-selection iif were
transmitted may be written as:

2
~|vifvig—10 |
1 0

P(]/i,k‘wkr b{l = 0) = (0) e 0 s (543)
N,
1 - y[,k’y[,k—l"‘(l)wk : 1 - y[,k’y[,k—l"‘(z)wk :
M @)
P(yixlwr, ba = 1) = —m° o +—q¢ ™o ,  (5.44)
TtN, TTN,

whereb, is the bit used for the selection of the two possible ampdigyshamely:(t) anda(?), while
the amplitude ratia() may be expressed as:

1 )
a a .
—“8; or e 1;i=0
i =J0a . L
o @ ; i=1 (545)
a .
m ; 1=2.

The effective noise variance related to the noisg;and BSn; ,, depends on the amplitude ratio
«; used at théth time instant, which may be estimated as:
NS = Np+ aD P AL weNo , (5.46)
= Nf+ |2 P|AL PPNy, (5.47)
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where the amplitude of an 8PSK symbol is unjtyx| = 1, while the noise at the B, represents
the AWGN having a variance d¥/2 per dimension. Finally, the pdf of receiving x andy,
conditioned on the transmission 0y, by, b, }(the three bits mapped to an 8PSK symbol) &pnd
can be computed as:

P(y1,6, Y2,kbo, b1, b2,ba) = P(y1,k|wk, ba) X P(yax|wy, ba) , (5.48)

which is then fed to the turbo decoder [216] for generatirgatiginal information bit sequence
transmitted by the mobile user.

5.4.1.4 Adaptive Mode

Based on the fixed mode modulation based SIMO performancacbf @ the four half-rate Turbo
Cading (TC) aided transmission modes recorded for trarsomsover the combined AWGN and
AROF channel, the ATSDD switching thresholdslof= [0, 71,72, 3] may be obtained, for the
adaptive modes using the following:

NoTx: 0 BPS, ify, < o
TC-4-DPSK: 1 BPS, ifro < 7 <M
Mode= { TC-8-DPSK: 1.5 BPS, ifr1 <7 <72 (5.49)

TC-16-DAPSK (2,8): 2 BPS, ifin < 7, < 73
TC-64-DAPSK (4,16): 3 BPS, fif3 < 7, ,

\

wherev, is the SNR at the BS’s receiver relying on the twin-RN-aid#d@ principle and NoTx
denotes the no transmission mode.

5.4.2 Simulation Results

In this section, we investigated the performance of the ggegd fixed and adaptive systems based
on the cell structure of Figure 5.9, where the simulatiorapeeters of the wireless and of the
optical links are summarized in Table 5.3 and Table 5.4,eetdely. More specifically, the fixed
modes’ performance are presented in Section 5.4.2.1, wigleelated adaptive mode performance
are shown in Section 5.4.2.2.

5.4.2.1 Simulation Results for Fixed Modes

In this section, the fixed modes’ performance of both the DROAROF scenario is investigated.
More specifically, we consider communicating over coreglaRayleigh fading wireless channels,
where the RAs are connected by imperfect optical channelsth&more, the Turbo-Coded 16
square QAM (TC-16QAM) scheme is discussed in this sectiasuakenchmark scheme.

Figure 5.12a denotes the BER versus SNR performance of heti€-16QAM and TC-
16StQAM aided schemes employing the DFO link of Section1514 when transmitting over cor-
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Modulation 16StQAM,
16QAM
Mapping Set Partitioning (SP) [6]
Coding TC
Constituent Half-rate Recursive Systematic Convolutional (RSC) code
Code Code Polynomial G=[15 17
Code Memory 3
Outer iterations 1
Inner TC iterations 4
Decoder Approximate Log-MAP
Symbols per block 1200
Number of frames 5000
Channel Correlated Rayleigh fading channgl
having a normalised Doppler frequency of 0.01,
Optical channel

Table 5.3: Simulation parameters for wireless link.

Optical link DFO AROF
Chirp -2 -
Centre Frequency Baseband 1.95 GHz
Transmit Power 10 dBm (Peak Power) -6.55 dBm (Average Powey
Fiber Length 4.33 km
Fiber Attenuation coefficient 0.2 dB/km
Fiber Non-linearity 2w/km

Table 5.4: Simulation parameters for fiber optical link.

related Rayleigh fading wireless channels, where the RAsannected by imperfect optical chan-
nels. As seen in Figure 5.12a, the performance recordedattdas A and B of Figure 5.9 is identi-
cal for the SISO scenario, because they have an identicainrigsion distance af,, = V/3/2 km
from the nearest RA. The TC-16QAM-SISO scheme outperfonradC-16StQAM-SISO scheme
by approximately 4 dB at a BER aD~°, when perfect CSl is available at the BS. When the SIMO
scheme is considered, the performance at location B of i@ improves more significantly than
that at location A. This is because location B has the santargie fromR; and R, according to
Figure 5.9, while location A is further away fro,. More specifically, the TC-16QAM-SIMO
scheme performs approximately 6 dB better than the TC-16€BASD scheme at a BER 00°.
The BER performance curves of the DFO scenario marked byl#ok legend and of the AROF
scenario indicated by the red legend are shown in Figurdo5 A2 expected, the BER performance
is almost the same for both the DFO and the AROF scenarioubedhe optical attenuation is low.
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(a) TC-16QAM vs TC-16StQAM for DFO link (b) DFO vs AROF

Figure 5.12: BER versus SNR performance of the TC-16QAM a@16StQAM
schemes, when transmitting over correlated Rayleigh fpdimeless and imperfect op-
tical channels. The simulation parameters are summarisdable 5.3 and Table 5.4,
while the corresponding cell is shown in Figure 5.9.

We will characterize the performance of the DFO scenarid déingl then the performance of the
AROF scenario will be presented.
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Figure 5.13: BER versus SNR performance of the TC-16QAM-Slahd 16StQAM-TC-
SIMO schemes of Figure 5.9 and Figure 4.24 for transmissi@n correlated Rayleigh
fading and imperfect optical channels. The correspondmglation parameters are sum-
marised in Table 5.3. Phase rotations of upte {0,0.2,0.4,0.8,1.6} radian are consid-
ered in the optical link.

However, the 16QAM-based scheme does not perform well, wierse-rotations are im-
posed by the imperfect optical-fiber. More specifically, Ufg 5.13 shows the performance of
both the TC-16QAM-SIMO and TC-16StQAM-SIMO schemes, whémage rotations of upto
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-0.5

X(km) - X(km)

(a) The TC-16StQAMSISO scheme (b) The TC-16StQAMSIMO scheme

Figure 5.14: The 3D BER versus user location performanceotf the TC-16StQAM-
SISO scheme and the TC-16StQAM-SIMO scheme of Figure 5.&dmismission over
correlated Rayleigh fading wireless and imperfect optatannels for the whole cell in
conjunction with SNR =5 dB. A phase rotation of ugte= 0.1 radian is considered in
the optical link. The other simulation parameters are suris®d in Table 5.3.

5 = {0,0.2,0.4,0.8,1.6} radian are considered in the optical link. We assume thaCBkof
the wireless link is available at the BS for the TC-16QAM-®\Vbut the phase-rotation inflicted
by the optical-fiber link is unknown. As seen from Figure 5.t® TC-16QAM-SIMO scheme
breaks down at = 0.2 radian, while the proposed TC-16StQAM-SIMO can still pericade-
guately even fob = 0.4 radian.

Let us investigate the BER performance at the cell-edgeasienf Figure 5.9 in our FFR-
based cellular system. The 3D BER versus user location ipeafoce of the TC-16StQAM-SISO
scheme is shown in Figure 5.14a for SNR =5 dB. There are 12 BfaRsin Figure 5.14a, which
correspond to all the 12 A and B locations (e&6h sector has one location A and one location B)
in the hexagonal cell.

When two RAs are used for detecting the mobile user’s sigtiaés3D BER performance of
the TC-16StQAM-SIMO scheme is depicted in Figure 5.14b fdRS= 5 dB. The six BER peaks
corresponding to the six locations of B have disappeared, l@nefit of the SIMO scheme. The
six BER peaks corresponding to the six A locations have beduaced, although not completely
removed. The BER surface seen in Figure 5.14b exhibits a miolespread low-BER area com-
pared to that seen in Figure 5.14a. This indicates that arbgplink transmission quality can be
achieved, when our SIMO scheme is invoked.

Figure 5.15 presents the performance of both the TC-16QAMICEand TC-16StQAM-SIMO
schemes, when phase rotations of upte= {0,0.2,0.4,0.8,1.6} radian are considered in the
AROF link. We also assume that the CSI of the wireless linkvilable at the BS for the TC-
16QAM-SIMO, but the phase-rotation inflicted by the optifiakr link is unknown. As seen from
Figure 5.15, the TC-16QAM-SIMO scheme breaks down at 0.2 radian, while the proposed
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TC-16StQAM-SIMO can still perform adequately even $or= 0.4 radian. As expected, the BER
performance seen in Figure 5.15 exhibits the same trendasrs€igure 5.13, albeit it is somewhat
inferior in comparison to Figure 5.13. For example, at a BER0W®, SNR = 13.6 dB is required
for the DFO system at = 0.2 radian, while 13.9 dB is necessitated for the AROF system.
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Figure 5.15: BER versus SNR performance of the TC-16QAM-Slahd 16StQAM-TC-
SIMO schemes of Figure 5.9 and Figure 4.24 for transmissi@mn correlated Rayleigh
fading and imperfect optical channels. The correspondimglation parameters are sum-

marised in Table 5.3. Phase rotations of upte {0,0.2,0.4,0.8,1.6} radian are consid-
ered in the optical link.

Figure 5.16a shows the 3D BER performance of the TC-16St@ABP scheme at SNR
= 5 dB, when communicating over correlated Rayleigh fadingelegs and imperfect optical
channels, while the corresponding SIMO scenario is charaed in Figure 5.16b. They both

exhibit similar performance trends to those of the DFO systbaracterized in Figure 5.14a and
Figure 5.14b. and Figure 5.16b.

5.4.2.2 Simulation Results for Adaptive Modes

In this section, we investigate the performance of the ATSaBeme in the AROF scenario. We
consider communicating over correlated Rayleigh fadingeless channels, where the RAs are
connected by imperfect optical channels to the BS.

Firstly, the BER versus SNR performance of the fixed modedsas#-decision aided differen-
tial detection is considered in Figure 5.17, when phasationts denoted by are imposed by the
imperfect ROF link, while assuming that the CSI of the wissldéink and the phase-rotations in-
flicted by the optical-fiber link are both unknown. Observéigure 5.17, thad imposes different
effects on different modes. More specifically, the TC-4DABtheme breaks down at a phase-
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(a) The TC-16StQAMSISO scheme (b) The TC-16StQAMSIMO scheme

Figure 5.16: The 3D BER versus user location performancéefliC-16StQAM-SISO
scheme and the TC-16StQAM-SIMO scheme of Figure 5.9 foistragsion over corre-
lated Rayleigh fading wireless and imperfect optical cledsfor the whole cell with SNR
=5 dB. A phase rotation of uptb= 0.1 radian is considered in the optical link. The other

simulation parameters are summarised in Table 5.3.

8-DPSK}

N
4-DPSK" i 64-DAPSK

100 o
10—1 L
10—2 L
10° /1
x10* 12
m10° )
6

0 2 46815 .
12 14 16 18 0
SNR (dB) 20 22

Figure 5.17: BER versus SNR versuperformance of the ATSDD schemes of Figure 5.9
and Figure 5.11 for transmission over AWGN and imperfectcapthannels. The corre-
sponding simulation parameters are summarised in Tablerl Jable 5.4.

rotation ofé = 1.4 radian, while the TC-64DAPK becomes disfunctionad at 0.6 radian. Based
on the performance seen in Figure 5.17, a phase rotationtoféup- 0.4 radian will be imposed
in the following simulations on our proposed ATSDD schemée Torresponding modem-mode
switching levels ar& = [5.37,8.35,12.75,18.88] dB when aiming for a BER 010 ~>.

The PDF of each transmission mode recorded when commurdoater quasi-static Rayleigh
fading and our ROF channel is presented in Figure 5.18. ®@bsderFigure 5.18 that when the
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Figure 5.18: The mode selection probability of each difféied modes chosen when trans-
mitting over quasi-static Rayleigh fading and AROF optid@nnels when the MS locates
'B’ (in Figure 5.9). A phase rotation of upt® = 0.4 radian is considered in the optical

link.
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Figure 5.19: ThBER, BPSof 4-DPSK, 8-DPSK, 16-DAPSK and 64-DAPSK foiC

transmissions over quasi-static Rayleigh fading and ifepeoptical channels when the
MS locates 'B’ (in Figure 5.9). A phase rotation of uptc= 0.4 radian is considered in
the optical link. The relative simulation parameters at@aitkd in Table 5.3 and Table 5.4.

channel quality is poor, the NoTx mode is employed more feetjy, while the 64-DAPSK (4,16)
mode is used more often, when the SNR increases. The BER a&g&formance curves of our
adaptive system are shown in Figure 5.19, where we obseatéhinoverall BER was indeed lower
than the target BER dfo—>, while the BPS curve improves, as the SNR increases.
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Figure 5.20: The 3D throughput for the ATSDD scheme of Figu@&for transmission
over quasi-static Rayleigh fading wireless and imperfgitical channels for the whole
cell with SNR =7 dB. A phase rotation of upto= 0.4 radian is considered in the optical
link. The other simulation parameters are summarised iteTa3 and Table 5.4.

Finally, Figure 5.20 depicts the 3D throughput performasidée ATSDD scheme for the entire
area of the cell Figure 5.9 at SNR 7 dB. The six distinctive throughput peaks correspond to the
six locations of RAs and indicate that a higher throughpuy beobtained, when the MS is closer
to the RAs.

5.5 Conclusions

In this chapter we have investigated a 16-StQAM-TC assist€dcheme relying on the butterfly
network topology of Figure 5.1. It was found in Figure 5.2ttha expected, the achievable BER
performance is affected by the location of the RN. More dpmdly, when the transmit power at the
SNs and RN are identical, the RN located at the centre of ttterfly network topology achieves
the best performance as demonstrated in Figure 5.2. Howsten the power sharing approach
is invoked, the optimum RN location is closer to the DNs, vehanother dB of power gain can be
attained. The SNR threshold values of the NC scheme whesntiitting over Correlated Rayleigh
fading channels are summarized in Table 5.5. Furthermbeschannel capacity of the butterfly

network topology is also studied.
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Correlated Rayleigh

Channel fa=10.01
Memory 2
Decoder Approximate Log-MAP
Code R, SNR Threshold (dB)

FER=10"2 | FER=10"3
16-DAPSK (2,8)-TC-NC 4/3 12.50 13.72
16-DPSK-TC-NC 4/3 13.75 15.00
16-DAPSK (2,8)-TC-Power-Sharing4/3 11.92 12.90
16-DPSK (2,8)-TC-Power-Sharing| 4/3 13.18 14.50

Table 5.5: SNR threshold values of the NC scheme when trétmsgnover Correlated
Rayleigh fading channels. The values are tabulated fromr€ig.4.

Then, in Section 5.3 we have proposed a soft-decision M-DARiSed AF based relaying
scheme, which is capable of attaining a further 4.5 dB SNR,@a seen in Figure 5.7.

Finally, in Section 5.4.1 we have investigated the uplinkfgrenance of FFR based multicell
and multiuser schemes, where cooperative wireless andabfitter (DFO or AROF) communi-
cations were combined. In Section 5.4.1.3, we have derived5SiMO-based soft-demodulation
expressions for StQAM and shown in Figure 5.13 that the pe@d C-StQAM scheme is robust
to both wireless and optical-fiber induced channel impamse More explicitly, as seen in Fig-
ures 5.14-5.16 the proposed TC-StQAM-SIMO scheme is capafllemoving 6 out of 12 BER
peaks at the cell-edge, despite dispensing with CSI for thathwvireless and optical-fiber links. The
proposed TC-StQAM-SIMO scheme constitutes an attractivedomplexity detection candidate
for FFR based multicell, multiuser LTE and WiMAX systems.rfRermore, we have proposed an
ATSDD scheme for AROF aided and RA-assisted uplink transignsin a FFR based multicell,
multiuser system. A combination of the wireless and opfiiter channels was considered, which
imposed different imperfections. The SNR threshold vaimMesn employing our TC- soft-decision
aided non-coherently detected schemes for transmissien AGN and optical fiber channels
were summarized in Table 5.6. We have demonstrated thatropoged ATSDD scheme is a
practical, low complexity and energy efficient design.
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Channel AWGN and Optical-Fiber Channe
Memory 3
Decoder Approximate Log-MAP
Code ) SNR Threshold (dB
BER=10"° BER=10"°
4-DPSK 0.0 5.20 5.50
8-DPSK 0.0 7.80 8.26
16-DAPSK (2,8) | 0.0 12.48 13.52
64-DAPSK (4,16)| 0.0 16.90 17.27
4-DPSK 0.2 5.20 5.50
8-DPSK 0.2 7.81 8.26
16-DAPSK (2,8) | 0.2 12.49 13.53
64-DAPSK (4,16)| 0.2 17.11 17.35
4-DPSK 0.4 5.37 5.50
8-DPSK 0.4 8.35 8.76
16-DAPSK (2,8) | 0.4 12.75 14.51
64-DAPSK (4,16)| 0.4 18.88 18.37
4-DPSK 0.6 5.75 6.00
8-DPSK 0.6 8.40 8.78
16-DAPSK (2,8) | 0.6 13.31 15.51
64-DAPSK (4,16)| 0.6 | error-floor error-floor

Table 5.6: SNR threshold values of TC- soft-decision aided-eoherently detection

schemes when transmitting over AWGN and optical fiber chianrighe values are tabu-

lated from Fi

gure 5.17.



Chapter

Conclusions and Future Work

In this concluding chapter, a summary of the thesis and thie fimalings of our investigations will
be presented in Section 6.1, followed by a range of ideasutaré research in Section 6.3.

6.1 Summary and Conclusions

Chapter 1 constitutes the background of our research throughoutthieisis. More specifically,
a rudimentary overview of both the channel capacity and ofTEéharts based on the concept
of mutual information was provided in Section 1.1. Then, hiiwory of coded modulation and
adaptive coded modulation was outlined in Section 1.2. Pphizvided the foundations for our
further investigations of the proposed solutions. Furtiare, the outline of the thesis was pre-
sented in Section 1.3. Finally, the motivation and novetitbations of the thesis were detailed in
Section 1.4.

In Chapter 2, we investigated coherent coded modulation schemes irotitext of bothfixed
andadaptive modesThe fixed mode based schemes were investigated in SecBioWare specif-
ically, we commenced our discussions with a rudimentamodhction to TTCM and BICMI-ID
in Section 2.2.3 and Section 2.2.4.2, respectively. TheB8dation 2.2.5, we presented simula-
tion results for 4PSK, 8PSK, 16QAM and 64QAM aided TTCM andcBIHID schemes, when
communicating over both AWGN and uncorrelated Rayleiglinig@ahannels. It was found in Fig-
ure 2.14 and Figure 2.15 that the performance of the TTCM waslB-2.5 dB better than that of
BICM-ID, when transmitting over AWGN channels, while imjrag the same complexity. All the
4PSK-TTCM, 8PSK-TTCM and 16QAM-TTCM systems had a betteRBierformance than that
of BICM-ID, when communicating over uncorrelated Rayleigtiing channels at a given complex-
ity, as shown in Figure 2.16 and Figure 2.17. FurthermoeeEth Ny andSNR values required for
both the TTCM and BICM-ID schemes communicating over the AM&hd uncorrelated Rayleigh
fading channels at BER ¥0~° and BER =10"° were listed in Table 2.5 and Table 2.7, respec-
tively. These thresholds were then used as the mode-sngt¢hresholds for our adaptive scheme
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in Section 2.3.1.1. The performance of our near-instaotaslg adaptive coded modulation scheme
communicating over both quasi-static as well as over thd@hiaand-fast Rayleigh fading chan-
nels defined in Section 2.3.2.1 were shown in Section 2.58.hlgher-order modes were activated
more frequently compared to their lower-order countegapon increasing the SNR, as demon-
strated by Figures 2.25 and 2.27. Furthermore, the BPSdghpu increased smoothly, while the
BER was maintained belod0—°, when transmitting over the quasi-static as well as shaaios-
fast Rayleigh fading channels, as shown in Figures 2.26 &2®l 2As expected, the performance
recorded for transmission over the quasi-static Rayledglnfy channel was better than that over
the shadow-and-fast Rayleigh fading channel owing to theerhenign characteristics of the quasi-
static channel.

Following the investigation of coherent coded modulationChapter 2, we proposed novel
soft-decision aided non-coherent coded modulation schém@hapter 3. The fixed mode perfor-
mance of the soft-decision aided schemes was investigatgddtion 3.2, where the concept of the
soft-decision StQAM aided BICM-ID scheme was detailed inttom 3.2.1. The simulation results
of Figure 3.4 show that the optimum ring ratio of the twingriStQAM was 0.2, which was then
employed in our simulations. Figure 3.6 illustrated that16-DAPSK (2,8)-BICM scheme outper-
forms the 16DPSK-BICM scheme by approximately 12 dBs at a BER)~°. Furthermore, ob-
serve in Figure 3.6 that 16-DAPSK (2,8)-BICM-ID outperfarihe non-iterative 16-DAPSK (2,8)-
BICM by approximately 2 dB after theecond iteration with the aid the extrinsic bit-probabilities
of Equation (3.11) and Equation (3.12). The EXIT curve of thier CC of the BICM-ID scheme
does not match the shape of the soft decision aided 64-DAR3I6X demapper, while that of the
outer TC in the TUCM scheme does, as shown in Figure 3.13. ¢{¢ine TUCM scheme was con-
sidered in our multi-ring DAPSK investigations conductedSection 3.2.2. Furthermore, offset
DAPSK is also considered in order to facilitate the emplogtmaf a less stringent linear power
amplifier at the transmitter. Observe in Figure 3.14 that gared to the identical-throughput
TuCM assisted 64-DPSK scheme, the 4-ring based TUCM agddgtary DAPSK arrangement
has a power-efficiency improvement of 4.2 dB at a bit erroioraf 107>, Furthermore, when
the TC block size is increased, the system operates closee tthannel capacity. The simulation
results of Figure 3.15 showed that when using a TC block ken§d00 modulated symbols, the
64 DAPSK (4, 16) scheme is 7.56 dB away from its capacity cuwigle it had a reduced gap
of 2.25 dB, when using a longer TC block length of 40 000 magdaymbols. Then, adaptive
soft-decision aided non-coherent coded modulation sch&veee proposed in Section 3.3 and their
performance was investigated in Section 3.3.2, when conuating over both quasi-static as well
as shadow-and-correlated Rayleigh fading channels.

In Chapter 4, we investigated the employment of coded modulation scedbrecooperative
communications. Firstly, we proposed a hybrid techniqueitijating the effects of RN-induced
error propagation in Section 4.2, which takes into consitien both the RN-BER (as detailed in
Section 4.2.1.1) and the RN location (as detailed in Seeti@rl.2) for mitigating the error propa-
gation. The results shown in Figure 4.6 demonstrated tiatebhnique is particularly beneficial,
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when the BER at the RN is high, since transmit power redustafrup to 19 dB may be attained
at a BER ofl0~*. Secondly, relay aided ACM schemes were conceived in Sedti® for coop-
erative communications over the quasi-static and shaduwisfast Rayleigh fading channels. The
SNR switching thresholds were listed in Tables 3.4-3.6Jeniie related ACM performance of
cooperative communications was characterized in Figuss-4.23. Then in Section 4.4 we pro-
posed the adaptive TTCM (ATTCM) aided Distributed Spaa&direllis Coding (STTC) scheme
of Figure 4.25 for cooperative communication over quaaiistRayleigh fading channels. An
ATTCM scheme is employed by the SN of Figure 4.25 during ttst fransmission period for re-
liably conveying the source bits f§ number of RNs by appropriately adjusting the code-rate and
modulation mode according to the near-instantaneous ehaonditions. The TTCM switching
thresholds were carefully chosen for ensuring that the BE#aeh RN becomes lower than—°

in order to minimise the potential error propagation immbisg the RNs. During the second trans-
mission period, aiN-antenna assisted Distributed STTC (DSTTC) scheme isextasith the aid
of the aforementioned single-antenna relay nodes as portray in Figure 4.26. Mueeiscally,

N relay nodes are utilised to form STTC codewords based onettemcoded TTCM symbols of
the relays for transmission to the DN. At the DN, iterativériesic information exchange is per-
formed between the STTC and TTCM decoders for recoveringttiginal source bits. It is shown
in Figure 4.29 that the proposed ATTCM-DSTTC scheme requidBs less transmission power
in comparison to a standard TTCM scheme, when aiming forradrarror ratio ofl0—3.

Following the investigation of coherent coded modulatichesnes designed for cooperative
communications in Chapter 4, we focused our research gftorttheir non-coherent coded mod-
ulation counterparts ilChapter 5. Firstly, based on the soft-decision aided DAPSK scheme of
Chapter 3, we investigated a 16-StQAM-TC assisted NC schrelyimg on the butterfly network
topology of Figure 5.1 in Section 5.2. As expected, the aethile BER performance is affected
by the location of the RN. More specifically, as seen in Figu& when the transmit power at the
SNs and RN are identical, the RN located at the centre of ttterfly network topology achieves
the best performance. However, when power sharing is inakéection 5.2.1.2, the optimum
RN location was found to be closer to the DNs, where anotheofd®wer gain can be attained,
as evidenced by Figure 5.3. Then, the NC capacity was igatet in Section 5.2.1.3. Figure 5.5
showed that the achievable capacity of the NC aided sceisdnigher compared to the single-link
scenario. Secondly, the soft-decision M-DAPSK scheme ofi@e 5.3 was incorporated into an
AF based cooperative communication system in Section Ss3lefnonstrated in Figure 5.7, an AF
based cooperative communication system obtained abodBAINR improvement for a TC block
length of 40 000 modulated symbols, compared to that of thditional point-to-point transmis-
sion. Finally, in Section 5.4 we proposed a low-complexibpmerative wireless and optical-fiber
communication scheme for uplink communication in a FFR taseilticell, multiuser system.
More specifically, the FFR principle is invoked for improgithe cell-edge performance without
reducing the throughput of the cell-center. Each cell igilinated with the aid of six Remote An-
tennas (RAS), which are connected to the central basestaith the aid of realistically modelled
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imperfect optical-fiber links. When a Mobile Station (MS)asated at the cell-edge, the two near-
est RAs can be invoked for detecting and forwarding the sséghal to the base-station, based on
the Single-Input Multiple-Output (SIMO) principle. The RFsystems, basic philosophy was pre-
sented in Figure 5.8. Furthermore, we employed both the DFEOMROF of Section 5.4.1.1 for the
optical fiber link, as detailed in Section 5.4.1. Furthereqave designed a Turbo Coded (TC) 16-
level Star-Quadrature Amplitude Modulation (StQAM) scleefar supporting optical-fiber-aided
cooperative wireless transmission in Section 5.4.1.3 revhiee receiver does not have to estimate
the channel state information. Hence, a lower detectionpbexity can be achieved, when com-
pared to coherently detected schemes, albeit naturalfy3adB power-loss. We also investigated
the effect of phase-rotations imposed by imperfect opfibalr links. The simulation results in
Figure 5.14a and Figure5.14b showed that our non-cohel@BtQAM scheme is robust to both
wireless and optical-fiber imperfections. More expligitlye proposed TC-StQAM-SIMO scheme
is capable of removing 6 out of 12 BER peaks at the cell-edgspite dispensing with CSI for
both the wireless and optical-fiber links. Furthermore, \&eehalso proposed an ATSDD scheme
for AROF aided and RA-assisted uplink transmission in a FB&el multicell, multiuser system
in Section 5.4.1.4. A combination of the wireless and opfiiteer channels was considered, which
imposed different imperfections. We have demonstratetlahiaproposed ATSDD scheme was a
practical, low complexity, energy efficient design in Figsi5.18-5.20.

6.2 Design Guidelines

In this section, we summarize the general design guidelihemherent and non-coherent coded
modulation schemes conceived for cooperative communpitatly examining the various schemes
investigated throughout Chapters 1- 5.

1. Non-coherent Coded Modulation Design:

(a) Differentially encoded and non-coherently detectediuhation techniques have a low
complexity, since they do not require any CSI. However, wttgamnel coding is incor-
porated into M-DAPSK #,,M,), its performance remains far from the correspond-
ing detection-dependent DCMC's capacity owing to the emplent of hard-decision
based demodulationHence, the family of soft-decision aided non-coherent diemo
lation may be recommended for low-complexity, near-capaat energy-efficient de-
signs, bearing in mind that the closer the system is operatétd capacity, the higher
its complexity and delay.

(b) The above-mentioned soft-decision aided non-coheatetdctor designs may involve
several design aspects, such as the choice of separatdumla@ind phase detection
versus their joint detection, the determination of the roptiring ratios for different
M-DAPSK schemes, the interleaver length and the partidoitato-symbol mapping
methods employed, which fundamentally determine the ptigseour proposed soft-
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decision aided M-DAPSK systemidence these parameters have to be carefully chosen
using the EXIT charts for designing near-capacity coded utaitbn schemes.

(c) As another low-complexity, energy-efficient non-carercoded modulation design,
the family of near-instantaneous by adaptive schemes wasea@d in Section 3.3,
which were based on our fixed-mode soft-decision aided M-B/ABchemes. More
specifically, the transmitter extracts the coded modutatiode required by the receiver
for achieving its target integrity from the reverse-linlrismission burst in order to
accommodate the channel-quality fluctuatiofs.a design-lesson, the fixed CM-modes
have to be incorporated into near-instantaneous adaptiaasceivers for the sake of
maintaining the target-BER, whist achieving the highesisiide throughput.

2. Coherent and Non-coherent Coded Modulation for Cooper@ommunications Design:

(a) Cooperative communications has emerged recently asraystandidate for improving
the cell-edge coverage. While DF relaying is prone to RN:&dl error propagation
owing to decoding errors, AF techniques fails to improve 3R, because both the
signal and the noise are amplified together. Hence, theerigs of RN-induced error-
propagation and the acquisition of CSI must be tackled kafaride-spread practical
employment. Hence, we embarked on mitigating the RN-ind@reor-propagation in
the context of coherent CM systems in the DF scenarios, wititecoherent coded
modulation dispensing with CSI was conceived for AF scasarExplicitly, for the
more complex, but higher-performance DF schemes coheetattibon may be recom-
menced, while the combination of AF relaying and non-cafitedetection is ideal for
low-cost designs.

(b) Coherent Coded Modulation for Cooperative Commuracabesign:

e The RNSPA technigue was designed for mitigating the RN-¢eduerror propa-
gation in Section 4.2. More specifically, the system setktiie most appropriate
relay based on the transmit power level required for guaging reliable relay-
ing, whilst also considering the RN-BER. As demonstrate&igures 4.3-4.11,
our RNSPA technique is particularly beneficial, when the BERhe RN is high.
As a design-lesson, in addition to the careful choice of AFfBlaying as well
as coherent vs non-coherent detection, also relay-sateptay a crucial role in
determining the attainable performance.

e Both non-coherently and coherently detected adaptiveccotmlulation may also
be invoked in cooperative systems as another improvement.

e In Section 4.4, we designed an ATTCM-DSTTC scheme for caaiper commu-
nications as another diversity-gain improvement for thegd mitigating the RN-
induced error propagation and ultimately for saving eneldgre specifically, an
ATTCM scheme was employed for the SR link for the sake of seadi the full
potential of various TTCM schemes, where the RN-inducear gnopagation was
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minimised. This is because the ATTCM scheme is capable afitecacting the
time-varying nature of the mobile radio channels. Exgiicia higher-rate code
and/or a higher-order modulation mode are employed, whem#tantaneous es-
timated channel quality is high in order to increase the remobBPS transmitted.
Conversely, a more robust lower-rate code and/or a londgranodulation mode
are employed, when the instantaneous channel quality ismogrder to improve
the mean BER.

Furthermore, the DSTTC scheme of Section 4.4.2 was invakeithé RD links for
the sake of achieving a spatial diversity gain for the RDdirlk conclusion, whilst
the co-located antenna elements of classic STTC are prostesitow-fading, this
problem is circumvented by the distributed elements of exajve/distributed
STTCs.

(c) Non-Coherent Coded Modulation for Network-Coded Caafiee Communications:

e In Section 5.2.1.1 first designed a soft-decision aided MPBK aided TC based
physical layer for a butterfly-structured NC system relyimgthe DF relaying pro-
tocol. The role of NC is that of improving both the achievatieoughput and
the diversity gain. More specifically, the butterfly-sturetd NC scheme allows
a single RN to combine the information received from twoet#int SNs, before
broadcasting the information to two different DNs. Furthere, an efficient power
sharing mechanism was designed for further reducing theathieansmit power
requirement of the network in Section 5.2.118.a nutshell, NC may be recom-
mended for eliminating the half duplex throughput loss afvemtional AF/DF
relaying.

¢ Finally, non-coherent coded modulation schemes may bemsmnded as a so-
phisticated combination of wireless mobile systems anigalffiber links, as de-
tailed in Section 5.4. Non-coherent by detected coded ratidnl schemes are
particularly suitable for optical fiber links, where the eloyment of coherent de-
tention still remains a research challenge to a large extent

6.3 Suggestions for Future Work

The research illustrated in this thesis can be extendedvieraedirections. In this section, we
highlight a number of potential future research ideas.

6.3.1 Optimization Analysis for Soft-Decision aided M-DARSK

In Chapter 3, we derived new soft-decision demodulatiomfdas for M-DAPSK. We also deter-
mined the optimal ring ratios for our proposed soft-decisiietector. The subject of constellation
design has been an active research topic [59, 227-233] ilextoof conventional coherent trans-
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mission. By contrast, the design of the optimal constelietifor differential modulation schemes
has failed to attract sufficient research efforts. As denmated in Chapter 3, the choice of bit-
to-symbol mapping method substantially influences thegperfnce of the soft-decision aided M-
DAPSK system. Therefore, the optimisation of constelfaiabelling for the soft-decision aided
M-DAPSK systems is of immediate interest. As a further inwgroent Jow-complexity, low-power
techniques have to be designed for the overall network ggntden considering realistic multi-
user, multi-cell scenarios instead of single-user linkardispecifically, all performance improve-
ments achieved by more sophisticated and more complex|gigoeessing have to be justified
in the light of the extra power-consumption in the above diiwidesign context. The whole sys-
tem may also be optimised in terms of the choice of code-m@tespuncturing-rates, the required
memory and the iterative decoding performance achieveld thé aid of exchanging extrinsic in-
formation.

6.3.2 Multiple-Symbol Detection Aided M-DPSK/DAPSK

Based on Chapter 3, a new soft-decision aided M-DPSK/DAP&Kation method was proposed
in [104, 105], which achieved the optimum differential deien capability at a substantially re-
duced detection complexity. The conventional single-syinith-DPSK/DAPSK detection philoso-
phy can be extended to Multi-Symbol Differential Detect{dSDD), Multiple-Symbol Differen-
tial Sphere Detection (MSDSD), Decision-Feedback Difféied Detection (DFDD) and Linear
Prediction aided Differential Detection (LPDD). Let usdily consider the hard-decision sce-
nario. In the MSDD scheme, the determinant of the corralatimatrix is a constant for M-
DPSK [234-238], but it is not a constant for M-DAPSK. Hendds ieasier to invoke for an MS-
DSD M-DPSK scenario, but it deserves research efforts teegbis problem also for M-DAPSK.
However, the transmit symbols of M-DAPSK do not have a canistmplitude value. We might
circumvent this problem in tow different ways. On the onedjame can dynamically update the
determinant of the correlation matrix according to theatéwne transmitted candidate symbol [239],
which may involve a high complexity but it provides the optinsolution. On the other hand, sep-
arate amplitude and phase detection [240] may be employe&deaiuced complexity, which might
exhibit an error floor. The same problems exist for the seftiglon scenario.

6.3.3 Coded Modulation for the Uplink/Downlink of the Long-Term Evolution Sys-
tem

For the LTE downlink, Orthogonal Frequency Division Muléging (OFDM) [241] is relying on

a large number of parallel, narrow-band subcarriers is.us@dl the uplink, where the available
transmission power is significantly lower than for the dankl the situation is somewhat differ-
ent. One of the most important factors in the uplink desigtoifacilitate the employment of
power-efficient amplifiers. Hence, single-carrier frequyedivision multiple access (SC-FDMA)
is used for the LTE uplink [242]. Employing channel codingfiarther improving the performance
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of OFDM systems has also been studied in [243—-247]. For ebearhpPC codes combined with
OFDM are capable of providing a significant performance mapment as compared to uncoded
systems [246]. Furthermore, BICM and BICM-ID have also bamestigated in the context of
OFDM systems [243-245], while LDPC coded SC-FDMA was stdidine[248]. As a further ex-
tension of the LTE uplink/downlink, we can employ the progasoft-decision aided non-coherent
CM schemes for reducing the complexity.

6.3.4 Space-Time-Coded Modulation for Combined Wirelessrad Optical Commu-
nications

Space-time codes have been proposed for wireless comrtiong#n order to exploit all the de-
grees of freedom available in a MIMO channel [249-252]. Th&cs-time channel coding tech-
nique has been proposed for amalgamated wireless and logti@anels in [253]. Space-Time
Coded Modulation (STCM) was proposed as a further improverfog wireless communications,
which jointly designed space-time coding and CM [250, 234 .another further research idea, we
might investigate a STCM system conceived for both the dimkr@nd uplink in combined wireless
and optical communications.

6.3.5 Space-Frequency-Time Coded Modulation for Broadbash Wireless Commu-
nications

The application of space-frequency-time coding combinégtl ®FDM was recently presented as
attractive solution for future high data rate wireless caminations [255, 256]. Reducing the en-
ergy consumption [214] in wireless communications hasmdgerawn increasing attention from
the research community. Hence, we might investigate a gpatial-domain, frequency-domain
and time-domain coded modulation techniques conceivefiifore energy-efficient solutions.

6.3.6 Superposition-Based ACM for MIMO-OFDMA Systems

Orthogonal Frequency Division Multiple Access (OFDMA) leecome the dominant multiple ac-
cess scheme for next generation wireless networks, sinthebthe LTE system and the IEEE 802.16m
system have adopted OFDMA as their multiple access tecoppdb7]. In OFDMA systems,
multi-user diversity can be exploited not only for incremsthe achievable network capacity but
also for reducing the energy consumption [258]. We mighppse a superposition-based [164]
ACM for MIMO-OFDMA networks. More specifically, we could st the optimal modulation
corresponding to the near-instantaneous channel conslitip using superposition based modula-
tion for increasing the achievable efficiency.
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6.3.7 An lterative Technique for Mitigating the RN-induced Error Propagation

In Section 4.2, a technique referred to as the Correctin@Réiay’s Decoding Errors at the Destina-
tion (CRDED) was employed for mitigating the RN-inducedoeropagation. However, as seen
in Figure 4.2, the RN-BERXC;; was only taken into account by the symbol-to-bit demappdhef
RD link. We might employ a joint iterative processing basedyg;, v,; and Ac;'< for further im-
proving the end-to-end performance. More specifically,tarative decoding scheme exchanging
extrinsic information between the SR-link’s demapper,Rizlink’s demapper and a CM decoder
may be designed with the aid of EXIT charts for approachimgathieveable capacity.



Appendix

A.1 Appendix to Chapter 2

Figure A.1 was obtained by transmitting 10 000 frames, eanling a block length of 12 000
symbols. The number of iterations whs= 4 over the AWGN channel. Figure A.2 was generated
for the 12 000 symbol block length argd = 4 iterations over the uncorrelated Rayleigh fading
channel. Itis worth noting that the value of SR varies with the number of iterations and block
size.

A.2 Appendix to Chapter 3

Figure A.3 shows the BER performance of the BICM-ID-64-DAR8,16) scheme when commu-
nicating over the correlated Rayleigh fading channel aasedt with f; = 0.01 and f; = 0.001

using the parameters listed in Table 3.7. Figure A.4 prest constellation diagrams of the
8-DAPSK (4, 2), 16-DAPSK (4, 4), 32-DAPSK (4, 8) and 64-DAP&K 16) modulation schemes.

A.3 Appendix to Chapter 5

A.3.1 Peak Power and Average Power

The peak power of an optical pulse is the maximum occurrirtgcalppower. The peak power is
often calculated from the full width at half-maximum puls&ration Trywpr and the pulse energy
E,. The conversion depends on the temporal shape of the pulsex&mple, for Gaussian-shaped
pulses, the peak power may be expressed as [259]:
Ep

P ~ 0.94
peak > 0.9 TrwaM

(A1)

The average power is the pulse energy averaged over theefididd’, which might be formulated

as: £
Poye ~ =L
avg T

. (A.2)
all
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Figure A.1: EXIT charts ofiPSK, 8PSK, 16QAM and 64QAMfor TTCM when com-
municating over thé&WGN channel with SNR,,;,,.

Based on Equations (A.1)—(A.2), the conversion betweerpéak power and the average power

may be written as [259]:
PayeT,
oo A2 0.94 208l (A.3)

P
Trwam

p



A.3.1. Peak Power and Average Power

1.0 509
TTCM-4PSK: SNR,;=3.20 dB oe———¢
o]
] 4
0° b
0.8 —© <
O &
© &
© k4
N 0.6 O.O ;}'{’“
< ; ;
—= .n() &
u 0 &
0.4 o2 &
.O( 9"0
o° %
0282 4
’ & O e Inner
¢¢ O e Outer
& * ——— Trajectory
0.0 <&
0.0 0.2 0.4 0.6 0.8 1.0
las:le2
€Y
3.0 o
TTCM-16QAM: SNR=15.49 dB{ Q,
or | &
25 .v'o a
O J
.o_oo ,<9
2.0 9 g”
a°° 4
2 ooo ¢¢
- 15 50 &
_“" o® &
1.0 »
&
¢¢
0.5 F— O e Inner
S| Outer
é * ——— Trajectory
0.0 <
0.0 0.5 1.0 15 2.0 25 3.0
lasle2
(©)

2.0 o
TTCM-8PSK: SNR=10.85 dB go»?
1.8 o
DO [®
o°] 18
1.6 o
o
1.4 Oﬂ $¢
o
o) &
1.2 o &
o~ (s &
2 o ;
= o) 3
= 10 ¢ 3
Lt o &
0.8 [ 52
0.6 3
¢¢
0.4 y
&
0.2 [CIREER Inner
O e Outer
0.0 s
00 0.2 04 06 0.8 1.0 12 14 16 18 20
laslE2
(b)
1.0
50000 oooooooo-ooooooooogg@
g )
------ el
0.8 =T
o
o
&
068
o
= ¢
—
u
0.4
023 BICM-ID-64QAM: SNR=26.92 dB|
: O e Inner
O e Outer
* ——— Trajector
0.0 J y
0.0 0.2 0.4 0.6 0.8 1.0
lazsle2
(d)

Figure A.2: EXIT charts performance 4PSK, 8PSK, 16QAM and 64QAMfor TTCM
when communicating over thencorrelated Rayleigh fading channelwith SNR,;;,.
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communicating over aorrelated Rayleigh fading channelassociated withf; = 0.01
andf; = 0.001. The simulation parameters are shown in Table 3.7.

8-DAPSK (4,2) 16-DAPSK (4,4)
2 2
1 1 .
.
g o0 e o o0 oo o o g 0 o o oo es o o
.
-1 -1 .
[
=% 0 2 0 2
32-DAPSK (4,8) 64-DAPSK (4,16)
2 2
* e ° o
1 . . . 1 e q ® 4 o
] [ [] e g0 4 o
.. * .. * L] ........:. L ] ®
g 0 e oo se o o g 0 e o o0 eo e o
(] ] . "o. .o.' .
Ll L] Ll L] L] L] L] L]
L] . L] o ®o90 o
—1 . . . -1 ) ® o * .
. * . °
-2 -2

-2 (I) 2 -2 (I) 2

Figure A.4: Constellation diagrams of the M-DAPSK (4,,) modulation schemes.



Bibliography

[1]

[2]
[3]

[4]
[5]
[6]

[7]

[8]

[9]

[10]

[11]

[12]

C. E. Shannon, “A mathematical theory of communicatidell System Technical Journal
pp. 379-423 and 623—-656, June and October 1948.

T. M. Cover and J. A. Thomaglements of information thearyohn Wiley Sons, Inc., 1991.

G. Ungerboeck, “Channel coding with multilevel/phasgnals,”|IEEE Transactions on In-
formation Theoryvol. 28, pp. 55 — 67, Jan. 1982.

J. G. ProakisPigital communicationsNew York: McGraw-Hill, 1995.
R. GallagerInformation theory and reliable communicatiofiohn Wiley and Sons, 1968.

L. Hanzo, S. X. Ng, T. Keller, and W. T. WeblQuadrature amplitude modulation: From
basics to adaptive trellis-coded, turbo-equalised andcsgéme coded OFDM, CDMA and
MC-CDMA systemsHardcover, Wiley-IEEE Press, 2004.

E. Kreyszig,Advanced engineering mathematid®hn Wiley and Sons, 1993.

P. E. Mclllree, Channel capacity calculations for M-ary N-dimensionalreifsets The
University of South Australia: M. Eng thesis, 1995.

P. E. Mclliree, “Calculation of channel capacity for Myadigital modulation signal sets,”
in Proceedings of IEEE International Conference on Informattngineering (Singapore),
pp. 639-643, 1993.

G. UngerbdckChannel coding with multilevel/phase signal&EE Transactions on Infor-
mation Theory, Vol. IT-28, pp. 55-67, January 1982.

L. Hanzo, W. T. Webb, and T. Kellegignal-and multi-carrier quadrature amplitude modu-
lation. New York: IEEE Press-John Wiley, 2002.

G. J. Foschini and M. J. Gans, “On limits of wireless coamigations in a fading environ-
ment when using multiple antenna®Yireless Personal Communicationsl. 6, pp. 311—
335, March 1998.



BIBLIOGRAPHY Vi

[13] I. S. Reed and R. A. Scholtz, “N-orthogonal phase magdl@odes,|IEEE Transactions on
Information Theoryvol. 12, pp. 388—395, July 1966.

[14] W. C. Lindsey and M. K. Simon, “L-orthogonal signal teaission and detection|EEE
Transactions on Communicatignsl. COM-20, pp. 953-960, October 1972.

[15] S. ten Brink, “Convergence behavior of iteratively dded parallel concatenated codes,”
IEEE Transactions on communication®l. 10, pp. 1721-1737, October 2001.

[16] S. X. Ng, J. Kliewer, O. R. Alamri, and L. Hanzo, “On thesitgn of turbo trellis coded mod-
ulation schemes using symbol-based exit chatEsEE Vehicular Technology Conference
pp. 25-28, September 2006.

[17] S. X. Ng, O. R. Alamri, Y. Li, J. Kliewer, and L. Hanzo, “Ne-capacity turbo trellis coded
modulation design based on EXIT charts and union boun8&E Transactions on Com-
municationsvol. 56, pp. 2030-2039, December 2008.

[18] J. Kliewer, S. X. Ng, and L. Hanzo, “Efficient computatiof EXIT functions for nonbinary
iterative decoding,IEEE Transactions on Communication®l. 54, pp. 2133-2136, 2006.

[19] S. X. Ng, J. Wang, and L. Hanzo, “Unveiling near-capacibde design: the realization of
Shannon’s communication theory for MIMO channel&EE ICC (Beijing, China)2008.

[20] H. E. Gamal and A. R. Hammons, “Analyzing the turbo desragsing Gaussian approxima-
tion,” IEEE Transactions Information Theqryol. 47, pp. 671-686, 2001.

[21] D. Divsalar, S. Donlinar, and F. Pollara, “Iterativatio decoder analysis based on density
evolution,” IEEE Journal Select. Areas Commuwol. 19, pp. 891-907, 2001.

[22] S. X.Ng, T. H. Liew, L.-L. Yang, and L. Hanzo, “Comparnatistudy of TCM, TTCM, BICM
and BICM-ID schemes,” inEEE Vehicular Technology Conferenaml. 4, pp. 2450 —2454
vol.4, 2001.

[23] C. E. Shannon, “Communication in the presence of nbRBmceedings of the IRE/ol. 37,
pp. 10 — 21, Jan. 1949.

[24] R. Hamming, “Error detecting and error correcting cati®ell System Technical Journal
pp. 147-160, 1950.

[25] I. Reed, “A class of multiple-error-correcting codexdahe decoding schemdRE Profes-
sional Group on Information Theoyyol. 4, pp. 38 —49, Sep. 1954.

[26] P. Elias, “Coding for noisy channeldRE Convention Record, pt.gp. 37-47, 1955.

[27] R. Gallager, “Low-density parity-check code$RE Transactions on Information Theory
vol. 8, pp. 21 —28, Jan. 1962.



BIBLIOGRAPHY vii

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

G. J. Forney, R. Gallager, G. Lang, F. Longstaff, and 8redhi, “Efficient modulation for
band-limited channels[EEE Journal on Selected Areas in Communicatjoius. 2, pp. 632
— 647, Sep. 1984.

L. Bahl, C. Cullum, W. Frazer, and F. Jelinek, “An effiotealgorithm for computing free
distance (corresp.)JEEE Transactions on Information Thegmol. 18, pp. 437 — 439, May
1972.

L. Bahl, J. Cocke, F. Jelinek, and J. Raviv, “Optimal a@iag of linear codes for minimizing
symbol error rate (corresp.)IEEE Transactions on Information Theompol. 20, pp. 284 —
287, Mar. 1974.

Y. Sugiyama, M. Kasahara, S. Hirasawa, and T. Namekd&vamethod for solving key
equation for decoding Goppa codelsiformation and Contrglvol. 27, pp. 87-99, 1975.

F. J. MacWilliam and J. A. Sloandg;he theory of error-correcting codesNorth-Holland
Mathematical Library, 1977.

H. Imai and S. Hirakawa, “A new multilevel coding methasding error-correcting codes,”
IEEE Transactions on Information Theompol. 23, pp. 371 — 377, May 1977.

J. Wolf, “Efficient maximum likelihood decoding of lime block codes using a trellisEEE
Transactions on Information Theqryol. 24, pp. 76 — 80, Jan. 1978.

L.-F. Wei, “Trellis-coded modulation with multidimsional constellations|/EEE Transac-
tions on Information Theoryol. 33, pp. 483 — 501, July 1987.

D. Divsalar and M. K. Simon, “Multiple trellis coded mathtion (MTCM),” IEEE Transac-
tions on Communicationsol. 36, pp. 410 —419, Apr. 1988.

G. J. Pottie and D. P. Taylor, “Multilevel codes basedpanmtitioning,” IEEE Transactions
on Information Theoryvol. 35, pp. 87 —98, Jan. 1989.

A. R. Calderbank, “Multilevel codes and multistage oéiag,” IEEE Transactions on Com-
municationsvol. 37, pp. 222 —229, Mar. 1989.

J. Hagenauer and P. Hoeher, “A Viterbi algorithm witlftstecision outputs and its applica-
tions,” in IEEE Global Telecommunications Conferenpp. 1680 —1686 vol.3, Nov. 1989.

W. Koch and A. Baier, “Optimum and sub-optimum detectiof coded data disturbed by
time-varying intersymbol interference [applicable toitéigmobile radio receivers],” ilEEE
Global Telecommunications Conferengel. 3, pp. 1679 —1684, Dec 1990.

W. T. Webb, L. Hanzo, and R. Steele, “Bandwidth effici€AM schemes for Rayleigh
fading channels,JEE Proceedings |, Communications, Speech and Vjsioh 138, pp. 169
—175, June 1991.



BIBLIOGRAPHY viii

[42] E. Zehavi, “8-PSK trellis codes for a rayleigh chanh#EEE Transactions on Communica-
tions vol. 40, pp. 873 —884, May 1992.

[43] C. Berrou, A. Glavieux, and P. Thitimajshima, “Near 8han limit error-correcting coding
and decoding: Turbo codes,” Proceedings of the International Conference on Communi-
cations (Geneva, Switzerland), pp. 1064-1070, May 1993.

[44] Y. Kofman, E. Zehavi, and S. Shamai, “Performance asialgf a multilevel coded modula-
tion system,IEEE Transactions on Communication®l. 42, pp. 299 -312, Feb./Mar./Apr.
1994.

[45] J. Huber and U. Wachsmann, “Capacities of equivalergnobls in multilevel coding
schemes,Electronics Lettersvol. 30, pp. 557 —558, Mar 1994.

[46] S. L. Goff, A. Glavieux, and C. Berrou, “Turbo-codes ahigh spectral efficiency mod-
ulation,” in IEEE International Conference on Communicatiopp. 645 —649 vol.2, May
1994,

[47] P. Robertson, E. Villebrun, and P. Hoeher, “A comparisé optimal and sub-optimal map
decoding algorithms operating in the log domain,”|EEE International Conference on
Communicationsvol. 2, pp. 1009 —1013 vol.2, Jun 1995.

[48] D. Raphaeli, “Noncoherent coded modulatiotEEE Transactions on Communications
vol. 44, pp. 172 —183, Feb. 1996.

[49] X. Li and J. A. Ritcey, “Bit-interleaved coded modulai with iterative decoding,IEEE
Communications Lettersol. 1, Nov. 1997.

[50] S. Chen and T. Fuja, “Soft-decision decoding metriasd&PSK,” in IEEE International
Symposium on Information Theopy. 304, June-July 1997.

[51] T. May, H. Rohling, and V. Engels, “Performance anaysf Viterbi decoding for 64-
DAPSK and 64-QAM modulated OFDM signal$EEE Transactions on Communications,
vol. 46, pp. 182 —190, Feb. 1998.

[52] P. Roberson and T. Worz, “Bandwidth-efficient turbellis-coded modulation using punc-
tured component codes/EEE Journal on Selected Areas in Communicatjonsl. 16,
pp. 206-218, 1998.

[53] G. Caire and G. Taricco and E. Biglieri, “Bit-interlea coded modulationfEEE Transac-
tions on Information Theoryol. 44, pp. 927-946, May 1998.

[54] S. ten Brink, J. Speidel, and R. H. Han, “lterative depiag for QPSK modulation,Elec-
tronics Lettersvol. 34, pp. 1459 —1460, July 1998.

[55] S.ten Brink, J. Speidel, and R. Yan, “Iterative demagpand decoding for multilevel mod-
ulation,” in IEEE Global Telecommunications Confereneel. 1, pp. 579-584, Nov. 1998.



BIBLIOGRAPHY iX

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

X. Liand J. A. Ritcey, “Trellis-coded modulation withtinterleavering and iterative decod-
ing,” IEEE Journal on Selected Areas in Communicatjoms. 17, Apr. 1999.

R. H. Morelos-Zaragoza, M. P. C. Fossorier, S. Lin, andriai, “Multilevel coded mod-
ulation for unequal error protection and multistage demgdi Symmetric constellations,”
IEEE Transactions on Communication®l. 48, pp. 204 —213, Feb. 2000.

M. Isaka, M. P. C. Fossorier, R. H. Morelos-Zaragozd, i, and H. Imai, “Multilevel coded
modulation for unequal error protection and multistageodew. 1l. Asymmetric constella-
tions,” IEEE Transactions on Communication®l. 48, pp. 774 —786, May 2000.

A. Chindapol and J. A. Ritcey, “Design, analysis, andf@enance evaluation for BICM-
ID with square QAM constellations in rayleigh fading chalstid EEE Journal on Selected
Areas in Communicationsol. 19, pp. 944 —957, May 2001.

P. Ormeci, X. Liu, D. L. Goeckel, and R. D. Wesel, “Adatibit-interleaved coded modu-
lation,” IEEE Transactions on Communication®l. 49, pp. 1572 —1581, Sep. 2001.

J. Hou and M. H. Lee, “Multilevel LDPC codes design fonseBICM,” IEEE Communica-
tions Lettersvol. 8, pp. 674 — 676, Nov. 2004.

L. H. J. Lampe, R. F. H. Fischer, and R. Schober, “Mwiecoding for multiple-antenna
transmission,” i002 IEEE International Symposium on Information Thepryl04, 2002.

K. Ishibashi, H. Ochiai, and R. Kohno, “Low-complexibjt-interleaved coded DAPSK for
Rayleigh-fading channels|EEE Journal on Selected Areas in Communicatigops 1728—
1738, Sep. 2005.

Y. Nana, E. Sharon, and S. Litsyn, “Improved decodingPC coded modulations|EEE
Communications Lettersol. 10, pp. 375 — 377, May 2006.

S. X. Ng, Y. Li, and L. Hanzo, “Distributed turbo trellsoded modulation for cooperative
communications,in processing of IEEE ICC’'0Qune 2009.

Z.Yang, Q. Xie, K. Peng, and J. Song, “Labelling optiation for BICM-ID systems,IEEE
Communications Lettersol. 14, pp. 1047 —1049, Nov. 2010.

T. T. Nguyen and L. Lampe, “Bit-interleaved coded madign with mismatched decoding
metrics,”IEEE Transactions on Communication®l. 59, no. 2, pp. 437-447, February.

T. Islam, R. Schober, R. K. Mallik, and V. K. Bhargava,riélysis and design of cooperative
BICM-OFDM systems,"[EEE Transactions on Communication®l. 59, no. 6, pp. 1742—
1751, June, 2011.

T. Cheng, K. Peng, Z. Liu, and Z. Yang, “Improve the pemfance of LTE turbo coded
modulation by irregular mapping,” ilEEE Wireless Communications and Networking Con-
ference (WCNGQG)pp. 597-601, April, 2012.



BIBLIOGRAPHY X

[70]

[71]

[72]

[73]

[74]

[75]

[76]

[77]

[78]

[79]

[80]

[81]

[82]

[83]

Z. Andalibi, H. H. Nguyen, and J. E. Salt, “Analysing 4niterleaved coded modulation
in multiple-input multiple-output systems with channetiestion error,”IET Communica-
tions vol. 6, no. 11, pp. 1502-1510, 2012.

N. Tran, L. Rodriguez, T. Le-Ngoc, and H. Bahrami, “Ryding and symbol grouping for
NAF relaying in BICM systems,1IEEE Transactions on Vehicular Technologyol. PP,
no. 99, 2013.

L. Hanzo, W. T. Webb, and T. Kelle§ingle- and multi-carrier quadrature amplitude mod-
ulation. IEEE Press-John Wiley, 2004.

L. Hanzo and C. H. Wong and M. S. YeaAdaptive Wireless Transceivers: Turbo-coded,
Turbo-Equalized and Space-Time Coded TDMA, CDMA and OFDé#teBys John Wiley
Sons, Ltd, 2002.

T. Alsedairy, M. A. Imran, and B. Evans, “Energy and dpeam efficient systems with adap-
tive modulation and spectrum sharing for cellular systéms]EEE 73rd Vehicular Tech-
nology Conferencepp. 1-5, 2011.

J. Hayes, “Adaptive feedback communicationd?EE Transactions on Communication
Technologyvol. 16, pp. 29 —34, Feb. 1968.

J. Cavers, “Variable-rate transmission for rayleigldihg channelsJEEE Transactions on
Communicationsvol. 20, pp. 15 — 22, Feb. 1972.

V. Hentinen, “Error performance for adaptive transsios on fading channels|EEE Trans-
actions on Communicationsol. 22, pp. 1331 — 1337, Sep. 1974.

R. Steele and W. T. Webb, “Variable rate QAM for data snaission over rayleigh fading
channels,” INEEE Wireless 1991,(Calgary, Albertg)p. 1-14, 1991.

S. Otsuki, S. Sampei, and N. Morinaga, “Square-QAM #gapmodulation/TDMA/TDD
systems using modulation level estimation with Walsh fiom;t Electronics Lettersvol. 31,
pp. 169 —-171, Feb. 1995.

J. M. Torrance and L. Hanzo, “Optimisation of switchileyels for adaptive modulation in
slow rayleigh fading, Electronics Lettersvol. 32, pp. 1167 —1169, June 1996.

A. J. Goldsmith and S. Chua, “Variable-rate variabtever mgam for fading channels,”
IEEE Transactions on Communication®l. 45, pp. 1218 —1230, Oct. 1997.

S. Chua and A. Goldsmith, “Adaptive coded modulationfaling channels,” iIHEEE In-
ternational Conference on Communications, Montreal. 3, pp. 1488 —1492 vol.3, June
1997.

D. L. Goeckel, “Adaptive coding for fading channelsngioutdated channel estimates,” in
48th IEEE Vehicular Technology Conferenegel. 3, pp. 1925 —-1929 vol.3, May 1998.



BIBLIOGRAPHY Xi

[84]

[85]

[86]

[87]

[88]

[89]

[90]

[91]

[92]

[93]

[94]

[95]

[96]

C. H. Lim and J. K. Jeong, “Adaptive modulation using tipdth fading compensation,”
Electronics Lettersvol. 34, pp. 940 —942, May 1998.

M. S. Alouini and A. Goldsmith, “Capacity of rayleigh dng channels under different
adaptive transmission and diversity-combining techregu&EE Transactions on Vehicular
Technologyvol. 48, pp. 1165 —1181, Jul 1999.

C. H.Wong and L. Hanzo, “Upper-bound performance of dekiand burst-by-burst adaptive
modem,” in49th IEEE Vehicular Technology Conferengel. 3, pp. 1851 —1855, July 1999.

A. Duel-Hallen, S. Hu, and H. Hallen, “Long-range prettbn of fading signals,"ITEEE
Signal Processing Magazineol. 17, pp. 62 —75, May 2000.

K. L. Hole, H. Holm, and G. E. Oien, “Adaptive multidimsional coded modulation over
flat fading channels JEEE Journal on Selected Areas in Communicatjoasd. 18, pp. 1153
—1158, July 2000.

V. K. N. Lau, “Design of adaptive bit interleaved TCM foayleigh fading channels,” in
IEEE International Conference on Communicationsl. 3, pp. 1188 —1192 vol.3, 2000.

B. Choi and L. Hanzo, “Optimum mode-switching-asgiste®nstant-power single- and mul-
ticarrier adaptive modulationJEEE Transactions on Vehicular Technolegwl. 52, no. 3,
pp. 536-560, 2003.

S. X. Ng, C. H. Wong, and L. Hanzo, “Burst-by-burst adeptdecision feedback equal-
ized tcm, ttcm, bicm and bicm-id,” ilfEEE International Conference on Communicatipns
vol. 10, pp. 3031 —3035 vol.10, 2001.

X. Liu, P. Ormeci, R. D. Wesel, and D. L. Goeckel, “Bandi¥i-efficient, low-latency adap-
tive coded modulation schemes for time-varying channés|EEE International Confer-
ence on Communicationgol. 7, pp. 2211 —2215 vol.7, 2001.

Y. Zhang and K. B. Letaief, “Single- and multi-user atiap pragmatic trellis coded modu-
lation for OFDM systems,” iIlEEE Wireless Communications and Networkingl. 1, pp. 9
—14 vol.1, March 2003.

Z. Zhou, B. Vucetic, M. Dohler, and Y. Li, “MIMO systemsithi adaptive modulation,”
IEEE Transactions on Vehicular Technologyl. 54, pp. 1828 — 1842, Sep. 2005.

D. V. Duong, G. E. Oien, and K. J. Hole, “Adaptive codeddulation with receive antenna
diversity and imperfect channel knowledge at receiver amasmitter,”IEEE Transactions
on Vehicular Technologyvol. 55, pp. 458 — 465, March 2006.

G. Caire and K. R. Kumar, “Information theoretic foutidas of adaptive coded modula-
tion,” Proceedings of the IEERoOI. 95, pp. 2274 —2298, Dec. 2007.



BIBLIOGRAPHY Xii

[97]

[98]

[99]

[100]

[101]

[102]

[103]

[104]

[105]

[106]

[107]

[108]

D. V. Duong, B. Holter, and G. E. Oien, “Analysis and apization of adaptive coded mod-
ulation systems in spatially correlated SIMO rayleigh fagchannels, IEEE Transactions
on Vehicular Technologyol. 57, pp. 1929 —1934, May 2008.

J. D. Brown, J. Abouei, K. N. Plataniotis, and S. PashpatAdaptive demodulation in
differentially coherent phase systems: Design and pedoo® analysisJEEE Transactions
on Communicationsvol. 59, pp. 1772 -1778, July 2011.

M. C. Clemente, F. Ruiz-Vega, P. Otero, and J. F. Pa@$ysed-form analysis of adaptive
coded modulation over rician shadowed fading channElgttronics Lettersvol. 47, no. 3,
pp. 217-218, 2011.

T. Jia and A. Duel-Hallen, “Adaptive bit-iiterleavebded modulation based on the expur-
gated bound for mobile radio OFDM systems aided by fadingliptien,” IEEE Transac-
tions on Communicationsol. 60, no. 8, pp. 2059—-2064, August 2012.

S. X. Ng and C. Y. Qian and D. Liang and L. Hanzo, “Adagtiuarbo trellis coded modu-
lation aided distributed space-time trellis coding for gexative communications,” iEEE
Vehicular Technology Conferend@aipei), Spring 2010.

D. Liang, S. X. Ng, and L. Hanzo, “Relay-induced erroogagation reduction for decode-
and-forward cooperative communications,’2010 IEEE Global Telecommunications Con-
ference pp. 1-5, 2010.

D. Liang, S. X. Ng, and L. Hanzo, “Soft-decision Sta#K) aided BICM-ID,” Signal Pro-
cessing Letters, IEEB/oIl. 18, pp. 169 —172, March 2011.

C. Xu, D. Liang, S. X. Ng, and L. Hanzo, “Reduced-conxiie non-coherent soft-decision-
aided M-DAPSK dispensing with channel estimatioa¢cepted by IEEE Transactions on
Vehicular Technology2013.

C. Xu, D. Liang, S. Sugiura, S. X. Ng, and L. Hanzo, “Reed-complexity soft-decision
aided PSK detection,” ilEEE Vehicular Technology Conference (VTC FEgip. 1-5, Sept.

D. Liang, M. Song, S. X. Ng, and L. Hanzo, “Turbo codedl aooperative network coded
non-coherent soft-decision star-QAM dispensing with cledrestimation,” in2011 IEEE
Global Telecommunications Conferenpg. 1-5, 2011.

D. Liang, S. X. Ng, and L. Hanzo, “Near-capacity turboded soft-decision aided
DAPSK/star-QAM,” in2011 IEEE Vehicular Technology Conferenpp. 1-5, 2011.

D. Liang, X. Xu, S. X. Ng, and L. Hanzo, “Turbo-codedrs@AM for cooperative wireless
and optical-fiber communications,” 2012 IEEE 3rd International Conference on Photonics
(ICP), pp. 267-271, 2012.



BIBLIOGRAPHY Xiii

[109] D. Liang, V. A. Thomas, X. Xu, S. X. Ng, M. El-Hajjar, arid Hanzo, “Adaptive soft-
decision aided differential modulation for cooperativaeldss and optical-fiber communi-
cations,”will submitted to IEEE Signal Processing Letter

[110] G. Ungerbock,Trellis-coded modulation with redundant signal sets Pararid Part 2
vol. 25. IEEE Communication Magazine, February 1987.

[111] C. H. Wong and L. Hanzo, “Upper-bound performance ofideaband adaptive modem,”
IEEE Transactions on Communication®l. 48, pp. 367 —369, Mar 2000.

[112] T. S. RappaportWireless communications: Principles and practice, secewlition
NJ:Prentice Hall, 1996.

[113] B. Sklar, “Rayleigh fading channels in mobile digidmmunication systems. |. Character-
ization,” [IEEE Communications Magazineol. 35, pp. 136 —146, Sep. 1997.

[114] B. Sklar, “Rayleigh fading channels in mobile digitimmunication systems part II: Miti-
gation,”IEEE Communications Magazineol. 35, pp. 148 —155, Sep. 1997.

[115] S. X. Ng,Coded modulation schemes for wireless chanrehD thesis, 2002.

[116] L.Hanzo, T. Liew, and B. Yeagd,urbo coding, turbo equalisation and space time coding for
Transmission over Wireless channelew York, USA: John Wiley IEEE Press, 2002.

[117] D. Divsalar and M. K. Simon, “The design of trellis cad®PSK for fading channels:
performance criteria /JEEE Transactions on communicatiorol. 36, pp. 1013-1021, 1988.

[118] G. D. Forney, “The viterbi algorithm,” iRroceedings of IEEEvol. 61, pp. 268-277, March
1973.

[119] P. Roberson, E. Villebrun, and P. Hoher, “A companisd optimal and sub-optimal MAP
decoding algorithms operating in the log domain,Piroceedings of the International Con-
ference on Communicationgp. 1009-1013, June 1995.

[120] K. Abend and B. D. Fritchman, “Statistical detectiam Eommunication channels with in-
tersymbol interference,” iRroceedings of IEEEvol. 58, pp. 779-785, May 1970.

[121] P. Roberson, “A overview of bandwidth efficient turbmding schemes,” iitn International
Symposium on Turbo Codes and related topgigs 103—-110, September 1997.

[122] J. K. Cavers and P. Ho, “Analysis of the error perforaeanf trellis-coded modulations in
rayleigh-fading channels|EEE Transactions on Communication®l. 40, pp. 74—83, 1992.

[123] S. Lin and D. Constello JrError control coding: fundamentals and application&Engle-
wood Cliffs, NJ, USA: Prentice-Hall, October 1982. ISBN32B3796X.

[124] J. Hagenauer, “Rate-compatible puncture convahaticcodes (RCPC) and their applica-
tion,” IEEE Transactions on Communication®l. 36, pp. 389—400, April 1988.



BIBLIOGRAPHY Xiv

[125] L. Lee, “New rate-compatible puncture convolutioraldes for Viterbi decoding,IEEE
Transactions on Communicatignsol. 42, pp. 3073—-3079, December 1994.

[126] H. Chen and A. Haimovich, “Exit charts for turbo trebl¢oded modulationJEEE Commu-
nications Lettersvol. 8, pp. 668 — 670, Nov. 2004.

[127] A. Goldsmith,Wireless communication€ambridge University Press, 2005.

[128] E. Issman and W. T. Webb, “Carrier recovery for 16-l69&M in mobile radio,” IEE col-
loquium on multi-level modulatigmpp. 9/1 — 9/8, March 1990.

[129] L. Chen, H. Kusaka, and W. Kominami, “Blind phase remgvin QAM communication
systems using higher order statisticSignal Processing Letters, IEE&ol. 3, pp. 147 —149,
may. 1996.

[130] Y. Wang and E. Serpedin, “A class of blind phase recptechniques for higher order QAM
modulations: Estimators and boundSijgnal Processing Letters, IEEKoI. 9, pp. 301 —
304, Oct. 2002.

[131] W. T. Webb, L. Hanzo, and R. Steele, “Bandwidth-efiiti€QAM schemes for Rayleigh-
fading channels,JEE Proceedingsvol. 138, pp. 169-175, June 1991.

[132] B.Eiteland J. Speidel, “Speed-optimized soft-diecislemodulation of multilevel DAPSK,”
in International Conference on Consumer Electronics, Tezdir®apers pp. 469 —470, Jan.
2006.

[133] K. Ishibashi, H. Ochiai, and R. Kohno, “Low-complexiit-interleaved coded DAPSK for
Rayleigh-fading channelsJEEE Journal on Selected Areas in Communicatjord. 23,
pp. 1728 — 1738, Sept. 2005.

[134] C. Berrou and A. Glavieux, “Near optimum error coriegtcoding and decoding: Turbo-
codes,"IEEE Transactions on Communication®l. 44, pp. 1261 -1271, Oct. 1996.

[135] L. Hanzo and T. H. Liew and B. L. Yeapurbo coding, turbo equalisation and space-time
coding for transmission over fading channeWiley-IEEE Press, 2002.

[136] R. F. Pawula, “Offset DPSK and a comparison of conavai and symmetric DPSK with
noise correlation and power imbalance,” Military Communications Conference, 1983.
MILCOM 1983. IEEEvol. 1, pp. 93 —98, Nov. 1983.

[137] T. S. RappaporiVireless communications: Principles and practice (2ndtigd). Prentice
Hall, Dec. 31, 2001.

[138] J. Proakis and M. SaleHDigital communications(5th Edition)McGraw-Hill Higher Edu-
cation, Nov., 2007.

[139] L. Hanzo and O. Alamri and N. El-Hajjar and N. Wdear-capacity multi functional MIMO
systemsJohn Wiley & Sons, Ltd, May 2009.



BIBLIOGRAPHY XV

[140] M. Rohling, T. May, K. Bruninghaus, and R. Grunheid rt&d-band OFDM radio transmis-
sion for multimedia applicationsProceedings of the IEEEvol. 87, pp. 1778 —1789, Oct.
1999.

[141] S. Pasupathy, “Minimum shift keying: A spectrally eféint modulation,”"TEEE Communi-
cations Magazingvol. 17, pp. 14 —22, July 1979.

[142] L. Hanzo and Y. Akhtman and L. Wang and M. JiaMjMO-OFDM for LTE, WiFi and
WIMAX: Coherent versus non-coherent and cooperative ttnrdmsceivers John Wiley &
Sons, Ltd, October 2010.

[143] K.J.R. LiuandA. K. Sadek and W. Su and A. Kwasingkboperative communications and
networking Cambridge University Press, 2009.

[144] T. Cover and A. El Gamal, “Capacity theorems for theyethannel,"IEEE Transactions
on Information Theoryvol. 25, no. 5, pp. 572-584, 1979.

[145] N. Laneman and D. N. C. Tse and G. W. Wornell, “Coopeeativersity in wireless net-
works: efficient protocols and outage behavitEEE Trans. on Information Theaoryol. 50,
no. 12, pp. 3062-3080, 2004.

[146] J. N. Laneman, G. W. Wornell, and D. N. C. Tse, “An effitiprotocol for realizing cooper-
ative diversity in wireless networks,” 2001 IEEE International Symposium on Information
Theory p. 294, 2001.

[147] A. Sendonaris and E. Erkip and B. Aazhang, “User caaien diversity part |: System
description,”IEEE Transactions on Communication®l. 51(11), pp. 1927-1938, 2003.

[148] A. Sendonaris, E. Erkip, and B. Aazhang, “User coofenadiversity part Il: Implemen-
tation aspects and performance analydiBEE Transactions on Communicationsl. 51,
pp. 1939 — 1948, Nov. 2003.

[149] T.E. Hunter and A. Nosratinia, “Cooperation diveysibhrough coding,” inlEEE Interna-
tional Symposium on Information ThepB002.

[150] Y. Liand B. Vucetic, “On the performance of a simple ptile relaying protocol for wireless
relay networks,” INEEE Vehicular Technology Confereng®. 2400 —2405, May 2008.

[151] E. C. van der Meulen, “Three-terminal communicatitvamnels,”Advanced Applied Prob-
ability, vol. 3, no. 1, pp. 120-154, 1971.

[152] A. Sendonaris, E. Erkip, and B. Aazhang, “Increasipink capacity via user cooperation
diversity,” in IEEE International Symposium on Information Theqry156, Aug 1998.

[153] M. Dohler, E. Lefranc, and H. Aghvami, “Space-time d¢kocodes for virtual antenna ar-
rays,” in The 13th IEEE International Symposium on Personal, Indout ®lobile Radio
Communicationsvol. 1, pp. 414 — 417 vol.1, Sept. 2002.



BIBLIOGRAPHY XVi

[154] J. N. Laneman and G. W. Wornell, “Distributed spaceeticoded protocols for exploit-
ing cooperative diversity in wireless network#ZEE Transactions on Information Thegry
vol. 49, pp. 2415 — 2425, Oct. 2003.

[155] B. Zhao and M. C. Valenti, “Distributed turbo codedetlisity for relay channel Electronics
Letters vol. 39, pp. 786 — 787, May 2003.

[156] R.U. Nabar and H. Bolcskei and F.W. Kneubuhler, “Fgdielay channels: performance
limits and space-time signal desighEZEE Journal on Selected Areas in Communicatjons
vol. 22, pp. 1099-1109, August 2004.

[157] A.Ribeiro, X. Cai, and G. B. Giannakis, “Symbol errgopabilities for general cooperative
links,” in IEEE International Conference on Communicational. 6, pp. 3369 — 3373 Vol.6,
June 2004.

[158] M. Janani and A. Hedayat and T. Hunter and A. Nosratitt@ded cooperation in wireless
communications: space-time transmission and iteratieodiag,” IEEE Transactions on
Signal Processingvol. 52, pp. 362—-371, February 2004.

[159] A. Stefanov and E. Erkip, “Cooperative coding for iéss networks,IEEE Transactions
on Communicationsvol. 52, pp. 1470-1476, September 2004.

[160] K. Azarian and H. El Gamal and P. Schniter, “On the aghiie diversity-multiplexing trade-
off in half-duplex cooperative channel$EEE Transactions on Information Theompol. 51,
pp. 4152-4172, December 2005.

[161] H. H. Sneessens and L. Vandendorpe, “Soft decode améifd improves cooperative com-
munications,” in6th IEE International Conference on 3G and Beyp(@fashington, DC),
pp. 1-4, November 2005.

[162] A. Host-Madsen and J. Zhang, “Capacity bounds and pabiecation for wireless relay
channels,TEEE Transactions on Information Thegmpol. 51, pp. 2020 —2040, June 2005.

[163] G. Kramer and M. Gastpar and P. Gupta, “Cooperativategiies and capacity theorems
for relay networks,”IEEE Transactions on Information Theoryol. 51, pp. 3037-3063,
September 2005.

[164] E. G. Larsson and B. R. Vojcic, “Cooperative transmiedsity based on superposition mod-
ulation,” IEEE Communications Lettergol. 9, pp. 778 — 780, Sep 2005.

[165] Y. Li and B. Vucetic and T.F. Wong and M. Dohler, “Didiuted turbo coding with soft
information relaying in multihop relay networkdEFEE Journal on Selected Areas in Com-
municationsvol. 24, pp. 2040-2050, November 2006.

[166] L. Xiao, T. E. Fuja, J. Kliewer, and D. J. Costello, “Gmwoative diversity based on code
superposition,” iNnEEE International Symposium on Information Theqop. 2456 —2460,
July 2006.



BIBLIOGRAPHY XVii

[167]

[168]

[169]

[170]

[171]

[172]

[173]

[174]

[175]

[176]

[177]

[178]

A. Host-Madsen, “Capacity bounds for cooperativeedsity,” IEEE Transactions on Infor-
mation Theoryvol. 52, pp. 1522 —1544, April 2006.

D. Chen and J. N. Laneman, “Modulation and demodutafar cooperative diversity in
wireless systemsJEEE Transactions on Wireless Communicatiord. 5, pp. 1785 —1794,
July 2006.

X. Bao and J. Li, “Efficient message relaying for wirgdeuser cooperation: Decode-
Amplify-Forward (DAF) and Hybrid DAF and coded-cooperatfoIEEE Transactions on
Wireless Communicationsol. 6, pp. 3975-3984, November 2007.

L. Xiao and T. Fuja and J. Kliewer and D. Costello, “Awetk coding approach to cooper-
ative diversity,”|EEE Transactions on Information Theompol. 53, pp. 3714-3722, October
2007.

Y. Zhao, R. Adve, and T. J. Lim, “Improving amplify-atidrward relay networks: optimal
power allocation versus selectiohEEE Transactions on Wireless Communicatior. 6,
pp. 3114 —-3123, August 2007.

X. Bao and J. Li, “Adaptive network coded cooperatidNCC) for wireless relay networks:
matching code-on-graph with network-on-grapl5EE Transactions on Wireless Commu-
nications vol. 7, pp. 574 -583, February 2008.

G. Yue and X. Wang and Z. Yang and A. Host-Madsen, “Cgdichemes for user cooper-
ation in low-power regimes,JEEE Transactions on Signal Processjngl. 56, pp. 2035—
2049, May 2008.

K. B. Letaief and W. Zhang, “Cooperative communicatidor cognitive radio networks,”
Proceedings of the IEEEvol. 97, pp. 878 —893, may 2009.

K. Lee and L. Hanzo, “MIMO-assisted hard versus softadting-and-forwarding for net-
work coding aided relaying systemdEEE Transactions on Wireless Communications
vol. 8, pp. 376 —385, Jan. 2009.

S. Chatzinotas, M. A. Imran, and C. Tzaras, “Capadityits in cooperative cellular sys-
tems,”Zhang Y, Chen H-H, Guizani M (eds.), Cooperative Wirelesai@anications, Auer-
bach Publications, Taylor & Francis Groypp. 25-52, 2009.

L. Kong, S. X. Ng, R. G. Maunder, and L. Hanzo, “Near-agify cooperative space-time
coding employing irregular design and successive reldyiideE Transactions on Commu-
nications vol. 58, pp. 2232 —2241, August 2010.

L. Dong, Z. Han, A. P. Petropulu, and H. V. Poor, “Impirey wireless physical layer security
via cooperating relaysJEEE Transactions on Signal Processingl. 58, pp. 1875 —1888,
March 2010.



BIBLIOGRAPHY Xviii

[179]

[180]

[181]

[182]

[183]

[184]

[185]

[186]

[187]

[188]

[189]

X. Xu, M. F. Flanagan, N. Goertz, and J. Thompson, “aimannel and network coding
for cooperative diversity in a shared-relay environmelEEE Transactions on Wireless
Communicationsvol. 9, pp. 2420 —2423, August 2010.

S. W. Peters and R. W. Heath, “Cooperative algoritharsMIMO interference channels,”
IEEE Transactions on Vehicular Technologwyl. 60, pp. 206 —218, Jan. 2011.

S. Talwar, Y. Jing, and S. ShahbazPanahi, “Joint rekdgction and power allocation for
two-way relay networks JEEE Signal Processing Lettergol. 18, pp. 91 —94, Feb. 2011.

S. Sugiura, S. Chen, H. Haas, P. M. Grant, and L. Han@ohérent versus non-coherent
decode-and-forward relaying aided cooperative space-gimft keying,”IEEE Transactions
on Communicationsvol. 59, pp. 1707 —1719, June 2011.

P. Clarke and R. C. de Lamare, “Transmit diversity agldy selection algorithms for mul-
tirelay cooperative MIMO systems|EEE Transactions on Vehicular Technologwl. 61,
pp. 1084 —1098, March 2012.

J. L. Rebelatto, B. F. Uchoa-Filho, Y. Li, and B. VuagttMultiuser cooperative diversity
through network coding based on classical coding thedBEE Transactions on Signal
Processingvol. 60, pp. 916 —926, Feb. 2012.

M. F. U. Butt, S. X. Ng, and L. Hanzo, “Self-concaterthtmde design and its application
in power-efficient cooperative communicationEFEE Communications Surveys Tutorials
vol. 14, pp. 858 —883, quarter 2012.

Y. Qi, R. Hoshyar, M. A. Imran, and R. Tafazolli, “H2-ARrelaying: Spectrum and energy
efficiency perspectives/EEE Journal on Selected Areas in Communicatjoms. 29, no. 8,
pp. 1547-1558, 2011

A. Nasri, R. Schober, and M. Uysal, “Performance antihaigation of network-coded coop-
erative diversity systemslEEE Transactions on Communicatignsl. PP, no. 99, pp. 1-12,
2013.

R. Zhang, L. Wang, G. Parr, O. G. Aliu, B. Awoseyila, Nza&mi, S. Bhatti, E. Bodanese,
H. Chen, M. Dianati, A. Dutta, M. Fitch, K. Giridhar, S. HaleK. V. S. Hari, M. A. Imran,
A. K. Jagannatham, A. Karandikar, S. Kawade, M. Z. A. KharC SKXompalli, P. Langdon,
B. Narayanan, A. Mauthe, J. McGeehan, N. Mehta, K. MilletMGessner, R. Rajashekar,
B. Ramkumar, V. Ribeiro, K. Vasudevan, L. Hanzo, and J. Bigh@&dvances in base- and
mobile-station aided cooperative wireless communicatiokn overview,”|EEE Vehicular
Technology Magazinevol. 8, no. 1, pp. 57-69, 2013.

R. Ahlswede, C. Ning, S. Y. R. Li, and R. W. Yeung, “Netkadnformation flow,” IEEE
Transactions on Information Theqryol. 46, pp. 1204 —1216, July 2000.



BIBLIOGRAPHY Xix

[190] Y. Li and B. Vucetic, “Distributed turbo coding with #dnformation relaying in wireless
sensor networks,” ifhe International Conference on Computer as a JTppl 29 —32, Nov.
2005.

[191] F. A.Onat, A. Adinoyi, Y. Fan, H. Yanikomeroglu, andSl.Thompson, “Optimum threshold
for SNR-based selective digital relaying schemes in cadjperwireless networks,” ilEEE
Wireless Communications and Networking Confereppe 969 —974, March 2007.

[192] K. Lee and L. Hanzo, “Iterative detection and decodimghard-decision forwarding aided
cooperative spatial multiplexing,” itEEE ICC 2009 (Dresden, Germany), pp. 1-5, 14-18
June 2009.

[193] S. X. Ng and Y. Wang and L. Hanzo, “Distributed convaugl-coded differential space-
time block coding for cooperative communications,1HEE Vehicular Technology Confer-
ence (Taipei), Spring 2010.

[194] X. Liand J. A. Ritcey, “Bit-interleaved coded modutat with iterative decoding using soft
feedback,"|EE Electronics Lettersvol. 34, pp. 942-943, May 1998.

[195] H. Ochiai and P. Mitran and V. Tarokh, “Design and as@\of collaborative diversity proto-
cols for wireless sensor networks,” Rroceedings of IEEE VTC Fal{Los Angeles, USA),
pp. 4645 — 4649, 26-29 September 2004.

[196] V. Tarokh, N. Seshadri, and A. R. Calderbank, “Spacetcodes for high data rate wire-
less communication: Performance criterion and code cactstn,” IEEE Transactions on
Information Theoryvol. 44, pp. 744-765, March 1998.

[197] Y. Li, “Distributed coding for cooperative wirelesgtworks: An overview and recent ad-
vances,|[EEE Communications Magazineol. 47, pp. 71-77, August 2009.

[198] E.Zimmermann and P. Herhold and G. Fettweis, “On théopmance of cooperative relay-
ing protocols in wireless networks€European Transactions on Telecommunicatjoos. 16,
no. 1, pp. 5-16, 2005.

[199] C. Wong and L. Hanzo, “Upper-bound performance of aelvathd burst-by-burst adaptive
modem,”IEEE Transactions on Communicatign®l. 48, pp. 367-369, March 2000.

[200] A.J. Goldsmith and S. Chua, “Adaptive coded modutafar fading channels JEEE Trans-
actions on Communicationsol. 46, pp. 595-602, May 1998.

[201] S. X.Ngand J.Y. Chung and P. Cherriman and L. HanzorsBhy-burst adaptive decision
feedback equalised TCM, TTCM and BICM for H.263-assistetklgss video telephony,”
IEEE Transactions on Circuits and Systems for Video Tecgyppp. 363—-374, March 2006.

[202] C. Hausl and P. Dupraz, “Joint network-channel codorghe multiple-access relay chan-
nel,” in 3rd Annual IEEE Communications Society on Sensor and Ad Hoen@unications
and Networksvol. 3, pp. 817 —822, Sep. 2006.



BIBLIOGRAPHY XX

[203]

[204]

[205]

[206]

[207]

[208]

[209]

[210]

[211]

[212]

[213]

[214]

C.-D. Chung, “Differentially amplitude and phaseceded QAM for the correlated
Rayleigh-fading channel with diversity receptiotEEE Transactions on Communicatigns
vol. 45, pp. 309 — 321, March 1997.

Y. Ma and Q. T. Zhang and R. Schober and S. PasupathygtBity reception of DAPSK
over generalized fading channel##EE Transactions on Wireless Communicatiornd. 4,
pp. 1834 — 1846, July 2005.

J.-Y. Hwang, J. Oh, J. Kim, and Y. Han, “Utility-awaretwork coding in wireless butterfly
networks,” inlEEE Vehicular Technology Conferengm. 1 -5, May 2010.

D. Wu, Y. Tian, and C. Yang, “A cooperative three-tirslet transmission in asymmetric
two-way relay channels,” iIlEEE Vehicular Technology Conference Spripg. 1 -5, May
2011.

Q. Zhao and H. Li, “Differential modulation for coofive wireless systemslEEE Trans-
actions on Signal Processingol. 55, pp. 2273 —2283, May 2007.

T. Himsoon, W. P. Siriwongpairat, W. Su, and K. J. R. LiDifferential modulations for
multinode cooperative communication£EE Transactions on Signal Processingl. 56,
pp. 2941 —2956, July 2008.

C. Huang and C. Chung, “Differentially amplitude- apidase-encoded QAM for amplify-
and-forward multiple-relay systemdEEE Transactions on Vehicular Technologwl. 61,
pp. 2054 —2066, June 2012.

G. Kardaras, T. T. Pham, J. Soler, and L. Dittmann, ‘sia of control and management
plane for hybrid fiber radio architectures,” IBEE International Conference on Communi-
cation Technology (ICCTpp. 281 —284, Nov. 2010.

X. Xu, R. Zhang, S. Ghafoor, and L. Hanzo, “Imperfeditiil-fiber-optic-link-based coop-
erative distributed antennas with fractional frequenasesin multicell multiuser networks,”
IEEE Transactions on Vehicular Technologyl. 60, pp. 4439 —4449, Nov. 2011.

D. Wake, W. Webster, G. Wimpenny, K. Beacham, and Lwioed, “Radio over fiber for
mobile communications,” ilEEE International Topical Meeting on Microwave Photonics
pp. 157 — 160, Oct. 2004.

H. Ekstrom, A. Furuskar, J. Karlsson, and et al, “Téchhsolutions for the 3G long-term
evolution,” [IEEE Communications Magazineol. 44, pp. 38— 45, March 2006.

G. Auer, V. Giannini, C. Desset, |. Godor, P. SkillemnaM. Olsson, M. A. Imran,
D. Sabella, M. J. Gonzalez, O. Blume, and A. Fehske, “How memrbrgy is needed to
run a wireless network?|EEE Wireless Communicationgol. 18, no. 5, pp. 40-49, 2011.



BIBLIOGRAPHY XXi

[215] A. Ghosh, D. R. Wolter, J. G. Andrews, and R. Chen, “Bitmend wireless access with
WiMax/802.16: current performance benchmarks and futotergial,” [IEEE Communica-
tions Magazinevol. 43, pp. 129-136, Feb. 2005.

[216] L. Hanzo and T. H. Liew and B. L. Yeap and R. Y. S. Tee an&KSNg, Turbo Coding,
Turbo Equalisation and Space-Time Coding: EXIT-ChartetidNear-Capacity Designs for
Wireless ChannelsWiley-IEEE Press, 2011.

[217] C. H. C. Ill, E. I. Ackerman, G. E. Betts, and J. L. Prinéeimits on the performance
of rf-over-fiber links and their impact on device desigisEE Transactions on Microwave
Theory and Techniquesgol. 54, pp. 906 — 920, Feb. 2006.

[218] S. Ghafoor and L. Hanzo, “Reduced dispersion duplexPBR radio-over-fiber communi-
cations using single-laser-based multiple side-banddEEE International Conference on
Communications (ICGpp. 1 -5, June 2011.

[219] D. M. Fye, “Design of fiber optic antenna remoting lirfke cellular radio applications,” in
IEEE 40th Vehicular Technology Conferenpp. 622 —625, May 1990.

[220] K. Xu, X. Sun, J. Yin, H. Huang, J. Wu, X. Hong, and J. LfEnabling ROF technolo-
gies and integration architectures for in-building ogdtieéreless access networkslEEE
Photonics Journalvol. 2, pp. 102 -112, April 2010.

[221] R. P. Merrett, A. J. Cooper, and I. C. Symington, “A dess$ access system using radio-
over-fibre techniques,” itEEE Vehicular Technology Conferengmp. 921 —924, May 1991.

[222] C. Harvey, I. C. Symington, and D. Kirsten, “Cordlessrenunications utilising radio over
fibre techniques for the local loop,” EEE International Conference on Communications
pp. 1171 -1175 vol.3, June 1991.

[223] M. Shibutani, T. Kanai, K. Emura, and J. Namiki, “Fdaldly studies on an optical fiber
feeder system for microcellular mobile communicationeyst,” inlEEE International Con-
ference on Communicationgp. 1176 —1181 vol.3, June 1991.

[224] A.J. Cooper, “Fibre-radio: a new technique for ddiiing cordless access services, 1HEE
Global Telecommunications Conferenpp. 999 —1005 vol.2, Dec. 1991.

[225] J.K.ShawMathematical principles of optical fiber communicatiorfSociety for Industrial
and Applied Mathematics, 2004.

[226] G. P. AgrawalNonlinear fiber optics Academic Press, 4th ed., 2006.

[227] L. H. Lampe, R. F. H. Fischer, S. Calabro, and S. H. MtMé&infurtner, “Coded modu-
lation DPSK on fading channels,” iEEE Global Telecommunications Confereneel. 5,
pp. 2540-2544, 1999.



BIBLIOGRAPHY XXii

[228]

[229]

[230]

[231]

[232]

[233]

[234]

[235]

[236]

[237]

[238]

[239]

[240]

Y. Huang and J. A. Ritcey, “Optimal constellation IHing for iteratively decoded bit-
interleaved space-time coded modulatiotEEE Transactions on Information Thegry
vol. 51, no. 5, pp. 1865-1871, May.

E. Agrell, J. Lassing, E. G. Strom, and T. Ottosson, tmoptimality of the binary reflected
gray code,"EEE Transactions on Information Thegmpol. 50, no. 12, pp. 3170-3182, Dec.

N. S. Muhammad and J. Speidel, “Joint optimizationighal constellation bit labelling for
bit-interleaved coded modulation with iterative decodingeEE Communications Letters
vol. 9, no. 9, pp. 775-777, Sep.

E. Agrell, J. Lassing, E. G. Strom, and T. Ottosson,dyscoding for multilevel constella-
tions in gaussian noiselEEE Transactions on Information Theomol. 53, no. 1, pp. 224—
235, Jan.

D. Torrieri and M. C. Valenti, “Constellation labeaily maps for low error floors,JEEE
Transactions on Wireless Communicationgl. 7, no. 12, pp. 5401-5407, December.

Q. Xie, Z. Yang, J. Song, and L. Hanzo, “EXIT-chart-gtdhg-aided near-capacity coded
modulation design and a BICM-ID design example for both gieumsand rayleigh channels,”
IEEE Transactions on Vehicular Technologyl. 62, no. 3, pp. 1216-1227, March.

L. Lampe, R. Schaober, V. Pauli, and C. Windpassingdltiple-symbol differential sphere
decoding,”IEEE Transactions on Communication®l. 53, pp. 1981-1985, 2005.

D. Divsalar and M. K. Simon, “Maximum-likelihood dé#fential detection of uncoded and
trellis coded amplitude phase modulation over AWGN andfgaihannels-metrics and per-
formance,”IEEE Transactions on Communication®l. 42, pp. 76 —89, Jan. 1994.

P. Ho and D. Fung, “Error performance of multiple-syohbifferential detection of PSK
signals transmitted over correlated Rayleigh fading cbisjhlEEE Transactions on Com-
municationsvol. 40, pp. 1566 —1569, Oct. 1992.

R. Schober, W. H. Gerstacker, and J. B. Huber, “Denidgedback differential detection of
MDPSK for flat Rayleigh fading channeldEEE Transactions on Communicationsl. 47,
pp. 1025-1035, July 1999.

P. Hoeher and J. Lodge, “Turbo DPSK": Iterative diffatial PSK demodulation and chan-
nel decoding,1EEE Transactions on Communication®l. 47, no. 6, pp. 837-843, 1999.

C. Xu, L. Wang, S. X. Ng, and L. Hanzo, “Multiple-symbdifferential sphere detection
aided differential space-time block codes using QAM cdtatens,” IEEE Signal Process-
ing Letters vol. 18, no. 9, pp. 497-500, 2011.

L. Wang, K. V. S. Hari, and L. Hanzo, “Iterative amplite/yphase multiple-symbol differen-
tial sphere detection for DAPSK modulated transmissioims/EEE International Confer-
ence on Communications (ICQ)p. 3466—3470, 2012.



BIBLIOGRAPHY XXiii

[241]

[242]

[243]

[244]

[245]

[246]

[247]

[248]

[249]

[250]

[251]

[252]

D. Astely, E. Dahlman, A. Furuskar, A. Kangas, M. Litrden, and S. Parkvall, “LTE: the
evolution of mobile broadbandlEEE Communications Magazineol. 47, no. 4, pp. 44-51,
2009.

Y. Zhu and K. B. Letaief, “Single carrier frequency daim equalization with time domain
noise prediction for wideband wireless communicatiodBEE Transactions on Wireless
Communicationsvol. 5, no. 12, pp. 3548—-3557, 2006.

I. Lee, A. M. Chan, and C. E. W. Sundberg, “Space-timdrierleaved coded modulation
for OFDM systems,IEEE Transactions on Signal Processingl. 52, no. 3, pp. 820-825,
2004.

D. Rende and T. F. Wong, “Bit-interleaved space-feagry coded modulation for OFDM
systems,"IEEE Transactions on Wireless Communicationsl. 4, no. 5, pp. 22562266,
2005.

Z. Hong and B. L. Hughes, “Robust space-time codes foadtband OFDM systems,” in
IEEE Wireless Communications and Networking Conferenoé 1, pp. 105-108 vol.1,
2002.

B. Lu, X. Wang, and K. R. Narayanan, “Ldpc-based spaoe-coded OFDM systems over
correlated fading channels: Performance analysis andvezadesign,”|IEEE Transactions
on Communicationsvol. 50, no. 1, pp. 74-88, 2002.

S. H. Song and K. B. Letaief, “Diversity analysis fondiar equalizers over ISI channels,”
IEEE Transactions on Communication®l. 59, no. 9, pp. 2414-2423, 2011.

S. Rosati, G. E. Corazza, and A. Vanelli-Coralli, “@odSC-FDMA for broadband satellite
return links,” in2012 6th Advanced Satellite Multimedia Systems Confergk8®S) and
12th Signal Processing for Space Communications WorksBBSC) pp. 226—232, 2012.

S. Alamouti, “A simple transmit diversity techniquerfwireless communications[EEE
Journal on Selected Areas in Communicatiord. 16, no. 8, pp. 1451-1458, 1998.

V. Tarokh, A. Naguib, N. Seshadri, and A. R. CalderhdiSpace-time codes for high data
rate wireless communication: performance criteria in thesence of channel estimation
errors, mobility, and multiple pathslEEE Transactions on Communication®l. 47, no. 2,
pp. 199-207, 1999.

J. C. Belfiore, G. Rekaya, and E. Viterbo, “The goldedeca 2 times;2 full-rate space-time
code with nonvanishing determinant$£EE Transactions on Information Thegmol. 51,
no. 4, pp. 1432-1436, 2005.

S. Chatzinotas, M. A. Imran, and R. Hoshyar, “On thetioell processing capacity of the
cellular MIMO uplink channel in correlated Rayleigh fadiegvironment,”IEEE Transac-
tions on Wireless Communicatign®l. 8, no. 7, pp. 3704-3715, 2009.



BIBLIOGRAPHY XXV

[253] S. M. Haas, J. H. Shapiro, and V. Tarokh, “Space-timgesdor wireless optical channels,”
in IEEE International Symposium on Information Theqyp. 244—, 2001.

[254] D. Cui and A. M. Haimovich, “Design and performance afito space-time coded modula-
tion,” in IEEE Global Telecommunications Confereneel. 3, pp. 1627-1631, 2000.

[255] D. Agrawal, V. Tarokh, A. Naguib, and N. Seshadri, “8pdime coded OFDM for high
data-rate wireless communication over wideband chafinel$EEE Vehicular Technology
Conferencevol. 3, pp. 2232-2236, 1998.

[256] D. Tujkovic, M. Juntti, and M. Latva-aho, “Space-ftemcy-time turbo coded modulation,”
IEEE Communications Lettersol. 5, no. 12, pp. 480-482, 2001.

[257] M. Pischella and J. C. Belfiore, “Distributed margiraptive resource allocation in MIMO
OFDMA networks,”IEEE Transactions on Communication®l. 58, no. 8, pp. 2371-2380,
2010.

[258] S. Sezginer and P. Bianchi, “Asymptotically efficiertiuced complexity frequency offset
and channel estimators for uplink MIMO-OFDMA systemdgEE Transactions on Signal
Processingvol. 56, no. 3, pp. 964-979, 2008.

[259] R. Paschotta, “Field guide to optical fiber technold@PIE Field Guidevol. FG16, 2010.



Subject Index

A
ACM .. 5
ACM Mode Selection .................. 41
Adaptive Mode .......... 38, 68, 92, 131, 136
AF 77,121
Amplitude Detection................ 52, 60
APP 59
Approx-Log-MAP ..................... 23
AROF........ ... ... ... ... 127,128
ATSDD ... 126, 131
AWGN. ... ... 1
B
BER ... ..o 18
BICM. .. .. 9
BICMprinciple..................o.s. 26
BICM-ID .................... 9, 26, 29, 83
BMIAD ... 16, 49
BPS ... 5
C
Capacity of the AWGN Channel.......... 3
Capacity of the Uncorrelated Rayleigh Fad-
ingChannel.................... 4
CCMC .. 2
Channel Capacity . ..............coounn.. 1
CM 8
Coherent Coded Modulation. ........ 17,76
Cooperative Communications. ...... 76, 112
CRDED........covviviiiin... 80, 82, 84
CSl 48, 125

D

DAPSK.......oi 48,121, 131
DAPSK Mapper ..........ccooviiiian.n. 50
DAPSK Soft Demapper................. 51
DCMC. .. 3

DF . 77
DFDD ... 147
DFO ..o 124, 127
Differential Detection .................. 59

DMC .. 1

DPSK ... 48, 131
DSTTC . i 103
E

EXIT . 1,6

F

Fading Channel........................ 19
1= 20
= 85
] 125
First-lin-First-Out Buffer ............... 92

FixedMode .................. 18, 130, 132
I

Imperfect Optical Fiber Model ......... 129
L

LPDD ... 147

LTE . 125
M

M-DAPSK Mapper. ...............oos. 58



SUBJECT INDEX

XXVi

M-DAPSK Soft Demapper.............. 60
MAP ... 7,21
Max-Log-MAP . ....................... 23
Ml 1
Milestone of Cooperative Communications78—
80
Milestones in Adaptive Coded Modulation13,
15
Milestones in Coded Modulation. . ... 10,11
MLSE ... 21
MSDD.........o 147
MSDSD ... 147
N
NC. .o 77,113
Network Coding Capacity ............. 117

Non-coherent Coded Modulation. .. .48, 112

@)

Offset M-DAPSK My, Mp) . ..oenn.... 61
Optical-Fiber......................... 124
Overall Throughput. ............... 42,114
P

PDF .. 19
Phase Selection. .................... 51, 58
Power Sharing........................ 115
Probability Computation ............ 52, 60
Q

Quasi-static Rayleigh fading channels. .. .42
R

Rate ... 18
RDRPLR ...t 82,115
RN Selection or Power Allocation . ... ... 84
RN et 95
RNy o 95
RNSPA..................... 15, 81, 82, 84
ROF ... 124

S

SER ... 21
Set Partitionin ......................... 21
Shadow-and-fast Rayleigh fading channels42
SIMO. ... ... 16

Single-Relay aided ACM Additionally Exploit-
ing the SD Link in Cooperative Com-
munications. .................. 96

Single-Relay aided ACM in cooperative com-

munications. .................. 93
SISO ... 1,16
SNR......... 3,18
SNR ... 18
Soft-Decision aided BICM-ID........... 50
Soft-Decision aided TUCM.............. 57
StIQAM .................... .. 48,112,125
T
TC 131
TCM . 1,19
TCMPrinciple. ...t 20
TTICM. ... 6,19
TTCMdecoder................coon.... 24
TTCMencoder..............ccovunn... 24
TUCM . 49
Twin-Relays aided ACM in Cooperative Com-

munications. .................. 95
U
UFR .. 125
\%
VA 21
W
WIMAX . 125



Author Index

A

Aazhang, B.[148]......... 77,78, 113, 125
Aazhang,B.[152]...................... 78
Abend, K. [120] ...t 23

Abouei, J.[98].......... 15
Ackerman, E.I.[217] ............. 127, 128
Adinoyi, A. [191] . ... 77

Adve, R.[171]. ... 79
Aghvami, H. [153] . ............. ... . 78

Agrawal, D. [255]............ ..o 148
Agrawal, G.P.[226] . .................. 129
Agrell, E.[229]. ....cooviiiieai 146

Agrell, E.[231]....oveiiiieea 146

Ahlswede, R. [189]................ 77,113
Alamouti, S.[249] ............ ... . 148
Alamri, O.R. [17] ... ooveeeiieaeni 6, 32

Alamri, O.R.[16] ..., 6

Aliu,0.G.[188] ..o 80

Alouini, M.S.[85] ..................... 13

Alsedairy, T.[74] ..., 9

Andalibi, Z.[70].......... ...l 11

Andrews, J.G.[215]................... 125
Astely, D.[241]. .. ..., 147
Auer,G.[214] ..., 125, 148
Awoseyila, B.[188] .................... 80
Azarmi, N.[188]....................... 80
B

Bahl, L.[29]. ... 10
Bahl, L.[30] ....vooeveeieaenn, 10, 23

Bahrami, H. [71]....................... 11

Baier, A.[40].........ciiii 10

Bao, X.[172] ... 79

Beacham, K. [212].................... 124
Belfiore, J.-C.[251] . .................. 148
Belfiore, J.-C.[257] . ...t 148
Berrou,C.[46]..................... 10, 49
Berrou, C. [134] ... 49
Berrou,C.[43] ................ 10, 49, 113
Betts, G.E. [217] . ...t 127,128
Bhargava, V.K.[68]................. ... 11

Bhatti, S.[188] ... 80

Bianchi, P.[258]. ...t 148
Bigham, J.[188]............ ... .. ... 80
Blume, O.[214].................. 125, 148
Bodanese, E. [188]..................... 80
Brown,J.D.[98] ... 15

Bruninghaus, K. [140].................. 58
Butt, M.F.U.[185] ..................... 80

C

Cai, X.[157] « e 78

Caire, G.[96].......ccvviiiiiiii 15
Calabro, S. [227]. ... 146
Calderbank, AR.[38].................. 10
Calderbank, AR.[250]................ 148
Calderbank, AR.[196]................ 100
Cavers, J.K. [122] . ...t 24
Cavers, J.[76] ......ccvvviiiiiiiin 13
Chan, AM.[243]........ccoiviiinnn.. 148

Chatzinotas, S.[252] . ................. 148
Chatzinotas, S.[176] ................... 79



AUTHOR INDEX XXViil
Chen,H.[126].............iiinnn. 35 Duel-Hallen, A.[100] .................. 15
Chen,H.[188]..............ciinnn. 80 Duel-Hallen, A.[87] .................. 13
Chen, L.[129] ...........ooio.. .. 48,112 Duong,D.V.[95]........ccoiiiiiiiit 13
Chen, R.[215]. ... ooeiiii 125  Duong, DV.[97]. ..o, 15
Chen,S.[182] ... 80 Dupraz, P.[202] ...................... 112
Chen,S.[50] ..........coivnnnt. 11,48,49 Dutta, A.[188] ... 80
Cheng, T.[69]........ccvvvviiiin. 11 £
Chindapol, A.[59]................. 11, 146 _
. Eitel, B.[132] . ..o e e 48, 49
Choi, B.[90] ... oo 13
Ekstrom, H.[213]..................... 125
Chua, S.[82]...ceieeeeeeieaeieiii, 13 )
El-Hajjar, M. [109]..................... 16
Chua, S.[81]. ... 13
Elias, P.[26]. ... 10
Chung,C.[209] .......cvvviiiins 121
Emura, K.[223] ... 128
Clarke, P.[183] . .. 80
Engels, V.[51] . .....ooveenn. .. 11, 48, 49
Clemente, M.C.[99] ................... 15 _
Erkip, E.[148] ............ 77,78, 113, 125
Cocke, J.[30] ..o 10, 23 _
Erkip, E.[152].....ccvviviiii 78
Constello, D.J. Jr[123] ................. 28 e 8. 174 o
ans,B.[74] ...
Cooper, AJ.[221] ....ccovviiiin . 128 vans, B. {74]
Cooper, AJ.[224] ... 128 F
Corazza, G.E.[248]................... 148 Fan, Y.[191] ....oovi 77
Costello, D.J. [166]................ 79,112  Fehske, A.[214] ...........o.. ... 125, 148
CoxIll,C.H.[217]...........coe 127,128 Fischer, RF.H.[62] ... .. 11
Crawford, L. [212]................. ... 124 Fischer, R.F.H.[227] ... ..o, 146
Cui, D.[254] ... 148 Fitch, M. [188] . ... oo 80
Cullum, C.[29]..........ccooiiis 10 Flanagan, M.F. [179]. .............. 79,112
D Forney, G.D.[118]..................... 21
Forney, G.Jr. [28] ........ ...t 10
Dahlman, E.[241] .................... 147 ¥, (28]
Foschini, G.J.[12]..............coii.... 4
de Lamare, R.C.[183].................. 80 c or M.P.C. 58 11
ossorier, M.P.C.[58]..................
Deqgiang Chen, [168]................... 79 . 53 I M.P.C [57] 1
ossorier, M.P.C.[57]..................
Desset,C.[214]..............u.. 125, 148 . W. 129 [57] 10
razer, W.[29]. ...
Dianati, M. [188] ...................... 80 Eritch [B g) 120 -
rittchman, B.D.[120]..................
Dittmann, L. [210] ............... 124, 128 _ [120]
. Fuja, TE.[166] ...........con.... 79, 112
Divsalar, D.[235].............vun, 147 Fuia T. 150 11 48, 49
ua, T.[50] ..o , 48,
Divsalar, D. [36] ... vvovoeeee 10 ja, . [50]
. Fung,D.[236].......ccovieeiean. 147
Divsalar, D. [117]...........coviiv..... 21
: Furuskar, A. [241] .................... 147
Divsalar, D.[21] ... 7
Furuskar, A. [213] .................... 125
Dohler, M. [153].........coviiiiiiint 78 Eve. D.M. [219 128
e, DM.[219] ...
Dohler, M. [94] . ...\ 13 y [219]
Dong, L.[178]..........cciiiii it 79 G
Donlinar, S. [21] ..., 7 Gallager, R.[27] .. oveiei 10



AUTHOR INDEX

Gallager, R.[28] ...t 10
Gallager, R.[5] .oovvv v 2
Gamal,HE.[20].................co. ... 7
Gans, M.J.[12] ...t 4
Gerstacker, W.H. [237] . ............... 147
Ghafoor, S. [218] . ...t 127
Ghafoor, S.[211] ... ..ot 124-129
Ghosh, A.[215] ...ooovveeieeeeann 125
Giannakis, G.B. [157] . ................. 78
Giannini, V. [214] . ............... 125, 148
Giridhar, K. [188] ...............oiees 80
Glavieux, A. [46] ................... 10, 49
Glavieux, A. [134] . ...t 49
Glavieux, A. [43] .............. 10, 49, 113
Godor, 1.[214] . ... 125, 148
Goeckel, D.L.[83] ... 13
Goeckel, D.L.[92] ...t 13
Goeckel, D.L.[60]..........coiiiintt, 11
Goertz, N.[179]............... ..., 79, 112
Goldsmith, A.J.[81].................... 13
Goldsmith, A.[82] ..................... 13
Goldsmith, A.[85]..................... 13
Goldsmith, A. [127] ............... 43,130
Gonzalez, M.J.[214] ............. 125, 148
Grant, PM.[182] ...................... 80
Grunheid, R.[140] . ............ooin. ... 58
H

Hoher, P.[119]........... ..ot 23
Haas, H.[182]...............oii.. L. 80
Haas, SM.[253]................. ...t 148
Hagenauer, J.[39]...................... 10
Hailes, S.[188] ..., 80
Haimovich, AM.[254]................ 148
Haimovich, A. [126] ................... 35
Hallen,H. [87]................ ..o it 13
Hamming, R.[24]...................... 10
Hammons, AR.[20] .................... 7
Han, RH.[54]. ..o, 11
Han, Y. [205] ...t 113

Han, Z. [178] ..., 79
Hanzo, L.[90]...............cooiiitt 13
Hanzo, L.[175]................. 77,79-82
Hanzo, L.[80]...............ccoooitt 13
Hanzo, L. [177]. ... 79
Hanzo, L. [103]...15, 16, 49, 113, 125, 126,
130
Hanzo, L. [102]. ... 15
Hanzo, L. [182]. ...t 80
Hanzo, L.[239]....................... 147
Hanzo, L. [218]....................... 127
Hanzo, L. [185]. ... 80
Hanzo, L. [211].................. 124-129
Hanzo, L. [107] .................... 15,16
Hanzo, L.[106] .................... 15,16
Hanzo, L. [233]....................... 146
Hanzo, L.[240]....................... 147
Hanzo, L.[108]...............coovottt 16
Hanzo, L.[105] ................... 15, 147
Hanzo, L.[104] ................... 15, 147
Hanzo, L.[188]...............coovottt. 80
Hanzo, L.[86]...................... 13, 17
Hanzo, L. [111]............ ...ttt 17
Hanzo, L.[41]........... ...t 10
Hanzo, L.[91]............ ...t 13
Hanzo, L.[22]................. 8,9, 18, 32
Hanzo, L.[18]................. 6,7,57, 64
Hanzo, L. [192]................. 77,80-83

Hanzo, L. [6]2, 9, 11, 17, 22, 32, 48, 61, 112,
125, 126, 132

Hanzo, L. [72].......... ... ... ... .... 9
Hanzo, L. [11].......... ... ... .. ... .... 4
Hanzo, L. [17]............ ... ... ..., 6, 32
Hanzo, L. [19]. ... ..o 6,7
Hanzo, L. [16].......................... 6
Hanzo, L. [116] ................t. 20, 106
Hanzo, L. [65].......... 11, 80-82, 95, 115
Hanzo, L. [109]. ...t 16
Hari, KV.S.[240]. . .......oveeeei . 147

Hari, KV.S.[188]...................... 80



AUTHOR INDEX XXX
Harvey, C.[222] ...t 128 Imran, MAA.[188] ..................... 80
Hausl, C.[202] ..............coiit.... 112 Imran, MAA.[176] ........... ... ... 79
Hayes, J.[75]. ... 13 Inkyu Lee, [243] ... 148
Heath, RW.[180]...................... 80 Isaka, M. [B8] ... 11
Hentinen, V. [77]......... ... .ot t. 13 Ishibashi, K. [133] .............. 48-50, 59
Himsoon, T.[208] .................... 121 Ishibashi, K. [63] ...............coiit 11
Hirakawa, S.[33] ...t 10 Islam, T.[68].......ccovvviiii 11
Hirasawa, S.[31] ...t 10 ]
HO, P.[236] ..o 147
JK.Shaw, [225].........ccciiiiiin, 129
HO, P.[122] oo 24
Jorg Kliewer, [17]................... 6, 32
Hoeher, P.[47]. ...t 10
Jagannatham, A.K.[188] ............... 80
Hoeher, P.[39]. ...t 10 _
Jelinek, F.[29]. ... 10
Hoeher, P.[238] ...t 147
Jelinek, F.[30] ..........cinnnL L. 10, 23
Hole, K.J.[95]. ..o 13
Jeong, J.K.[84] ............iilL L 13,17
Hole, K.L.[88] ... oo 13 _
Jing, Y.[181] ... 80
Holm, H.[88] .........oeeieeenn. .. 13 _
Juntti, M. [256] . ............... ..., 148
Holter, B.[97] . ... 15
Hong, X.[220] ..., 128 K
Hong, Z.[245]. ..., 148  Kanai, T.[223] ..o oeoeeeeeeaee 128
Hoshyar, R.[252]..................... 148  Kangas, A.[241]. ..., 147
Hoshyar, R.[186] ...................... 80  Karandikar, A.[188] ................... 80
Host-Madsen, A. [162]............. 79,117  Kardaras, G.[210]................ 124,128
Host-Madsen, A. [167] ................. 79 Karlssonand, J.[213] .......oiinnnn... 125
Hou, J.[61] ........coovviniiint 11 Kasahara, M.[31].....ovoeieaean... 10
Hu, S [87] ... 13 Kawade, S.[188] ....oovoieiaaan . 80
Huang, C.[209] ...................... 121 Keller, T.[6] 2, 9, 11, 17, 22, 32, 48, 61, 112,
Huang, H.[220] ...................... 128 125, 126, 132
Huber, J.B.[237] ..................oo. 147 Keller, T.[72]. .« oo 9
Huber, J.[45]. ... 10 Keller, T.[11] ... oeeeee e 4
Hughes, B.L.[245].................... 148 Kim, J.[205] . ...oooeie e 113
Hwang, J.-Y. [205] ................ ..., 113 Kirsten, D.[222] .. oo o 128
| Kliewer, J. [166]................... 79, 112
Kliewer, J.[18] ................ 6,7,57, 64
Imai, H.[833] . ..o 10 _ (18]
_ Kliewer, J.[16] ... 6
Imai, H.[58] ... 11
_ Koch, W.[40] .......ovviieiinaani, 10
Imai, H. [57] ..o oo 11 o oy o
ofman, Y. [44]............... ... ......
Imran, MAA.[252] ... 148 [44]
Kohno, R.[133]....covvveeenn .. 48-50, 59
Imran, MAAL[74] . ... 9 Kohno. R. 63 1
ohno, R.[63].......covviiii
Imran, MA.[186] ..................... 80 _ _[ ]
Kominami, W. [129]............... 48, 112
Imran, MAA.[214] . ............... 125, 148

Kompalli, S.C.[188] ................... 80



AUTHOR INDEX

Kong, L.[177]...cccvvvveiiii i 79

Kreyszig, E.[7] ... 2

Kumar, KR.[96] ...................... 15

Kusaka, H.[129] .................. 48, 112
L

Lampe, LH.J.[62]..................... 11
Lampe, L.H.J.[227].............. ... 146
Lampe, L.[67]....ccovviiiiiii 11
Lampe,L.[234] ... 147
Laneman, J.N.[154].................... 78
Laneman, J.N.[168].................... 79
Laneman, J.N.[146] ................ 77,78
Lang, G.[28] ... 10
Langdon, P.[188]...................... 80
Larsson, E.G.[164]................ 79, 148
Lassing, J.[229] ... 146
Lassing, J. [231] . ....oviiii 146
Latva-aho, M. [256] . .................. 148
Lau, V.KINL[89] . oo 13

Le GOff, S.[46] ......ovoeernnn... 10, 49

Le-Ngoc, T. [71] ..o vvvvviii 11

Lee, K. [175] .ovveeeeaennnn s 77, 79-82
Lee, K.[192] ..., 77, 80-83
Lee, MAH. [61]....oovveeeeeen. . 11

Lee-FangWei, [35]........ccovvinnnn. 10
Lefranc, E.[153]. ...t 78
Letaief, K.B.[93] ...t 13

Letaief, K.B.[242].................... 147

Letaief, KB.[174]..................... 79

Letaief, K.B.[247].................... 148

Li, H.[207] o oo 121

Li, Jo[A72] oo 79

Li, S.Y.R.[189] . ..o 77,113

Li, X.[56] ..o 11, 29, 80

Li, Xo[194] oo 80

Li, Y.[94] . oo oo 13

Li, Y.[190] . oo oo 77

Li, Y.[184] . oo 80

Li, Yo [250] « oo 77,79

A 4 6, 32
Li, Y.[65] ....cvevnen.. 11, 80-82, 95, 115
Liang, D. [103]15, 16, 49, 113, 125, 126, 130
Liang,D.[102] ...t 15
Liang, D.[107].......coovveeean .. 15, 16
Liang, D.[106]...........oveenn... 15, 16
Liang, D.[108] ......c.covvviiiiiiee s 16
Liang, D.[105].........ccvveenn 15, 147
Liang, D.[104]............cooie 15, 147
Liang, D.[109] . ....cvvvie it 16
Liew, TH.[22] ............. ... 8,9,18,32
Liew, TH.[116]................... 20, 106
Lim, CH.[84] .......ooveiiiee 13,17
Lim, T [A74] .o 79
Lin, J.[220] . ..o 128
Lin, S.[58]. .. 11
Lin,S.[123]. ..o 28
Lin, Su[57] .o 11
Lindsey, W.C.[14] ..............c.ooitt 5
Lindstrom, M. [241]................... 147
Litsyn,S.[64] ..., 11
Liu, KIR.[208]. .o 121
Liu, Xo[92] vvv oo 13
RV (<10 11
Lit, Z.[69] .« oo e 11
Lodge, J.[238] ........cciiiiii 147
Longstaff, F.[28] ...................... 10
Lu, B.[246]. ... 148
M

MacWilliam, F.J.[32] .................. 10
Mallik, R.K. [68] ... 11
Maunder, R.G.[177] ...t 79
Mauthe, A. [188]................iitt 80
May, T.[51] ... oo 11, 48, 49
May, T.[140] . . ..o 58
McGeehan, J.[188] .................... 80
Mclllree, P.E.[9]. ... 4
Mclllree, P.E. [8]. ... 4
Mehta, N.[188]...............coviitt 80



AUTHOR INDEX

Merrett, R.P. [221].................... 128
Millet, K. [188] . ... 80
Moessner, K. [188]...............ov.... 80
Morelos-Zaragoza, R.H.[58]............ 11
Morelos-Zaragoza, R.H. [57]............ 11
Morinaga, N. [79] . ...t 13
Muhammad, N.S.[230]................ 146
Muller-Weinfurtner, S.H. [227]......... 146
N

Naguib, A. [255]. ... oo 148
Naguib, A. [250]...................... 148
Namekawa, T.[31]................oott 10
Namiki, J. [223] ... 128
Nana, Y.[64] ...t 11
Narayanan, B.[188].................... 80
Narayanan, K.R.[246] ................ 148
Nasri, A. [187]. ..o 80
NG, SX.[L77] .o 79
Ng, S.X.[103] 15, 16, 49, 113, 125, 126, 130
NG, SX.[102] ..o 15
NG, SX.[239]. ..o 147
NG, SX.[185] ..., 80
NG, SX.[107] .o 15, 16
NG, SX.[106] .. .oeveeeeeaeannn. 15, 16
NG, SX.[108] ..o, 16
Ng, SX.[105] ..., 15, 147
Ng, SX.[104] ..o ovviie. .. 15, 147
NG, SX.[91] ..o 13
Ng,SX.[22] .ot 8,9, 18, 32
Ng, SX.[18]. ..o, 6,7,57, 64

Ng, S.X.[6] 2, 9, 11, 17, 22, 32, 48, 61, 112,
125, 126, 132

NG, S X [L17] e veeeeeieeei 6, 32
NG, SX.[19] e eeeeeieeiii 6,7
NG, S X [L16] v vveeeeeeeeeeeaeen, 6
Ng, S.X.[115]. ..o, 20-26, 28-31
Ng, S.X.[65] . ..vvn..... 11, 80-82, 95, 115
NG, SX.[109] . v eeeeeeeiee, 16

Nguyen, HH.[70]..................... 11

Nguyen, TT.[67] ..., 11

Ning, C.[189]...............o... .. 77,113

@)

Ochiai, H. [133]. . ..o oo 48-50, 59
Ochiai, H. [63]. ..o oeeee e 11

Oh,J.[205] ..o o 113
Oien,G.E.[95] ... 13

Oien,G.E.[97] ... 15

Oien,G.E.[88] ...........ciivviiiiit, 13

Olsson,M.[214] . ................ 125, 148
Onat, FA.[191] ..., 77

Ormeci,P.[92] ...t 13

Ormeci, P.[60] ................iiit 11

Otero, P.[99] ...t 15
Otsuki, S.[79] .. ...t 13

Ottosson, T.[229] . .........vvnnn. 146
Ottosson, T.[231].........ccvvvennn. 146
P

Paris, JF.[99]................. .. ... 15
Parkvall, S. [241] ..................... 147
Parr, G.[188]........cc i 80
Paschotta, R.[259]...................... 0
Pasupathy, S.[141]..................... 61
Pasupathy, S.[98]...................... 15
Pauli, V. [234] . . ..o 147

Pawula, R.F.[136]..........c...... 49, 61
Peng,K.[66].............ccoiiiiiitt, 11

Peng, K.[69] ...t 11

Peters, SW.[180]. ...t 80
Petropulu, A.P.[178] . ........... ... ..., 79
Pham, T.T.[210] ................. 124,128
Pischella, M. [257].............. .. ... 148

Plataniotis, K.IN. [98] . .................. 15

Pollara, F. [21] . ... .o 7

Poor, HV. [178] ..o 79

Pottie, G.J. [B7] ... oo, 10
Prince, J.L.[217]..........ovn. ... 127,128
Proakis, J.G. [4] ..o 1-4



AUTHOR INDEX

XXXili

Q

QiLY.[186]....covvviiii 80
Qureshi, S.[28]....ccoviiiii 10
R

Rajashekar, R. [188].................... 80
Ramkumar, B.[188].................... 80
Raphaeli, D.[48]....................... 10
Rappaport, T.S.[112] ............... 19, 43
Raviv, J.[830]........ccovviiinn. 10, 23
Rebelatto, J.L.[184].................... 80
Reed, LS. [13] .. ..o 5
Reed, I.[25]....co v 10
Rekaya, G.[251].........covviinn. .. 148
Rende, D.[244]....................... 148
Ribeiro, A. [157]............ ... ool 78
Ribeiro, V.[188]..............iii. .l 80
Ritcey, JA. [228] . ..o 146
Ritcey, JA. [59].. ... 11, 146
Ritcey, JA. [56]..........ooen.n. 11, 29, 80
Ritcey, JA. [194] ... 80
Roberson, P.[119] ..................... 23
Roberson, P. [121] .................. 24,25
Roberson, P. [562] .... 11, 17, 22-24, 32, 103
Robertson, P. [47]..............oo it 10
Rodriguez, L. [71] ..........oiiiien. 11
Rohling, H.[51] ................ 11, 48, 49
Rohling, M. [140] . ...t 58
Rosati, S.[248].............ccoiinn. .. 148
Ruiz-Vega, F.[99]............. ... ..., 15
S

Sabella, D.[214] . ..........c... ... 125, 148
Salt, JE.[70]...cooveeeieaie e 11
Sampei, S. [79] ... 13
Schober, R.[62] ..............oiitt. 11
Schober, R.[68] ..............oiiitt. 11
Schober, R.[187] ...t 80
Schober, R.[237] .. .ovoiiie e 147
Schober, R.[234] . ..o 147

Scholtz, RA.[13].........cooi 5

Sendonaris, A. [148]....... 77,78, 113, 125
Sendonaris, A. [152] ............... ... 78
Serpedin, E.[130].............oiii ... 48
Seshadri, N.[255]..................... 148
Seshadri, N.[250]. . ....oovvveeennn. .. 148
Seshadri, N. [196]..................... 100
Sezginer, S.[258] ... 148
ShahbazPanahi, S. [181] ................ 80
Shamai, S. [44] . ... 10
Shannon, C.E.[23]...........ccvent.. 10
Shannon, CE.[1] ................. 1,9,10
Shapiro, JH. [253] . ... 148
Sharon, E. [64] ..., 11
Shibutani, M. [223] ................... 128
Simon, M.K. [235].....oeeieeean 147
Simon, MK.[36]..........covviiinnnt. 10
Simon, MK [117] ...ttt 21
Simon, MK. [14] ... 5
Siriwongpairat, W.P. [208]............. 121
Skillermark, P.[214].............. 125, 148
Sklar, B.[113] . ......cciiii 20
Sklar, B.[114] . ... 20
Sloane, JA. [32].......cco i 10
Soler,J.[210] ... 124, 128
Song,J.[66]. ... 11
sSong,J.[233] .. 146
Song, M.[106]..................... 15, 16
Song, SH.[247] ..., 148
Speidel, J.[230] . .....oiii e 146
Speidel, J.[132] ... ... 48, 49
Speidel, J.[54]. ... 11
Speidel, J. [55]. ... 11
Steele, R.[41] ... 10
Steele, R.[78] ...t 13
Strom, E.G.[229].........ccoiiiinn... 146
Strom, E.G.[231]. ..., 146
SUW.[208]. oo 121
Sugiura, S.[182] ... 80
Sugiura, S.[105] ...l 15, 147
Sugiyama, Y. [31] ... 10



AUTHOR INDEX

Sun, X.[220]. .o 128
Sundberg, C.-EW. [243]............... 148
Symington, I.C.[221] ................. 128
Symington, I.C.[222] ................. 128
T

Tafazolli, R.[186]...................... 80
Talwar, S.[181]..........cooiiieeiat. 80
TaoJdia, [100]........covviviiiin... 15
Tarokh, V. [255] ............ ...l 148
Tarokh, V. [250] ............ ...l 148
Tarokh, V. [253] ...t 148
Tarokh, V. [196] ...................... 100
Taylor, D.P.[37] ..ot 10
tenBrink, S.[54] ......... ... 11
tenBrink, S.[55] ............l 11
ten Brink, S. [15]........... 6,7,49,57, 64
Thitimajshima, P. [43].......... 10, 49, 113
Thomas, VA.[109] .................... 16
Thompson, J.S. [191]. .................. 77
Thompson, J. [179] ................ 79,112
Tian, Y. [206]......................... 117
Torrance, JM.[80]............. ... ..., 13
Torrieri, D.[232] ...t 146
Tran, NL[71] oo 11
Tse,D.N.C.[146].........cccvvvvnnn 77,78
Tujkovic, D.[256] .........ccoviiinnn.. 148
Tzaras, C.[176]........................ 79
U

Uchoa-Filho, B.F. [184] ................ 80
Ungerbock, G.[10] .......... 4,20, 21,103
Ungerboeck, G. [3]............ 1,10, 19, 80
Uysal, M. [187]. ..o 80
\

Valenti, M.C. [155].............. 78, 84, 93
Valenti, M.C.[232] ................... 146
Vanelli-Coralli, A. [248]............... 148
Vasudevan, K. [188].................... 80

Villebrun, E. [47] ...t 10

Villebrun, E.[119] ..................... 23
Viterbo, E. [251] ...l 148
Vojcic, B.R.[164] ................. 79, 148
Vucetic, B.[94]..................oil 13
Vucetic, B.[190]. ...t 77
Vucetic, B.[184]. ...t 80
Vucetic, B.[150] ................... 77,79
W

Worz, T.[62]........ 11, 17, 22-24, 32, 103
Wachsmann, U.[45].................... 10
Wake, D.[212] ... 124
Wang, J.[19]...........oiiii. L 6,7
Wang, L.[239] ... 147
Wang, L.[240] ...t 147
Wang, L.[188] ..........cccoiiiiiii 80
Wang, X.[246] ... 148
Wang, Y. [130]. ... 48
Webb, WT.[41] ...t 10

Webb, W.T. [6] .. 2,9, 11, 17, 22, 32, 48, 61,
112, 125, 126, 132

Webb, W.T. [72] ..o 9
Webb, W.T. [12] ..o oveeeeeeeeeeeea 4
Webb, W.T. [78] ..oovoeeeae 13
Webster, W. [212] . .................... 124
Wesel, RD.[92] ...t 13
Wesel, RD.[60]............ccovinnn. 11
Wimpenny, G. [212]................... 124
Windpassinger, C. [234] ............... 147
WoIf, . [B4] ... oo 10
Wolter, D.R.[215] .................... 125
Wong, C.H.[86].................... 13,17
Wong, CH.[111] ...ttt 17
Wong, CH.[91]....................... 13
Wong, T.F.[244]...................... 148
Wornell, GW. [154].................... 78
Wornell, GW.[146] ................ 77,78
WU, D.[206] ..o 117
Wu,J.[220] . ... 128



AUTHOR INDEX

XXXV

X

Xiao, L. [166].........coviueennn.. 79, 112

Xie, Q. [66] ... v 11

Xie,Q.[233] . ..o 146
XU, C.[239]. ..o 147
XU, C.[205] ..vvvveii i 15, 147
XU, C.[204] ..o 15, 147
XU, K. [220]. oo 128

XU, Xo[179] v 79, 112

Xu, Xo[212] .o 124-129
XU, Xo[108]. v 16

XU, Xo[109] . v 16

Y

Yan, R.[B5] . ..o 11
Yang, C.[206].............ccoiiin.... 117
Yang, L.-L.[22]................ 8,9,18, 32
Yang, Z.[66] ..., 11
Yang, Z.[69] ... 11
Yang, Z.[233]. ... 146
Yanikomeroglu, H. [191] ............... 77
Yeap, B.L.[116]................... 20, 106
Yeung, RW.[189]................. 77,113
Yin,J.[220] . ..o 128
YuZhu, [242]). ... 147
Yuheng Huang, [228]................. 146
Z

Zafar AliKhan, M. [188]............... 80

Zehavi,E.[42]........... 10, 17, 26, 27, 29
Zehavi, E.[44]. ... 10
Zhang, J.[162].........ccovvven... 79, 117
Zhang,R.[211].................. 124-129
Zhang, R.[188]........ccviiii 80
Zhang, W. [174] ... 79
Zhang, Y. [93] ..o 13
Zhao,B.[155].............oa 78, 84, 93
Zhao, Q.[207]. ... 121
Zhao, Y. [171] ..o 79

ZNOU, Z.[94] . oo 13



