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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF PHYSICAL SCIENCES AND ENGINEERING

DEPARTMENT OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Digital Optical Fibre aided Virtual Multiple-input and Mul ti-output

in Multicell Multiuser Networks

by Xinyi Xu

Advanced communication networks are conceived by amalgamating the techniques of

distributed antennas (DAS) and fractional frequency reuse(FFR), where the cell-edge area

additionally relies on FFR for the sake of reducing the co-channel interference (CCI). Since

DASs rely on the availability of a backhaul, we consider a realistic - rather than perfect

- optical fibre backhaul and develop a model for a composite optical fibre and wireless

channel, which is capable of representing the effects of thefibre-induced imperfections

imposed on the attainable throughput and the BER performance of the entire system. More

explicitly, we demonstrate the effects of the fibre’s lineardispersion and nonlinearity on

both noncooperative and cooperative DAS aided FFR schemes.

The proposed pervasive DAS/FFR scheme has a low complexity,since it employs a

single omni-directional transmit element at each remote antenna (RA) and a single re-

ceive element at each mobile station (MS). The resultant system is jointly modelled as

a virtual multiple-input and multi-output (MIMO). Hence, jointly designing the transmit

pre-processing (TPP) matrix of all the cooperative RAs in the case of the downlink (DL)

is shown to be beneficial. Similarly, the joint design of the multiuser detector (MUD) co-

efficients for all the active MSs transmitting in the uplink (UL) is carried out by the central

processor of the base station (BS).

The dominant interference of our DAS/FFR scheme is caused bythe intra-cell inter-

ference (ICI) for both cases of DL and UL, especially in the ’worst-case direction’ when

the MS is roaming near the angle halfway between two adjacentRAs. In order to mitigate

the ICI, the TPP matrix is designed for all the cooperative RAs is capable of achieving

an increased throughput for the entire cell-edge area in DL,regardless of the specific geo-

graphic distribution of the users. Our novel combined probabilistic data association (PDA)



multiuser detector is invoked by the mobile relays (MR) aided pervasive DAS/FFR archi-

tecture, which is capable of substantially reducing the bit-error ratio (BER) for the MS

roaming at arbitrary positions, especially in the ’worst-case direction’.

Practically, the generation of perfect Channel State Information (CSI) remains an open

challenge, whilst having an imperfect CSI leads to a reducedperformance. Hence, we

also investigate the impact of practical impairments including the effects of CSI estima-

tion errors, CSI quantisation errors as well as Orthogonal Frequency Division Multiplexing

(OFDM) signal timing and frequency synchronisation errorsin DL scenario. We further

extended the Single-Input Single-Output (SISO) based non-coherent 16StQAM scheme

to a Single-Input Multiple-Output (SIMO) system in UL scenario, when both the Turbo-

Coded 16StQAM and 16QAM schemes in the multicell, multiuseruplink system consid-

ered without the perfect CSI.

Finally, we consider a practical multiuser, multicell scenario, where a particular user’s

position is mapped to a specific Signal-to-Interference-plus-Noise-Ratio (SINR). This method

allows us to portray the geographic of the SINR across the entire cellular area. In the DL

of the cooperative DAS aided FFR scheme, a throughput ofη = 5bits/s/Hz may be

maintained for an imperfect optical fibre backhaul, regardless of the specific geographic

distribution of the users roaming in the cell edge area. Provided that an idle MR may be

activated in the vicinity of the optimum relay position, in the UL of the cooperative DAS

aided FFR scheme,80% of the cell-edge area exhibits a BER, which is better than10−4,

while the remaining20% has a BER value of[10−4 · · · 10−2]. Naturally, this BER perfor-

mance improvement is achieved at the cost of potentially halving the throughput, because

the MR has to receive and retransmit its information in different time-slots. When apply-

ing power control (PC), the BER recorded across the entire cellular area may be reduced,

below10−3 even without the assistance of MRs.

iii



Declaration of Authorship

I, Xinyi Xu , declare that the thesis entitledDigital Optical Fibre Aided Virtual

MIMO Systems in Multicell Multiuser Networks and the work presented in it are my

own and has been generated by me as the result of my own original research. I confirm

that:

• This work was done wholly or mainly while in candidature for aresearch degree at

this University;

• Where any part of this thesis has previously been submitted for a degree or any other

qualification at this University or any other institution, this has been clearly stated;

• Where I have consulted the published work of others, this is always clearly at-

tributed;

• Where I have quoted from the work of others, the source is always given. With the

exception of such quotations, this thesis is entirely my ownwork;

• I have acknowledged all main sources of help;

• Where the thesis is based on work done by myself jointly with others, I have made

clear exactly what was done by others and what I have contributed myself;

• Parts of this work have been published.

Signed: ................................................ Date: ................................................

iv



Acknowledgements

I would like to express my heartfelt gratitude to Professor Lajos Hanzo for his out-

standing supervision and support throughout my research. His guidance, inspiration and

encouragement have greatly benefited me not only in work but also in life. He has also

managed to cultivate in me the desire to be a good researcher through his enthusiasm and

perseverance in research. Most importantly, I would like tothank him for his invaluable

friendship.

Many thanks also to my colleagues and the staff of the Communications Group, both

past and present, for their support, help and discussions throughout my research. I would

like to thank Dr. Rong Zhang for his suggestions and help to solve the problem when

we cooperated. I also want to thanks Dr. Soon Xin Ng for his effort and help to point

the incorrections in my work. I also want to thank Dandan Liang, Shaoshi Yang and

Salman Ghafoor for their help when I once work with them. Thanks to Professor Sheng

Chen, Professor Lie-Liang Yang, Dr. Rob Maunder and Dr. Mohammed El-Hajjar for the

knowledge I learn from them. Thanks to my friends I have during my PhD years, Jing Zuo,

Wei Liu, Ke Yuan, Wei Liang, Jia Shi, Shida Zhong, Jiao Feng, and all other colleagues

and staff in our group, too numerous to mention here explicitly. Special thanks are also

due to Denise Harvey and Lauren J Dampier for her help in the administrative matters.

The financial support of the UK-China Scholarship for Excellent projects is also grate-

fully acknowledged.

I would also like to express my appreciation to my parents fortheir love and support.

Especially, to my beloved husband Dr. Ke Li, for his love, support, encourage and care

for me. Finally, to our would be baby, for her/his birth giving me courage, motivation and

harmony.



List of Publications

1. X. Xu, R. Zhang, S. Ghafoor, L. Hanzo, “Imperfect Digital Fibre Optic Link

Based Cooperative Distributed Antennas with Fractional Frequency Reuse in Multi-

cell Multiuser Networks”, IEEE Transactions on Vehicular Technology, vol. 60, pp.

4439-4449, Nov. 2011.

2. X. Xu, S. Yang, R. Zhang, Q. Zhu, L. Hanzo, “Pervasive distributed antennas and

mobile relays for fractional frequency reuse based multicell multiuser networks”,

IEEE Transactions on Vehicular Technology (Submitted)

3. D. Liang, V. A. Thomas, X. Xu, S. X. Ng, L. Hanzo, “Adaptive Soft-Decision

Aided Differential Modulation for Cooperative Wireless and Optical-Fiber Commu-

nications”, IEEE Transactions on Vehicular Technology (Submitted)

4. X. Xu, R. Zhang, L. Hanzo, “Imperfect Radio Over Fibre Aided Distributed Anten-

nas with Fractional Frequency Reuse”, Proceedings of IEEE Vehicular Technology

Conference (VTC) Fall, Ottawa, Canada, September 2010, pp.1-5.

5. X. Xu, R. Zhang, L. Hanzo, “Digital RoF Aided Cooperative Distributed Antennas

with FFR in Multicell Multiuser Networks”, Proceedings of IEEE Vehicular Tech-

nology Conference (VTC) Fall, San Francisco, United States, May 2011, pp. 1-5.

6. R. Zhang, X. Xu, L. Hanzo, “Co-channel Interference Mitigation Capability of

Fixed Relays Connected by Optical Fibre”, Proceedings of IEEE Vehicular Tech-

nology Conference (VTC) Fall, Ottawa, Canada, September 2010, pp. 1-5.

7. D. Liang, X. Xu, S. X. Ng, L. Hanzo, “Turbo-coded star-QAM for cooperative

wireless and optical-fiber communications“. 3rd International Conference on Pho-

tonics, Penang, Malaysia, 01 - 03 Oct 2012. 5pp, 267-271.

8. J. Zhang, R. Zhang, X. Xu, G. Li, L. Hanzo, ”Effects of practical impairments

on cooperative distributed antennas combined with fractional frequency reuse”. In,

IEEE WCNC2012: 2012 IEEE Wireless Communications and Networking Confer-

ence, Paris, FR, 01 - 04 Apr 2012. 5pp.

vi



Contents

Abstract ii

Declaration iv

Acknowledgements v

List of Publications vi

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Fractional Frequency Reuse . . . . . . . . . . . . . . . . . . . . 2

1.1.2 Distributed Antenna Systems . . . . . . . . . . . . . . . . . . . . 3

1.1.3 Coordinated Multipoint Transmission . . . . . . . . . . . . .. . 7

1.1.4 Optical Fibre Backhaul . . . . . . . . . . . . . . . . . . . . . . . 8

1.2 Organization of the Thesis and Novel Contributions . . . .. . . . . . . . 10

2 Optical Fibre Backhaul 15

2.1 Introduction and Outline . . . . . . . . . . . . . . . . . . . . . . . . . .15

2.2 Optical Fibre Backhaul . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.1 Digital Over Fibre and Radio Over Fibre Techniques . . .. . . . 17

2.2.2 Characteristics of the Optical Fibre Channel . . . . . . .. . . . . 19

2.2.2.1 Linear Effects . . . . . . . . . . . . . . . . . . . . . . 19

vii



2.2.2.2 Nonlinear Effects . . . . . . . . . . . . . . . . . . . . 22

2.3 The Composite Channel of a DOF-Aided Wireless Relaying System . . . 23

2.3.1 Optical Fibre Based Fixed Relay Aided System . . . . . . . .. . 24

2.3.1.1 Shamai-Wyner Interference Model . . . . . . . . . . . 24

2.3.2 Analysis of The Interference Mitigation Techniques .. . . . . . . 25

2.3.2.1 Received Signal Strength . . . . . . . . . . . . . . . . 25

2.3.2.2 Interference Mitigation Techniques . . . . . . . . . . . 27

2.3.2.3 System Throughput . . . . . . . . . . . . . . . . . . . 30

2.3.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . 32

2.3.3.1 Throughput of the Classic Direct-Relaying Scheme .. 32

2.3.3.2 Throughput of the Eigen-Beamforming Technique . . .34

2.3.3.3 Throughput of the Reduced-Power Technique . . . . . 34

2.3.3.4 Throughput of the Hybrid Technique . . . . . . . . . . 34

2.3.3.5 Effects of IPI . . . . . . . . . . . . . . . . . . . . . . . 35

2.4 Chapter Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3 Distributed Antennas for the Fractional Frequency Reuse Aided Multicell,

Multiuser Downlink 40

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 System Description and Optical Fibre Modelling . . . . . . .. . . . . . 43

3.2.1 Multicell, Multiuser System Topology . . . . . . . . . . . . .. . 43

3.2.2 Imperfect Optical Fibre Model . . . . . . . . . . . . . . . . . . . 44

3.3 Received Signal of DOF Aided DAS Assisted FFR Systems . . .. . . . 48

3.3.1 DOF aided Non-Cooperative DAS Assisted FFR system . . .. . 48

3.3.1.1 Received Signal in the Cell-Centre Area . . . . . . . . 48

3.3.1.2 Received Signal in the Cell-Edge Area . . . . . . . . . 49

3.3.1.3 Idealistic Received Signal in the Cell-Edge Area . .. . 49

3.3.1.4 Benchmarker Systems . . . . . . . . . . . . . . . . . . 50

3.3.2 DOF Aided Cooperative DAS Assisted FFR . . . . . . . . . . . . 50

viii



3.3.2.1 Received Signal-to-Interference-plus-Noise-Ratio . . . 50

3.3.2.2 Linear Transmit PreProcessing . . . . . . . . . . . . . 52

3.4 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . .54

3.4.1 Simulation Assumptions . . . . . . . . . . . . . . . . . . . . . . 54

3.4.2 Propagation regimes in the DOF Link . . . . . . . . . . . . . . . 54

3.4.3 Throughput Performance . . . . . . . . . . . . . . . . . . . . . . 56

3.4.3.1 IRI Inflicted by the Tier-two Cells . . . . . . . . . . . . 56

3.4.3.2 Throughput of the Cell-center Area . . . . . . . . . . . 58

3.4.3.3 Cell-edge Area of Non-cooperative DAS Relying on FFR 58

3.4.3.4 Cell-edge Area of Cooperative DAS Relying on FFR . 63

3.4.3.5 Throughput Enhancement Across the Entire Cell . . . .65

3.4.4 Power Control for a Multiuser DL Scenario . . . . . . . . . . .. 66

3.4.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.5 Chapter Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4 Distributed Antennas for the Fractional Frequency Reuse Aided Multicell,

Multiuser Uplink 73

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2.1 Multicell, Multiuser System Topology . . . . . . . . . . . . .. . 76

4.2.1.1 Pervasive DAS/FFR Combined with Mobile Relays . . 76

4.2.1.2 Conventional BS Cooperation Aided Networks . . . . . 78

4.2.1.3 Digital Fibre Soliton Aided Backhaul . . . . . . . . . . 80

4.3 Received Signal of the Pervasive DAS/FFR System . . . . . . .. . . . . 82

4.3.1 Received Signal of a Single Link . . . . . . . . . . . . . . . . . . 83

4.3.2 Received Signal of a Virtual MIMO . . . . . . . . . . . . . . . . 84

4.3.3 Correlation Between the Channel Coefficients ofMSi andMRi . 85

4.3.4 Central Signal Processing . . . . . . . . . . . . . . . . . . . . . 86

4.3.4.1 Joint ML Multiuser Detector . . . . . . . . . . . . . . 86

ix



4.3.4.2 PDA Aided Multiuser Detector . . . . . . . . . . . . . 87

4.3.5 Combining the Soft-information of the MRs Using PDA . .. . . 89

4.3.6 MMSE-OSIC Detector . . . . . . . . . . . . . . . . . . . . . . . 90

4.4 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . .90

4.4.1 Simulation Assumptions . . . . . . . . . . . . . . . . . . . . . . 90

4.4.2 Conventional BS Cooperation . . . . . . . . . . . . . . . . . . . 92

4.4.3 Pervasive DAS/FFR . . . . . . . . . . . . . . . . . . . . . . . . 93

4.4.3.1 Cell-Edge Area . . . . . . . . . . . . . . . . . . . . . 94

4.4.3.2 Cell-Center Area . . . . . . . . . . . . . . . . . . . . . 97

4.4.3.3 MR Selection . . . . . . . . . . . . . . . . . . . . . . 97

4.4.4 Conventional BS Cooperation versus Pervasive DAS/FFR . . . . 98

4.4.5 Power Control for Multiuser in the UL Scenario . . . . . . .. . . 100

4.4.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.5 Chapter Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5 Effects of Imperfect Channel Knowledge on the DL and Non-coherent Sys-

tems for the UL 106

5.1 Introduction and Outline . . . . . . . . . . . . . . . . . . . . . . . . . .106

5.2 Effects of Practical Impairments on the DAS/FFR Scheme in DL . . . . . 108

5.2.1 System Description . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.2.1.1 Configurations and Assumptions . . . . . . . . . . . . 108

5.2.1.2 DAS Aided FFR Scenario . . . . . . . . . . . . . . . . 109

5.2.2 Practical Impairments in COMP-Aided DAS . . . . . . . . . . .111

5.2.2.1 COMP-Aided DAS with FFR . . . . . . . . . . . . . . 111

5.2.2.2 Practical Impairments . . . . . . . . . . . . . . . . . . 112

5.2.2.3 Synchronisation Errors . . . . . . . . . . . . . . . . . 113

5.2.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . 116

5.2.3.1 Achievable SINR of Users in the Worst-case Direction . 117

5.2.3.2 Effects of Time-Offset and Frequency-Offset . . . . .. 117

x



5.2.4 Summary of Section 5.2 . . . . . . . . . . . . . . . . . . . . . . 119

5.3 Turbo-Coded Star-QAM for Distributed Antennas Relyingon FFR in the

UL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.3.1 System Model and Analysis . . . . . . . . . . . . . . . . . . . . 119

5.3.2 Imperfect Optical Fibre Model . . . . . . . . . . . . . . . . . . . 120

5.3.3 Detection Model . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.3.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.3.5 Summary of Section 5.3 . . . . . . . . . . . . . . . . . . . . . . 127

5.4 Chapter Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6 Conclusions of the Thesis 130

6.1 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.2 Suggestions for Future Work . . . . . . . . . . . . . . . . . . . . . . . .135

Appendix A i

Appendix B i

Bibliography iii

Subject Index xxi

Author Index xxiv

xi



List of Symbols

General notation

• The superscript∗ is used to indicate complex conjugation. Therefore,a∗ represents

the complex conjugate of the variablea.

• The superscriptT is used to indicate matrix transpose operation. Therefore,aT rep-

resents the transpose of the matrixa.

• The superscriptH is used to indicate complex conjugate transpose operation.There-

fore,aH represents the complex conjugate transpose of the matrixa.

• The notation∗ denotes the convolutional process. Therefore,a ∗ b represents the

convolution between variablesa andb.

xii



Special symbols

α: The kilometric attenuation coefficien of optical fibre.

αdB: The units of kilometric attenuation indB of optical fibre.

P: The transmit power.

∆T: The kilometic pulse broadening.

c: The speed of light.

β2: TheGroup-Velocity Dispersion parameter.

D: The wavelength-dependent dispersion parameter.

L: The optical fibre’s length.

LD: The dispersion length.

LN: The nonlinear length.

R: The radius.

n: The complex-valued Additive White Gaussian Noise.

η: The attainable throughput.

γ: The nonlinearity parameter.

χ: The normalised power-scaling factor.

ψga: the large-scale slow fading.

ρ: The distance ratio.

θ: The angular rotation.

RM: The rate of the modulation scheme.

RC: The rate of channel code.

I: The mutual information per bit.

yi: Theith signal received.

y: The the received signal vector.

xiii



hi: Theith channel vector.

n: The circularly symmetric complex Gaussian noise vector.

x: The transmitted signal vector.

H: The estimate of the channel matrix.

T: The transmit matrix.

G: The linear transmit matrix.
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Chapter 1
Introduction

1.1 Motivation

The fourth-generation (4G) wireless communication systems are expected to support a

high performance for anyone, anywhere and anytime, predominantly relying on the Third

Generation Partnership Program Long Term Evolution (3GPP-LTE) [1]. The target of

3GPP- LTE is that of increasing the system’s throughput and transmission integrity across

the entire cell area [1] [2] [3] [4]. Hence, improving the performance of the users roam-

ing in the cell-edge area becomes the main challenge [5], because the users’ Quality-of-

Service (QoS) perception is typically predetermined by theworst-case QoS. To elaborate

a little further, the perceived QoS is generally predetermined by diverse metrics, such as

the delay, the signal-to-noise ratio (SNR), the throughput, the Signal-to-Interference-plus-

Noise-Ratio (SINR), bit error ratio (BER), etc. One of the promising solutions conceived

for mitigating the CCI is to invoke the FFR concept [3], albeit this results in a reduced

ASE [6] in comparison to the radical unity frequency reuse (UFR) [5]. In this thesis,

we focus our attention on the interference management of multiuser, multicell scenarios.

Fig. 1.1a portrays two tiers of19 cells invoking the above-mentioned UFR pattern, where

the users suffer from strong CCI imposed by all the active BS.By contrast, Fig. 1.1b shows

two tiers of19 cells relying on the FFR pattern, where the CCI is reduced since the users

only suffer from the CCI inflicted by the active BSs in the second tier, which are allocated

the same frequency as the reference cell [7] [8].

The LTE standard (Release 8) [1] [2] has been further developed by the LTE-Advanced

(Release 10) [9] initiative, which is capable of meeting theInternational Mobile Telecom-

munications (IMT) specification [10]. The LTE-Advanced [9]systems is expected to rely

on a bandwidth of100MHz and potentially may support a rate of1Gb/s for the down-
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Figure 1.1: The topology of two tiers of nineteen cells relying on a UFR and FFR

scheme

link (DL), whilst 500MBit/s for the UL. DAS [11], Coordinated Multicell Processing

(COMP) [12] regime and relaying techniques [13] are attractive in terms of further im-

proving the attainable system performance [14]. Hence, theconventional cellular network

relying on Centralized Antennas (CAS) at the BS may evolve toa DAS architecture com-

bined with the FFR scheme, as seen in Fig. 1.2. In comparison to the conventional CAS

used at the BS, the DAS may improve the coverage of the entire cell by positioning the

Remote Antennas (RAs) of the DAS in both the cell-center areaand the cell-edge area. We

refer to this regime as a pervasive DAS/FFR scheme, while theBS simply plays the role of

the central signal processing (CSP) unit in our pervasive DAS architecture, which will be

studied in Chapter 4. More explicitly, our goal is to design an architecture, which would

offer a high SINR across the entire cellular area [15]. The resultant system is capable

of increasing the throughput for the entire coverage area without requiring extra transmit

power. We will investigate a range of sophisticated techniques, such as TPP for the DL and

COMP for the UL in the context of a practical system model, where any particular user’s

position is characterised by a specific SINR.

1.1.1 Fractional Frequency Reuse

The concept of FFR was proposed first for the second-generation (2G) wireless communi-

cation systems also known as the Global System of Mobile Communications (GSM) [16].

This concept was then also invoked for 3GPP-LTE [1]- [2], which is an attractive strategy

due to its low complexity and as a benefit of its significant gains. As demonstrated in the

Table. 1.1, the FFR concept has been proposed for diverse communication systems. There
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UFR

DASFFR

CAS

FFR DAS

Pervasive DAS + FFR
Figure 1.2: Evolution of communication network architecture.

are two basic types of FFR, namelystrict FFRandsoft FFR[17]. In case of strict FFR,

the total frequency band is partitioned between the cell-center areafc and cell-edge area

fe. The users roaming in the cell-center area of all cells are allocated the same frequency

band fc, while the users roaming in the cell-edge area are allocatedseparate subbands in

the adjacent cells with a reuse factor3, hence we havef1 + f2 + f3 = fe. The primary

advantage of strict FFR is the significant reduction in interference for users in the cell-edge

area as portrayed in Fig. 1.1b. By contrast, in soft FFR usersin the cell-center area are

allowed to share their frequency band with users in the cell-edge area of other cells. In

comparsion to soft FFR, strict FFR reduced the interferenceimposed on the users in the

cell-edge area at the cost of reducing the bandwidth available to both the cell-center and

cell-edge users. Hence, we opted for using strict FFR for theDAS aided FFR systems in

both Chapter 3 and Chapter 4.

1.1.2 Distributed Antenna Systems

The FFR regime is capable of reducing the CCI, as shown in Fig.1.1b. However, the

pathloss of the distant users roaming in the cell-edge area still improves a low SINR.

Hence, we configured our DAS to install RAs closer to the cell-edge area. The early

studies of the DASs [27] [28] and [29] exploited that the RA are capable of reducing the

pathloss and increasing the diversity gain. In [30] a cooperative technique was invoked for

mitigating the interference imposed by the DAS system. In this thesis, we first combined

the DAS concept with the FFR technique for mitigating the CCI, as shown in Fig. 1.3.
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Table 1.1: Contributions to FFR in cellular networks

Year Authors Contribution

1996 Rivaet al. [18] Provided frequency planning techniques

such as the concept of fractional reuse.

2001 Cardieri and Rappaport [19] Proposed the FFR concept relying on smart

antennas for mitigating the CCI.

2002 Begainet al. [20] Investigated the FFR concept in the

context of GSM systems.

2003 Sternadet al. [21] Advocated coordinated scheduling of the

cell-sector using FFR for OFDM systems.

2008 Changet al. [22] Combined cooperative interference

mitigation with FFR.

2009 Chandrasekhar and Andrews [23]Proposed the FFR strategy for femtocells

in two-tier networks.

2010 Novlanet al. [17] Investigated the concept of strict FFR

and soft FFR in OFDMA systems.

2011 Xu et al. [24] Proposed a DAS-aided FFR scheme for

multiuser multicell scenarios.

2012 Xu et al. [25] Proposed the optimal threshold for FFR

schemes for OFDMA Cellular Networks

2013 Novlan and Andrews [26] Analyzed the evaluation of FFR in UL.

More explicitly, Fig. 1.3 shows that in comparison to the conventional FFR scheme of

Fig. 1.1b, the DAS-aided FFR scheme is capable of substantially reducing the CCI. The

CCI imposed by the first-tier cells is mitigated by invoking the FFR, whilst the CCI arising

from the second-tier may be ignored, because the DAS scheme operates at a low transmit

power. Hence, it is possible for us to focus our attention purely on the ICI, as seen in

Figure 1.3. Secondly, we also cooperative techniques for our DAS aided system, which

may further reduce the ICI. On the other hand, although the DAS is capable of reducing

the CCI, when combined with FFR, but the cooperative diversity gain gleaned from the

adjacent cells may be eroded. Hence, as a further enhancement we introduce MR into

the proposed pervasive DAS/FFR arrangement, as seen in Fig.1.4a for the UL, in order

to improve the achievable cooperative diversity gain at thecost of reserving an additional

time-slot for the MRs, as seen in Fig 1.4b.
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Table 1.2: Contributions to DAS in cellular networks

Year Authors Contribution

1987 Salehet al. [31] Proposed the DAS concept for indoor scenarios.

1996 Kerpez [27] Conceived a radio access system relying on

multiple antennas spatially distributed

throughout each cell, instead of using a

single antenna for each cell.

2003 Hairuoet al. [32] Proposed a sub-optimal power allocation

strategy for a DAS relying on random RAs.

2005 Dai et al. [33] Investigated a DAS aided CDMA system.

2006 Hanet al. [34] Designed a transmit antenna selection scheme

relying on a power- and rate- allocation

scheme for DAS systems.

2007 Wan and Andrews [35] Studied a DAS-aided DL multicell scenario.

2008 Zhang and Andrews [28] Considered a DAS systems operating in the

scenario of random channel effects and

randomly positioned mobile users as well

as the RAs.

2009 Parket al. [30] Proposed different cooperation strategies

for DASs.

2010 Castanheira and Gameiro [29]Demonstrated that the most important DAS

system property in multiuser scenarios is

the symmetric allocation of the RAs for

attaining the highest capacity gains.

2010 Wakeet al. [36] Proposed Radio over Fibre aided DASs.

2011 Xu et al. [24] Proposed a DAS-aided FFR scheme and

studied imperfections of the digital

optical backhaul in a multiuser,

multicell scenario.

2012 Parket al. [37] Proposed algorithms for determining the

antenna location of downlink DASs in both

single-cell and two-cell environments.

2013 Ozguret al. [38] Characterize how the capacity of the

distributed MIMO transmission scales with

the number of cooperating users the area of

the clusters and the separation between them.
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1.1.3 Coordinated Multipoint Transmission

As highlighted above, the DAS aided FFR scheme significantlymitigated both the CCI

among the adjacent cells, as well as the ICI imposed by the RAsin the reference cell,

especially near the angle halfway between two adjacent RAs [39]. Despite these benefits,

the achievable performance still remains limited in specific regions of the cellular area.

For the sake of mitigating these limitations, the COMP technique is invoked as an effec-

tive way of managing the intercell interference. The evolution of the COMP technique

is summarized in Table 1.3. The COMP philosophy was first considered in 3GPP LTE-

Advanced in September 2011 as one of the core features of Release 11 [40] [12], where

the two basic COMP schemes aimed for interference avoidance, while is relying on per-

fect CSI [41]. In the case of the DL, there are three classic COMP categories: coordinated

scheduling/beamforming, dynamic point selection and joint transmission [40]. More ex-

plicitly, in coordinated DL scheduling/beamforming schemes [42] [43], either the BS or

the RA is selected to transmit its data to users. Dynamic point selection [44] constitutes a

low complexity COMP scheme where the actived BS or RA transmitter may be switched

according to both the availability of wireless resources and the channel quality [45]. In

the more complex joint transmission scheme of [46] [47], multiple transmitters are ac-

tived to transmit to a single user either coherently or noncoherently. In coherent joint

transmission, the signal transmitted from multiple transmitters is jointly preprocessed for

supporting coherent combining at the receiver [48]. This TPP technique [49] is invoked for

our DAS-aided FFR scheme in Chapter 3, which belongs to the coherent joint transmission

class. By contrast, in the noncoherent joint transmission class, the user would receive mul-

tiple transmissions individually precoded by each transmitters without aiming for coherent

combining [50]. There are two typical coordinated techniques for the UL, namely those

that create orthogonal channels for the individual users and those that create receiver algo-

rithms [40], such as MUD [51]. The optimum maximum-likelihood detector is based on

the concept of “full search“, where the computational complexity increases exponentially

with the number of users. Hence, near-optimal multiuser detection has been widely inves-

tigated [52], including the probabilistic data association (PDA) based MUD [53], where

the multiuser interference will be assumed to be Gaussian noise [54]. More explicitly, the

received coordinated signals were treated as the interference to be mitigated in [55] [56].

By contrast, we will treat the interference as desired signals, which will be decoded at the

BS [57] [12] with the aid of our PDA detector designed for the coordinated cells [58]. This

PDA-aided detector is base on the philosophy of ”knowledge sharing and data fusion”,

which will be invoked in the DAS aided FFR scheme of Chapter 4
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Table 1.3: Contributions to COMP in cellular networks

Year Authors Contribution

1996 Moshavi [51] Proposed the MUD concept for DS-CDMA

systems.

1997 Poor and Verdu [55] Designed the MMSE multiuser detector.

2000 Wei and Qi [52] Conceived a near-optimal limited-search

based detector for CDMA systems.

2001 Meureret al. [59] Proposed joint detection and joint

transmission in the CDMA downlink.

2007 Koutsopoulos and Tassiulas [44]Advocated joint optimal access point

selection.

2008 Chaeet al. [42] Proposed coordinated beamforming for the

multiuser MIMO broadcast channel.

2010 Sawahashiet al. [60] Presented the CoMP among multiple cell

sites.

2011 Papadogianniset al. [61] Investigated the selective feedback

concept in the context of COMP systems.

2012 Annapureddyet al. [62] Studied the degrees of freedom in the

multiuser interference channel relying

on COMP.

2013 Yanget al. [41] Gave an overview of state-of-the-art

approaches for solve the potential

limitations of CoMP.

1.1.4 Optical Fibre Backhaul

The conventional backhaul is defined as the connection between the BS and the BS con-

trollers in cellular systems, which typically relies on copper, optical fiber or microwave

radio links. In the USA for example, copper represents approximately 90% of the back-

haul implementations, microwave links about 6% and opticalfibers about 4% [63]. How-

ever, recently the backhaul capacity required has significantly increased due to the in-

creasing number of mobile subscribers using high-speed data services [64]. Hence, with

the ever-increasing penetration of the optical fibre transmission technique, optical fibre

may be used on a larger scale to meet the growing requirementsfor high-capacity back-

haul. The concepts developed for wireless communication systems are increasingly in-

voked in optical fibre communication systems, such as Code Division Multiple Access
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(CDMA) [65] [66], Frequency Division Multiple Access (FDMA) or Wavelength-Division

Multiplexing (WDM) [67],Time-Division Multiplexing (TDM) [68], OFDM [69] and Space-

Division Multiplexing (SDM) [70]. Originally the most dominate optical modulation

scheme was On-Off Keying (OOK) [71]. However, in recent years, the modulation schemes

developed for wireless communication have increasingly found their way into optical

fibre communication, including differential phase-shift keying (DPSK) [72], as well as

multi-level modulation schemes constituted by a combination of phase-shift keying (PSK)

and amplitude-shift keying (ASK), leading to M-ary Quadrature Amplitude Modulation

(QAM) (M = 2b, b = 2, 4, 6, · · · ) [73]. In order to transmit the multi-level modulated

optical signal, two typical methods has been proposed, which are Digital Optical Fibre

(DOF) based technique [74] and the Radio Over Fiber (ROF) technique [75]. More ex-

plicitly, in the case of DOF, the wireless baseband signal istransmitted through the optical

fibre, while in the case of a ROF system, the modulated wireless radio frequency (RF) sig-

nal is conveyed directly through the optical fibre. A rudimentary comparsion of DOF and

ROF will be provided in Chapter 2. The system architecture ofthe DAS aided FFR scheme

used in the thesis is shown in Fig. 1.5, where the DOF link is invoked for connecting the

BS and RAs.
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Table 1.4: Contributions to optical fibre communications.

Year Authors Contribution

1989 Saleh [65] [66] Proposed CDMA for optical fibre networks.

1990 Brackett [67] Conceived WDMA for optical fibre networks.

1996 Barry et al. [68] Introduced the TDM into optical fibre networks.

2003 Sinkinet al. [76] Proposed the split-step Fourier method for modeling

both the linear and non-linear distortions of

optical-fiber communications systems.

2005 Gnauck and Winzer [72] Invoked DPSK for optical fibre networks.

2007 Saueret al. [75] Suggested the employment of ROF aided cellular

networks.

2009 Nirmalathaset al. [77] Proposed the DOF-aided optical fibre networks.

2010 Essiambreet al. [78] Estimated the capacity limit of optical fibre

communication systems.

2011 Liu et al. [69] Proposed coherent OFDM for high speed long-haul

optical transmission.

2012 Winzer [70] Proposed the SDM principle for optical communication.

2013 Dar. et al. [79] Presented a new fading MIMO mode, the Jacobi fading

model, for optical fiber communication.

1.2 Organization of the Thesis and Novel Contributions

The outline of the thesis as shown in Fig. 1.6 is presented below:

• Chapter 2: The DAS concept effectively moves the antennas from the BS toposi-

tions distributed across the cell. Two typical optical fibrebackhaul techniques will

be considered for connecting the antennas to the BS, namely the DOF link and the

ROF techniques. The DOF link relies on the classic optical pulse propagation the-

ory. In our preliminary study of Section 2.3, a DOF link is used for connecting the

BS to a fixed relay. The so-called Wyner interference model [80] is combined with a

FFR arrangement as well as with three different interference mitigation techniques,

namely the eigen-beamforming technique [81], the Reduced-power based technique

of [82] and a hybrid technique of combining eigen-beamforming with the reduced-

power technique.

• Chapter 3: Based on the preliminary study of a DOF link in Chapter 2, which

is invoked for the Shamai-Wyner interference modelling of two adjacent cells, we
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focus our attention on a more practical scenario in Chapter 3, where a DAS-aided

combined FFR scheme is investigated in the context of a multiuser multicell net-

work designed for the DL. TPP techniques are invoked for improving the attainable

throughput across the entire cellular coverage area. The DOF link is modelled by

the classic Split-Step Fourier (SSF) method [83] which is capable of analysing the

effects of both the linear dispersion and of the nonlinearity imposed by the optical

fibre link on the throughput of the wireless channel. We will also demonstrate that

increasing the number of DAS elements may not always lead to an improved cov-

erage in the entire cellular area and characterize the power-control effects on the

achievable system performance.

• Chapter 4: In contrast to Chapter 3, which dealt with the DL, Chapter 4 considers

the UL. More explicitly, the pervasive DAS/FFR scheme of Fig. 1.4, which was de-

signed for a multiuser, multicell network is investigated in an UL scenario. In order

to increase the attainable cooperative diversity gain, cooperative relaying is invoked

in our pervasive DAS/FFR. Different COMP techniques, such as the Minimum Mean

Square Error (MMSE) [84] based successive interference cancellation combined

with optimal user ordering (MMSE-OSIC), maximum-likelihood MUD [84], proba-

bilistic data association (PDA) aided MUD [85] and our new PDA technique specif-

ically designed for our mobile-relay aided scenario are invoked for improving the

achievable BER for the users roaming across the entire cell area. Again, we will

also demonstrate the beneficial effects of power-control onthe attainable system

performance.

• Chapter 5: Relying on the previous chapters, in this chapter we investigated the DL

of our DAS/FFR scheme by taking into account the effects of practical imperfec-

tions. More explicitly, the impact of CSI estimation errors, CSI quantisation errors

as well as OFDM signal timing and frequency synchronisationerrors are considered.

Naturally, the attainable performance of the COMP technique will be degraded in

conjunction with imperfect channel knowledge for both the DL and UL. As an attrac-

tive design alternative, we conceive a Turbo Coded (TC) 16-level Star-Quadrature

Amplitude Modulation (StQAM) scheme for supporting optical-fiber-aided coopera-

tive wireless transmissions, where the receiver does not have to estimate the channel

state information.

• Chapter 6: The main findings of the thesis are summarized and suggestionfor future

research are presented.
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The fundamental motivation and the rationale of the thesis is that we design a supe-

rior communication network by intrinsically amalgamatingthe FFR, DAS and relaying

techniques for the sake of mitigating the CCI, for reducing the pathloss and for increasing

the cooperative diversity gain. The system’s architecturerelies on the components seen

in Fig. 1.4b. Instead of simply varying the SINR of a single user, we consider a more

practical multiuser, multicell scenario relying on practical cellular parameters, where any

particular user’s position is mapped to a specific SINR. Thismethod allow us to observe,

whether a particular communication architecture is capable of efficiently improving the

SINR across the entire cellular area. Then sophisticated TPP techniques are conceived

for the DL and COMP techniques are invoked for the UL in order to improve both the

attainable throughput and the BER.

The novel contributions of the thesis are as follows:

1. We design a pervasive DAS/FFR-aided architecture for thesake of reducing the CCI

in the the cell-edge area. Our pervasive DAS/FFR scheme has alow complexity,

since it invokes a single omni-directional transmit antenna at each remote antenna

(RA) and a single receive antenna at each mobile station (MS). We jointly model the

resultant virtual multiple-input and multi-output (MIMO)system. Hence, we jointly

design the TPP matrix of all the cooperating RAs in case of theDL in our paper [24].

By contrast, Multi User Detection (MUD) techniques are invoked for all the active

MSs in the UL by centrally processing all the received UL signals, as detailed.

2. Rather than simply characterizing the achievable performance of a single user as a

function of the SINR, we consider a more practical multiuser, multicell scenario re-

lying on practical cellular parameters, where any particular user’s position is mapped

to a specific SINR. This method is capable of demonstrating the geographic distri-

bution of the SINR across the entire cellular area. We demonstrate that although

the pervasive DAS/FFR scheme is capable of outperforming the conventional net-

works, the so-called ’worst-case direction’ problem persists as characterized in our

paper [86].

3. We aim for improving the entire system’s performance across the cellular area, and

for mitigating the above-mentioned worst-case direction problem. In the case of the

DL, the TPP matrix of all the cooperative RAs combined with FFR assists in achiev-

ing an increased throughput for the entire cell-edge area, regardless of the specific

geographic distribution of the users, as demonstrated in our paper [24]. By con-

trast, in the case of the UL, the above-mentioned MMSE-OSIC and the PDA MUD
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techniques are unable to solve the ’worst-case direction’ problem. As a remedy,

the CPDA MUD invoked by our MR aided pervasive DAS/FFR architecture is ca-

pable of substantially reducing the BER for the MS roaming atarbitrary positions,

especially in the ’worst-case direction’ as demonstrated in Chapter 4.

4. More explicitly, in the case of the UL, the intra-cell interference (ICI) is the dom-

inant problem of the pervasive DAS/FFR scheme, which may in fact be stronger

in the cell-center area than in the cell-edge area, since theinterfering MSs tend to

be in a dense cluster in the central area, they are scattered less densely in the outer

ring. Hence, the MSs roaming in the cell-center area may in fact have a lower SINR.

Hence, an efficient Mobile Relay (MR) selection strategy is required by the Per-

vasive DAS/FFR scheme, which is capable of significantly reducing the BER right

across the entire cell area, as quantified in Chapter 4.

5. The baseband DOF model relying classic optical pulse propagation theory is ap-

propriate for analysing the wireless system model considered. Hence, we treat the

BS-RA-MS link as a composite channel, where the effects of the fibre-induced im-

perfections both on the attainable throughput and on the BERperformance of the

wireless channel can be calculated, when applying different wireless transmission

strategies, relying on diverse modulation scheme and cooperative processing tech-

niques, as detailed in our paper [24].

6. We investigate the impact of practical impairments on ourCoMP aided DAS in

the context of a FFR arrangement in the case of the DL, including the effects of

CSI estimation errors, CSI quantisation errors as well as OFDM signal timing and

frequency synchronisation errors [87]. Furthermore, we extended the Single-Input

Single-Output (SISO) based non-coherent 16StQAM scheme of[88] to a Single-

Input Multi-Output (SIMO) system, which is capable of operating without any chan-

nel knowledge
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Chapter 2
Optical Fibre Backhaul

2.1 Introduction and Outline

The backhaul of a conventional cellular network is defined asthe communication link be-

tween the Base Station (BS) and the associated Mobile Switching Centre (MSC). Usually,

the physical medium of the backhaul is based on copper, microwave radio links and optical

fibre [89], [90]. Having a high capacity backhaul for the LTE-Advanced (LTE Release10)

system is highly desirable [91] and in this context using optical fibre is more reliable than

copper and microwave radios. On the other hand, when considering a Distributed Antenna

(DAS) assisted communication network, which aims for improving the coverage of the

entire cell area, optical fibre may be adopted for the communication link between the BS

and the Remote Antennas (RA). Hence, the backhaul of a DAS aided communication net-

work is extended to the RAs, as demonstrated in Fig. 2.1, where the entire communication

network may be treated as an optical fibre network having wireless access points. More

explicitly, in a DAS aided communication network, the BS plays the role of a central pro-

cessing unit, where the extra complexity of multiple user transmission [92] and multiple

user detection techniques [93] [94] is affordable.

For the sake of maximising the attainable area spectral efficiency, Multi-Carrier Code

Division Multiple Access (MC-CDMA) and Orthogonal Frequency Division Multiple Ac-

cess (OFDMA) [93] have been proposed, which may be capable ofoperating without parti-

tioning the total bandwidth into cell-specific frequency sets, although this so-called ’unity

frequency-reuse pattern’ is typically achieved at the costof an increased co-channel in-

terference level. This severely interference-limited wireless access system often becomes

incapable of supporting a sufficiently high throughput, especially at the cell-edge. Hence,

a different form of frequency reuse has been adopted in the Third Generation Partner-
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ship Project’s (3GPP) Long Term Evolution (LTE) initiative[95] and in the Worldwide

interoperability for Microwave Access (WiMAX) [96] system, both of which rely on the

so-called Fractional Frequency Reuse (FFR). According to the FFR philosophy, the users

roaming near the cell-center occupy the total bandwidth, while the cell-edge users are al-

lowed access only a third of the total bandwidth, in order to allow the creation of three

non-interfering frequency sets. More explicitly, the frequency sets of the cell-edge users

in the adjacent cells are arranged to be orthogonal in order to improve their Signal to In-

terference plus Noise Ratio (SINR).

Moreover, wireless relays may be employed in the cell in order to improve the achiev-

able cell-edge SINR and throughput [97], which would otherwise remain low, as a result

of the pathloss between the Base Station (BS) and the cell-edge Mobile Station (MS). As a

beneficial effect of the relay, the reception quality is improved and an enhanced cell-edge

SINR is achieved. Despite the numerous benefits of wireless relays, the capacity of a wire-

less relay aided system is limited by that of the ’weakest’ link in the entire communication

chain [98], regardless whetheramplify-forwardor decode-forwardrelaying is used. On the

other hand, it is widely recognized that the capacity of optical fibre links is higher than that

of the wireless medium. Therefore, the optical fibre backhaul [99] is eminently applicable

to the construction of the BS to relay link and the capacity ofthe resultant RoF based relay

system is essentially only limited by the ’last-mile’ wireless link.
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The outline and contributions of this chapter may be summarised as follows. In Sec-

tion 2.2, we introduce the optical fibre backhaul. More explicitly, we briefly compare the

digital over fibre (DOF) [100] and radio over fibre (ROF) [101]techniques in Section 2.2.1

and introduce a range of fibre-induced imperfections invoking optical pulse propagation

theory in Section 2.2.2. In Section 2.3, a DOF link is combined with the Wyner inter-

ference model [102] of two cells, each having a radius ofR and relying on a fractional

frequency reuse arrangement. We consider the benefits of different wireless interference

mitigation strategies and the effects of the fibre-induced imperfections.

2.2 Optical Fibre Backhaul

A substantial benefit of the LTE-Advanced system [91] is thatthe signals transmitted and

received by the distributed antennas may be jointly processed with the aid of the so-called

coordinated multipoint (COMP) [103] techniques relying ona high capacity backhaul.

Hence, we focus our attention on the optical fibre link between the BS and RAs [104]

[105] [99] in our DAS assisted scheme, which is more reliablethan a wireless backhaul,

albeit it is also more costly.

2.2.1 Digital Over Fibre and Radio Over Fibre Techniques

The optical fibre based backhaul techniques may be classifiedinto the broad categories of

DOF and ROF [27] [106]. In the case of DOF backhaul aided systems it is the wireless

baseband signal that is transmitted through the optical fibre, while in the case of a ROF

system , the modulated wireless radio frequency (RF) signalis conveyed directly through

the optical fibre. In the recent literature, the concept of the so-called digitized-RoF sys-

tem [107] was proposed, where the modulated wireless RF signal is digitized by a high

sampling-rate analog-to-digital converter (ADC) before being transmitted through the op-

tical fibre. Naturally a high-rate digital-to-analog (DAC)converter is required [108].

In contrast to the analogue-ROF family, the DOF subclass is immune to the sideband

cancellation phenomenon1, which occurs in the ROF system [109] [110] and additionally,

it is capable of avoiding both the inter-modulation distortions of the optical fibre as well

as the nonlinearity imposed by the optical components [111]. Naturally, these benefits

are typically achieved at an increased complexity and cost [106]. Additionally, multilevel

optical signaling transmission2 techniques [112] [113] may be applied, which are capable

1a fluctuation amplitude caused by the phase shift due to fibre dispersion.
2noncoherent multi-level amplitude and phase-shift keying.
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Figure 2.2: The structure of DOF link and ROF link.

of reducing the complexity of the optical receiver at the RA.Hence in this study we rely on

a DOF link. As a further benefit, RoF techniques also allow us to preprocess the DownLink

(DL) transmit signal for all the users in the central BS, before it is transmitted to the mobile

station (MS). Hence the RoF backhaul may also support the extension of BS cooperation

techniques to DASs.

The DOF and ROF system structures are shown in Fig. 2.2. In thecase of the DOF link

shown in Fig. 2.2a, the transmitted baseband data modulatesa stream of Gaussian-shaped

time-domain (TD) optical pulses, where an ideal optical modulator is assumed, which

does not impose any chirp3 on the optical pulse. Then the Gaussian-shaped TD optical

signalling pulses are transmitted through the optical fibre, which imposes both linear and

nonlinear distortions. At the RA, the optical signalling pulses output by a photo-detector

are converted back to the corresponding baseband electronic signals. By contrast, in the

case of the ROF technique shown in Fig. 2.2b, the transmittedbaseband signal is first

upconverted to the analogue RF carrier and the resultant signal is then used for modulating

a continuous-wave optical carrier. Hence, a simple RA maybeused, which converts the

signal from the optical carrier to the RF carrier for transmission over the wireless channel.

3a signal in which the frequency increases (’up-chirp’) or decreases (’down-chirp’) due to the dispersion

as the signal propagates.
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However, the ROF scheme may suffer both from the sideband cancellation phenomenon

detailed in [109] [114] and from the inter-modulation distortion imposed by the nonlinear-

ity of the optical components, as we mentioned above. Furthermore, the baseband DOF

model is appropriate for analysing the wireless system considered. Hence, we treat the

BS-RA-MS link as a composite channel, where the effects of the fibre-induced imperfec-

tions on the attainable throughput and the BER performance of the wireless channel can be

calculated, when applying both non-cooperative and cooperative processing techniques.

2.2.2 Characteristics of the Optical Fibre Channel

Based on our brief portrayal of the DOF and ROF techniques provided in Section 2.2.1,

we opt for invoking the DOF aided backhaul for the following reasons:

1. The up- and down-conversion of RF may be carried out with the aid of well- devel-

oped techniques at both the RA and the BS.

2. In the DOF link, the baseband signal is used for modulatingthe Gaussian-shaped

TD optical pulses. This technique may be able to avoid the above-mentioned side-

band cancellation phenomenon and inter-modulation distortion of the optical fibre as

well as the nonlinearity imposed by the optical components in the case of the ROF

technique;

3. The baseband DOF model is appropriate for analysing the wireless system consid-

ered.

Despite the above-mentioned advantages, the system’s performance is affected by the

fibre-induced imperfections. Hence, in this section, we briefly characterise the optical fibre

channel [83] [115]. Its linear effects are summarized in Fig. 2.3, while its nonlinear effects

are highlighted in Fig. 2.4, when optical pulses propagate along it.

2.2.2.1 Linear Effects

1. Fibre Loss. Usually, we take into account the fibre loss, which is due to the attenua-

tion, absorption, reflections, refractions, Rayleigh scattering and optical component

insertion losses.4 When the Gaussian-shaped TD optical pulses propagate alongthe

optical fibre, the average optical powerP of a bit stream is governed by Beer’s law

4The insertion losses is usually independent of wavelength which are imposed by the insertion of optical

components, such as couplers, filters, multiplexers/demultiplexers, and switches [115].
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Figure 2.3: Classification of linear effects in the optical fibre channel.

formulated as [83]dP/dz = −αP, whereα is the kilometric attenuation coeffi-

cient given by the ratio between the input powerPin and the output powerPout after

propagating over a length ofL.

Hence we have:

Pout = Pinexp(−αL), (2.1)

αdB = −10

L
log10(

Pout
Pin

) ≈ 4.343α, (2.2)

whereαdB is expressed in units ofdB/km. More explicitly, we havePoutPin
= exp(−αL)

from Eq. (2.1) which is substituted into Eq. (2.2), where we haveαdB = (10log10e)α ≈
4.343α. The lowest practical value of the fibre loss isαdB ∼ 0.2dB/km in the wave-

length region of1.55µm5, which was first achieved in 1979. The effects of fibre

loss may become serious for long-haul transmissions, but they may be substantially

reduced with the aid of erbium-doped fibre amplifier (EDFA) based repeaters [116].

2. Group-Velocity Dispersion. When Gaussian-shaped TD optical pulse propagates

along the optical fibre, the different spectral components of the pulse typically travel

at slightly different group velocities, which leads the pulses broadening. This phe-

nomenon is referred to as group-velocity dispersion (GVD),which is characterized

as [83]:

∆T =
d

dλ
(
L

vg
)∆λ = DL∆λ,

D =
d

dλ
(
1

vg
) = −2πc

λ2
β2, (2.3)

where∆T is the kilometic pulse broadening for a fiber of lengthL, λ is the wave-

length,vg is the group velocity,∆λ is the wavelength interval of the transmitted sig-

nal,c is the speed of light andβ2 is the GVD parameter. The dispersion parameterD

of Eq. (2.2) is wavelength-dependent and it is expressed in units of ps/(km · nm).

The effect of dispersion on the bit rateB may obey the criterionB∆T < 1, which

5The third-generation fiber-optic systems operated at1.55m
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may be substituted into Eq. (2.3), yielding:

BL|D|∆λ < 1. (2.4)

As an example, the wavelength-dependent dispersion parameterD becomes1ps/(k ·
nm), when a wavelength of1.3µm6 is applied. Hence, if the bitrate times fibre-

length product ofBL of a single-mode fibre (SMF) exceeds(1Tb/s) · km, the range

of wavelength∆λ may be reduced below1. Hence, in high-rate future communica-

tion networks, the GVD may become considerable in the network of Fig. 2.1. Usu-

ally the dispersion compensation technique [117] which satisfiesDL+DcLc = 0 is

applied for mitigating the dispersion effects. More explicitly, Dc andLc are the dis-

persion parameter and fibre length of the dispersion compensation fibre. However, it

is difficult to find a dispersion compensation fibre, which is capable of compensating

the dispersion exactly. Hence, in this thesis we take into account the effects of the

dispersion and model a composite channel of the optical fibreand of the wireless

communication medium.

3. Polarization EffectsPolarization is the term used for describing the orientation of the

electromagnetic field, when the waves propagate in free space or through the optical

fiber [83]. We may use orthogonal vertical and horizontal polarization. Ideally, the

core of the optical fibre has a perfectly circular symmetry, where the two orthogonal

polarizations travel at the same speed. However, the irregularities and imperfections

of the fiber, such as its non-circular, shape and its impurities, result in the two po-

larizations propagating at different speeds [118], which is termed as Polarization

Mode Dispersion (PMD). There are three polarization modes:linear polarization,

circular polarization and elliptical polarization. A SMF may be fed in a single po-

larization mode and in an ideal scenario its output is also inthe same polarization

mode. However, again, realistic fibers are imperfect. When transmitting light with

linear polarization over the fibre, it can be randomly changed to the above-mentioned

other two states, since different polarization modes travel at different group velocity,

which results in the input pulse broadening phenomenon. Typically, the PMD may

be ignored for pulse widths of> 10ps and only becomes a limiting factor, when

transmitting at a high bit rate over a long distance [83].

4. Amplifier Spontaneous Emission Noise. Optical amplifiers are widely used in state-

of-the-art optical fibre communication (OFC) systems, especially for long-haul sys-

tems, which can amplify the optical signal directly in the optical domain by stimu-

lated emission, rather than converting it back to electronic signals for amplification.

6The second generation of fiber-optic communication operated at1.3m
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However, the stimulated emissions typically also generaterandom noise by the phe-

nomenon of amplified spontaneous emission Noise (ASEN). TheASEN is usually

modeled as an independent complex-valued additive white Gaussion noise (AWGN).

More details about the physical mechanism of the optical amplifier and ASEN noise

can be found in [83].

2.2.2.2 Nonlinear Effects

Self−phase Modulation (SPM)

Cross−phase Modulation (XPM)

Four−wave Mixing (FWM)

Stimulated Brillouin Scattering (SBS)

Stimulated Raman Scattering (SRS)

Refractive Index Effects

Inelastic Scattering Effects

Nonlinear impairments

Figure 2.4: Classification of non-linear effects in the optical fibre channel.

The fibre nonlinearity plays an important role, when designing high capacity optical

fibre communication. Hence, an understanding of the variousnonlinear effects imposed

by the optical fibre is necessary. The nonlinearity effects may be classified in two cate-

gories, as shown in Fig. 2.4. Specifically, the inelastic-scattering phenomenon of Fig. 2.4

is due to the optical signals being transmitted at high powerlevels which then interact with

the phonons of the fiber medium. This phenomenon induces two important stimulated

effects, i.e. stimulated Brillouin scattering (SBS) [119]and stimulated Raman scattering

(SRS) [120]. The SBS effect generates coherent phonons and gives rise to a macroscopic

wave in the fiber, while the SRS effect generates non-coherent phonons, but no macro-

scopic wave [115]. The main difference between the SBS and SRS is that acoustic phonons

participate in SBS, while optical phonos participate in SRS[111]. Usually the SBS and

SRS effects are considerd in high-rate transmission system, which use an external modu-

lator [121] and continuous wave (CW) laser source [122].

By contrast, the refractive index effects of Fig. 2.4 (also termed as Kerr effect) pro-

duces three different kinds of effects, namely self-phase modulation (SPM), cross-phase

modulation (XPM), and four-wave mixing (FWM) defined as follows [83]:.

1. Self-phase Modulation. On SPM is encountered, when an ultra-short optical pulse

traveling through the fibre will result in a time varying refractive index for the

medium [111] [123]. This temporally varying refractive index fluctuation results

in a temporally varying phase change, leading to frequency chirping. The effects
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produced by nonlinear SPM and the linear dispersion phenomenon introduced in

Section 2.2.2.1 are complementary in nature and may mutually compensate each

other by the appropriate choice of the pulse shape and input power. The resultant

technique is known as the optical soliton [111], which is capable of facilitating for

the optical pulse propagate through the optical fibre without distortions. We will

invoke the optical soliton technique for creating a perfectfibre-based backhaul in

Chapter 4.

2. Cross-phase Modulation. XPM occurs, when two or more optical channels are

transmitted simultaneously in the same optical fibre, wherethe intensity of the co-

propagating optical pulses result in a varying the refractive index [111]. The to-

tal phaseshift caused by XPM depends on the total transmit power of all channels,

which ultimately impose interference on the optical signalof the neighboring chan-

nels, hence leading to pulse broadening [83]. The effects ofXPM can be reduced

by increasing the frequency-domain guard band, i.e. the wave-length difference

between the individual channels [124] and by selecting different bit-rates for the

adjacent channels [115].

3. Four-wave Mixing. FWM occurs, when three optical signals having different carrier

frequencies propagate through the fibre simultaneously7, which results in a fourth

signal having a fourth carrier frequency ofωijk = ωi + ωj + ωk [111]. In WDM

systems, the FWM may be avoided with the aid of sophisticateddispersion man-

agement techniques [83] or by employing unequal channel spacing for the sake of

ensuring that the undesired non-linear distortion products do not interfere with the

original signals [115].

2.3 The Composite Channel of a DOF-Aided Wireless Re-

laying System

By using the optical fibre for the BS to relay link, the relay istypically closer to the cell-

edge MS, hence providing an improved signal quality. Naturally, relaying is capable of

reducing the pathloss owing to the reduced distance from therelay to the MS, but it will

consequently increase the interference imposed on the adjacent cell’s MSs roaming near

7P = ε0(χ
1·E+χ2 : EE+χ3

...EEE+ · · · ), whereP is the total polarization induced by electric dipoles,

E is the electric field,χj is thejth order susceptibility which is a tensor of rank(j+ 1) andε0 is the vacuum

permitivity [111].
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the cell-center, which may use the same frequency as the current cell’s cell-edge MS in a

typical FFR arrangement. Against this background, in this chapter,we investigate three

different interference mitigation techniques designed for a realistically modeled optical fi-

bre based relay aided system in the context of the Shamai-Wyner interference model [125],

where we aim for improving the attainable throughput of the MS roaming at the cell-edge,

while minimising the interference imposed on the adjacent cell’s MS roaming near the cell-

center and using the same frequency-band. Recall that the cell-edge MS will not impose

interference on the adjacent cell’s cell-edge users, whichis an explicit benefit of the FFR

philosophy employed.

2.3.1 Optical Fibre Based Fixed Relay Aided System

2.3.1.1 Shamai-Wyner Interference Model

Let us focus our attention on investigating an optical fibre based fixed relay aided system

using the Shamai-Wyner interference model of [125] seen in Fig. 2.5, which illustrates two

partially overlapping circular cells having a radius ofR, each of which consists of three

120◦ sectors, where the distance between the BSO1 and BSO2 is O1O2 =
√
3R. We

assume that the serving cell isO1 and a cell-edge MS is placed at position ’a’ of Fig. 2.5

with the polar coordinates denoted by(θa, La) = [0,
√
3R/2], while the adjacent cell’s

near cell-center MS is placed at position ’c’ of Fig. 2.5 having the polar coordinates of

(θc, Lc) = (−π, R/2). For the sake of improving the throughput of the cell-edge MS

’a’, the relay is placed at position ’g’ described by the polar coordinates(θ, L). Hence,

the distances from the relay ’g’ to both MSs may be expressed as Da = (L2 + L2a −
2LLa cos θ)1/2 andDc = (L2 + L2c − 2LLc cos θ)1/2, respectively.

Having described the associated geometric properties, letus now characterize the in-

terference generated in the context of this system model. Again, let us assume that the

above-mentioned FFR regime is employed in the system, wherethe cell-center users of

both cells have access to the entire spectral resourcesF, while the cell-edge users have

access to only a third of the total bandwidth and are mutuallyorthogonal, hence we have

Fa ∩ Fc = ∅. For the cell-edge MS ’a’, relay aided transmission is required, where the

link from BSO1 to the relay is constituted by an imperfect optical fibre, while the last-mile

connection relies on wireless access. On the other hand, forthe cell-center MS ’c’, a direct

wireless link dispensing with relaying is established by the BSO2. Hence, the transmis-

sions from the relay to the cell-edge MS ’a’ impose interference upon the cell-center MS

’c’, and similarly, the transmissions from the BSO2 to its cell-center MS ’c’ also inflict
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interference upon the cell-edge MS ’a’.
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Figure 2.5: Wyner interference model of two cells with radiusR and FFR arrange-

ment.

2.3.2 Analysis of The Interference Mitigation Techniques
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Figure 2.6: System structure of DOF aided fixed relay.

Optical fibre channel: Before discussing the different interference mitigation tech-

niques considered, let us first describe the received SINR model of the link, where the

BSO1 transmits signalx via the realistic optical fibre aided relay ’g’ to the cell edge MS

’a’. The system structure of DOF link aided fixed relay is shown in Fig. 2.6. The signal

received at the relay after passing through the ’lossy’ optical fibre may be written as:

yg = Apx+ Ip + n f . (2.5)

More explicitly, we haven f ∼ CN (0, σf ) the complex-valued Additive White Gaussian

Noise (AWGN) isn f . Furthermore, the so-calledpulse-broadeningeffect of the optical
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fibre is also taken into account, where the pulse propagated over the fibre is subject to both

the peak power reduction and the Inter-Pulse-Interference(IPI) as illustrated in Fig. 2.7.

The peak power reduction is given by a factor ofAp = T0/(T
2
0 − iκ2L2)1/2 [126], where

T0 = 10ps represents the Half-Width-Half-Maximum (HWHM) of the initial Gaussian-

shaped TD signalling pulse, when the wavelength of light isλ = 1.55µm, κ = 20 ps2/km

is a constant. The IPI is accumulated as a result of the pulse broadening and it is a func-

tion of the optical fibre’s lengthL, which may be modeled as a linear function of the

distance yieldingIp = γL, with the kilometric IPI taken into account having dimension of

W1/2/km.

IPI

optical pulse

0

A(z,t)

t

transmit through optical fibre

Figure 2.7: Schematic of the optical pulse propagation through the optical fibre,

where IPI may be imposed by the optical pulse-broadening.

Wireless channelThis noise-contaminated signalyg in Eq(2.5) is normalised by a

power-scaling factorχ which compensates fir the fibre’s attenuation and then forwarded to

the destination, namely to the cell-edge MS through the wireless channel, where again the

power-scaling factorχ is employed in order to maintain a constant transmit power atthe

relay. The signal received over the wireless channel at the destination MS may be written

as

ya = ψgahgaχyg + Ia + n, (2.6)

whereψga, hga, Ia andn ∼ CN (0, σ0) represent the large-scale slow fading, small-scale

fast Rayleigh fading, the co-channel interference generated by cellO2 of Fig. 2.5 and the

complex-valued AWGN, respectively. Furthermore, the subscript (·)ij denotes the channel

spanning from point ’i’ to point ’ j’. More explicitly, we consider both the pathloss and

the shadowing component, which are given byψga = (D
−µ
1 10σs/10)1/2, whereµ and

σs denote the negative-exponential power-decay factor and the standard deviation of the

lognormal shadowing.

By definingA = Ap andN f = I2p + 2σ2
f as the equivalent optical fibre attenuation

factor and equivalent optical fibre noise power, the SINR of MS ’a’ in cell O1 in Fig. 2.5
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is given by:

γa =
(ψga|hga|χA)2

2σ2
0 + (ψga|hga|χ)2N f + (ψO2a|hO2a|)2

, (2.7)

where the second term and the third term in the denominator represent the noise generated

by the components in the lossy optical fibre and the co-channel interference generated by

the adjacent cell’s transmission. On the other hand, MS ’c’ near the cell-center ofO2

receives both the signal transmitted fromO2 via the wireless channel and the interference

imposed by the relay in cellO1. Hence the SINR at the input of the receiver of MS ’c’ in

cellO2 is given by:

γc =
(ψO2c|hO2c|)2

2σ2
0 + (ψga|hga|χ)2N f + (ψgc|hgc|χA)2

, (2.8)

where the second term and the third term in the denominator represent the noise generated

by the components in the lossy optical fibre and the co-channel interference generated by

the transmissions of the relay.

Fig. 2.8a shows the average SINR of both MS ’a’ and of MS ’c’ as afunction of

the position of relay ’g’ described by the distance ratio ofρ = L/R and the angular

rotation ofθ = 0 and IPI of the optical fibre is ranging fromγ = 0.2, 0.5, 0.7, where the

average was calculated for 1000 simulation runs using the parameters listed in Table 2.1.

It can be seen in Fig 2.8a that all SINR curves recorded for thecell-edge MS ’a’ are

monotonically increasing and saturate at high values of thedistance ratioρ. On the other

hand, all SINR curves plotted for MS ’c’ are monotonically decreasing with the distance

ratio ρ. These two distinct trends indicate the complementary characteristics experienced

by the two MSs, namely that increasing the SINR for one of the MSs will inevitably impose

an SINR degradation on the other MS. When the accumulated IPIis increased, the SINR

of the cell-edge MS ’a’ of Fig. 2.8a decreases dramatically,while that of the cell-center

MS ’c’ of Fig. 2.8a is slightly reduced. Since pulse-broadening is on the order of pico-

seconds, which is substantially lower than the signalling interval typically being on the

order of nano-seconds, hence in this chapter we simply assume that no IPI is observed,

namely that we have a kilometeric pulse-broadening ofγ = 0.

2.3.2.2 Interference Mitigation Techniques

Intuitively, as detailed in the context of Fig. 2.8a, placing a relay close to the cell-edge

MS will improve its reception quality, while imposing increased interference upon the

neighbouring cell. Hence the natural design methodology ofa relay aided system is to

improve the throughput of the cell-edge MSs, while minimising the throughput reduction
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Figure 2.8: SINR of both the cell-edge MS ’a’ and the cell-center MS ’c’ of

Fig 2.5. having different amount of IPI as a function of the distance ratioρ in

Fig. 2.8a and employing different interference mitigationtechniques and assum-

ing no IPI that imposed by the optical fibre, i.e. we haveγ = 0 in Fig. 2.8b.
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inflicted upon the neighbouring cell owing to the increased interference. Let us now dis-

cuss three different interference mitigation techniques,namely a beneficial reduced-power

transmission technique, the classic eigen-beamforming technique and a hybrid combina-

tion of them.

1. Reduced-power techniqueThe signal received at the relay after passing through

the ’lossy’ optical fibre of Eq. (2.5) is also written asyg = Ax+ N
(
f
1
2), whereA

andN f are the equivalent optical fibre attenuation factor and the equivalent optical

fibre noise power as defined in Eq. (2.5). This ’green’, reduced-power technique

refers to the arrangement, where the transmit power of the relay is scaled down by

the normalisation factor of

χ = β/(A2 + N f )
1/2 (2.9)

with β ∈ (0, 1]. The underlying principle of this technique is that the interference

imposed on MS ’c’ of Fig. 2.5 may be substantially reduced by the reduction of the

relay’s transmission power. This technique becomes identical to the classic direct-

relaying, when we haveβ = 1 in eq(2.9).

2. Eigen-beamforming techniqueIt belongs to the family of smart antenna aided in-

terference mitigation techniques, transmitting a narrow beam towards the desired

user instead of the conventional omni-directional or sectorized transmission. It re-

quires short-term or long-term Channel State Information (CSI) provided by the MS

via a feedback channel, where the achievable performance isheavily dependent on

the accuracy of the CSI estimated at the MS, which is then predicted into the future

at the relay. In this chapter, we stipulate the simplifying assumption that the instanta-

neous CSI is perfectly known at the relay’s transmitter antenna, which is a uniformly

spaced linear array of four antenna elements, while the two MSs are equipped with a

single receive antenna. Again, the eigen-beamforming technique [81] is considered,

where the transmit antenna array weights are given by the eigenvectorv ∈ C4×1

corresponding to the largest eigenvalue of the spatial channel’s covariance matrix in

the Multiple Input Single Output (MISO) system, considered. Explicitly, this corre-

sponds toHga ∈ C1×4, whereHga represents the channel matrix. As a result, the

equivalent fast-fading channels becomehga = Hgav andhgc = Hgcv, respectively.

Hence the channel’s magnitude|hga| is maximised, while|hgc| remains the same.

The underlying principle of this technique is that by transmitting in the direction

associated with the maximum equivalent channel gain of|hga|, the received SINR

of the cell-edge MS ’a’ is improved at a given transmit power,while the co-channel

interference imposed on MS ’c’ remains unchanged.
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3. Hybrid technique We may combine the benefits of the above two techniques, lead-

ing to a hybrid technique. Specifically, the co-channel interference imposed on MS

’c’ of Fig. 2.5 may be mitigated by the above-mentioned reduced-power solution,

while the resultant degraded SINR at the cell-edge MS ’a’ of Fig. 2.5 imposed by the

reduced-power transmission may be compensated by the eigen-beamforming gain

of our directional technique, because it enhances the SINR of the cell-edge MS ’a’,

while at the same time maintaining a reduced co-channel interference.

Fig. 2.8b shows the average SINR of both MS ’a’ and of MS ’c’ as afunction of

the position of relay ’g’ described by the distance ratio ofρ = L/R and angular

rotation ofθ = 0, while assuming that no IPI is imposed by the optical fibre, i.e. we

have a kilometeric pulse broadening ofγ = 0. The SINR average was calculated for

1000 simulation runs using the parameters listed in Table 2.1. When comparing the

above-mentioned three interference mitigation techniques with respect to the classic

benchmarker curves represented by the solid lines of Fig 2.8b, it is clearly seen that

employing the eigen-beamforming technique represented bythe dashed lines of Fig

2.8b improves the SINR of the cell-edge MS ’a’, while maintaining the SINR of the

cell-center MS ’c’. By contrast, employing the reduced-power technique represented

by the dash-dot lines of Fig 2.8b, when transmitting at a quarter of the full power,

namely usingβ = 1/2, substantially improves the SINR of the cell-center MS

’c’ by sacrificing the SINR of the cell-edge MS ’a’. By amalgamating the benefits

of both techniques, the hybrid solution represented by the dotted lines of Fig 2.8b

leads to both a beneficial SINR improvement for MS ’c’ and to a noticeable SINR

improvement for the cell-edge MS ’a’. This figure has to be contrasted to Fig. 2.8a,

where no interference mitigation was used.

2.3.2.3 System Throughput

Although different interference mitigation techniques result in different SINR character-

istics with respect to the relay’s position, the ultimate system performance metric is the

achievable throughput. This is because an increased SINR does not necessarily lead to

an increased throughput in the absence of adaptive transceivers, hence transmitting at a

power higher than absolutely necessary for achieving the required throughput is irrational.

The throughput of the system may be defined as the maximum successfully transmitted

information rate, which is referred to as the system’sgoodputgiven by:

η(γ) = RMRC[1− Pb
bl(γ)], (2.10)
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whereRM andRC denote the rate of the modulation scheme and channel code, respec-

tively, while Pb
bl represents the BLock Error Rate (BLER) corresponding to theparticular

Modulation and Coding Scheme (MCS) employed. More explicitly, the goodput repre-

sents the fraction of error-free by received transmission blocks. In this chapter, we as-

sume that Bit Interleaved Coded Modulation (BICM) [127] is employed, which relies on

high-throughput M-ary Quadrature Amplitude Modulation (QAM) [128], where we have

M = 2b andb = 2, 4, 6 represents the number of bits per QAM symbol, namely the rate

RM = b.

Again, we employ M-ary QAM combined with Rate Compatible Punctured Turbo

Codes (RCPTC) [129] having six selected MCSs, namely Mode1, . . . , 6 of

[RM, RC] = [(2, 1/2), (2, 3/4), (4, 1/2), (4, 3/4), (6, 2/3), (6, 6/7)], (2.11)

where the first number in the round bracket specifies the modulation scheme, while the

second the overall coderate.

In practice, obtaining the BLER curves for all the MCSs by simulation is time-consuming,

especially in our multicell multiuser system-level evaluations. Let us hence circumvent

this time-consuming process with the aid of a more efficient semi-analytical process.

We commence by briefly highlighting the derivation of the BLER Pbl(b,γ) of a 2b-ary

QAM aided BICM scheme based on the BLERPbl(b = 1,γ0) of a BPSK modulated

BICM scheme transmitting over an AWGN channel, where onlyPbl(b = 1,γ0) is eval-

uated by simulation. To this effect, we first define the appropriate base-lineSINR γ0

as that of a binary BPSK scheme, at which we have the same BLER as an arbitraryb-

bit/symbol modem, which would typically require an SINR ofγ > γ0, i.e. where we

havePbl(b,γ) = Pbl(b = 1,γ0). We note that the above-mentioned BLER equality holds

only, when the mutual information per bit output by the demodulator obeys the relation

of I(b,γ) = I(b = 1,γ0). This is becauseI serves as the input of the channel decoder,

and as long asI remains the same, the ultimate BLER also remains the same. Hence, the

mutual informationI per bit may be expressed as [127]:

I(b,γ) = 1− 2−b

b

b

∑
i=1

Ew ×
{
ln

[
1+

b

∑
j=1,j 6=i

exp

(
−|uj − ui +w|2 − |w|2

1/γ

)]}
, (2.12)

wherew ∼ CN (0, 1/2γ) is the complex-valued zero-mean Gaussian noise process and

u ∈ A represents the constellation points in the QAM alphabet, with theith bit A being

represented byui, i ∈ [1, b]. When fixing the mutual information per bit asI(b,γ) =
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I(b = 1,γ0), we may find thebase-lineSINR γ0 for b = 1, where this BPSK modulated

scheme achieves the same per-bit mutual information (MI)I as a higher-throughput2b-

ary QAM-aided BICM scheme. More explicitly, since the MI perpit I(b = 1,γ0) is a

monotonically increasing function ofγ0, its unique inverse exists. Hence thisbase-line

SINR γ0 may be expressed as the inverse-functionγ0 = I−1[b = 1, I(b,γ)]. This reveals

the relation betweenγ andγ0, hence allowing us to find the BLERPbl(b,γ) of a 2b-ary

QAM-aided BICM scheme from that of the simulated BLER of a BPSK modulated BICM

scheme, i.e. fromPbl(b = 1,γ0), which may be formulated as:

Pbl(b,γ) = Pbl

{
b = 1, I−1[b = 1, I(b,γ)]

}
. (2.13)

As a result, the BLERPbl(b,γ) of the above MCSs may be obtained with the aid of

Eq (2.13), wherePbl(b = 1,γ0) is obtained from the Monte-Carlo simulation of a BPSK

modulated BICM scheme employing the above-mentioned RCPC having constituent code-

rates ofRC = [1/2, 3/4, 2/3, 6/7] in an AWGN channel. Finally, the associated effective

throughputη(γ) of Eq (2.10) expressed in terms of ’bits/s/Hz’ may be obtained by assum-

ing a Nyquist roll-off factor of zero.

The associated throughput is illustrated in Fig 2.9 in termsof ’bits/s/Hz’, assuming a

Nyquist roll-off factor of zero andPb
bl, b = 1 is obtained by Monte-Carlo simulation of the

RCPTC of rateRC = [1/2, 3/4, 2/3, 6/7] employing BPSK modulation in an AWGN

channel.

2.3.3 Performance Evaluation

The throughput calculation introduced in Section 2.3.2.3 facilitates the throughput analysis

of different interference mitigation schemes as a functionof the relay’s position ratioρ and

θ = 0, when assuming that no IPI is imposed by the optical fibre, i.e. we haveγ = 0,

as seen in Fig 2.10. The SINRγ was averaged over 1000 simulation runs and then it

was substituted into Eq (2.10) and Eq (2.13), while the simulation parameters are listed in

Table 2.1.

2.3.3.1 Throughput of the Classic Direct-Relaying Scheme

The well-recognized SINR tradeoff between the cell-edge MS’a’ and cell-center MS ’c’

was demonstrated in Fig 2.8b for all three schemes of Section2.3.2.2 employed for relay

aided transmission. This translates into the usual throughput tradeoff, where increasing

the throughput of one of the MSs results in the throughput reduction of the other. For
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Figure 2.9: The throughput of the BICM schemes employing M-ary QAM com-

bined with RCPC having the MCSs[RM, RC]. These curves were extracted

from [127].

Table 2.1: Simulation parameters, which are based on the 3GPP-LTE standard [1].

Optical fibre channel assuming IPIγ

Urban Macro BS to BS distance O1O2 = 3 km

Inverse-power decaying pathloss factor µ = 4

Shadowing standard derivation σs = 8 dB

Normalised optical fibre link SNR 10 dB

Normalised wireless link SNR 2 dB

QAM M = 2b, b = 2, 4, 6

RCPC code [RM, RC] = [(2, 1/2), (2, 3/4),

(4, 1/2), (4, 3/4), (6, 2/3), (6, 6/7)]

Rm = b, Rc is code rate
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the classic scheme using no interference mitigation the throughput of MS ’c’ drops from

η = 2.7 bits/s/Hz toη = 0 bits/s/Hz, as the ratioρ increases along the x-axis. By contrast,

the throughput of MS ’a’ increases fromη = 0 bits/s/Hz toη = 2 bits/s/Hz, attaining the

maximum throughput at the position ratio ofρ = 0.5.

2.3.3.2 Throughput of the Eigen-Beamforming Technique

As seen in Fig. 2.8b, the eigen-beamforming technique is capable of increasing the SINR

at MS ’a’, when compared to the classic direct-relaying technique. Hence we may ob-

serve a throughput improvement, when the position ratioρ is low and hence the maximum

throughput ofη = 2 bits/s/Hz is achieved, provided that the relay is positioned farther

away from the cell-edge MS, namely at the position ratio ofρ = 0.27. However, since

the total transmission power remains unchanged for this technique, the co-channel inter-

ference remains the same as for the classic direct-relayingtechnique and the throughput of

MS ’c’ also remains the same.

2.3.3.3 Throughput of the Reduced-Power Technique

When considering the reduced-power ’green’ technique and comparing it to the classic

direct-relaying technique, we may expect a right shift of the throughput curves of both MS

’a’ and of MS ’c’, simply because the transmission power is reduced to one fourth of the

full power, namely we haveβ = 1/2. It can be seen in the third plot of Fig 2.10 that the

maximum achievable throughput of the cell-center MS ’c’ becomesη = 3 bits/s/Hz and

is kept constant, when the position ratio is in the range ofρ ≤ 0.4. The throughput is then

gradually reduced toη = 1 bits/s/Hz, whenρ is increased. This substantial improvement

of the cell-center throughput compared to the classic technique is achieved at the cost of a

reduced cell-edge throughput for MS ’a’, which attains a maximum of η = 2 bits/s/Hz at

ρ = 0.6.

2.3.3.4 Throughput of the Hybrid Technique

All the above techniques are capable of attaining the same maximum throughput ofη =

2 bits/s/Hz for the cell-edge MS ’a’, while maintaining the same throughput ofη = 2

bits/s/Hz for the cell-center MS ’c’. The only difference occurs at the position of the relay.

In this respect, we must not conclude that the eigen-beamforming technique or the reduced-

power technique is superior to the classic direct-relayingscheme. In fact, the employment

of both techniques may be viewed as redundant. This is why theSINR characterized in
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Fig 2.8b is not the ultimate performance metric.

When combining the benefits of both the eigen-beamforming technique and of the

reduced-power technique, the throughput of the cell-center MS ’c’ is substantially in-

creased, similarly to the reduced-power technique, while the throughput of the cell-edge

MS ’a’ is maintained, as in the case of the classic technique.This is because the throughput

reduction of the cell-edge MS ’a’ imposed by the reduced-power technique is compensated

by the eigen-beamforming gain, which does not impose additional co-channel interference.

Hence the hybrid technique is capable of improving the throughput of the cell-edge MS

upto its maximum ofη = 2 bits/s/Hz, while at the same time maintaining the maximum

attainable throughput of the cell-center MS, which is seen to beη ≈ 3 bits/s/Hz in the

fourth plot of Fig 2.10 at the position ratio ofρ = 0.45. This justifies the superiority of the

hybrid technique compared to the other techniques.

2.3.3.5 Effects of IPI

When the IPI is taken into account and we haveγ = 0.2, the throughput of the cell-edge

MS ’a’ is shown in the first plot of Fig 2.11, which obeys similar trends to the no IPI

scenario shown in the fourth plot of Fig 2.10. More particularly, at the relay position ratio

of ρ = 0.45, the throughput of cell-edge MS ’a’ associated withγ = 0.2 is slightly lower

than that of the no IPI scenario, i.e. we haveη < 2 bits/s/Hz. However, whenγ = 0.5 is

considered, as shown in the second plot of Fig 2.11, the cell-edge MS ’a’ employing the

hybrid technique suffers from a dramatic throughput reduction compared to the fourth plot

of Fig 2.10. The reduction of the cell-edge throughput is imposed by the SINR reduction,

when IPI is encountered, evidenced by as shown in Fig 2.8a. Hence, we may conclude

that as long as the IPI is not severe, e.g. we haveγ < 0.2, the hybrid technique remains

effective.

In conclusion, we considered both the SINR as well as throughput tradeoffs between

supporting a cell-center MS and a cell-edge MS using a lossy optical fibre based fixed-relay

aided and FFR assisted interference limited wireless system, where the Shamai-Wyner cel-

lular model of [130] was employed and three interference mitigation techniques were in-

vestigated. Our simulation results demonstrated that the reduced-power technique and the

eigen-beamforming arrangement are only capable of improving either the throughput of

the cell-center MS or of the cell-edge MS, while the hybrid technique is capable of max-

imising the throughout of the cell-edge MS without imposingany throughput reduction on

the cell-center MS.
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Figure 2.10: Throughput of different interference mitigation techniques compared

to the classic technique relying on no interference cancellation as a function of

the position ratioρ and assuming that no IPI is inflicted by the optical fibre, i.e.

we haveγ = 0. The system parameters were listed in Table 2.1, while the MS

positions were shown in Fig. 2.5. Subfigures from the top to the bottom represent

the classic no-cancellation based scheme, the eigen-beamforming, the reduced-

power and the hybrid schemes of Section 2.3.2.2, respectively.
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Figure 2.11: Throughput of the hybrid technique of Section 2.3.2.2 as a function of

the position ratioρ and assuming the presence of IPI imposed by the optical fibre,

associated withγ = 0.2, 0.5. The system parameters were listed in Table 2.1,

while the MS position were shown in Fig. 2.5. The subfigures represent the hybrid

schemes of Section 2.3.2.2.

2.4 Chapter Conclusions

In this chapter, we proposed and characterized a network-architecture relying on an optical

fibre backhaul supported by the DAS of Fig. 2.1. In Section 2.2.1, we briefly highlighted

two typical optical backhaul techniques, namely the DOF of Fig. 2.2a and the ROF of

Fig. 2.2b. We then dedicated our attention to the DOF link forthe reasons detailed in

Section 2.2.1.

1. The Up-and down-conversion of RF signals relies on well-developed techniques,

which may be applied both at the RA and at the BS;

2. In the DOF link, the baseband signal is mapped to TD Gaussian-shaped optical

pulses, which may avoid the sideband cancellation phenomenon and inter-modulation

distortion of the optical fibre, as well as the nonlinearity imposed by the optical com-

ponents in the case of the ROF technique;

3. The baseband DOF model is appropriate for analysing the wireless system model

considered.
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More explicitly, we modelled the DOF link based on the optical pulse propagation theory

of [83], which suffers from a range of fibre-induced imperfections, as summarized the

linear effects in Fig. 2.3 and nonlinear effects in Fig. 2.4 in Section 2.2.2 as following:

1. Fibre loss;

2. Group-velocity dispersion;

3. Polarization Effects;

4. Amplified spontaneous Emission Noise;

5. Nonlinear effects: SPM, XPM and FWM;

Since a realistic fibre suffers from the above-mentioned linear and nonlinear imper-

fections, we will use the Nonlinear Schrödinger (NLS) equation [111], which takes into

account both the linear and nonlinear effects imposed when the optical pulse is propagating

through the optical fibre as discussed in Chapter 3 and Chapter 4.

In Section 2.3, a DOF link was used for connecting the BS to a fixed relay and the case

of Shamai-Wyner interference model of two cells was combined with the FFR arrangement

of Fig. 2.5. A fixed relay may be allocated close to the cell-edge, in order to reduce the

pathloss and to improve the signal quality, but it will consequently increase the interference

imposed on the adjacent cell’s MSs roaming near the cell-center, which may use the same

frequency as the current cell’s cell-edge MS in the FFR arrangement of Fig. 2.5. Hence,

we jointly considered the DOF link aided fixed relay and the wireless channel between the

relay and the MS, where the IPI characterized in Eq (2.5) and induced by optical pulse

broadening was also taken into account, as shown in Fig. 2.11. The three different interfer-

ence mitigation techniques considered in Section 2.3.2.2 were characterized in Fig. 2.10.

The results are corresponding summarized in Table 2.2:

1. Eigen-beamforming may only improve the throughput of thecell-edge MS;

2. The reduced-power technique may improve the throughput of the cell-center MS,

but reduces that of the cell-edge MS;

3. The hybrid arrangement of combing both eigen-beamforming and the reduced-power

technique may improve the throughput of the cell-edge MS without reducing that of

the cell-center MS;
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Table 2.2: Throughput of the MS in the cell-edge area and cell-center area, when

relying on the interference mitigation techniques of Section 2.3.2.2. The the posi-

tion of the RA is arranged be close to the cell-edge area, namely at L = 0.7. The

topology is shown in Fig. 2.5 and the parameters are summarized in Table. 2.1

“a” in cell-edge area “c” in cell-edge area

γ = 0

Classic 2bits/s/Hz 1 ∼ 2bits/s/Hz

Beamforming 2bits/s/Hz 1 ∼ 2bits/s/Hz

Reduced-power 2bits/s/Hz 2bits/s/Hz

Hybrid 2bits/s/Hz 2bits/s/Hz

γ = 0.2

Hybrid 2bits/s/Hz 2bits/s/Hz

γ = 0.5

Hybrid 1bits/s/Hz 2bits/s/Hz

4. In the urban macro-cellular scenario, where the parameters are shown in Table 2.1

and the Relay is located close to the cell-edge area atL = 0.7R, the effect of IPI is

not severe, when we haveγ < 0.2.



Chapter 3
Distributed Antennas for the Fractional

Frequency Reuse Aided Multicell,

Multiuser Downlink

3.1 Introduction

Based on the composite channel model of the DOF aided wireless relay system of Sec-

tion 2.3.1, which considered the linear distortion imposedby the optical fibre channel and

the CCI of the two adjacent cells, in this chapter we use a morecomprehensive optical fibre

channel model, which calculates both the linear and nonlinear distortion imposed by the

fibre. Furthermore, we consider a more practical cellular topology of two tiers of nineteen

cells relying on the FFR and DAS arrangement of Fig. 3.1. We will quantity the through-

put of the entire cellular area. The classic UFR pattern of Fig. 1.1a may be applied by

wireless systems in order to maximize the attainable area spectral efficiency (ASE), albeit

its employment is only feasible at the cost of increasing theCCI level, hence the UFR typi-

cally exhibits a low throughput at the cell-edge. As a remedy, the FFR [131] philosophy of

Fig. 1.1b may be invoked, which reduced the CCI at the cell-edge at the cost of a reduced

ASE. Hence the FFR scheme is capable of improving the cell-edge SINR [132]. As a re-

sult, FFR has also been adopted in the Third Generation Partnership Project’s (3GPP) Long

Term Evolution (LTE) initiative [95] and in the Worldwide interoperability for Microwave

Access (WiMAX) [96] system.

By contrast, a DAS improves the cell-edge throughput by placing the remote an-

tennas (RA) [133] more close to the cell-edge terminals, hence naturally reducing the

pathloss [134]. However, the reduced pathloss will increase the interference imposed on
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the cell-edge terminals served by the neighbouring RAs. In practice only those MSs can be

granted a high throughput, which roam in the vicinity of the RA. When the MS is roaming

near the angle halfway between two adjacent RAs [39], its throughput is reduced, hence we

will refer to this as the ’worst-case direction’ problem. Asa potential remedy, cooperative

processing techniques which have been considered for Base Stations (BS) [132] [135] may

be adopted for the DAS scenario considered in order to mitigate the Inter-RA-Interference

(IRI), especially in the worst-case direction. The family of BS cooperation techniques is

capable of efficiently mitigating the CCI, hence it was also considered as a candidate for

next generation wireless networks by the 3GPP organization[1]. However, the family of

BS cooperation techniques still relies on the classic architecture of a single centralized

BS covering the entire cell, where the pathloss-and shadow-fading induced problem of the

cell-edge users may not be readily solved. Hence, in order toachieve a high throughput

for the entire cellular area, especially for the cell-edge terminals, we propose to combine

DASs with cooperative BS processing techniques.

For the practical application of DASs, the connection between the BS and RAs may

be coaxial cable, optical fibre or a radio frequency link [104] [105]. The Radio over Fi-

bre (ROF) [99] transmission technique may also be used for the central BS to RA links,

which is more reliable than a wireless backhaul, albeit it isalso more costly. The ROF

techniques may be classified into the broad categories of digital over fibre (DOF) [136]

and analogue-ROF [108] [106]. In the case of DOF systems it isthe wireless baseband

signal that is transmitted through the optical fibre, while in the case of an analogue-RoF

system, the modulated wireless radio frequency (RF) signalis conveyed through the opti-

cal fibre. In the recent literature, another type of so-called digitized RF-over Fibre (DROF)

system [107] was also proposed, where the modulated wireless RF signal is digitized by a

high sampling-rate ADC before being transmitted through the optical fibre. More explic-

itly, the optical modulation depth of the digitized-RFoF approach is 100% [107], while that

of the analog-RoF is lower [108]. In contrast to the analog-ROF family, the DOF subclass

is immune to the sideband cancellation phenomenon, which occurs in the analog-ROF

system [109] [110] and capable of avoiding both the inter-modulation distortions of the

optical fibre as well as the nonlinearity imposed by the optical components, but this is typ-

ically achieved at an increased complexity and cost [106]. Additionally, optical multilevel

DOF signalling transmission techniques [112] [113] may be applied, which are capable of

reducing the complexity of the optical receiver at the RA. Hence in this study we invoke

DOF techniques. As a further benefit, DOF techniques also allow us to preprocess the

DownLink (DL) transmit signal for all the users in the central BS, before it is transmitted

to the mobile station (MS). Hence the DOF backhaul may also support the extension of
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BS cooperation techniques to DASs. Furthermore, when aiming for supporting Gigabit-

transmissions, which is the goal of LTE-Advanced (LTE Release10) [91], these high-rate

systems may suffer from the effects of dispersion and nonlinearity imposed by the optical

fibre links of the DASs [36]. Hence jointly considering the effects of DOF and wireless

links becomes important, when analyzing the performance ofDAS systems designed for

LTE-Advanced applications.

Our outline and novel contributions in this chapter may be summarised as follows:

Against this background, in this chapterwe quantify the attainable throughput across

the entire cellular coverage area in a multicell, multiuserscenario, when employing coop-

erative techniques beneficially combined both with realistically modelled imperfect optical

fibre aided DASs as well as with FFR. More explicitly, we introduced the Split-Step Fourier

(SSF) method [111] to analyse how the dispersion and nonlinearity of the optical fibre link

affect the throughput of the cell-edge area.

1. Although the dispersion of the optical signalling pulse may be viewed as an un-

desirable imperfection of a pure optical fibre system, ironically, it might result in

beneficial throughput enhancements in the cell-edge area ofthe non-cooperative RA

aided FFR system. This is because the dispersion-induced attenuation of the optical

signalling pulses may be capable of mitigating the IRI in themulticell, multiuser

scenario. However, we will demonstrate that due to the worst-case direction prob-

lem caused by the IRI, the non-cooperative RA aided FFR system may not always

lead to an improved attainable throughput in the entire cell-edge area.

2. We will also demonstrate that employing a single omni-directional transmit antenna

at each RA and a single receive antenna at each MS, but jointlydesigning the Trans-

mit PreProcessing (TPP) matrix of all the cooperative RAs combined with FFR is

capable of achieving an increased throughput for the entirecell-edge area, regardless

of the specific geographic distribution of the users. Furthermore, even though con-

ventional cooperative signal processing techniques are unable to directly mitigate the

optical fibre receiver’s self-inflicted noise, the proposedcooperative RA-aided FFR

system exhibits a higher attainable throughput than conventional non-cooperative

FFR aided systems, especially in the worst-case direction.

This chapter is organised as follows. In Section 3.2 we introduce the multicell mul-

tiuser topology considered, describe the imperfect optical fibre model. In Section 3.3.1,

we outline the received signal model of the non-cooperativeDAS combined with our FFR

aided system. In Section 3.3.2 we introduce several cooperative linear processing tech-
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Figure 3.1: The topology of two tiers of nineteen cells relying on a FFR and DAS

arrangement, whereNr = 6 RAs are employed. The structure of the cells in tier

two is the same as the ones in tier one. This system is significantly more realistic

than the two-cell system of Chapter 2 seen in Fig. 2.5.

niques, while we present our link level results recorded fora range of practical modulation

and coding schemes followed by our performance evaluationsin Section 3.4. Finally, we

conclude our discourse in Section 3.5.

3.2 System Description and Optical Fibre Modelling

3.2.1 Multicell, Multiuser System Topology

The multicell multiuser scenario based on the FFR scheme is illustrated in Fig. 3.1, which

consists of two tiers of nineteen hexagonal cells [137] surrounding the central BSB0,

whereB0 is assumed to be located at the origin. We assumesymmetry, where every cell

has the same system configuration and focus our attention on cell B0 of Fig. 3.1 without

any loss of generality. The frequency partitioning strategy of the total available bandwidth

F is characterzed byFc ∩ Fe = ⊘, whereFc andFe represent the cell-centre’s frequency

band and the cell-edge’s frequency band, respectively.Fe is divided into three orthogonal

frequency bandsFi, i ∈ [1, 3], exclusively used at the cell-edge of one of the three adjacent
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cells.

To simplify the structure, we assume that the number of active MSsNm and RAsNr

is the same (Nm = Nr), which implies that each RA may support a single MS. The users

are assumed to be randomly distributed in the cell-edge area, and a total ofNm MSs are

roaming at any pointZi, as described by the polar coordinates of[θZi, LZi], i ∈ [1,Nm].

A total of Nr RAs are employed in each cell described by its polar coordinates denoted by

[θRi, LRi] = [2π(i − 1)/Nr , d], i ∈ [1,Nr]. Likewise, the BSs in tier-one are described

by their polar coordinates of[θBj, LBj] = [2π(j − 1)/6,
√
3R], j ∈ [1, 6] and the polar

coordinates of the BSs in tier-two may also be readily obtained from the underlying simple

geometry.

Table 3.1: Topology parameters.

DAS aided FFR Location Polar coordinates

RA cell-edgeRi [θRi
, LRi

] = [2π(i − 1)/Nr , d]

i ∈ [1,Nr]

BS B0 origin

tier-one [θBj, LBj] = [2π(j− 1)/6,
√
3R]

j ∈ [1, 6]

MS Zi [θZi
, LZi

]

i ∈ [1,Nm], roaming randomly

3.2.2 Imperfect Optical Fibre Model

Fig. 3.2 shows a single optical fibre link spanning from the BSto the RA. The transmit-

ted baseband data is used to modulate a stream of optical Gaussian pulses, where an ideal

optical modulator is assumed, therefore it does not impose any chirp on the optical pulse.

Then the optical signalling Gaussian pulses are transmitted through the optical fibre, which

imposes both linear dispersion and nonlinear distortions.However, when transmitting op-

tical Gaussian signalling pulses through the fibre, the DOF system remains immune to the

sideband cancellation phenomenon, which persists in the ROF system [109]. Nonetheless,

some fibre-induced imperfections still persist in the DOF system, as is discussed late in

this chapter.

In order to investigate the system topology of Fig. 3.1 introduced above, we assume that

the links from BSB0 of Fig. 3.1 to the RAs are constituted by a realistic imperfect optical

fibre, rather than simply assuming a perfect optical fibre. The phase rotation imposed

by the optical fibre link on the modulated signal constellation diagram is supposed to be
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Figure 3.2: System architecture of the DOF link, showing a single optical fibre

link spanning from the BS to the RA. The transmitted basebanddata is used to

modulate a stream of optical Gaussian pulses, where an idealoptical modulator

is assumed, therefore it does not impose any chirp on the optical pulse. Then the

Gaussian-shaped TD optical signalling pulses are transmitted through the optical

fibre, which imposes both linear and nonlinear distortions.At the RA, after an

ideal photo-detector, the optical signalling pulses are converted back to the cor-

responding baseband electronic signals, which was repeated from Fig. 2.2a for

convenience.

compensated, hence in this chapter we only considered the fibre-induced imperfections

imposed on the modulated signal’s amplitude. Hence, the signal received at the RAi after

passing through the realistically modelled optical fibre may be written as:

si = ALxi + n f , (3.1)

whereAL, xi andn f ∼ CN (0, σ2
f ) represent the received amplitude of the optical pulse

after passing through the optical fibre having a total lengthof L, the transmitted signal and

the complex-valued Additive White Gaussian Noise (AWGN), respectively. Furthermore,

the so-calledpulse-broadening(PB) effect caused by the fibre-induced dispersion [83]

may not impose a significant performance limitation in pure optical fibre links, since the

Inter-Pulse-Interference (IPI) of Eq. (2.5) may be negligible for the transmission of the

relatively low-rate baseband signal through the DOF link. However, the PB additionally

imposes an attenuation of the optical signalling pulse, which may affect the attainable

throughput of the cell-edge area, when considering our DOF aided DAS combined with

FFR in a multicell, multiuser scenario.

In contrast to the IPI of Eq.(2.5), in this chapter we will elaborate on our optical fibre

model a little further. Explicitly, we introduce the parameter AL, which takes into account

the fibre’s kilometric attenuation, its dispersion and the fibre’s nonlinearity characterized
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by the generalized Nonlinear Schrödinger (NLS) equation [111] expressed in the form of:

∂A

∂z
=

(
β3

6

∂3

∂t3
− iβ2

2

∂2

∂t2
− α

2

)

︸ ︷︷ ︸
D̂

A

+ iξ

(
|A|2 + i

ω0

1

A

∂

∂t

(
|A|2A

)
− TR

∂|A|2
∂t

)

︸ ︷︷ ︸
N̂

A, (3.2)

whereA(z, t) is the Gaussian-shaped TD signalling pulse envelope, whichis a function

of both the timet and of the propagation distancez. The termD̂ characterizes the dis-

persion and fibre loss effects, whilêN characterizes the nonlinearity effects, as the pulse

propagates along the optical fibre. Still considering Eq (3.2), in the termD̂, α represents

the fibre attenuation,β2 is the group-velocity dispersion (GVD) parameter, andβ3 is the

third-order dispersion coefficient, which becomes significant for ultra-narrow signalling

pulses, as detailed in [83]. Considering the term̂N in Eq (3.2),ξ describes the fibre’s

nonlinearity,ω0 is the angular frequency of the carrier wave andTR is related to the slope

of the Raman gain spectrum, as detailed in [111]. In the case of having a pulse width

of T0 > 5ps which is typical for telecommunication fibres [111], the first term ofD̂ and

the last two terms of̂N may be neglected [111]. These simplifications allow us to focus

our attention on the nonlinearity and dispersion effects inthis chapter, hence the fibre loss

parameter is assumed to beα = 0. Then Eq (3.2) may be further simplified to:

∂A

∂z
=

(
−i

β2

2

∂2

∂t2
+ iξ|A|2

)
A =

(
D̂′ + N̂ ′

)
A, (3.3)

where the termŝD′ andN̂ ′ are the simplified forms of the dispersion characterD̂ and of

the nonlinear character̂N in Eq (3.2).

A (z, t )

l

Dispersion Only Nonlinearity Only

Figure 3.3: Split-Step Fourier Method

More explicitly, the general formula of Eq (3.2) or its simplified form in Eq (3.3)

describes the pulse propagation problem [111], but in this form it is not directly suitable

for analyzing how the throughput of the wireless link is affected by the parameters of the
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Table 3.2: Characteristics of the optical fibre channel

D̂ dispersion characters and fibre loss
α
2 fibre attenuation

β2 GVD

β3 third-order dispersion coefficient

N̂ nonlinearity characters

ξ fibre’s nonlinearity

ω0 the angular frequency of the carrier wave

TR the slope of the Raman gain spectrum

imperfect optical fibre backhaul. The more practical SSF maybe applied for analyzing

the solutions of the NLS equation [111], which has been considered for modelling the

family of optical-fibre communication systems [138]. Hencewe employ the SSF method

for jointly analyzing the attainable throughput of the RoF link. The SSF method delivers

an approximate numerical solution, where the dispersive and nonlinear effects observed

in Eq (3.3) may be separated into independent phenomena overa small segment-lengthl

stretching fromz to (z+ l) in Eq (3.2), yielding:

A(z+ l, t) ≈ F−1
T

{
exp

[
lD̂

′(−iω)
]
FT

[
exp(lN̂ ′ )A(z, t)

]}
, (3.4)

whereFT andF−1
T denotes the Fourier-transform and inverse Fourier-transform operation,

respectively. Firstly, the exponential nonlinearity-related termexp(lN̂ ′ ) of Eq (3.4) may

be taken into account directly in the time domain. Secondly,before characterizing the

dispersive effects, we take the Fourier-transform of the term exp(lN̂ ′ )A(z, t), since the

exponential dispersion-related termexp(lD̂′) may be evaluated in the frequency domain.

The Fourier-transform of the dispersion characterD̂
′ is obtained by replacing the operator

∂/∂T by −iω in Eq (3.2). Then, following the inverse Fourier-transformof Eq (3.4), we

obtain the time domain representation of the received signal after propagating through the

l-length fibre. The total optical fibre length satisfiesL = ml, which suggests that the

whole fibre length is decomposed intom consecutivel-length segments. Hence the optical

pulse propagating through anL-length fibre may be obtained by evaluating Eq (3.4) in

m consecutive steps, yielding a solution denoted asAL. The characters of optical fibre

channel considered in this section are summarized in Table 3.2



3.3. Received Signal of DOF Aided DAS Assisted FFR Systems 48

3.3 Received Signal of DOF Aided DAS Assisted FFR Sys-

tems

3.3.1 DOF aided Non-Cooperative DAS Assisted FFR system

Compared to the topology of Fig. 2.5 in Chapter 2 where a single interferer was considered,

in this chapter we use the more practical topology of two tiers of nineteen cells relying on

the DAS aided FFR system of Fig. 3.1, where multiple interferes are considered. Focus our

attention on the cellB0 of Fig. 3.1, when non-cooperative DASs are employed, the transmit

powerPB of the BS and the transmit powerPR of each RA should obey the total transmit

power constraint ofPB + NrPR = P, whereP is the full power of the conventional UFR

and FFR scheme at the BS .

3.3.1.1 Received Signal in the Cell-Centre Area

The interference at any MS located at pointZi in the cell-center area is imposed by the

direct wireless links of BSs{1, . . . ,Nb}, with Nb being the number of BSs, which we

refer to as the Inter-BS-Interference (IBI). In contrast tothe received signal of Eq (2.6) of

Section 2.3.2 which only takes in to account a single interfer, while in this chapter multiple

interferes are taken into account. Hence, the received signal may be written as:

yc =
√

PBψB0hB0x0 +
Nb

∑
j=1

√
PBψBjhBjxj + n, (3.5)

whereψBj, hBj, j ∈ [0,Nb] andn ∼ CN (0, σ2
0 ) represent the combined pathloss plus

shadowing based large-scale signal attenuation, small-scale fast Rayleigh fading and the

complex-valued AWGN, respectively. More explicitly, we jointly consider both the pathloss

and the lognormal shadowing component, which is formulatedas:

ψBj = [ρ10ς(σs)/10]1/2, j ∈ [0,Nb],

whereρ denotes the pathloss that obeys a predefined pathloss model [139], whileς denotes

a real valued Gaussian random variable having a standard deviation of σs = 8 dB [139].

Hence,GBj = ψBj|hBj| denotes the equivalent channel gain, while the SINR of any ofthe

MSs near the cell-center is given by:

γc =
G2
B0PB

2σ2
0 + ∑

Nb
j=1G

2
BjPB

. (3.6)

In contrast to the Eq (2.7) and Eq (2.8) of Section 2.3.2 whichonly takes in to account a

single interfer, here in Eq. (3.6) multiple interferes are taken into account.
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3.3.1.2 Received Signal in the Cell-Edge Area

When considering the cell-edge area, we assume that the links spanning from the BSB0

of Fig. 3.1 to the RAs are constituted by a realistic imperfect optical fibre, while the last-

mile connection from the RAs to the MS relies on the wireless link. The signal received

at the RAi after passing through the realistically modelled optical fibre is introduced in

Section 3.2.2.

The noise-contaminated, faded signalsi, i ∈ [1,Nr] denoted in Eq (3.1) at the wireless

channel’s input is normalised by a power-scaling factor andthen forwarded through the

wireless channel to the destination, namely to the MS roaming in the cell-edge area, where

the power-scaling factorχ is employed in order to maintain a constant transmit power at

the RAs. In contrast to the received signal of Eq (2.6) of Section 2.3.2 which only takes in

to account a single interfer, while in this chapter multipleinterferes are taken into account.

As a result, the signal received by MSi at any pointZi in the cell-edge area in the absence

of any cooperative techniques, may be written as

yei =
√

PRψRihRiχsi +
Nr

∑
k=1,k 6=i

√
PRψRkhRkχsk + n. (3.7)

Let A = χAL andN f = 2σ2
f χ

2 denote the equivalent optical fibre-induced amplitude at-

tenuation and the equivalent power spectral density of the optical fibre noise, respectively.

The details of the parameterssi andAL are introduced above in Section 3.2.2. Then, the

SINR at any MS roaming in the cell-edge area is given by:

γei =
G2
RiA

2PR

2σ2
0 + ∑

Nr
i=1 G

2
RiN fPR + ∑

Nr
k=1,k 6=i G

2
RkA

2PR
, (3.8)

whereGRi = ψRi|hRi| denotes the equivalent channel gain. In contrast to the Eq (2.7) and

Eq (2.8) of Section 2.3.2 which only takes in to account a single interfer, here in Eq. (3.6)

multiple interferes are taken into account.

3.3.1.3 Idealistic Received Signal in the Cell-Edge Area

We assume the employment of perfect adaptive beamforming [93], where each MS is

served with the aid of a narrow beam. We also assume that the MSs would be served only

by the nearest RAs and that their reception is not contaminated by the other RAs, hence

no IRI is received by the MSs roaming in the cell-edge area. Hence their reception is only

contaminated by the noiseN f imposed at the optical fibre receiver. Then the interference-



3.3.2. DOF Aided Cooperative DAS Assisted FFR 50

free upper bound of the SINR can be rewritten from Eq (3.8) as:

γu =
G2
RiA

2PR

2σ2
0 + G2

RiN fPR
. (3.9)

In contrast to Eq (2.7) and Eq (2.8), which consider a single dominant interferer, in the

idealistic interference-free scenario of Eq. (3.9) no interference is taken into account.

3.3.1.4 Benchmarker Systems

Finally, when the classic UFR technique is employed, the received signal model is de-

scribed by Eq (3.5), but bearing in mind that the full powerP is transmitted by each BS

instead ofPB. When the FFR technique is employed, similarly to the classic UFR, the

signal received in the cell-center area is also described byEq (3.5). On the other hand, the

signal received in the cell-edge area both from the serving BS and from the cells using the

same frequency band in tier-two obeys Eq (3.5).

3.3.2 DOF Aided Cooperative DAS Assisted FFR

In a multicell, multiuser scenario cooperative DAS techniques may be used, in order to

provide a high throughput for the MSs roaming near the cell-edge area, especially for

mitigating the worst-case direction problem caused by IRI.To simplify the entire system,

only a single omni-directional antenna is applied for each RA. Nonetheless, when jointly

designing the TPP matrixT, theNR cooperative RAs operate in a concerted action as a

virtual multiple-input and single-output (MISO) or virtual multiple-input and multi-output

(MIMO) system. On the other hand, only a single receiver antenna is applied at the MS.

We will show that the proposed system architecture is capable of substantially enhancing

the throughput achievable in the cell-edge area with the advent of our cooperative TPP

aided FFR scheme.

3.3.2.1 Received Signal-to-Interference-plus-Noise-Ratio

The principle of cooperative DAS schemes is essentially thesame as that of cooperative

BSs [135], where the transmit signal destined for the MSs is spread over all theNr cooper-

ative RAs. In the multicell multiuser scenario there areNm MSs roaming in the cell-edge

area of Fig 3.1, which are simultaneously supported by theNr RAs (Nr = Nm). Provided

that the different propagation delays of all theNr RA links measured with respect to all

the servedNm MSs can be pre-compensated, the vector of received signal can be written
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as:

y = HTx + n, (3.10)

whereyNm×1 andnNm×1 denote the received signal vector and the circularly symmetric

complex Gaussian noise vector. Furthermore,x = [x1, x2, · · · , xNm ]
T
1×Nm

, xi is defined as

the signal transmitted from RAi to MS i. More explicitly,xi = χisi, i ∈ [1,Nr] represents

the signal passing through the realistic ’lossy’ optical fibre, whereχi andsi is the same

as that defined in Section 3.3.1.2. If the central BS has an estimate of the channel matrix

H = [hT
1 , h

T
2 , · · · , hT

Nm
]TNm×Nr

, we can design a transmit matrixT for mitigating the IRI,

whereT = [t1, t2, · · · , tNm ]Nr×Nm is uniquely and unambiguously determined byH. We

also have a dedicated TPP matrixT, which obeys the per RA power constraint of:

Ti,∀TH
i,∀ ≤ P− PB

Nr
, (3.11)

whereTi,∀ is the row vector of the matrixT.

Furthermore,hi = [ψ1h1,ψ2h2, · · · ,ψNrhNr ]1×Nr , i ∈ [1,Nm], represents the channel

of all theNm RA to MS i links, which takes into account both the large-scale signalattenu-

ation and the small-scale fast Rayleigh fading channel, where ψi andhi is the same as that

defined in Section 3.3.1.2. Hence, a unified discrete-time model for the signal received by

MS i may be formulated based on Eq (3.10) as:

yi = ‖hiti‖xi + ∑
k 6=i

‖hitk‖xk + ni. (3.12)

When we havek 6= i, xk is the IRI imposed by the transmit signal intended for MSk, but

received at MSi. Hence, the RoF links’ SINR encountered at MSi in the cell-edge area

may be written as:

γi = A2hitit
H
i hH

i ×
[2σ2

0 + N fhit it
H
i hH

i︸ ︷︷ ︸
IRI2

+ (A2 + N f )hi(∑
k 6=i

tkt
H
k )h

H
i

︸ ︷︷ ︸
IRI1

]−1, (3.13)

whereA andN f represent the equivalent optical fibre attenuation factor and the equivalent

power spectral density of the optical fibre’ noise, respectively, as defined in Section 3.3.1.2.

It can be seen from Eq (3.13), that for MSi, the IRI is composed of two terms. Specifically,

the termIRI1 of Eq (3.13) is the desired signal of MSk 6= i that is also contaminated by

the optical fibre link’s noiseN f , which can be mitigated by appropriately designing the

corresponding TPP matrix. The other term, namelyIRI2 of Eq (3.13), is the optical fibre

link’s noise contaminating the desired signal of MSi, which is the self-inflicted noise,

hence the TPP matrix is unable to mitigate it.
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3.3.2.2 Linear Transmit PreProcessing

Again, we assume that there is only a single transmit antennaat each RA and a single

receive antenna at each MS, hence our system is fully described by the number of RAs

Nr and by the number of MSsNm served. Hence our design is based on the(Nm × Nr)-

element channel matrixH associated with the central BS and the TPP facilitates a low-

complexity matched-filter-based receiver design at each MS. Our linear TPP matrixT may

be written as:

T = G · W, (3.14)

whereWNm×Nm is a diagonal matrix representing the power [135] allocatedto each RA

andGNr×Nm is the linear TPP matrix jointly designed on the basis ofH, which is assumed

to be perfectly estimated and perfectly fed back by the feedback channel [49]. The TPP

matrix G can be calculated with the aid of different linear preprocessing algorithms. In

this chapter we consider the minimum mean square error (MMSE) beamformer [140] and

the eigenbeamformer (egBF) [81] as our design example.

The classic MMSE beamforming technique strikes an attractive tradeoff between the

achievable interference cancellation and noise enhancement, hence it is attractive for prac-

tical applications. The TPP weight matrixGMMSE = HH(HHH +
2σ2

0
PR

I )−1, which is

entirely based on the channel matrixH, remains unaffected by the transmit signal. The

employment of the TPP matrixGMMSE mitigates theIRI1 component in Eq (3.13), elim-

inating the interference inflicted on the desired signal.

In cooperative egBF, the TPP matrixGBF = [g1, g2, · · · , gNm
] is used, wheregi, i ∈

[1,Nm] is the right-hand-side singular vector ofH, which only achieves a power gain,

while the mitigation of the termIRI1 in Eq (3.13) is dependent on the instantaneous ge-

ographic distribution of the users. Hence the mitigation ofthe IRI1 cannot always be

achieved by appropriately selecting the direction of the transmitted beam, unless we em-

ploy an idealistic infinitesimally narrow beam for each MS. The associated performance

will be characterized in Section 3.4.3.4.

However, in contrast to theIRI1, the link’s self-noise imposed by the optical fibre

receiver’s noise contribution, namely theIRI2 terms of Eq (3.13) cannot be mitigated by

the TPP matrix employed, regardless, whether the cooperative MMSE or the cooperative

egBF is used. In fact, the self-interference may even be boosted, when the desired signal

of MS i is amplified. Summarized as Table 3.3

As shown in Fig. 1.6 portraying the organization of the thesis, we focus our attention

on the design of the TPP matrix for the DL in this chapter. By contrast the MUD of the
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UL is designed in Chapter 4. Both in this chapter and in Chapter 4 we will stipulate the

idealized simplifying assumption of having perfect CSI knowledge. However, in practice

the CSI has to be estimated at the receiver and then quantizedat the receiver for feeding

it back to the transmitter. Hence, in Chapter 5 we will study the effects of imperfect CSI

knowledge on the DL. Specifically, we will investigate the effects of the CSI estimation

error, of the CSI quantisation errors and of synchronisation errors in Chapter 5. As a

further design alternative, we will conceive a non-coherent detection aided system for the

UL, which dispenses with CSI.

Table 3.3: Linear transmit processing configurations

Cooperative Weight matrixG Terms of interference

MMSE HH
T (HTHH

T + N0
PR

I )−1 IRI2 6= 0

egBF GBF is the right-hand-side IRI1 is up toZi

singular vector ofH IRI2 ↑

System Throughput may be characterised by the maximumsuccessfully transmitted

information rate, which is referred to as the system’sgoodputwhich is detailed in Sec-

tion 2.3.2.3. These SINR expressions may be mapped to the ultimate system performance

metric formulated in terms of the achievable throughputη as following which is repeated

of Eq (2.10) for convenience.

η(γ) = RMRC[1− Pbl(b,γ)], (3.15)

The SINRγ may represent eitherγc of Eq (3.6) orγei of Eq (3.8) orγu of Eq (3.9) orγi

of Eq (3.13),RM denotes the ’rate’ i.e. the throughput of the modulation scheme, whileRC

is that of the channel code.Pbl(b,γ) represents the BLER corresponding to the particular

Modulation and Coding Scheme employed which is the same as defined in Eq (2.10). We

haveM = 2b andb = 2, 4, 6 represents the number of bits per QAM symbol. Hence the

modem’s throughput isRM = b. In this chapter, we employ2b-ary QAM combined with

Rate Compatible Punctured Codes (RCPC) [129] having six selected MCSs, namely Mode

[1, . . . , 6] of [RM, RC] = [(2, 1/2), (2, 3/4), (4, 1/2), (4, 3/4), (6, 2/3), (6, 6/7)]. More

details would be found in Section 2.3.2.3.
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3.4 Performance Evaluation

3.4.1 Simulation Assumptions

The system topology considered is illustrated in Fig. 3.1, where each hexagonal cell has a

radius ofR, and the distance between the two adjacent BSs isD =
√
3R, e.g. B2B3 =√

3R. We considered the Urban-Macro propagation scenario of [139], where we have

D = 3km and the pathloss expressed in dB is34.5+ 35 log10(d0), with d0 being the

distance between any transmitter and receiver in km. We assume furthermore that the total

transmitter power isP = 46dBm and the noise power at the MS is−174dBm/Hz, when

an operating in bandwidth of10 MHz is considered [139]. Moreover, the optical fibre

link’s normalised Signal-to-Noise-Ratio (SNR) is assumedto be50dB and the length of

the optical fibre is assumed to be five times the distance between the BS and RA [141],

where we haveL = 5d, andd is the line-of-sight distance. We opted ford = 0.7R, ∀i.

The cell-center area’s radiusr may be defined as the maximum radius, where a through-

put of at leastη = 2bits/s/Hz may be maintained in a conventional cellular system

employing the classic UFR technique, but beyond this coverage-radius it drops below

η = 2bits/s/Hz. When employing DASs in a FFR-based cellular system, the transmit

power of the BS should be sufficiently high to ensure that the average throughput main-

tained at a distance ofr remains exactly as high as that of the classic UFR technique,while

the rest of the power is evenly allocated to the RAs. Hence, when considering theNr = 6

RAs operating in a non-cooperative DAS aided FFR scenario, the resultant power sharing

regime of all the transmitters obeysPB = 2P/5, while for the relay we havePR = P/10.

By contrast, when considering theNr = 6 RAs operating in a cooperative DAS assisted

FFR scenario, the power constraint of Eq (3.11) is applied. Finally, the ultimate throughput

is obtained by averaging the SINR over 4000 simulation runs,and then substituting it into

Eq (2.10) and Eq (2.13). The simulation parameters are summarized in Table 3.4.

3.4.2 Propagation regimes in the DOF Link

Before detailing our performance results, the propagationscenario encountered has to be

introduced. When the pulses propagate along the optical fibre, both the nonlinearity and

the dispersion depend on the peak powerP0 and on the initial widthT0 of the incident

pulse. The critical fibre-lengthsLN and LD quantify the length of fibre over which ei-

ther the nonlinear, or the dispersive effects become dominant during the signalling pulse’s
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Table 3.4: Simulation parameters of the DL, which are based on the 3GPP-LTE

standard [1].

Urban macro BS to BS distance B2B3 = 3 km

The pathloss expressed in dB 34.5+ 35 log10(d0)

Total transmitter power P = 46dBm

Noise power at the MS −174dBm/Hz

Shadowing standard derivation σs = 8 dB

Normalised optical fibre link SNR 50 dB

Line-of-sight distance of BS-RA d = 0.7R

Length of the optical fibre L = 5d

Number of RAs Nr = 6

Number of MSs Nm = 6

QAM M = 2b, b = 2, 4, 6

RCPC code [RM, RC] = [(2, 1/2), (2, 3/4),

(4, 1/2), (4, 3/4), (6, 2/3), (6, 6/7)]

Rm = b, Rc is code rate

Table 3.5: Propagation regimes

Curve P0 T0 l LD LN

1 10mW 10ps 5m 5km 50km

2 160mW 10ps 5m 5km 3km

3 10mW 10ps 10m 5km 50km

4 10mW 20ps 5m 20km 50km

5 10mW 50ps 5m 125km 50km

propagation. The relations betweenLN andP0, LD andT0 are calculated as follows [111]:

LN =
1

ξP0
, LD =

T2
0

|β2|
. (3.16)

The typical values of the GVD parameterβ2 and the nonlinearity parameterξ at a wave-

length of1.55µm are [111]|β2| ≈ 20ps2/km andξ ≈ 2W−1km−1 for standard telecom-

munication fibres. For a given optical fibre length ofL, we have:

• if L ≪ LN andL ≪ LD, neither the nonlinear nor the dispersive effects impose a

significant performance degradation during the pulse’s propagation.

• if L ≪ LN andL ∼ LD, the nonlinear effects may be ignored and the the dispersion

will play the dominant role.
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• for L ∼ LN andL ≪ LD, the dispersion is negligible compared to the nonlinear

distortion.

• for L ∼ LN and L ∼ LD, both of the nonlinear and dispersion effects are non-

negligible.

In this chapter, according to the Urban-Macro cell scenariointroduced in Section 3.4.1,

we assume the set ofP0 andT0 values shown in Table 3.5 in order to investigate how the

nonlinear and dispersion effects of the optical fibre influence the attainable throughput of

the wireless channel in the cell-edge area.

3.4.3 Throughput Performance

We only simulated one typical location in the Wyner interference model of two cells, as

shown in Fig. 2.5 of Section 2.3. In this chapter, we will characterized the throughput

across the entire cellular area in the multiuser, multicellscenario of Fig. 3.1. First of

all, we demonstrate that the IRI inflicted by the tier-two cells will be neglected in order

to simplify our analysis in the DAS aided FFR assisted multicell, multiuser scenario of

Fig. 3.4. Hence we only have to calculate the IRI emanating from the local cell of the DAS

aided FFR assisted multicell, multiuser scenario. The throughput of the non-cooperative

DAS system combined with FFR will be demonstrated in typicaldirections ofθbest, θworst

and θmid which are portrayed in Fig. 3.5 Fig. 3.6 and Fig. 3.7. The throughput across

the entire cellular area recorded forNr = 6and12 is shown in Fig. 3.8 and Fig. 3.9.

The throughput of the cooperative DAS combined with FFR willbe characterized for the

typical directions ofθbest, θworst in Fig. 3.10 and the throughput improvement compared

to the non-cooperative DAS aided FFR will be quantified in Fig. 3.11.

3.4.3.1 IRI Inflicted by the Tier-two Cells

The IRI experienced in the local cell dominates the interference experienced in the DOF

aided DAS combined with FFR. We also found that the DAS combined with FFR requires

a reduced transmit power at each RA, which naturally limits the IRI imposed by the cells

using the same frequency band in a tier-two cell. Hence, the IRI inflicted by the tier-

two cells will be neglected to simplify our analysis in the multicell, multiuser scenario

considered.1

1In DAS-aided FFR-assisted cellular system effectively a handover procedure has to be initiated, when

the MS moves from the cell-center area covered by the BS antenna to the cell-edge area covered by the DAS

in order to avoid a catastrophic performance degradation.
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Figure 3.4: Throughput comparison of the traditional UFR system, FFR system

and theNr = 6 DAS aided FFR both in single-tier and two-tier scenarios along

the θbest direction . All system parameters were summarized in the context of

curve1 of Table 3.5.

Fig. 3.4 compares the throughput of the classic UFR system, of the conventional FFR

system and of the DAS aided FFR assisted systems usingNr = 6 in both single-tier and

two-tier scenarios. It can be seen in Fig. 3.4 that upon assigning a transmit power of

PB = 2P/5 in the cell-center area, the throughput of the DAS aided FFR assisted system

is almost the same as that of the conventional UFR and FFR systems, when these two

systems assign the full transmit power to the BS. By contrast, when the cell-edge area is

considered, the throughput of the conventional UFR scheme becomes lower thanη = 2

bits/s/Hz and when taking into account the IBI inflicted by the tier-two cells, the throughput

is only moderately reduced. However, for the conventional FFR scheme, the throughput is

reduced below2bits/s/Hz, since there is no IBI from tier-one, when taking into account

the IBI imposed by tier-two. When a DAS aided FFR assisted system is employed in

conjunction withNr = 6 RAs, an increased throughput ofη > 3 bits/s/Hz is achieved,

despite the presence of IRI from tier-two, as illustrated bythe solid line of Fig. 3.4. This is

an explicit benefit of the DAS aided FFR scheme, where the reduced power ofPR = P/10

was allocated to each RA instead of the full-power-based UFRtransmit strategy and the

IRI arising from tier-two was naturally reduced owing to theincreased co-channel distance.

Nonetheless, the increased amount of IRI only slightly reduced the throughput in Fig. 3.4.

Therefore, when considering the DAS aided FFR assisted system, the IRI arising from

tier-two may be ignored, provided that the IRI of the local cell can be efficiently mitigated.
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3.4.3.2 Throughput of the Cell-center Area

The attainable throughput of the non-cooperative DAS combined with FFR system and of

the cooperative DAS combined with FFR is characterized in Fig. 3.5, Fig. 3.6 and Fig. 3.10

in the cell-center area relies on the SINR of Eq (3.6), as introduced in Section 3.3.1. Hence,

both of systems have the same throughput. Explicitly, upon assigning a transmit power of

PB = 2P/5 in the cell-center area, the throughput of the non-cooperative DAS combined

with FFR and that of cooperative DAS combined with FFR becomesimilar to that of

the traditional UFR and FFR systems, provided that the latter two systems assign the full

transmit power to the BS.
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Figure 3.5: Throughput comparison of the traditional UFR system, FFR system

and of theNr = 6 non-cooperative DAS aided FFR system in two-tier scenar-

ios along theθbest andθworst directions recorded for characterizing the nonlinear

effects of the optical fibre and the accuracy of the SSF Method. All system pa-

rameters were summarized in Table 3.5.

3.4.3.3 Cell-edge Area of Non-cooperative DAS Relying on FFR

Fig. 3.5, Fig. 3.6 and Fig. 3.7 compare the throughput of the classic UFR system, of the

traditional FFR system and of the non-cooperative RA-aidedFFR assisted systems using

Nr = 6, Nm = 6 in the best, the worst and intermediate direction in a two-tier scenario.

The four sets of optical fibre parameters shown in Table 3.5 were used.
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Figure 3.6: Throughput comparison of the traditional UFR system, FFR system

and of theNr = 6 non-cooperative DAS aided FFR system along theθbest and

θworst directions for characterizing the dispersion effects of the optical fibre. All

system parameters were summarized in Table 3.5.

Throughput in the Best DirectionBy contrast, when the cell-edge area is considered,

observe in Fig. 3.5 and Fig. 3.6 that the throughput of the conventional UFR scheme be-

comes lower thanη = 2 bits/s/Hz, while that of the conventional FFR scheme is in the

range ofη ∈ [1, 3] bits/s/Hz. When the non-cooperative RA-aided FFR-assisted system

is employed in conjunction withNr = 6 RAs, a throughput in the range ofη ∈ [3, 5]

bits/s/Hz is achieved along the best direction.

More explicitly, when using the parameters of Table 3.5, Curves1 - 5 in Fig. 3.5 and

Fig. 3.6, suggest that:

• Nonlinear Effect of the DOF Link: The comparison of Curve1 (P0 = 10mW) and

Curve2 (P0 = 160mW) in Fig. 3.5 shows how the power assigned to the optical

pulses affects the throughput of the wireless link, which was demonstrated by set-

ting P0 = 10mW and160mW of peak power for the optical signalling pulse. Again,

the corresponding optical parameters are shown in Table 3.5. Observe by compar-

ing Curves1 and2 of Fig. 3.5 that assigning aP0 = 160mW power to the optical

pulse makes the nonlinearity-induced impairments dominant, which will broaden the

spectrum of the optical pulse in the frequency domain. The nonlinearity indirectly

results in an increased attenuation for the optical pulses,but this cannot be compen-

sated by an increased transmit power, hence this leads to a boost of the IRI. As a
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net-result, the system suffers from an approximate throughput loss of1 bits/s/Hz in

the cell-edge area along the best direction.

• Accuracy of SSF Method: Comparing Curve3 to Curve1 of Fig. 3.5, the former is

associated with a longer segmentl used by the SSF method, which reduces the anal-

ysis complexity. However, as a result, the predicted throughput is reduced by about

1 bits/s/Hz. By contrast, a shorter segmentl results in a more accurate of the SSF

model at the cost of a higher offline analysis complexity. Butselecting the probable

segment length will strongly affect the results of simulation, which is important for

whom doing the relative research. For a typical urban cell size our Monte-Carlo

simulation results suggest thatl = 5m is an appropriate compromise, which may be

trusted as the real attainable throughput of our RoF aided DAS combined with FFR

system.

• Dispersion Effect of the DOF Link: Fig. 3.6 demonstrates by increasing the width of

the optical signalling pulse fromT0 = 10ps to20ps and50ps for Curves4 and5,

how this affects the throughput of the wireless link, when the non-cooperative RA-

aided FFR-assisted system is employed in conjunction withNr = 6 RAs. Again,

when using the optical parameters shown in Table 3.5 and setting a peak power of

P0 = 10mW, the nonlinear effects of the optical fibre become negligible. Comparing

Curve4 (T0 = 20ps) and Curve5 (T0 = 50ps) to Curve1 (T0 = 10ps) of Fig. 3.6,

the throughput at the cell-edge remains in the range ofη ∈ [4, 5] bits/s/Hz, but when

the optical pulse width is increased, according to Table 3.5from T0 = 10ps to20ps

and50ps, the attainable throughput of the cell-edge area is reduced. The reason for

this observation is that wide pulses are typically broadened to a lesser relative degree

along the optical fibre, which also leads to a reduced attenuation both at the optical

receiver of the serving RA as well as at the interfering RAs.

Throughput in the Worst Direction:When considering the worst direction in both

Fig. 3.5 and Fig. 3.6, regardless of the specific choice of thefive parameter sets of Ta-

ble 3.5, we only achieve a throughput of aboutη = 1 bits/s/Hz. This is due to the above-

mentioned worst-case direction problem [39], which becomes the limiting factor in the

case of the conventional non-cooperative RA-aided FFR assisted system.

Throughput in the Intermediate Direction:

The attainable throughput of the non-cooperative RA-aidedFFR systems along arbi-

trary directions is between that of theθbest andθworst directions, as seen from the through-

put contours of Fig. 3.9. Consider the intermediate direction for example, which is defined



3.4.3. Throughput Performance 61

as the direction half-way betweenθbest andθworst in Fig. 3.1. Comparing Curve1, Curve

2, Curve4 and Curve5 of Fig. 3.7 to those along the best direction in Fig. 3.5 and Fig. 3.6,

we observe a reduction of the attainable throughput along the intermediate direction, which

remains in the range ofη ∈ [3, 5]bits/s/Hz at the cell-edge. However, this is still better

than that of the conventional FFR scheme residing in the range of η ∈ [1, 3]bits/s/Hz.

Nonetheless, when the MS is roaming near theθworst direction, the attainable throughput

is substantially reduced, since the IRI becomes strong. Hence, the non-cooperative RA-

aided FFR is unable to achieve a throughput improvement across the entire cell-edge area.

Practically, when considering the cost and complexity of installing RAs in the cell-edge

area, we may not be able to conclude that the non-cooperativeRA-aided FFR systems

is always superior in comparison to the conventional FFR scheme. Indeed, the conven-

tional FFR scheme may be deemed to be a low-complexity solution capable of achieving

an improvement of the throughput in the entire cell-edge area, especially in theθworst di-

rection, as you astutely noted. Hence we also stated in the chapter that the worst-case

direction problem constitutes a limiting factor in the caseof conventional non-cooperative

RA-aided FFR systems. However, the study of non-cooperative RA-aided FFR systems

provided in this chapter shows a potential in terms of improving the attainable throughput

in the cell-edge area by combining DASs with the FFR scheme. Hence, we propose to

invoke cooperative processing techniques for solving the worst-case direction problem of

non-cooperative RA-aided FFR systems, which may be a bettersolution than that consti-

tuted by the conventional FFR scheme. The nonlinear effectsand the dispersion effects of

the RoF link were analysed in Section IV-D. Apart from its detrimental effects, the disper-

sion of the optical fibre also has some benefits, as seen by observing Curve1 (T0 = 10ps),

Curve4 (T0 = 20ps) and Curve5 (T0 = 50ps) in Fig. 3.7 of this response (Fig. 5 in the

manuscript). When a narrow pulse (Curve1) is applied, there is a1bits/s/Hz throughput

improvement in comparison to applying wide pulses (Curve4 and5) along the intermedi-

ate direction of the cell-edge area.

Comparison of the Entire Cell’s Throughput:

In order to compare the attainable throughput across the entire cell, we calculated the

corresponding percentage of the entire cell over which a certain throughputη was main-

tained, as illustrated in Fig. 3.8. It can be seen that employing K = 6 RAs achieves a

higher throughput thanK = 12 RAs for both the ideal and realistic imperfect optical fibre

scenarios. However, we emphasis that this does not necessarily lead to the conclusion that

theK = 6 RA-aided configuration is better than theK = 12 RA configuration. Fig. 3.9

demonstrates the attainable throughput across the entire cell for the different configura-

tions of our non-cooperative RA-aided FFR assisted system associated with Curve1 of
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Figure 3.7: Throughput comparison of the traditional UFR system, FFR system

and of theNr = 6 non-cooperative DAS aided FFR system along the intermediate

direction for characterizing the nonlinear and dispersioneffects of the optical fibre.

All system parameters were summarized in Table 3.5

Figure 3.8: The percentage of the cell throughput for bothK = 6 andK = 12

RAs aided FFR enabled system with and without IPI.
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Figure 3.9: Throughput contours in Bit/second/Hz for theNr = 6 andNr = 12

non-cooperative DAS aided FFR system. All system parameters were summarized

in the context of Curve1 of Table 3.5.

Table 3.5. More explicitly, the cell-center area’s throughput contours recorded in Fig. 3.9

for both configurations are similar. However, the throughput distribution of theNr = 6

RA-aided configuration recorded for the cell-edge area tends to be more ’patchy’, while

that of theNr = 12 RA-assisted configuration tends to cover the entire outer ring more

evenly. As a result, the general conclusion emerging for thecomparison of these two con-

figurations is that the optimum positioning of DASs should take into account the expected

user-distribution and user-load. However, the ”worst-case direction” problem persists in

both of these two configurations.

3.4.3.4 Cell-edge Area of Cooperative DAS Relying on FFR

Fig. 3.10 compares the throughput of the classic UFR based arrangement and of the tra-

ditional FFR aided system, as well as of the cooperative RA-aided FFR assisted system

usingNr = 6, which was evaluated along both the best and worst angular directions re-

spectively and employing the five sets of parameters seen in Table 3.5 for the optical fibre

link. We consider supportingNm = 6 MSs roaming in the cell-edge area, where MSi is

close to the RAi, as illustrated in Fig. 3.1. TheNm MSs are served simultaneously by the

Nr cooperative RAs and they are randomly distributed around the pointZi, i = 1, . . . ,Nm

of Fig. 3.1, whereZi belongs to the corresponding60◦-sector surrounding RAi. The MSs

are allowed to randomly cross the cell-edge area, but only once, in order to investigate the

histogram of the attainable throughput for theNm MSs.
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Figure 3.10: Throughput comparison of the traditional UFR system, FFR system

and theNr = 6 cooperative DAS aided FFR system along the best direction with

5 sets of optical parameters in Table 3.5 multicell multiuserscenario. The leg-

ends are shared between the top and bottom graphs. All systemparameters were

summarized in Table 3.5

Throughput in the Best Direction:When the cell-edge area is considered, observe the

upper figure in Fig. 3.10 that the throughput of the conventional UFR scheme becomes

lower thanη = 2 bits/s/Hz, while that of the conventional FFR scheme is in the range

of η ∈ [1, 3] bits/s/Hz, as illustrated in Fig. 3.10. When the cooperative RA-aided FFR-

assisted system using the parameters associated with Curves 1, 4 and5 of Table 3.5 is

considered, observe in Fig. 3.10 that linear TPP achieves a throughput ofη = 5 bits/s/Hz,

which is similar to the throughput upper bound of the RA-aided FFR-assisted system.

Hence, when the nonlinearity effects can be ignored, the dispersion does not overly affect

the throughput of the wireless channel.

Comparing Curve2 and Curve1 in Fig. 3.10, when using a peak power ofP0 =
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160mW for the signalling pulses, the MMSE TPP techniques achieve a slightly higher

throughput than4 bits/s/Hz. Since the termIRI1 in Eq (3.13) is mitigated by the MMSE

TPP, the throughput reduction is imposed by the further attenuation of the received optical

signalling pulses inflicted by the fibre’s nonlinearity. When employing the parameters as-

sociated with Curve3 with a segment length ofl = 10m for the SSF method, a throughput

reduction of∆η = 1 bits/s/Hz is encountered.

Observe in Fig. 3.10 that the throughput of cooperative egBFis between that of the

linear TPP techniques and of the traditional UFR system, andit is not always higher than

that of the conventional FFR scheme. The reason for this phenomenon is that the perfor-

mance of the cooperative egBF is also dependent on the geographic distribution of theNm

users. Hence the served MS may suffer from an increased interference, which imposes an

increased throughput erosion in comparison to the conventional FFR scheme.

Throughput in the Worst direction:It is demonstrated in the lower figure of Fig. 3.10

that the cooperative RA-aided FFR assisted system does not suffer from the worst-case

angular direction problem and hence the linear TPP techniques achieve a throughput of

η = 5 bits/s/Hz, which is the upper bound of the RA-aided FFR-assisted system. The

other curves exhibit the same throughput performance as that shown in the upper figure of

Fig. 3.10. The cooperative egBF does not solve the worst-case angular direction problem,

hence its throughput is lower than that of the traditional FFR.

Remarks: overall, we conclude from Figure 3.10 that when the nonlinearity effects can

be ignored, the dispersion does not overly affect the throughput of the wireless channel.

The cooperative MMSE scheme is capable of significantly improving the throughput in the

cell-edge area, hence all MSs benefit from a consistently high throughput, which is close

to the attainable upper bound. By contrast, a strong nonlinearity imposes an approximate

throughput reduction of1 bits/s/Hz. However, as evidenced by Fig. 3.10 the performance

of the egBF arrangement is significantly dependent on the instantaneous geographic dis-

tribution of theNm users, hence it does not always achieve a higher throughput than the

traditional FFR scheme, which make the cooperative egBF less attractive than the other

linear transmit preprocessing techniques.

3.4.3.5 Throughput Enhancement Across the Entire Cell

In order to observe the attainable throughput improvement∆η achieved by the cooperative

RA aided FFR assisted systems over their non-cooperative counterparts across the entire

cell, the resultant throughput contour profile associated with Curve1 of Table 3.5 is por-

trayed in Fig. 3.11. We configured the cooperative techniques for enhancing the attainable



3.4.4. Power Control for a Multiuser DL Scenario 66

throughput in the cell-edge area, hence in the cell-center area we have∆η = 0. In the

cell-edge area, when considering the cooperative MMSE arrangement for example, there

is a significant throughput improvement in the worst-case angular direction, since we have

∆η = 4bits/s/Hz in the directionθworst. By contrast, when the MS is roaming close to the

RA, the throughput improvement achieved by the cooperativeMMSE technique remains

limited. When however the MS is roaming far from the RA, the benefits of the cooperative

techniques become more pronounced.

1

11

1

1
1

1

2

2

2

2

2

2

2
3

3

3

3

3

3

3 4

4

4

4

4

4

4

4

4

4

4

4

4

d (km)

d
 (

k
m

)

−1.5 −1 −0.5 0 0.5 1 1.5

−1.5

−1

−0.5

0

0.5

1

1.5

Figure 3.11: Contours∆η of throughput in Bit/s/Hz enhancement for theNr = 6

cooperative DAS aided FFR systems, over the non-cooperative DAS aided FFR.

All system parameters were summarized in the context of Curve1 in Table 3.5.

3.4.4 Power Control for a Multiuser DL Scenario

The DAS aided FFR architecture proposed in this chapter aimsfor reducing the CCI in

a DL scenario, i.e. for enhancing the SINR of the MSs roaming in the cell-edge area.

However, the ”worst-case direction” problem exemplified inFig. 3.9 degrades the aver-

age throughput of the cellular area. Hence, TTP is invoked for mitigating the CCI, which

relies on the idealized simplifying assumption of having perfect CSI as discussed in Sec-

tion 3.3.2.2. Practically, the generation of perfect CSI isdifficult to achieve, whilst having

an imperfect CSI obviously leads to a reduced performance. Hence, we introduce power

control (PC) for improving the SINR of the MSs roaming in the cell-edge area.

In this section, the task of the PC designed for the DAS aided FFR systems is to im-
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prove the SINR of the active users roaming in the cell-edge area. As an example, when

the MS “a“ of Fig. 3.1 roams in the cell-edge area hence suffers from a low SINR, the

transmit power will be increased in order to improve the SINRof MS “a“. However, this

increased power will increase the interference imposed on the other MSs, hence the SINR

of the other MSs will be decreased. More explicitly, among the other MSs, MS ”b” may

also be suffering from a reduced SINR and hence may request anincreased transmit power.

As a result, the increased power for MS ”b” will more substantially interfer with the other

MSs, including MS ”a”. Hence, although the transmit power reduction of MS ”a” is com-

pensated, it is hard to achieve the desired SINR. Nonetheless, we attempt to demonstrate

the effects of the PC in our multiuser scenario, where there may be multiple MSs in the

cell-edge area, requesting an increased transmit power.

First of all, we use the normalized Signal-to-InterferenceRatio (SIR) model to analyze

the CCI in the multiuser scenario, since the AWGN of both the wireless and receiver of the

optical fibre channel is moderate, hence in the multiuser, multicell scenario considered the

effects of the interference dominate the attainable performance. We refer to this situation as

an interference-limited scenario [142]. More explicitly,in interference-limited situations

we haveSINR ≃ SIR, and we record the SIR for all users randomly roaming across the

entire cell area. For the DOF aided DAS using the FFR architecture we assume to have

the same distance between each BS-RA pair and also the same length of fibre between

each BS-RA pair. Hence the attenuation of all the optical fibre channels is the same. As a

result, the SIR model using no PC is solely based on the path-lass and it takes no account

of fading of any kind. Finally, we assumes an equal DL transmit power for each RA which

is expressed as [142]:

SIRi(dB) = PahtlossdB(ds)− PathlossdB(di), (3.17)

where in our DL scenario, theSIRi is defined as the SIR experienced by the observed

user, as determined by theith interfering RA,ds is the distance between the RA and the

observed user, whiledi is the distance between theith interfering RA and the observed

user. Assuming a40dB/decade inverse power path-loss law, theSIRi associated with the

i interferer can be simplified to:

SIRi(dB) = 40log10(
di
ds
). (3.18)

For our multiuser scenario of Fig. 3.1, theSIRuser is defined as the SIR at any user

roaming across the cell-edge area, who suffers from the contaminating effects ofn iner-

ferers, whereS andIi, i = 1 · · · n represent the transmitted signal power and the power of
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theith interfer, respectively. Then,SIRuser is formulated as:

SIRuser =
S

I
=

S

∑i=1···n Ii

=
S

I1 + I2 + · · · In
=

1
I1
S + I2

S + · · · In
S

=
1

SIR−1
1 + SIR−1

2 + · · · SIR−1
n

, (3.19)

which can be written in dBs as:

SIRuser(dB) = −10 log10[10
−(

SIR1(dB)
10 ) + 10−(

SIR2(dB)
10 ) + · · · 10−(

SIRn(dB)
10 )],

= −10 log10[∑
i

10−(
SIRi(dB)

10 )]. (3.20)

In Section 3.3.1.2, we use the SINR model of Eq. (3.8). In order to simplify the multiuser

scenario considered, theSIR(dB) model of Eq.( 3.20) is useful for comparing different

network architectures. Our multiuser, multicell scenariois an interference-limited sce-

nario, where we haveSINR ≃ SIR and theSIR is only related to the distancesds anddi,

as discussed above.

The geographic SIR distribution of the cell-edge area is based on Eq. (3.20), where the

specific MSs suffering from a lower SIR will be assisted by increasing the transmit power.

When applying the above PC technique, the SIR associated with the ith interfer may be

written as:

SIR
′
i(dB) = 40log10(

di
ds
) + Ps

dB − Pi
dB, (3.21)

wheredi andds are defined in the same was as in Eq. (3.18). Furthermore,Ps
dB andPi

dB

represent the transmit power of the destined user and that ofthe interfering user, respec-

tively. More explicitly, when the MS roaming in the cell-edge area suffers from a lower

SIRs
user, the transmit power will be increased in the interest of maintaining the target SIR.

Correspondingly, the interfering MS may also suffer from a lowerSIRi
user and hence its

transmit power will be increased, which will increase the interference imposed on the other

MSs.

The SIR recorded in the presence of PC for our multiuser scenario remains similar to

that without PC, which may by written based on Eq. 3.20 as followings:

SIR
′
user(dB) = −10 log10[∑

i

10−(
SIR

′
i(dB)

10 )]. (3.22)
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The SIR record both with and without PC for our DAS aided FFR architecture in the

cell-edge area is characterized in Fig. 3.12. Observing thecell-edge area of Fig. 3.12

while operating without the PC technique, the SIR is calculated using Eq. (3.20). When

the MS roams close to the RA, a high SIR(SIRuser(dB) ≥ 20dB) may be guaranteed,

hence there is no need to increase the transmit power. By contrast, when the MS roams far

away from the RA, the SIR is reduced(SIRuser(dB) < 20dB), especially in the ”worst-

case directions”(SIRuser(dB) ∼ −20dB), where the transmit power will have to be

increased in order to aim for an adequate SIR. Observing the cell-edge area of Fig. 3.12 in

conjunction with the PC technique, the SIR is calculated from Eq. (3.22). The SIR of the

MSs roaming close to the RAs is slightly reduced in comparison to that in the absence of

PC, but still remains a high value(SIR
′
user(dB) ≥ 20dB). On the other hand, when the

MS in roaming far away from the RA, especially in the ”worst-case directions”, the SIR is

significantly increased(SIR
′
user(dB) ∈ [0 ∼ 20dB) in comparison to the no-PC scenario.
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Figure 3.12: The SIR of noncooperative DAS aided FFR systems, both without

and with the assistance of power control. All system parameters were summarized

in Table 3.5.

The achievable throughput of the DAS aided FFR system is characterized in Fig. 3.13,

where the throughput of the entire cell-edge area is enhanced to η ≥ 3bits/s/Hz, pro-

vided that PC is used. To a degree the throughput is expected to obey the SIR-trends.

More explicitly, when the MSs roam close to the RAs, the throughput remains simi-

lar to that achieved without applying the PC technique, which was shown in Fig. 3.11.

Again, in line with the SIR improvements, when the MSs are roaming far away from the

RAs, the throughput is increased toη ≥ [3 ∼ 3.5]bits/s/Hz with the assistance of
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the PC technique, as shown in Fig. 3.13. By contrast, the throughput remains as low as

η ≥ [1 ∼ 2]bits/s/Hz without any PC and without TPP, as shown in Fig. 3.9. When

applying TPP, we can observe in Fig. 3.11 that the throughputof the entire cell-edge area

may be as high asη = 5bits/s/Hz, provided that perfect CSI is available.
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Figure 3.13: The 3D throughput profile recorded for theNr = 6 noncooperative

DAS aided FFR scenario assisted by power control across the entire cellular area.

All system parameters were summarized in Table 3.5.

3.4.5 Chapter Summary

The achievable throughput of a DOF aided DAS relying on FFR and a realistic optical fibre

backhaul was investigated in practical multicell, multiuser scenarios. Our work demon-

strated that the non-cooperative DAS aided FFR system is capable of gleaning some ben-

efits from the imperfections of the optical fibre, because thedispersion of the optical sig-

nalling pulse might indirectly increase the attainable throughput of the cell-edge area, as

argued in Section 3.2.2. More explicitly, when applying theconfigurations ofNr = 6

andNr = 12, the geographic throughput distribution becomes different, which may be

beneficially exploited for supporting different geographic users-distributions. Correspond-

ingly, the cooperative RA-aided FFR relying on the linear TPP techniques advocated in

Section 3.3.2.2 is capable of efficiently mitigating the IRIin the worst-case direction. As

a result, the system may be capable of supporting a throughput of η = 5 bits/s/Hz, regard-
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less of the specific geographic user-distribution encountered. Furthermore, the cooperative

RA-aided FFR system may become tolerant to the dispersion ofthe optical pulse, but sen-

sitive to the fibre-induced nonlinearity, if the optical pulse has a high power.

Indeed, efficient TPP requires efficient feedback control, which involves an accurate

and frequent channel estimation, quantisation and feedback process, where sophisticated

signal processing improvements may result in an increased throughput. The overhead as-

sociated with this cooperative transmission, or closed-loop design in general, is constituted

by the Doppler-dependent channel-sounding pilot overheadand the feedback quantisation

overhead, where the latter potentially depends not only on the quantisation method per-

formed, but also on the specific cooperative structure employed, i.e. on whether centralised

or distributed cooperation is used. Regarding the effect ofthe numbers of RAs, an intu-

itive observation is that the more cooperative RAs, the moreoverhead will be incurred.

However, no simple quantitative relationship may be established. Furthermore, since the

amount of overhead imposed may offset the potential gain achieved, we have to strike an

attractive tradeoff, as discussed in [143]. The rate of change of the channel will indeed sig-

nificantly decrease the resultant performance gains, sincethe feedback may become more

outdated and the TPP matrix will be subject to strong mismatch. Hence, closed-loop de-

signs in general may not be suitable for high-velocity applications, where in addition to an

increased normalized feedback delay, the channel estimation becomes more challenging in

the downlink.

3.5 Chapter Conclusions

In this chapter, the DAS aided FFR architecture was investigated in a more practical mul-

tiuser, multicell scenario characterized by a topology of two-tiers of nineteen cells, as

shown in Fig. 3.1. The BS-RA backhaul was the DOF link of Fig. 3.2 which was modeled

by the SSF method of Eq. (3.4) in Section 3.2.2, which is capable of taking into account

both the fibre’s linear dispersion and non-linear dispersion. The received signal model

and the SINR definitions of the noncooperative DAS aided FFR scheme were introduced

in Section 3.3.1 while those of the cooperative DAS aided FFRscheme in Section 3.3.2.

The throughput of the noncooperative DAS aided FFR scheme was portrayed in Fig. 3.5,

Fig. 3.6, Fig. 3.9 and Fig. 3.8 and that of the cooperative DASaided FFR scheme in

Fig. 3.10 and Fig. 3.11. Observe in Fig. 3.10 that the TPP technique of Section 3.3.2.2

is capable of mitigating the “worst-case direction” problem. The achievable throughput

of the entire cellular area was investigated in Fig. 3.9 and Fig. 3.11, when employing
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Table 3.6: Performance of DAS aided FFR architecture in cell-edge area

Noncooperative scheme Cooperative scheme

CSI not necessary perfect

θbest Direction 4 ∼ 5bits/s/Hz 5bits/s/Hz

θworst Direction 1 ∼ 2bits/s/Hz 5bits/s/Hz

Upper bound 5bits/s/Hz 5bits/s/Hz

Entire cell ”worst-case” directions no ”worst-case” directions

Fibre model SSF SSF

Fibre nonlinearity P0 ↑ → throughput↓ ignored

Fibre dispersion T0 ↑ → throughput↓ not overly affected

FFR techniques in conjunction with a realistically modelled imperfect optical fibre aided

DAS operating in a multiuser scenario. Given a fixed total transmit power, a substantial

improvement of the cell-edge area’s throughput can be achieved without reducing the cell-

centre’s throughput. The cell-edge’s throughput supported in the worst-case direction is

significantly enhanced by the cooperative linear transmit processing technique advocated.

Explicitly, a cell-edge throughput ofη = 5bits/s/Hz may be maintained for an imperfect

optical fibre model, regardless of the specific geographic distribution of the users. We also

demonstrated the effects of PC technique in multiuser scenario which is based on the SIR

model in Section 3.4.4, when the MSs roaming in the cell-edgearea suffering a low SIR

as shown in Fig. 3.12, the transmitting power will be compensated. Although the compen-

sated transmitting power of other MSs will increase the interference as shown in Eq. (3.21),

a final enhancement of SIR is capable of being achieved as shown in Fig. 3.12. As a result,

the throughput of MSs in the cell-edge area is capable of achievingη ≥ 3bits/s/Hz as

shown in Fig. 3.13. The simulation results of the noncooperative and cooperative DAS

aided FFR scheme are compared in Table 3.6.



Chapter 4
Distributed Antennas for the Fractional

Frequency Reuse Aided Multicell,

Multiuser Uplink

4.1 Introduction

In Chapter 3, the DAS aided FFR architecture was studied in a DL multiuser, multicell

scenario which was based on the extension of the DOF aided fixed RA associated with

a single interfer, as detailed in Chapter 2. In both Chapter 2and Chapter 3, the DAS

was invoked for improving the DL performance in the cell-edge area. By contrast in this

chapter we will employ the DAS in the UL of both the cell-center and cell-edge areas of

a multiuser multicell scenario. The DOF link between the BS and RA was assumed to be

rendered the optical distortion-free by soltion techniqueof [111].

Wireless communication systems are expected to support a high performance for any-

one, anywhere and anytime. Hence, one of the main challengesto be tackled by the Long

Term Evolution (LTE)/Advanced (LTE Release10) [91] standard is to improve the attain-

able performance of the mobile stations (MS) roaming in the cell-edge area. The typ-

ical low Signal-to-Interference-plus-Noise-Ratio (SINR) experienced at the cell-edge is

caused by the combined effects of co-channel interference (CCI), pathloss, shadow-fading

and fast-fading. In order to reduce the CCI, the Fractional Frequency Reuse (FFR) [131]

philosophy has been adopted in the Third Generation Partnership Project’s (3GPP) LTE

initiative [95], which improves the geographic distribution of the CCI at the cost of a

reduced Area-Spectral Efficiency (ASE). In order to reduce the pathloss, Distributed An-

tennas (DAS) may be employed [134], where the remote antennas (RA) are positioned
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more close to the cell-edge terminals. Hence, the received SINR at the RA is increased by

combining the benefits of FFR and DAS. The authors of [24] studied the downlink (DL)

performance of such a system architecture in a multicell, multiuser scenario, which signif-

icantly improved the throughput in the cell-edge area. In comparison to the conventional

Centralized Antennas (CAS) used at the BS [144], the DAS may improve the coverage of

the entire cell by positioning the RAs of the DAS in both the cell-center area and cell-edge

area, which we refer to as a pervasive DAS/FFR scheme, while the BS simply plays the

role of the central signal processing (CSP) unit in our pervasive DAS architecture studied

in this chapter.

However, although the MSs roaming close to the RAs do indeed benefit from a high

SINR, the DAS combined with FFR suffers from increased intra-cell interference (ICI).

When the MSs roaming near the angular direction halfway between two adjacent RAs, the

received SINR is substantially degraded, which we refer to here as the ’worst-case direc-

tion’ problem [24]. In the DL of the DAS combined with FFR, theICI imposed by the

RAs may be mitigated by Transmit PreProcessing (TPP). By contrast, in the UL scenario,

the ICI constituted by the multiuser interference (MI), maybe mitigated by multiuser de-

tection (MUD) based on the philosophy of “interference cancellation”. Alternatively, BS

cooperation techniques based on the philosophy of “knowledge sharing and data fusion”

may be invoked [58]. These BS cooperation techniques [13] [58] may also be adopted for

the DAS architecture [145] in the UL scenario. The results of[58] [145] illustrate that

BS cooperation is indeed capable of enhancing the performance of the MSs roaming in the

cell-edge area, but only, when the MSs are capable of transmitting at a rather high power.

Hence, it may be necessary to further improve the family of cooperation techniques in a

more practical MS distribution scenario, where any particular MS position is mapped to a

specific SINR.

Essentially, BS cooperation achieves a cooperative diversity gain with the aid of the

adjacent BSs. In contrast to the traditional BS cooperationphilosophy [13] [58] , which

relies on BSs having centralized antennas, the pervasive DAS/FFR architecture proposed

in this chapter relies purely on distributed antennas positioned in both the cell-center and

cell-edge area, where there is an optical fibre link between the BS and the RA [24] [99].

More explicitly, both architectures facilitate CSP. Explicitly, the BS cooperation technique

invokes an independent MUD at each BS and then exchanges the resultant soft decision

information among the BSs, while the pervasive DAS/FFR requires a single MUD at the

BS. The latter scheme is capable of increasing the attainable spatial diversity gain as well

as additionally reducing the pathloss, albeit it may be deemed to be more costly. On

the other hand, although the DAS might reduce the CCI when combined with FFR, the
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cooperative diversity gain gleaned from the adjacent cellsmay be eroded. Hence, as a

further enhancement we introduce Mobile Relays (MR) [146] into the proposed pervasive

DAS/FFR for the UL, in order to improve the achievable cooperative diversity gain at

the cost of allocating an additional time-slot for the MRs [147]. Base on the cooperative

relaying philosophy [148], a single antenna is allocated tothe MS, MR and RA for each

MS-MR-RA link, which avoids the cost and complexity of employing multiple antennas

at both the transmitter and receiver. However, both the MS-RA and the MR-RA links have

to be modelled as a virtual MIMO scheme. Hence, we can exploitthe soft information

gleaned from the MSs and MRs at the central BS.

Our outline and novel contributions in this chapter may be summarised as follows:

Against this background, in this chapterwe propose a pervasive DAS infrastructure for

improving the coverage of both the cell-center and cell-edge area, where the latter addi-

tionally relies on FFR. We compare the conventional BS cooperation aided scheme and

the proposed pervasive DAS/FFR infrastructure operating both with and without MRs in a

multicell, multiuser scenario, when employing four different cooperation techniques. More

explicitly, we invoke ”interference cancellation” Minimum Mean Square Error (MMSE)

based successive interference cancellation combined withoptimal user ordering (MMSE-

OSIC) [149], ”full search” based maximum-likelihood detection (ML) [150], probabilis-

tic data association (PDA) [151] and finally, ”knowledge sharing” based combined PDA

(CPDA) [58]. Our new CPDA MUD was specifically designed for the MR aided scenario.

We will demonstrate that

1. In the case of conventional BS cooperation a high BER is experienced, when the

MSs are roaming in the cell-edge area, unless the transmit powerPt is appropriately

increased. On the other hand, the conventional BS cooperation architecture is ca-

pable of improving the cell-edge coverage at the cost of a high powerPt and at the

expense of increasing the complexity by invoking pervasive”knowledge sharing”

amongst the BSs.

2. In the case of the proposed Pervasive DAS/FFR system, the MSs roaming across

the entire cell area are capable of achieving a reduced BER ata low transmit power

Pt. However, the MMSE-OSIC and the PDA MUD techniques are unable to solve

the above-mentioned ’worst-case direction’ problem detailed in [24], even when

Pt is increased. As a remedy, the CPDA MUD invoked by the MR aidedperva-

sive DAS/FFR architecture is capable of substantially reducing the BER for the MS

roaming at arbitrary positions, especially in the ’worst-case direction’.
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3. The ICI is a dominant problem of the pervasive DAS/FFR scheme, which may in fact

be stronger in the cell-center area than in the cell-edge area, since the interfering

MSs tend to be in a dense cluster in the central area, while theinterfering MSs

are scattered less densely in the outer ring. Hence, the MSs roaming in the cell-

center area may in fact have a lower SINR. Hence, an efficient MR selection strategy

is required by the Pervasive DAS/FFR scheme, which is capable of significantly

reducing the BER right across the entire cell area.

This chapter is organized as follows. In Section 4.2, we introduce the system topol-

ogy. In Section 4.3, we detail the received signal model of the DAS combined with FFR,

of the conventional BS cooperation as well as of our MUD techniques. We present our

performance results in Section 4.4 and conclude our discourse in Section 4.4.6.

4.2 System Description

4.2.1 Multicell, Multiuser System Topology

4.2.1.1 Pervasive DAS/FFR Combined with Mobile Relays

The proposed Pervasive DAS/FFR system supporting a multicell, multiuser operating sce-

nario [24] consists of two tiers of 19 hexagonal cells, as seen Fig 4.1a. The frequency par-

titioning strategy of the total available bandwidthF is characterzed byFc ∩ Fe = ⊘, where

Fc andFe represent the cell-centre’s frequency band and the cell-edge’s frequency band, re-

spectively. Furthermore,Fe is divided into three orthogonal frequency bandsFi , i ∈ [1, 3],

which are exclusively used at the cell-edge of one of the three adjacent cells. We will

demonstrate that this regime is capable of sufficiently reducing the CCI in our DAS/FFR

system [24], hence we can focus our attention on mitigating the ICI in a single cell, as seen

in Fig. 4.1b. We assumesymmetry, where every cell has the same system configuration

and without any loss of generality focus our attention on cell B0, which is assumed to be

at the origin of Fig. 4.1b .

In the case of our pervasive DAS/FFR arrangement of Fig. 4.1b, we assume thatNr

RAs andNm MSs are roaming in the cell-center and cell-edge area, respectively. Fur-

thermore, each RA supports a single MS, where a single antenna is employed both by

the RA and by the MS. Hence, our DAS/FFR scheme may be modeled as a pair of inde-

pendent (Nr × Nt)-element virtual MIMOs, whereNt is the number of transmit antennas

(Nt = Nm). Although the virtual MIMO matrix of the cell-center and cell-edge has the
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Figure 4.1: The cellular topology of the MR aided pervasive DAS/FFR network,

whereNr = 6 distributed antennas are employed andNm = 6 MSs randomly

roam in the entire cell area. In contrast to the DAS aided FFR DL topology of

Fig. 3.1, the cell-center of the pervasive DAS aided FFR architecture was illumi-

nated by our pervasive DAS, while the cell-center of DAS aided FFR architecture

of Chapter 3 relied on the CAS. No MR was considered in the DL ofthe DAS

aided FFR architecture of Chapter 3.
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Figure 4.2: The cellular toplogy of the conventional BS cooperation network and

the details of a BS cooperation aided cell supported by threeadjacent BSs, each

of which emploiedNr = 6 centralized antennas at the BS andNm = 6 MSs were

randomly roaming across the entire cell area .

same size, theNm MSs roaming in the cell-center and the cell-edge area have different

pathloss values. More explicitly, theNm MSs that are roaming at an arbitrary point in

the cell-centerZc
i and cell-edgeZe

i of Fig 4.1b are identified by their polar coordinates of

[θZc
i
, LZc

i
] and [θZe

i
, LZe

i
], i ∈ [1,Nm], respectively. Likewise, theNr RAs are uniformly

located in the cell-centerRc
i and cell-edgeRe

i of Fig 4.1b, which are described by their po-

lar coordinates of[θRc
i
, LRc

i
] = [2π(i − 1)/NR, d] and [θRe

i
, LRe

i
] = [2π(i − 1)/NR, d],

i ∈ [1,NR], respectively.

In order to increase both the attainable diversity and cooperative gain, MRs are invoked

for supporting our pervasive DAS/FFR system at the cost of allocating an additional time

slot for relaying at the MRs. TheNm MRs roaming in the cell-center and cell-edge area

are denoted byMc
i andMe

i , i ∈ [1,Nm], respectively, which are identified by their polar

coordinates, similarly to the actively communicating MSs,as seen in Fig. 4.1b.

4.2.1.2 Conventional BS Cooperation Aided Networks

The conventional BS cooperation aided system is shown in Fig. 4.2, where the entire cell

area is divided into three120◦ sectorsSi, i ∈ [1, 3] [152] and for every sectorNr = 6

sectorized antennas are employed at the central BS [153]. Classic Frequency Division

Multiplexing (FDM), associated withFi, i ∈ [1, 3] is used for the corresponding sectors
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Si. Hence the three adjacent BSs compose a Coordinated Multicell Processing (COMP)

regime, as shown in Fig. 4.2b, whereB0 is assumed to be at the origin. Likewise, the other

two BSs in the COMP regime are described by their polar coordinates of[θBj, LBj] =

[2π(j− 1)/6,
√
3R], j ∈ [1, 2]. In the COMP area of Fig. 4.2b all the MSs are assumed to

transmit at the same frequency in the UL. More explicitly, weassume the same number of

Nm = Nr MS transmitters, which employ a single antenna, while roaming in the COMP

area.

The BS coordination aided cellular area of Fig. 4.2b is alsosymmetric, hence without

any loss of generality we may consider the direction betweenB0 and the coordination-

aided cellular centerO. More explicitly, we assume that the MS roams along the lineOB0

, while the remaining MSsZb
i , i ∈ [2,Nm] randomly roam across the entire cell area. Their

polar coordinates are[θZb
i
, LZb

i
], i ∈ [1,Nm].

Hence, when observing theNm active MSs, the virtual MIMO matrix of the cell-center

and cell-edge area of our pervasive DAS/FFR scheme of Fig. 4.1b as well as that of the

conventional BS cooperation scheme of Fig. 4.2b has the samesize of (Nr ×Nt)-elements.

Our DAS/FFR gleans a further cooperative diversity gain from the MRs, albeit this is

achieved at the cost of introducing the classic two-slot cooperative protocol. Explicitly, the

Nm active MSs transmit during the first time slot and the correspondingNm MRs retrans-

mit their received signal in the second time slot, again, with the aid of a (Nr ×Nt)-element

virtual MIMO. By contrast, the conventional COMP scheme achieves its cooperative gain

without any need for introducing a second time slot, where the gain is gleaned from the

adjacent two BSs.
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Table 4.1: Topology parameters.

Pervasive DAS/FFR Location Polar coordinates

RA cell-centerRc
i [θRc

i
, LRc

i
] = [2π(i − 1)/NR, d]

cell-edgeRe
i [θRe

i
, LRe

i
] = [2π(i − 1)/NR, d]

i ∈ [1,NR]

MS cell-centerZc
i [θZc

i
, LZc

i
]

cell-edgeZe
i [θZe

i
, LZe

i
]

i ∈ [1,Nm], roaming randomly

MR cell-centerMc
i [θMc

i
, LMc

i
]

cell-edgeMe
i [θMe

i
, LMe

i
]

i ∈ [1,Nm], close to MS or RA

BS Cooperation Location Polar coordinates

BS B0 origin

Tier-one [θBj, LBj] = [2π(j − 1)/6,
√
3R]

j ∈ [1, 6]

MS Zi [θZi
, LZi

]

i ∈ [1,Nm], roaming randomly

4.2.1.3 Digital Fibre Soliton Aided Backhaul

Until recently the optical fibre backhaul has been assumed tobe a perfect channel, when

transmitting low-rate data using On and Off Keying (OOK). However, when aiming for

supporting Gigabit-transmissions, which is the ambitionsgoal of LTE-Advanced (LTE

Release10) [91], the high-rate fibre-based backhaul may suffer from the detrimental ef-

fects of both linear dispersion and nonlinear distortions [36]. Furthermore, our Pervasive

DAS/FFR system relies on central signal processing at the BS, where again, the signal

received from the wireless channel via the RA may be contaminated both by dispersion

and nonlinearity [154]. Hence, the fibre soliton technique of [111] may be invoked for a

reliable optical fibre backhaul, where the optical pulse canpropagate undistorted over the

optical fibre as a result of the interplay between the dispersive and nonlinear effects [111].

Fig. 4.3 shows a single optical fibre link spanning from the BSto the RAs, where

the RAc of the cell-center area andRAe of the cell-edge area to make use of the same

optical fibre link. In this chapter, QPSK modulation is applied in the UL of the pervasive

DAS/FFR system for the UL. The signals received by the RAs from the wireless channel

are down-converted to the baseband. Then theI andQ streams are modulated by optical
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Figure 4.3: System architecture of the digital fibre opticallink of the pervasive

DAS aided FFR scheme, where the RA in the cell-center area andthe RA in the

cell-edge area are connected to the BS by the same optical fibre link. In contrast

to the system architecture of Fig. 3.2, where only the RAs illuminating in the cell-

edge area are connected to the BS, here the signals of both thecell-center and

cell-edge area are transmitted through the same fibre. This may lead to nonlinear

XPM effects, which were introduced in Section 2.2.2.2.

pulses. Then the optical signaling pulses are transmitted through the optical fibre. The

Wavelength Division Multiple Access (WDMA) technique may be applied for the optical

fibre backhaul, where the optical signaling pulses transmitted from RAc and RAe are

separated by using different wavelength.

In contrast to the generalized Nonlinear Schrödinger (NLS) equation of Eq. (3.2), here

we use the normalized form of NLS [111] may be written as

i
∂u

∂ξ
− sgn(β2)

1

2

∂2U

∂τ2
+ |u|2u = − iαLD

2
u, (4.1)

whereu = N A√
P0

, ξ = z
LD

, τ = T
T0

, andP0 is the peak power,T0 is the width of the

incident pulse, whileA(z, T). α is the fiber loss parameter. Furthermore, the parameterN

is defined as:

N2 =
LD
LN

=
γP0T

2
0

|β2|
. (4.2)

where we haveLD =
T2
0

|β2| andLN = 1
γP0

is the dispersion length and the nonlinear length,

respectively. γ is the nonlinearity parameter.β2 is GVD parameter, when the choice

sgn(β2) = −1 has been made to focus on the case of anomalous GVD, which is also

called bright soliton.

More explicitly, N is the soliton order parameter, the first order soliton (N = 1) is

referred to as the fundamental soliton because its shape does not change on propagation.

Hence, the fundamental soliton in the case of bright solitonmaybe applied for the optical
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backhaul in our pervasive DAS/FFR scheme, which the Eq (4.1)maybe rewritten as below:

i
∂u

∂ξ
+

1

2

∂2U

∂τ2
+ |u|2u = − iαLD

2
u, , (4.3)

In contrast to the generalized Nonlinear Schrödinger (NLS) equation of Eq. (3.2), here the

NLS equation is written in the form of fundamental soliton Eq(4.3). The solution of the

equation Eq (4.1) maybe written as

u(ξ, τ) = η(ξ)sech[η(ξ)τ]exp[iφ(ξ)] (4.4)

The ξ dependence parameters ofη and φ represent amplitude and phase of soliton,

respectively. In the condition of ideal lossless fibreN = 1, the peak powerP0 =
|β2|
γT2

0

is required from the Eq (4.2) to support the fundamental soliton, where the pulse will

propagate undistorted without change in shape for arbitrarily long distances. However, the

soliton amplitudeη and phaseφ are affected by fibre losses. Fibre losses reduce the peak

power of solitons along the fiber length which lead to increase the width of a fundamental

soliton. As a result, the balance Eq (4.2) between the nonlinear and dispersive effects is

broken, if the pulse is unable to maintain its peak power.

In order to keep the pulses’ soliton character in a lossy optical fibre, the dispersion-

decreasing fibres (DDFs) and soliton amplification maybe applied. Inside a DDF, the GVD

decreases exponentially as|β2(z)| = |β2(0)|exp(−αz). Seen from Eq (4.2), both the

soliton peak powerP0 and GVDβ2 reduce exponentially withz, hence the fiber losses have

no effect on soliton propagation. Hence, the requirementN = 1 can still be maintained.

On the other hand, lumped and distributed amplification can be used to periodically

compensate the broadening of pulses introduced by the fibre.In a nutshell, the soliton

based technique of [111] maybe applied for approaching the condition of perfect distortion

less optical backhaul in the future communication networks, where the optical signaling

pulses are able to propagate along the optical fibres withoutdistortion. More explicitly, in

contrast to the optical fibre model of Eq (3.4) which calculates the effects of the dispersion

and nonlinearity, in this chapter the soliton technique of [111] was employed for striking a

balance between the linear dispersion and nonlinear distortion.

4.3 Received Signal of the Pervasive DAS/FFR System

As mentioned in Section 4.2, both the pervasive DAS/FFR system of Fig. 4.1 operating

either with or without the assistance of MRs, as well as the conventional COMP system of

Fig. 4.2 may be modeled as a virtual MIMO having (Nr × Nm) elements. We commence

by considering the pervasive DAS/FFR system.
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Table 4.2: Characteristics of the optical fibre channel relying on the soliton tech-

nique [111].

LD dispersion length

LN nonlinear length

N soliton order

β2 GVD

sgn(β2) = −1 bright soliton

sgn(β2) = +1 dark soliton

P0 peak power

T0 width of the incident pulse

γ nonlinearity parameter

η soliton amplitude

φ soliton amplitude

4.3.1 Received Signal of a Single Link

For theith MS-RA-BS single link, the fundamental soliton techniquemay be applied for

virtually a perfect optical fibre backhaul, as mentioned in Section 4.2.1.3, where the optical

signaling pulses are capable of propagating undistorted. Hence the phase rotation imposed

by the optical fibre link on the modulated signal constellation diagram is negligible and

the modulated signal’s amplitude is also maintained, albeit naturally, it is contaminated

by the complex-valued Additive White Gaussian Noise (AWGN)of the receivern f ∼
CN (0, σ2

f ). In contrast to the signal received of Eq. (2.5) in Section 2.3.1 where IPI was

taken into account, in this chapter the IPI is ignored. In contrast to the signal received at

the RA is that after passing through the optical fibre channelin Eq. (3.1) of Section 3.2.2,

while in this chapter the signal received atRAi after passing through a wireless channel

may be written as:

si = ζihixi + nw, (4.5)

wherexi, ζi, hi andnw ∼ CN (0, σ2
w) represent the transmitted signal, the pathloss, the

fast Rayleigh fading and the AWGN at the RA, respectively. Then the received signal of

theith link at the BS may be written asyi = χsi + n f , which is expressed more explicitly

as:

yi = χζi︸︷︷︸
gi

hixi + χnw + n f︸ ︷︷ ︸
ni

, (4.6)

wheregi = χζi andni denote the equivalent MS-RA-BS link’s distortion and the equiv-

alent receiver noise jointly induced by the optical fibre andthe wireless components. Fi-
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nally, χ is the power-scaling factor invoked for ensuring that the peak power of the optical

signaling pulse obeys the fundamental soliton requirementof [111]. In contrast to the

signal received of Eq. (2.5) in Section 2.3.1 where IPI was taken into account.

4.3.2 Received Signal of a Virtual MIMO
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Figure 4.4: In contrast to the DL interference model of the DAS aided FFR archi-

tecture of Chapter 3, here we considered an UL scenario.

The received signal of the DAS aided FFR architecture may be modelled as a virtual

MIMO, where the interference of the DL is generated by the RAsand that of the UL are

generated by the MSs, as shown in Fig. 4.4. Hence, the received signal model of the UL is

similar to that of the DL introduced in Eq. (3.10) of Section 3.3, where the only difference

is associated with calculating the interference without being considered the linear TPP

matrix. The entire MS-RA-BS link is assumed to be perfectly estimated at the central BS.

Based on Eq (4.6), the vector of received signals of the idealized synchronous UL may be

written as:

y = Hx + n, (4.7)

whereyNr×1, HNr×Nm andnNr×1 denote the transmit symbol vector, the estimated channel

matrix associated with perfect channel state information (CSI) and the circularly symmet-

ric complex Gaussian noise vector. Furthermore,x = [x1, x2, · · · , xNm ]
T
1×Nm

, xi repre-

sents the symbols transmitted from MSi to RA i, while n = [n1, n2, · · · , nNr ]
T, ni is the

equivalent noise at the BS, which was defined in Section 4.3.1. Still referring to Eq (4.7),
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we haveH = [hT
1 , h

T
2 , · · · , hT

Nr
]TNr×Nm

, wherehi = [g1h1, g2h2, · · · , gNrhNr ]1×Nm , i ∈
[1,Nr], represents the channel of all theNm MS-RAi links, which takes into account both

the pathloss of the wireless channel and the fast Rayleigh fading channel, wheregi and

hi were also defined in Section 4.3.1. The fibre-induced attenuation may be negligible,

since the soliton technique of [111] is applied, which allows the optical signaling pulses to

propagate through the optical fibre undistorted. Hence, a unified discrete-time model may

be formulated for the signal received byRAi based on Eq (4.7) as:

yi = ‖hi‖xi + ∑
k 6=i

‖hi‖xk + ni. (4.8)

When we havek 6= i, as indicated in the second term of Eq (4.8), this sum of termsrepre-

sents the ICI imposed by the transmit signal intended forRAk, but received atRAi. With-

out being considered the linear TPP matrix for DL in Eq. (3.12) of Section 3.3, Eq. (4.8)

and Eq. (3.12) will be the same.

The received signal model introduced above in Eq (4.6)-(4.8) can be applied for both

the cell-center and cell-edge area of the pervasive DAS/FFRscheme of Fig. 4.1, we only

have to update the pathloss parameterζ [155]. Similarly, we also havegi = ζi andni = nw

for the conventional COMP system of Fig. 4.2.

4.3.3 Correlation Between the Channel Coefficients ofMSi and MRi

When considering the MR aided pervasive DAS/FFR scheme during the cooperative time

slot, the channel model is the (Nr × Nm)-element virtual MIMO model of Eq(4.6)-(4.8).

The channel matrixH of Eq (4.7) is denoted byHM andHR for the MSs and MRs, re-

spectively, whereHM = [h̄1, h̄2, · · · , h̄Nm ]Nr×Nm andHR = [ĥ1, ĥ2, · · · , ĥNm ]Nr×Nm.

More explicitly, for the MSs transmitting their source signal during the first time slot,

h̄i, i ∈ [1,Nm] is a (Nr × 1)-element column vector of the channel matrixHM, which

represents the channel between theith MS and all theNr RAs links, taking into account

both the pathloss of the wireless channel and the fast Rayleigh fading. Similarly, for the

MRs retransmitting their received signal during the secondtime slot,ĥi, i ∈ [1,Nm] is the

(Nr × 1)-element column vector of the channel matrixHR, representing the channel be-

tween theith MR and all theNr RAs links. The correlation of the mobile relays’ channel

coefficients during the broadcast and cooperation phase is given by

ρij = 〈|h̄i(j)|2, |ĥi(j)|2〉 (4.9)

for theith MS-MR pair transmitting to thejth RA, where we havei ∈ [1,Nm], j ∈ [1,Nr].

For ρij = 0 the channels ofMSi during the first time slot and its correspondingMRi in

the second time slot are uncorrelated.
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4.3.4 Central Signal Processing

The philosophy of the DAS architecture relies on invoking the RA for receiving and for-

warding the signals, which allows the central signal processor to appropriately process

the virtual MIMO signals at the BS, since at the BS it may be affordable to apply more

complex MUD techniques. For a channel coded system, the softMUD calculates the log-

likelihood ratio (LLR) of each coded bit from the received symbol vectors. Then the LLR

of each bit is subjected to soft decoding, since soft decoding is capable of achieving a

better performance than hard decoding. In this section, we design a powerful soft MUD

imposing a moderate complexity.

4.3.4.1 Joint ML Multiuser Detector

For a Forward Error Correction (FEC) coded system, the soft ML-MUD is the optimum

detector for the virtual MIMO signal, albeit it imposes a potentially excessive complexity.

When all the received signals are equi-probable, the soft ML-MUD calculates the LLR for

thenth bit bs,n of thesth RA as:

L(bs,n) = log(P{y|bs,n = 1}/P{y|bs,n = 0}). (4.10)

The max-log approximation may be applied for reducing the complexity at a negligible

performance degradation. Hence, the LLR in Eq (4.10) may be represented as:

L(bs,n) =

log


 ∑

x1∈X,··· ,xs∈X(1)
n ,··· ,xNt

∈X

exp(−‖y − hx‖2/σ2)




− log


 ∑

x1∈X,··· ,xs∈X(0)
n ,··· ,xNt

∈X

exp(−‖y − hx‖2/σ2)




≈ 1

σ2


 min

x1∈X,··· ,xs∈X(0)
n ,··· ,xNt

∈X
‖y − hx‖2 − min

x1∈X,··· ,xs∈X(1)
n ,··· ,xNt

∈X
‖y − hx‖2


 ,

(4.11)

whereX(b)
n is the set of transmit symbols that has a bit value ofb, b = 0 or 1 for the

nth bit andsth RA. More explicitly, Eq (4.11) calculates all the Euclidean Distances (ED)

for all possiblex values and finds the minimum ED in every bit group. In our pervasive

DAS/FFR, we haveNm = Nr, hence naturally, the size of the solution-space increases

exponentially with the numberNr of RAs.
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The BER performance of the joint ML Multiuser Detector usinga convolutional chan-

nel code is demonstrated in Fig. 4.5, where(2× 2) ,(4× 4) and(6× 6)-element virtual

MIMOs are considered.
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Figure 4.5: BER performance of the Joint ML MUD for(N × N),N = 2, 4, 6

MIMOs, whereN is the number of transmit and receive antennas.

4.3.4.2 PDA Aided Multiuser Detector

As noted in Section 4.3.4.1, the joint ML MUD has a complexity, which increases expo-

nentially with the number of RAs and hence may not be invoked in practical applications.

As an attractive design alternative, the reduced-complexity PDA algorithm may be applied

for our pervasive DAS/FFR scheme, which generates the LLRs for the concatenated chan-

nel decoder. In the UL scenario, the UL channel informationH is assumed to be unknown

at the MS transmitters, but it is assumed to be estimated accurately at the BS’s UL receiver.

In our pervasive DAS/FFR scheme, we assumedNt = Nr for the sake of computational

efficiency and the decorrelated signal model of Section 4.3.2 was adopted. Hence Eq (4.8)

may be rearranged as

ỹ = x + ñ = xiei + ∑
k 6=i

xkek + ñ

︸ ︷︷ ︸
Vk

, (4.12)

in contrast to the Eq. (4.8, herẽy = (HHH)−1HHy, ñ is a colored Gaussian noise with

zero mean and covariance ofN0(HHH)−1, ei is a column vector with1 in the ith po-

sition and0 elsewhere, whileVk denotes the interference plus noise term for symbol

xi, i ∈ [1,Nr]. For each symbolxi, we have a probability vectorPi, whosemth element
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Pm(xk|y) quantifies the current estimate of the aposteriori probability(APP) of having

xi = am,m ∈ [1,M], with am being themth element of the modulation constellation.

The key philosophy of the PDA algorithm is to approximateVk with the aid of the mul-

timodal Gaussian mixture distribution as a single multivariate colored Gaussian distributed

random vector having an updated mean ofE(Vk), covariance ofV(Vk) and pseudocovari-

ance ofU(Vk), which are given by:

E(Vk) = ∑
k 6=i

x̄kek,

V(Vk) = ∑
k 6=i

V{xk}eke
T
k + N0(H

HH)−1,

U(Vk) = ∑
k 6=i

U{xk}eke
T
k ,

(4.13)

where we have

x̄k =
M

∑
m=1

amPm(xk|y),

V(xk) =
M

∑
m=1

(am − x̄k)(am − x̄k)
∗Pm(xk|y),

U(xk) =
M

∑
m=1

(am − x̄k)(am − x̄k)
TPm(xk|y).

(4.14)

The current estimate of the APPPm(xk|y) is initialized based on the uniform distribu-

tion 1/M, which will then be updated at each iteration of the PDA algorithm. Let

w(i)
m = ỹ − a

(i
m)ei − ∑

k 6=i

x̄kek, (4.15)

and

ϕ(xi)
△
= exp


−


ℜ(w(i)

m )

ℑ(w(i)
m )




T

Λ−1
i


ℜ(w(i)

m )

ℑ(w(i)
m )





 , (4.16)

where we have

Λ−1
i

△
=

(ℜ[V(V i) +U(V i)]

ℑ[V(V i) +U(V i)]

−ℑ[V(V i)−U(V i)]

ℜ[V(V i)−U(V i)]

)
(4.17)

and aim indicates thatam is assigned toxi, while ℜ(·) andℑ(·) represent the real and

imaginary parts of a complex variable, respectively.
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Since it is assumed that the transmitted symbols have equal apriori probabilities, the

APP ofxi is given aspm(y|xi) · P(xi = am), where we have

Pm(xi|y) =
pm(y|xi)P(xi = am)

∑
M
m=1 pm(y|xi)P(xi = am)

≈ ϕm(xi)

∑
M
m=1 ϕm(xi)

. (4.18)

For further details on the PDA-aided MUD please see [58] [156] [157]. The BER

performance of the PDA aided multiuser detector using a convolutional channel code is

demonstrated in Fig. 4.6, where the(2× 2) ,(4× 4) and(6× 6)-element virtual MIMOs

are considered.

−20 −15 −10 −5 0 5 10 15 20
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
 (dB)

B
E

R

 

 

2× 2
4× 4
6× 6

Figure 4.6: BER performance of the PDA aided MUD for(N × N),N = 2, 4, 6

MIMOs, whereN is the number of transmit and receive antennas.

4.3.5 Combining the Soft-information of the MRs Using PDA

Let us now invoke the PDA for our MR-aided pervasive DAS/FFR scheme for the sake

of combining the soft decision information gleaned from theMRs in a manner similar to

that proposed for the BS cooperation aided system of [58]. Inorder to achieve a diversity

gain, each MS may be aided by an appropriately selected MR, albeit this is only possible at

the cost of creating an additional cooperative time slot in the pervasive DAS/FFR scheme.

More explicitly, each MSMi, i ∈ [1,Nm] broadcasts its signal to a MRRi, during the1st

time slot, which are received by theNr RAs. The MRs then retransmit the received copies

to the RAs using low-complexity amplify-forward relaying.

Based on the aggregated decision information gleaned fromRi, i ∈ [1,Nm], when the

PDA algorithm is adopted for the BS’s MUD, the soft informationPm(xi|yMS) of the MSs

and that of the MRsPm(xi|yMR) are combined as follows [58]
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Pm(xi|yC) =
Pm(xi|yMS)Pm(xi|yMR)

∑m Pm(xi|yMS)Pm(xi|yMR)
. (4.19)

Finally, the BS’s MUD makes a decision for each transmitted symbolxi, yielding x̂i =

a
m
′ , where we have:

m
′
= arg max

m=1,2,···M
{Pm(xi|yC)} . (4.20)

4.3.6 MMSE-OSIC Detector

A practical reduced-complexity suboptimum MUD solution isconstituted by the MMSE-

OSIC detector, which is capable of maximizing the signal strength received from the MS

of interest, while suppressing the ICI imposed by the other MSs [81]. Once the highest-

power signal was decoded and remodulated, the corresponding regenerated transmit signal

is subtracted from the composite multi-antenna signal, before the next interference cancel-

lation stage is activated. Naturally, the MMSE-OSIC detector is prone to inter-layer error

propagation in the presence of decision errors [81].

4.4 Performance Evaluation

4.4.1 Simulation Assumptions

We considered the Urban-Macro propagation scenario of [139], where we have a distance

of D = 3km, e.g. B0B2 =
√
3R between the two adjacent BSs, and each hexagonal

cell has a radius ofR. The pathloss is expressed in dB as128.1+ 37.6 log10(d0) for

the UL, whiled0 is the distance between any transmitter and receiver pair inkilometers.

We assume furthermore that the transmit powerPt is in the range ofPt = 0 ∼ 33dBm

and the noise power at the RA is−174dBm/Hz, when an operational bandwidth of10

MHz [1]. Moreover, the optical fibre link’s normalised Signal-to-Noise-Ratio (SNR) is

assumed to be50dB and the length of the optical fibre is assumed to be five timesthe

distance between the BS and RA, i.e. we haveL = 5d. We defined the cell-edge region

as the area outside the radius ofr = 0.5R, hence the cell-center area is within the radius

of r = 0.5R, as seen in the system topology illustrated in Fig. 4.1. The RAs in the cell-

centerRc
i , i ∈ [1,Nr] area and cell-edge areaRe

i , i ∈ [1,Nr] are assumed to be located at

dc = 0.2R andde = 0.7R, respectively. The parameters considered for pervasive DAS

aided FFR scheme are summarized in Table 4.3.
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Table 4.3: Simulation parameters of the pervasive DAS/FFR scheme in the UL

which is based on the 3GPP-LTE standard [1].

Urban macro BS to BS distance B2B3 = 3 km

Pathloss expressed in dB 128.1+ 37.6 log10(d0)

Transmit power 0, 10, 20, 30dBm

Noise power at the RA −174dBm/Hz

Shadowing standard derivation σs = 8 dB

Normalised optical fibre link SNR 50 dB

Line-of-sight distance of BS-RA in dc = 0.2R

cell-center area

Line-of-sight distance of BS-RA in de = 0.7R

cell-edge area

Length of the optical fibre L = 5d

Number of RAs in cell-center area 6

Number of MSs in cell-center area 6

Number of MRs in cell-center area 6

Number of RAs in cell-edge area 6

Number of MSs in cell-edge area 6

Number of MRs in cell-center area 6

Virtual MIMO 2 independent(6× 6)-element matrices

2 correlated(6× 6)-element matrices

Modulation QPSK

Bit-to-Symbol mapping Gray

Coding punctured convolutional code,R = 2
3

Trellis constraint lengt, 7

CodeGenerator 171, 133

Decoder Viterbi algorithm

MUD Joint ML, PDA, CPDA and MMSE-OSIC

Channel Fast Rayleigh fading channel
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Table 4.4: Simulation parameters of the BS-cooperation aided UL scenario, which

is based on the 3GPP-LTE standard [1].

Topology BS cooperation aided cell Fig. 4.2

Number of BSs 1 BS in every2π
3 sector area

Number of antennas 6 CAS in every2π
3 sector area

Number of MSs 2 MSs in every2π
3 sector area

Virtual MIMO 3 independent6× 6-element matrix

Transmit power 0, 10, 20, 30dBm

Modulation QPSK

Bit-to-Symbol mapping Gray

Coding punctured convolutional code,R = 2
3

Trellis constraint lengt, 7

CodeGenerator 171, 133

Decoder Viterbi algorithm

MUD Joint ML, PDA, CPDA, MMSE-OSIC

Urban macro BS to BS distance B2B0 = 3 km

The pathloss expressed in dB 128.1+ 37.6 log10(d0)

Total transmitter power P = 0 ∼ 33dBm

Noise power at the RA −174dBm/Hz

Shadowing standard deviation σs = 8 dB

We applied the classic QPSK modulation scheme, combined with a code rate2/3,

constraint length-7 punctured convolutional code for both of the wireless and optical fibre

channel. Finally, the BER curves were obtained by averagingthe SINR over103 simula-

tion runs. Again, we compare four types of MUDs, i.e. the Joint ML, PDA, CPDA and

MMSE-OSIC, where the MMSE-OSIC MUD is unable to generate soft information for

the concatenated soft channel decoder. Hence the BER performance of the MMSE-OSIC

remains poor, as shown in Fig. 4.7 -4.10, because as expected, the hard-decision MUD

fails to outperform the soft-decision MUD. Naturally, the superiority of the soft-decision

MUD (Joint ML, PDA, CPDA) is achieved at the cost of an increased complexity.

4.4.2 Conventional BS Cooperation

When observing the conventional BS cooperation characterized in Fig. 4.7, we considered

Nm = 6 MSs roaming randomly across the entire area composed of the3 adjacent BSs

seen in Fig. 4.2b. Again,Nr = 6 centralized antennas were applied to the three sectors of

the BS, hence our COMP scheme relies on using an (Nr × Nm)-element virtual MIMO.
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When Pt is increased according to0, 10, 20, 30dBm, the BER only becomes adequate,

when the MSs are close to the BS. By contrast, when the MSs are roaming in the cell-edge

area, even an increased transmit powerPt fails to lead to an improved SINR and BER for

the MS of interest, since the pathloss is rather high.

More explicitly, the CPDA MUD is adopted for the COMP scheme,which requires

the cooperation of three adjacent BSs. Observe from Fig. 4.7that the CPDA MUD only

achieves a useful cooperation diversity, when the transmitpower is as high asPt = 30dBm.

By contrast, when the MSs transmit at a low power ofPt = [0dBm ∼ 20dBm], the CPDA

MUD has a similarly poor BER performance to that of the PDA MUD, which operates

without exchanging soft information among the adjacent BSs. As a result, when the MSs

roam close to their own anchor-BS but quite far from the adjacent BSs, the cooperative

gain remains rather limited, since the pathloss of the MS with regard to the adjacent BS is

high, which leads to inefficient cooperative BS processing.On the other hand, when the

MSs roam close to the cell-edge, a sufficiently high SINR may only be guaranteed for a

high transmit power, since the pathloss of the MSs with regard to any of the BSs remains

high. The parameters considerd for BS cooperation in UL are summarized in Table 4.4
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Figure 4.7: BER performance of the BS cooperation scheme of Fig. 4.2 employ-

ing the MMSE-OSIC, Joint-ML, PDA and CPDA MUD techniques. All system

parameters were summarized in Table 4.4

4.4.3 Pervasive DAS/FFR

Again, we considerNm = 6 MSs andNr = Nm RAs both in the cell-center and in the

cell-edge area, where each RA may support a single MS, where the received UL signal

is contaminated by the other MSs transmitting within the same time slot of our pervasive
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DAS/FFR system of Fig. 4.1. In contrast to the conventional BS COMP scheme, the

DAS/FFR scheme attains a diversity gain with aid of the RAs, which is attained at the cost

of creating an additional cooperative time slot. Our simulation results will characterized

the typical directions ofθbest, θworst,andθmid using the system parameters in Table 4.3.

4.4.3.1 Cell-Edge Area

In Fig. 4.8 we focus our attention on the BER performance of the θbest direction as shown

in Fig. 4.1b. When the MSs roam close to the RAs, a high SINR is guaranteed, even when

the transmit power is as low as0dBm, as seen in Fig. 4.8c. When the MSs roam far away

from the RAs, even using an increased transmit power ofPt = [0dBm, 30dBm] may not

significantly improve the SINR, since the ICI caused by the other MSs is also increased,

as shown in Fig. 4.8.

More explicitly, let us consider Fig. 4.8b as our example. A MR is appointed close

to the MS for the sake of attaining a diversity gain, where theCPDA MUD is capable

of efficiently combining the soft information gleaned from the MSs and MRs. Hence, the

CPDA is capable of attaining a low BER of10−5 in most locations of the cell-edge defined

asd/R ∈ [0.5, 0.9]. Observe by comparing theθworst direction characterized in Fig. 4.9a

to θmid in Fig. 4.9b that the BER performance of the CPDA MUD is degraded, since MS

i may be roaming in the areas, where the received signal provided by RAi may in fact be

weaker than the interference imposed by MSsk 6= i. The BER performance across the

entire cell is between the best-case angleθbest characterized in Fig. 4.8b and the worst-case

scenario ofθworst documented in Fig. 4.9a. Finally, theθmid direction is characterized in

Fig. 4.9b, which exhibits a performance between those of thedirectionsθbest andθworst.

The dotted curves seen in Fig. 4.8 and Fig. 4.9 quantify the effects of the correlation

of the relaying channels, defined in Eq (4.9), when the correlation coefficientρ increases

from 0 to 1. More explicitly, when the MS-MR channel and the corresponding MR-RA

channel are uncorrelated, i.e. we haveρ = 0, the CPDA MUD benefits from having two

independent channel matrices, namelyHM andHR. By contrast, when the correlation of

the MS-MR channel and the corresponding MR-RA channel is approachingρ = 1, the

diversity is completely eroded, hence the CPDA MUD has a similar BER performance to

that of the PDA.
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Figure 4.8: BER performance of pervasive DAS/FFR scheme of Fig. 4.1b when

appling the MMSE-OSIC, Joint-ML, PDA, CPDA MUD techniques in theθbest

direction. The MSs are aided by the MRs, which are close to theMSs, when the

CPDA MUD is applied. All system parameters were summarized in Table 4.3.
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Figure 4.9: BER performance of pervasive DAS/FFR scheme of Fig. 4.1b, when

appling the MMSE-OSIC, Joint-ML, PDA, CPDA MUD techniques in theθmid

andθworst directions. The MSs are aided by the MRs, which are close to the MSs,

when the CPDA MUD is applied. All system parameters were summarized in

Table 4.3.
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4.4.3.2 Cell-Center Area

Let us now observe the BER performance of the cell-center area along the above-mentioned

typical directions, as shown in Fig. 4.8 and Fig. 4.9. Similarly to the cell-edge area, a high

SINR and low BER may only be guaranteed when the MSs are roaming close to the RAs,

When the MSs roam along theθworst direction, the BER performance is seen to be reduced

in Fig. 4.9a, for the same reason as argued in Section 4.4.3.1.

Let us now compare the BER performance of the cell-center andthe cell-edge area for

Pt = 20dBm in Fig. 4.8b, as an example. When the MS roams far away from theRAs,

the BER is seriously degraded, even when the more complex CPDA MUD is applied.

Quantitatively, the BER exceeds10−1 in the area ofd/R ∈ [0.3, 0.45], because the entire

area may be viewed as being divided into the inner circle and outer ring area of Fig. 4.11.

Hence, the MSs are more densely clustered in the cell-centerarea, while they are more

scattered in the cell-edge area. Therefore the ICI is significantly stronger in the cell-center

than in the cell-edge area, which led to a reduced SINR.

4.4.3.3 MR Selection

In Fig. 4.8 and Fig. 4.9, we consider MRs roaming relatively close to the MSs, but suf-

ficiently far for havingρ = 0 and hence to increase the diversity. The CPDA MUD

combines the soft information gleaned from the transmit signal of both the MSs and that

of the MRs. Although the BER of the CPDA MUD is lower than of that the PDA and

of the MMSE-OSIC MUD, there is still a “problem area”, as demonstrated in Fig. 4.10,

where the BER cannot be significantly reduced, even when applying the CPDA MUD. By

contrast, when the MSs are roaming within the “reliable area” in the vicinity of θbest, the

BER is substantially reduced by the CPDA MUD. More explicitly, the “reliable area” is

close to the RAs and the “problem area” is far away from the RAs. Observe in Fig. 4.8 and

Fig. 4.9 that the MRs are appointed close to MSs, when the MSs are within the “problem

area” where the pathloss is high , hence the corresponding MRs also suffer from a high

level of interference. Hence, the CPDA MUD is unable to reduce the BER.

One of the potential solutions to this predicament is to appoint a MR close to the RA

in the “reliable area”. Assuming that the received signal ofthe MR is error-free, the high

BER experienced in the “problem area” may be reduced by applying the CPDA MUD, as

evidenced by the curve marked by the hollow stars in Fig. 4.10.
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Figure 4.10: BER performance of the pervasive DAS/FFR scheme of Fig. 4.1b,

when applying the MMSE-OSIC, Joint-ML, PDA, CPDA MUD techniques in

θbest direction. The MSs are aided by the MRs, which are close to theRAs when

the CPDA MUD is applied. All system parameters were summarized in Table 4.3.

4.4.4 Conventional BS Cooperation versus Pervasive DAS/FFR

1. BER performance of the entire cell: when comparing the two system structures,

an impartial method may use the observation of the BER performance across the

entire cell area of Fig. 4.13. First of all, observe the BER performance of the Joint-

ML detector of both the BS COMP and of our pervasive DAS/FFR inFig. 4.13

when applyingPt = 20dBm. We extracted from Fig. 4.13 that for the conventional

BS COMP scheme, in40% of the locations the BER is lower than10−4, but in al-

most50% locations that the BER is higher than10−2. By contrast, our pervasive

DAS/FFR exhibits a BER lower than10−4 across80% ∼ 95% of the area, and the

BER is always lower than10−2. For our novel low-complexity CPDA MUD invoked

in our pervasive DAS/FFR scheme,70% ∼ 85% of the area exhibits a BER lower

than10−4. However, if a MR is appointed close to the MS, the coverage isdegraded,

as shown by the dotted lines marked by the bars in Fig. 4.13, albeit only in theθworst

directions, where the BER of our pervasive DAS/FFR is worse than that of the con-

ventional COMP. Hence, in conjunction with an efficient MR appointment strategy,

our pervasive DAS/FFR is capable of improving the BER performance across the

entire cell.

2. The Transmit power required: upon observing the CPDA curves of Fig. 4.7, 4.8

and 4.9 in the cell-edge area, we infer that the COMP scheme only achieves a coop-
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eration gain for a high transmit power ofPt = 30dBm. By contrast, our DAS/FFR

scheme in capable of gleaning a diversity gain from the MRs operating at a lower

transmit power, even atPt = 0dBm. When consideringPt = 20dBm for both

the COMP and DAS/FFR schemes, the conventional COMP scheme has the worse

BER performance over half the cell-edge area, when the DAS/FFR operates in con-

junction with the perfect MR selection strategy introducedin Section 4.4.3.3. The

CPDA MUD designed for the pervasive DAS/FFR has the potential of significantly

reducing the BER right across the entire cell, as shown in Fig. 4.10.

3. Complexity imposed by attaining a diversity-gain: the conventional COMP at-

tains a cooperation gain by exchanging the soft informationgleaned from the three

adjacent BSs, which implies that the CPDA algorithm has to combine the soft in-

formation calculated from the received signal through three independent channels.

Hence, the CPDA is capable of attaining a significantly reduced BER in comparison

to the joint ML MUD for a transmit power ofPt = 30dBm, as shown in Fig. 4.7.

However, the DAS/FFR scheme achieves a diversity gain with the aid of the MRs by

invoking an additional cooperative time slot. Hence, the CPDA MUD combined the

soft information gleaned from the signal received through two independent chan-

nel. However, the diversity gain may be eroded, if the correlation coefficientρ is

increased.

dm dm
B0

B0

Cell − edge

MSi MSi

Cell− center

Figure 4.11: The ICI in the cell-center area and cell-edge area.
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Figure 4.12: The BER performance of the pervasive DAS/FFR scheme of Fig. 4.1b

in the entire cellular area, where the CPAD MUD aided by MR close to MS strat-

egy.All system parameters were summarized in Table 4.3.

4.4.5 Power Control for Multiuser in the UL Scenario

Throughout this chapter no power control (PC) has been used,although PC is capable

of substantially improving the SINR1. The PC technique invoked for our multiuser UL

scenario is also based on the normalized SIR model of Section3.4.4, except that the in-

terferers are the fix RAs in the DL scenario, while here, the interferers are the roaming

MSs, as shown in Fig. 4.4. Hence, when calculating the SIR without PC, we may still use

Eq. (3.18) repeated here for convenience as following:

SIRi(dB) = 40log10(
di
ds
), (4.21)

SIRuser(dB) = −10 log10[∑
i

10−(
SIRi(dB)

10 )]. (4.22)

Similarly to the DL,di andds are defined as the distance of the interfering MS-RA pair

and that of the desired MS-RA pair. When the MSs roaming in thearea suffer from low

SIR, their transmit power may be increased. The SIR recordedin the presence of the PC

1In interference-limited situations we haveSINR ≃ SIR, as mentioned in Section 3.4.4.
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Figure 4.13: The pervasive DAS/FFR scheme in the entire Cellrelying on the

system parameters of Table 4.3, in contrast to the BER performance of the BS

COMP scheme of Fig. 4.7 using the system parameters Table 4.4, where having

the transmit powerPt = 20dBm.

technique is the same as that of DL introduced in the Section 3.4.4, which is repeated here

for convenience:

SIR
′
i(dB) = 40log10(

di
ds
) + Ps

dB − Pi
dB, (4.23)

SIR
′
user(dB) = −10 log10[∑

i

10−(
SIR

′
i(dB)

10 )]. (4.24)

The SIR’s geographic distribution recorded in the absence of the PC technique and in

the presence of the PC technique invoked for our pervasive DAS aided FFR systems in

an UL scenario are shown in Fig. 4.14. When the MSs are roamingclose to the RAs in

both the cell-center area and the cell-edge area, a high SIR(SIRuser(dB) ≥ 20dB) is

guaranteed without increasing the transmit power. More explicitly, when PC is used, a

high SIR(SIR
′
user(dB) ≥ 20dB) is experienced by the MSs roaming close to the RAs

which is similarly as high as that recorded in the absence of PC, although the interference

improved by the other MSs may be increased due to increasing their transmit power in the

interest of maintaining their link-quality. In the absenceof PC, the SIR of MSs roaming far

away from the RAs is seriously reduced in both the cell-center and in the cell-edge area,

especially in the ”worst-case directions”(SIRuser(dB) ∼ −20dB). On the other hand,

when applying PC technique, the transmit power of the MSs, which suffer from a low SIR



4.4.6. Chapter Summary 102

(SIRuser(dB) < 20dB) will be increased.
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Figure 4.14: The SIR of the pervasive DAS aided FFR systems ofFig. 4.1, op-

erating both with and without PC. All system parameters weresummarized in

Table 4.3.

The BER performance of the pervasive DAS aided FFR architecture assisted by PC is

characterized in Fig. 4.15, where the parameters of the PDA detector and of the convolu-

tional channel code are summarized in Table 4.3. When using PC, the MSs roaming in

the cell-edge area are capable of achievingBER ≤ 10−3 even in the ”worst-case area”,

while we haveBER ≤ 10−2 when the MSs roam in the cell-center area, since the ICI is

significantly stronger in the cell-center than in the cell-edge area as evidenced by Fig. 4.11.

4.4.6 Chapter Summary

We proposed a pervasive DAS/FFR scheme, where the DAS was invoked for increasing

the coverage of the entire cell area, while MRs were advocated for increasing the diversity

in order to reduce the BER of the MSs roaming far away from the RAs. The CPAD MUD

was designed for our pervasive DAS/FFR scheme operating in the uplink of a multiuser,

multicell scenario, which was capable of reducing the BER bycombining the soft infor-

mation calculated from the signals received from the MS and MR. Although the CPDA is

capable of reducing the BER even at a low transmit power, it relies on having an efficient

MR selection strategy. We considered the extreme case of theMR being close to the MS

and the scenario of the MR being close to the RA. Our simulation results showed that MRs
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Figure 4.15: The 3D BER profile of our pervasive DAS aided FFR system assisted

by PC. All system parameters were summarized in Table 4.3.

are capable of ensuring that70% ∼ 80% of the area exhibits a BER lower than10−4 as

seen in Fig. 4.13 for the in pervasive DAS/FFR schemes.

4.5 Chapter Conclusions

In this chapter, our pervasive DAS as seen of Fig. 4.1 in Section 4.2 was combined with

FFR for the sake of reducing the pathloss and for mitigating the CCI experienced by the

MSs regardless of their position. MRs were also combined with our pervasive DAS/FFR

scheme for the sake of increasing the attainable diversity gain. Our pervasive DAS/FFR

scheme was then benchmarked against conventional BS cooperation, as seen in Fig. 4.2 of

Section 4.2 in the uplink of a multiuser multicell scenario.

In Section 4.3, the received signal model of our pervasive DAS/FFR scheme operating

either with or without MRs as well as that of the conventionalBS cooperation scheme,

where the latter was modeled as a (Nr × Nm)-element virtual MIMO in Section 4.3.4. In

Section 4.3.4, four typical multiuser detection techniques, namely the “full search“ ML in
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Section 4.3.4.1, the PDA in Section 4.3.4.2, ”knowledge sharing” based combined PDA

in Section 4.3.5 and the “interference cancellation“ basedMMSE-OSIC in Section 4.3.6

were applied. More explicitly, based on the aggregated softdecision information, the soft

information directly received from the source MS and that from the corresponding MR

was then combined by our novel PDA algorithm at a low computational complexity, which

carries out efficient soft-information combining.

Our simulation results demonstrated in Section 4.4 that theconventional BS coopera-

tion characterized in Fig. 4.7 with the aid of the system parameters of Table 4.4 exhibited

a limited gain when the MSs roaming close to their own anchor-BS but quite far from the

adjacent BSs. The attainable cooperative gain may be increased, when the MSs are roam-

ing in the cell-edge area, provided that a high SINR is guaranteed. The BER performance

of our pervasive DAS aided FFR scheme employing the system parameters of Table 4.3

was shown in Fig. 4.8 in theθbest direction, while for theθworst,mid directions in Fig. 4.9

where we assumed that the MRs were roaming close to the MSs. When the MS-RA and

the corresponding MR-RA channel are uncorrelated, MRs willprovided the diversity gain,

otherwise, the diversity gain is eroded when the corresponding relaying channel is corre-

lated, as shown in Fig. 4.8 and Fig. 4.9. Furthermore, Fig. 4.10 characterized the BER

performance of our pervasive DAS aided FFR scheme, when the MRs were roaming close

to the RAs. The BER performance of our pervasive DAS aided FFRscheme recored across

the entire cellular area is shown in Fig. 4.12 and Fig. 4.13. Our PDA aided multiuser de-

tector invoked by the pervasive DAS/FFR scheme and assistedby the MRs is capable of

reducing the BER across the entire cell area, even at a low transmit power ofPt = 0dBm.

By contrast, according to Fig. 4.7 the conventional BS cooperation aided scheme has to

have as high a transmit power asPt = 30dBm. Generally, an efficient MR selection

strategy is required by the Pervasive DAS/FFR scheme, whichis capable of significantly

reducing the BER right across the entire cell area, where70% ∼ 80% of the area exhibits

a BER lower than10−4 as seen in Fig. 4.13, when a transmit power ofPt = 20dBm is

allocated. On the other hand, when applying the PC techniqueand without assisted by the

MRs, the BER across the entire cellular area are reduced, where≤ 10−3 in the cell-edge

area and≤ 10−2 in the cell-center area as shown in Fig. 4.15. The performances of our

BS cooperation scheme and of the pervasive DAS aided FFR assisted by MRs scheme was

summarized in Table. 4.5
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Table 4.5: Performance comparisons of BS cooperation and pervasive DAS/FFR

when operating CPDA MUD andPt = 20dBm

BS cooperation

virtual MIMO 3 independent 6× 6-elements

diversity adjacent2 BSs

code modulation QPSK punctured convolutional code

decoder Viterbi algorithm

BER cell-center area cell-edge area

≤ 10−4 40% area none

10−4 ∼ 10−2 10% area none

≥ 10−2 none 50% area

pervasive DAS aided FFR

virtual MIMO 2 independent 6× 6-elements

diversity MRs close to the RAs additional time-slot

code modulation QPSK punctured convolutional code

decoder Viterbi algorithm

BER cell-center area cell-edge area

≤ 10−4 40% area 40% area

10−4 ∼ 10−2 10% area 10% area

≥ 10−2 none none



Chapter 5
Effects of Imperfect Channel

Knowledge on the DL and Non-coherent

Systems for the UL

5.1 Introduction and Outline

The performance of Cooperative Multiple Point (COMP) techniques designed for both the

DL and UL of DAS combined with FFR was investigated in Chapter3 and Chapter 4.

In order to achieve an improved SINR performance and an increased throughput across

the entire cellular coverage area, the novel pervasive DAS/FFR scheme was conceived in

Chapter 4. However, all our previous investigations reliedon the idealized simplifying

assumption of having perfect CSI knowledge. By contrast, inthis chapter we consider

the realistic practical scenario of having imperfect CSI knowledge. As a radical design

alternative, we also conceived and investigated a non-coherent detection aided system,

which is capable of dispensing with channel estimation.

In comparsion to the radical low-SINR UFR pattern and the higher-SINR FFR pattern,

the DAS/FFR scheme is capable of increasing the cell-edge SINR, despite improving the

spatial reuse factor [132]. Naturally, a DAS provides a shorter and hence reduced-pathloss

link between the RA and the MSs by placing the RA near the cell edge. However, ex-

periments demonstrate that this DAS positioning will impose strong CCI, which emanates

from the neighbouring RAs in the case of the DL and from the MSstransmitting at the same

time within the same band in the case of the UL, especially when the MSs are roaming near

the angle halfway between the adjacent RAs [24]. A promisingtechnique of mitigating the

CCI in both the DL and UL is constituted by the MIMO COMP transmission philosophy
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of [158], [135], which was detailed in Chapter 4. Initial studies demonstrate that the cell-

edge MSs typically achieve higher SINRs in comparison to both UFR and FFR systems as

well as to plain DAS without operating the aid of COMP transmissions [159] [160].

However, the original COMP transmission [161] requires full CSI of all links amongst

all BSs and MSs at the transmitter side for the sake of approaching the theoretical upper-

bound performance of a near-noise-limited system. Naturally, the presence of imperfect

CSI at the transmitters will erode the efficiency of this CCI mitigation technique. As a

result, the cell-edge MSs will benefit from an improved spatial diversity gain, as a benefit

of gleaning information from all the RAs links, where the specific improvements attained

will depend both on the accuracy of the CSI available at the transmitter as well as on that

of the synchronisation between the RAs and the MSs.

On the other hand, the proposed COMP technique characterized in Chapter 3 and Chap-

ter 4 is based on modelling the DAS scheme as a virtual MIMO, where mitigating the CCI

remains a challenge in the UL even with the extra benefit of perfect CSI. In contrast to

designing a multiuser detector for the UL, a simple solutionto achieve lower BER perfor-

mance is modelling the DAS scheme as a Single-Input Multiple-Output (SIMO) arrange-

ment, where the mobile stations will be served by the nearestpair of RAs with the aid of

a TDMA structure. The diversity gain of the resultant SIMO system provides an effective

mechanism of combating the effects of channel-induced fading [162]. The resultant SIMO

aided techniques are capable of increasing the achievable performance gain, provided that

the CSI is accurately estimated at the receivers [163–166].Most previous work on SIMO

systems was based on the assumption of perfectly knowing theCSI and hence the corre-

sponding data recovery typically relied on coherent detection. However, in practice it is

hard to acquire accurate CSI, especially in rapidly fading mobile environments. Hence, it

is of prime significance to design new non-coherent detection techniques, which dispense

with channel estimation. More specifically, the soft-decision based low-complexity Star-

QAM (StQAM) technique has been proposed in [88], which is capable of outperforming its

hard-decision based StQAM counterpart [128], provided that it is supported by powerful

soft-decision-aided channel coding schemes [167].

The outline and novel contributions of this chapter may be summarised as follows:

1. We investigate the impact of practical impairments on COMP aided DAS in the

context of a FFR arrangement in the case of the DL, including the effects of CSI

estimation errors, CSI quantisation errors as well as Orthogonal Frequency Division

Multiplexing (OFDM) signal timing and frequency synchronisation errors. To make

our investigations as complete as possible, in this chapter, we compare the COMP
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aided DAS solution to the traditional UFR and FFR transmission regimes as well as

to conventional plain DAS dispensing with COMP.

2. We investigated the uplink performance of FFR based multicell multiuser schemes,

as a complement of the corresponding DL investigations detailed in [24]. We fur-

ther extended the Single-Input Single-Output (SISO) basednon-coherent 16StQAM

scheme of [88] to a SIMO system. We investigated both the Turbo-Coded [167]

16StQAM and 16QAM [128] schemes in the multicell, multiuserUL system con-

sidered, when imperfect DOF links are considered.

The outline of the chapter is as follows. The effects of practical impairments on the DL of

DAS/FFR networks are characterized in Section 5.2. In Section 5.2.1, our system model

of the DL and our assumptions are provided. These discussions are followed by highlight-

ing the benchmarker scenarios of UFR and FFR aided networks as well as of plain DAS

dispensing with COMP. In Section 5.2.2, we impose a range of practical impairments on

COMP-aided DASs. The system’s SINR profiles are investigated in Section 5.2.3.

A turbo-coded StQAM technique dispensing with channel estimation is applied for the

DAS/FFR aided UL, which is introduced in Section 5.3. Our system model of the UL is

described in Section 5.3.1, while our results and discussions are detailed in Section 5.3.4.

Finally, our conclusions are presented in Section 5.4.

5.2 Effects of Practical Impairments on the DAS/FFR Scheme

in DL

5.2.1 System Description

5.2.1.1 Configurations and Assumptions

In this chapter we use the topology of Fig. 3.1 defined for the two-tier DAS aided FFR

as that in Chapter 3 and we focus our attention on the wirelesschannel. Hence a perfect

optical fiber backhaul is assumed between the BS and RAs. For convenience, we repeated

Fig. 3.1 in this section as Fig 5.1. As seen in Fig 5.1, we letBo denote the set containing

6 adjacent tier-one cells and 12 tier-two cells, with each having NB
t transmit antennas.

Within the centered area of a cell shown by the grey circle, MSs are served by the BSs

using the frequency setFc, while MSs roaming in the cell-edge area are served by RAs

using one of the frequencies in the set{F1, F2, F3}. Hence, the received SINRs of MSs
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located near the cell-edge of the conventional cell may be improved as a benefit of their

shorter and hence better link between the MSs and the RAs. However, severe CCI still

exists when the MSs are located in the vicinity of the direction between two adjacent RAs,

which constitutes the worst-case direction.

Against this background, COMP aided DAS may be employed for mitigating the CCI.

Consider a general scenario constituted byNb RAs hosted by the setBc, where each RA

is equipped withNt transmit antennas. Let us assume that a total ofNu = Nb MSs hosted

in the setBu - each equipped with a single receive antenna - are involved in the coop-

erative transmissions, where each of theNu MSs roams within the coverage area of its

anchor RA, as portrayed in Fig. 5.1. Hence, the scenario may be described by the parame-

ter combination of{Bo,N
B
t ,Nb,Nt,Nu,Nr}. Furthermore, we letNT = (Nb × Nt) and

NR = (Nu × Nr) denote the total number of transmit and receive antennas in the coop-

erative transmission, respectively. Since we focus on COMP-aided DAS transmissions,

the assumption of a single BS antenna is stipulated for simplicity, while the total power

consumptionPt is assumed to be the same for the sake of a fair comparison.

Within the arrangement discussed, the assumption of perfect reception of the BSs’ data

at the RA becomes realistic, when an optical fibre link is usedfor connecting the RAs and

the BS. As a benefit of having a high-bandwidth fibre link between the BS and the RAs, and

of the so-called Precise Timing Protocol (PTP) invoked for the synchronisation between

the BS and the RAs, the assumption of perfect synchronisation between BS and the RAs

becomes reasonable.

5.2.1.2 DAS Aided FFR Scenario

In comparsion with the DAS aided FFR scheme considered in Chapter 3 and that in this

chapter, both of them use the same topology of two tiers of nineteen cells as shown in

Fig. 5.1, but the received signal in the cell-edge area as shown in Eq (3.8) in Section 3.3.1.2

only considered the interference from the local cell, sincethe interference from the second

tier is capable of being ignored which has been proved in the simulation result as shown in

Fig. 3.4 in Section 3.4. Although, the interference from thesecond tier is capable of being

ignored which will simplify the modelling and simulation, we further study the wireless

channel of the DAS aided FFR scheme in this chapter. Hence, the interference from the

second tier is considered.

In the DAS aided FFR scenario of this chapter we assume that the total transmit power

Pt is equally shared amongst the RAs for simplicity and the power available at each RA

is denoted asPa. In this scenario,Nb RAs can use the same channel for simultaneously
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Figure 5.1: The cellular topology of two tiers of nineteen cells relying on a FFR

and DAS arrangement, whereNr = 6 RAs are employed. The structure of the

cells in tier two is the same as the ones in tier one which was repeated from Fig. 3.1

in Section 3 for convenience.

supporting more MSs, thus the discrete-time model of the signal received by MSj roaming

in the cell-edge area may be expressed as

yj = hj,jtj,jsj + ∑
i∈Bc,−j

hi,jti,isi + ∑
i∈B f

hB
i,jt

B
i,isi + nj, (5.1)

where the first term represents the desired signal, while thesecond and the third term

denote the CCI of transmission from other RAs and of transmission within the tier-two

cells using the same frequency set, respectively. Moreover, hi,j ∈ C1×Nt describes the

DL channel between theith RA and thejth MS, obeying i.i.d. complex Gaussian entries,

while ti,i =
√
Pa/Nt

[
1, 1, · · · , 1

]T ∈ CNt×1 denotes the preprocessing employed at the

ith RA. Similarly, the SINR of MSj roaming in the cell-edge area may be written as

γdas
j =

|hj,jtj,jsj|2
∑

i∈Bc,−j

|hi,jti,isi|2 + ∑
i∈B f

|hB
i,jt

B
i,isi|2 + |nj|2

. (5.2)

In contrast to the received SINR in Eq. (2.7) of Section 2.3.2which only a single interfer

was taken into account, here multiple interferes are taken into account in Eq. (5.2). While

Eq. (5.2) and Eq. (3.8 are in the same form, the difference is that the former calculates the
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interference from both the local cell and the second-tier operating the same frequency and

the later only calculates the interference from the local cell.

5.2.2 Practical Impairments in COMP-Aided DAS

5.2.2.1 COMP-Aided DAS with FFR

In Section 3.3.2.2, the cooperative MMSE and cooperative egBF linear Transmit PrePro-

cessing (TPP) techniques were invoked for mitigating the CCI, which entirely relied on

the channel matrix used for preprocessing the transmit signal. In this more powerful chap-

ter, we employ the linear Joint Signal-to-Leakage-Noise-Ratio (JSLNR) precoding tech-

nique [168] for mitigating the CCI. In a COMP scenario, each MS is jointly served by all

RAs. Hence, the corresponding discrete-time DL model may bewritten as:

yj = hjtjsj + ∑
i∈Bu,−j

hjtisi + ∑
i∈B f

hB
i,jt

B
i,isi + nj, (5.3)

where the first two terms represent the desired signal and theMulti-User Interference

(MUI) imposed by the simultaneous DL transmissions to otherMSs in the cooperative

site. The latter contributions are hosted in the setBu,−j. The difference in comparison

to the system model of the Non-COMP transmission of Eq. (5.1)is thathj ∈ C1×NT de-

notes the joint DL channel between all theNb cooperative RAs and thejth MS, where

hj = [h1,j,h2,j, . . . ,hNb,j] denotes the joint channel vector. Still referring to Eq. (5.3),

tj ∈ CNT×1 denotes the joint precoding vector configured for thejth MS of the cooper-

ative site. The third term of Eq. (5.3) represents the CCI arriving from the tier-two cells,

which use the same channel set.

Precoding SchemeThe JSLNR precoding technique [168] aims for maximising the

received signal power at the intended MSs, whilst simultaneously minimising the signal

power leaked to other MSs. More specifically, the SLNRη at MS j is given by

ηj =
trace[tHj h

H
j hjtj]

trace[tHj (#/Pj + hH
−jh−j)tj]

, (5.4)

with # = {Nr|nj|2+∑i∈B f
trace(tBi,i

H
hB
i,j

H
hB
i,jt

B
i,i)}INT

andh−j = [hT
1 , · · · ,hT

j−1,h
T
j+1, · · · ,hT

Nu
]T.

Hence, the optimisation problem may be stated as

tj = argmax
tj

ηj. (5.5)

It can be seen that the optimisation problem of Eq (5.5) requires the knowledge of power
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allocationPj = ∑
Nb
i=1 Pi,j, which has to satisfy the per-RA power constraint

E{
Nu

∑
j=1

trace[(tjxj)(tjxj)
H ]} =

Nu

∑
j=1

trace(tjt
H
j ) ≤ Pa. (5.6)

In this chapter, a simple proportional power allocation strategy is advocated:

Pi,j =
trace(hi,jh

H
i,j)

∑
Nu
j=1 trace(hi,jh

H
i,j)

Pa. (5.7)

Furthermore, the optimisation problem of Eq (5.5) may be decoupled into the individual

optimisation processes by forcingtj to be an orthonormal matrix as discussed in [168],

where we havetj = eigv(B−1A) representing the eigenvectors corresponding the largest

eigenvalue ofB−1A, with B = #/Pj + hH
−jh−j andA = hH

j hj. Finally, the resultant

linear precoding matrixti,j is multiplied by the allocated powerPi,j. Hence, the achievable

SINR of COMP-aided DAS transmissions may be expressed as:

γ
comp
j =

|hjtjsj|2
∑

i∈Bu,−j

|hjtisi|2 + ∑
i∈B f

|hB
i,jt

B
i,isi|2 + |nj|2

. (5.8)

In contrast to the SINR of the cooperative DAS assisted FFR inEq. (3.13) of Sec-

tion 3.3.2 which only takes in to account the interference from the local cell, here Eq. (5.8)

takes into account the interference from both the local celland the second-tier operating

the same frequency.

5.2.2.2 Practical Impairments

In Chapter 3, we calculated the imperfections imposed by thepractical optical fibre link,

but we assume having a perfect CSI knowledge for the wirelesschannel. Hence, in this

chapter, we will consider a more practical finite-accuracy channel estimator and charac-

terize the effects of the CSI estimation errors, CSI quantisation errors and synchronisation

errors. Furthermore, the interference imposed by the second-tier of the DAS aided FFR

scheme is also considered, while that was ignored in Chapter3. The system performance

of COMP is heavily dependent on the accuracy of the precodingmatrix, which is a func-

tion of the instantaneous CSI. However, in practice, we are unlikely to have the luxury of

perfect CSI both at the receiver and at the transmitter due tothe combined effects ofCSI

estimation errorsand theCSI feedback quantisation errors.

CSI Estimation ErrorsWe assume that MSj is capable of estimating the joint CSI

vectorhj = [h1,j,h2,j, · · · ,hNb,j] ∈ C
1×NT , subject to the assumption of a Gaussian

CSI estimation error having a variance ofσ2
e . Then the channel vector of MSj may be
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expressed ashj = ĥj+ ej, whereej denotes a zero-mean complex Gaussian vector having

a variance ofσ2
e .

CSI Quantisation ErrorsAfter obtaining the estimated CSI, we assume the employ-

ment of the Random Vector Quantisation (RVQ) scheme of [169]for quantising the Chan-

nel Direction Information (CDI)́hj = ĥj/‖ĥj‖, where‖ · ‖ denotes the Euclidean norm

and‖ĥj‖ represents the Channel Quality Information (CQI), which isassumed to be per-

fectly fed back to the cooperative transmitters. This implies that a CDI quantisation code-

bookC = {c1, c2, . . . , cNq} consisting ofNq = 2b zero-mean unit-norm complex Gaus-

sian vectorsci ∈ C
1×NT is constructed and made available to both the MS and to the

cooperative transmitter, whereb denotes the number of quantisation bits, i.e. codebook in-

dex bits. In the quantised feedback regime, theb bits representing the particular codebook

index ofκ = max
i∈{1,2,...,Nq}

cos θ, θ = ∠(h́j, ci) are transmitted, where the codebook may be

designed to satisfy diverse design criteria. If we letθ be the angle between the CDIh́j and

the quantisation vectorcκ, then we havéhj = cκ cos θ + gκ sin θ, wheregκ is a unit vector

that lies in the null-space ofcκ. At the transmitter side, these received codebook-index bits

are used for regenerating the quantised CSI by combining them with the CQI value.

COMP-aided DAS with imperfect CSIIn the presence of imperfect CSI at the transmit-

ter, the precoding vectort̃j = argmaxt̃j ηj configured for MSj in the COMP-aided DAS

will be designed based on the feedback quantised CSI{h̃T
1 , h̃

T
2 , · · · , h̃T

Nu
}, whereh̃j are

regenerated by combining the perfectly feedback CQI‖ĥj‖ and the quantisation indexκ.

More specifically, the quantised CSI of MSj is given byh̃j = ‖ĥj‖cκ ∈ C1×NT . Thus,

the SINR of MSj associated with imperfect CSI in Eq. (5.8) has to be modified to

γ
comp,c
j =

|hj t̃jsj|2
∑

i∈Bu,−j

|hj t̃isi|2 + ∑
i∈B f

|hB
i,jt

B
i,isi|2 + |nj|2

. (5.9)

5.2.2.3 Synchronisation Errors

One of the assumption in above-mentioned transmission scenarios is that the receivers and

the transmitters are perfect synchronised, hence the transmitted signal from all transmitters

is arrived at the receiver simultaneously. However in reality, when such as an OFDM-based

physical layer technique is employed, there may be synchronisation errors due to both the

phase-rotation, which is commensurate with the distance traveled between the transmitters

and receivers as well as owing to the mismatch of local oscillator frequencies at the trans-

mitter and receiver, which will erode the orthogonality of subcarriers. In contrast to the

signal model of Eq. (3.10) in Section 3.3.2 and of Eq. (4.7) inSection 4.3.2, in this chapter,
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both the time offset and frequency offset are taken into consideration. More explicitly, the

demodulated data symbolsyj[l, k] at MS j transmitted from RAj of thelth OFDM symbol

and subcarrierk under perfect synchronisation can be shown to be

yj[l, k] = hj,j[l, k]xj,j[l, k] + nj[l, k], (5.10)

wherexj,j[l, k] = tj,j[l, k]sj ∈ CNt×1 denotes the transmitted symbol withtj,j[l, k] ∈
CNt×1 being the preprocessing at the transmitter, whilehj,j[l, k] andnj[l, k] are channel

transfer function (CTF) of frequency-selective fading channel and the noise at the receiver

of the lth symbol andkth subcarrier, respectively. We henceforth omit the subscript for

simplicity.

Time OffsetWhen considering the average time offset ofε = nεT between the transmit-

ter and the receiver, whereT denotes the sampling duration, Eq. (5.10) may be expressed

as [170]

yj = ej2π(k/N)nεα(nε)hj,jxj,j + nj + nnε , (5.11)

whereN is the Fast Fourier Transform (FFT) size of the OFDM modulation scheme, with

the attenuation factor ofα(nε) = ∑m |hj,j(τm)|2
N − ∆εm

N
being negligible when the FFT

sizeN is sufficiently high, wherehj,j(τm) denotes themth tap channel impulse response

(CIR) at a delay ofτm. Moreover, the Inter-Symbol-Interference (ISI) imposed by the time

offset may be modeled as additional noisenε having a power of

σ2
ε = ∑

m

|hj,j(τm)|2
[
2

∆εm
N

− (
∆εm
N

)2
]
, (5.12)

where∆εm may be expressed as

∆εm =





nε −
τm
T
, nε >

τm
T

τm − Tg

T
− nε, 0 < nε <

τm
T

− Ng

0, else,

(5.13)

whereNg = Tg/T denotes the length of Cyclic Prefix (CP), withTg being the time of the

CP in one OFDM symbol.

Frequency OffsetAs far as the frequency offset ofφ =
∆ f

1/Tu
is considered withTu rep-

resenting the data period of one OFDM symbol, the demodulated data symbol in Eq. (5.10)

may be written as [170]

yj =
{
ejπφej2π[(lNs+Ng)/N]φ

}
β(φ)hj,jxj,j + nj + nΩ, (5.14)
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Table 5.1: Simulation parameters.

Parameters Value

Inter-cell distance 1000m

Carrier FrequencyfC 2.5GHz

System BandwidthB = 1/T 15.36MHz

FFT Size N 1024

CP LengthNg 72

Subcarrier Bandwidth1/Tu = B/N 15kHz

No. of RA 6

Est. errorσe 0.1

Pathloss[αpl ; βpl] [−3; 1.35× 107]

where the attenuation factor ofβ(φ) may be neglected in the stable state, in which the

local offsetφ is usually small. Furthermore, the power of the additional frequency offset

noisenΩ may be approximated as

σ2
Ω ≈ π2

3
φ2. (5.15)

When the above-mentioned two types of synchronisation errors coexist, the data sym-

bol may be expressed as

y ≈ej2π(k/N)nεej2πφ[(lTu+Tg)/Tu]hj,jxj,j + nj + nnε + nΩ. (5.16)

COMP-aided DAS with synchronisation errorsThus, the SINR of MSj, which takes

into account both time synchronisation errors and frequency synchronisation errors in our

COMP-based DAS scenario may be expressed as

γ
comp,s
j ≈ |hjtjxj|2

∑
i∈Bu,−j

|hjtixi|2 + ∑
i∈B f

|hB
i,jt

B
i,ixi|2 + |nt|2

, (5.17)

wherehj = [h1,j,h2,j, · · · ,hNb,j] denotes the joint channel of MSj, while in contrast to

the SINR of MSj without synchronisation errors of Eq. 5.2 and Eq. 5.9, here|nt|2 =

|nj|2 + |nnε |2 + |nΩ|2 represents the overall noise constituted by the white noiseand by

the synchronisation errors at receiver.
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Figure 5.2: Achievable SINR per user versus SNR, when the MSsare located

in the worst-case direction of Fig. 5.1 in the presence of both imperfect CSI and

synchronisation errors, when using the system parameters of Table. 5.1.

5.2.3 Performance Evaluation

In this section, we consider a practical DAS system, consisting of 19 cells, 6 RAs and the

correspondent 6 MSs, which may be described by the parametercombination of

{Bo,N
B
t ,Nb,Nt,Nu,Nr} = {19, 1, 6, 1, 6, 1}.

The most important simulation parameters are summarised inTable 5.1.

Here, we considered the Urban Micro setup [137], where the inter-cell distance (ISD)

and the BS radius were defined asD = 1000m andR = D/
√
3, respectively. The

MISO channels of each BS-MS pair are constituted by two components, i.e. byhi,j =

(A
pl
i,j)

1/2h
f
i,j, whereh f

i,j ∈ CNr×NB
t represents the fast fading component, which is as-

sumed to be frequency-flat with zero-mean and unity-variance complex Gaussian entries,

while A
pl
i,j = βpldαpl

i,j describes the pathloss component, wheredi,j denotes the distance in

meter between theith BS andjth MS, while we have[αpl ; βpl ] = [−3; 1.35× 107] [171].

The channel between the RA-MS pair is defined similarly. In this chapter, we investigate

the system performance of MSs, which are located in the worst-case direction using 20

000 Monte-Carlo simulations runs, when considering the effect of both imperfect CSI and

synchronisation errors.
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5.2.3.1 Achievable SINR of Users in the Worst-case Direction

We consider the scenario in which the MSs are located in the angle halfway between the

adjacent RAs and experience both imperfect CSI and synchronisation errors. Fig. 5.2 illus-

trates the average SINR per user in the worst-case directionof the different transmission

arrangements corresponding to three different quantisation bits and time synchronisation

offset of nε = 0.2Ng as well as frequency offset of∆ f = 0.05 as a function of Tx

SNR1. It may be observed in Fig. 5.2 that as expected, the achievable average SINR of all

transmission scenarios improves across the entire SNR range spanning from zero to 30dB.

Specifically, the SINR of the FFR scenario is the best at high SNRs as a benefit of having

no MUI and a low CCI arriving from tier-two cells. The achievable SINR of COMP-aided

DAS relying on perfect CSI is better than that of the FFR scenario at low SNRs and it also

outperforms the other two benchmarker scenarios across theentire SNR range. However,

in reality we do not have the luxury of perfect CSI either at the receiver or at the trans-

mitter. Hence, the realistically achievable SINRs are degraded, as indicated by the curves

marked by the diamond for the imperfect CSI scenario associated with different number

of quantisation bits. Naturally, increasing the number of quantisation bits is capable of

improving the achievable SINRs. Importantly, even in the presence of imperfect CSI, the

achievable SINRs remain superior in comparison to both the plain DAS transmission indi-

cated by the label Non-COMP and to the UFR transmission. Whencompared to the FFR

scenario, the COMP-aided DAS provides beneficial SINR improvements at SNRs below

10dB, but performs worse in the high-SNR region, although again,a factor of six spectral

efficiency improvement was achieved, which is twice as high as that of the UFR scenario.

5.2.3.2 Effects of Time-Offset and Frequency-Offset

Fig. 5.3 and Fig. 5.4 quantify the average SINR loss corresponding to users, which are

located in the worst-case direction at an SNR of 20dB as a function of both the time-

offset and of the frequency-offset, respectively. As for the effects of time synchronisation

errors, the SINR loss of all transmission scenarios is increased as the time offsetnε in-

creased from zero to 115. Specifically, the SINR loss of the traditional FFR scenario is

the highest amongst all other scenarios, since the dominantSINR loss is due to the time-

synchronisation errors. The same argument applies to the COMP-aided DAS, where the

SINR loss imposed by time-synchronisation errors is also prominent. On the other hand,

since the system performance in both the Non-COMP aided DAS and in the UFR trans-

1Tx SNR here is defined as the transmit power at the transmitterdivided by the power of noise at the

receiver.



5.2.3. Performance Evaluation 118

0 20 40 60 80 100
0

1

2

3

4

5

6

7

8

9

10

Time offset (n
ε
)

S
IN

R
 L

os
s 

pe
r 

us
er

 (
dB

)

 

 
UFR
FFR
Non−CoMP
CoMP−perfect CSI
CoMP
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receiver without frequency synchronisation errors, when using the system param-

eters of Table. 5.1.
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the receiver without time synchronisation errors when using the system parameters

of Table. 5.1.



5.2.4. Summary of Section 5.2 119

mission scenarios is mainly affected by the MUI and CCI, respectively, the SINR loss

due to time-synchronisation errors is not obvious. Quantitatively, for both scenarios we

have a degradation of no more than 4dB owning to time-synchronisation errors. As for the

impact of frequency errors, the SINR loss curves exhibit similar trends as in the case of

time-synchronisation errors, when the frequency offset increases from zero to0.5∆ f .

5.2.4 Summary of Section 5.2

We investigated the JSLNR precoding based COMP-aided DAS inconjunction with FFR

under imperfect CSI and synchronisation errors, where a superior received SINR was

achieved in comparison to both the plain Non-COMP DAS transmission, to traditional

UFR transmission as well as to FFR transmission at low SNR, when the number of quan-

tisation bits was higher than 12, with the additional benefitof a six-fold improved spectral

efficiency in the cell-edge area, when compared to the FFR scenario and a doubled spec-

tral efficiency, when compared to the UFR scenario. Additionally, the sensitivity of the

system’s performance subjected to synchronisation errorsbetween the transmitter and the

receiver was also investigated. Our future work will be related to the optimisation of our

proposed COMP-aided DAS system.

5.3 Turbo-Coded Star-QAM for Distributed Antennas Re-

lying on FFR in the UL

5.3.1 System Model and Analysis

In Chapter 4, the pervasive DAS aided FFR of Fig. 4.1 was modelled as a virtual MIMO

for both the cell-center as well as cell-edge areas and mobile relays were invoked for

increasing the attainable diversity gain. In this chapter,we focus our attention on the cell-

edge area of Fig. 5.5a, where the mobile stations will be served by either the nearest single

RA or by the nearest pair of RAs with the aid of a TDMA structure. Hence, the system

can be modelled as a SISO or SIMO scenario.

In this chapter, the topology of the FFR based multicell, multiuser scheme is shown

in Fig. 5.5a is the same as that of Fig. 3.1 and Fig. 4.1, where there are two-tiers of 19

hexagonal cells surrounding the central Base-Station (BS)B0 at the origin. The frequency-

partitioning strategy of the total available bandwidthF is characterized byFc
⋂
Fe = ⊘,

whereFc andFe represent the cell center’s frequency band and the cell edge’s frequency
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band, respectively. Furthermore,Fe is divided into three orthogonal frequency bandsFi,

for i ∈ {1, 2, 3}. In Fig. 5.5a,D denotes the distance between two adjacent BSs, while

Rcell = D/
√
3 is the radius of each hexagonal cell. We employD = 3 km for the

Urban-Macro propagation scenario of [24],

We will specifically investigate the performance of the uplink transmission when the

mobile unit is located at locations A and B, as shown in Fig. 5.5b, because these are the

worst case scenario at the cell-edge. The mobile unit will beserved by the nearest RA or

the nearest two RAs, in the SISO or SIMO scenario, respectively.

Table 5.2: Topology parameters.

DAS aided FFR Location Polar coordinates

RA cell-edgeRi [θRi
, LRi

] = [2π(i − 1)/Nr , d]

i ∈ [1,Nr]

BS B0 origin

tier-one [θBj, LBj] = [2π(j− 1)/6,
√
3R]

j ∈ [1, 6]

MS Zi [θZi
, LZi

]

i ∈ [1,Nm], roaming randomly

5.3.2 Imperfect Optical Fibre Model

In contrast to the optical fibre model in of Section 3.2.2 which considered the effects of

fiber-induced dispersion and nonlinearity, where the phase-rotations imposed by the im-

perfect optical fiber were assumed to be perfectly compensated. In this chapter, we ad-

ditionally take into account the effects of the phase-rotations imposed by the imperfect

optical fiber. We assume that the links spanning from the RAs to the BSB0, as shown in

Fig. 5.5b and Fig. 5.6, are constituted by realistic- ratherthan perfect-optical fiber links.

The Nonlinear Schrödinger (NLS) equation can be simplifiedas [111] [24] [172]:

∂A(z, t)

∂z
=


−i

β2

2

∂2

∂t2︸ ︷︷ ︸
D̂

+ iξ|A|2︸ ︷︷ ︸
N̂


 A(z, t), (5.18)

which was repeated from Eq. (3.3) for convenience, where thetermsD̂ and N̂ are the

simplified forms of the linear dispersion and the nonlinear dispersion, respectively. Addi-

tionally, A(z, t) is a slowly varying envelope function associated with the optical pulse in
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Figure 5.5: Topology of the 19-cell two-tier FFR based arrangement, whereN =

6 RAs are employed in each cell. The structure of the central cell and the MS

locations A and B. In comparsion with the topology of Fig. 3.1in Chapter 3 and

that of Fig. 4.1 in Chapter 4, we only focus our attention on the typical location A

and B which are the worst position.All the topology parameters are summarized

in Table 5.2.
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Figure 5.6: The simplified system block diagram of our proposed uplink wireless-

optical SIMO system, whereFR is the radio frequency carrier andRi denote the

ith RA.
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the optical-fiber, wherez is the propagation distance andt = t
′ − z/vg

2 is the time, while

β2 is the second order propagation constant and the coefficientξ characterizes the nonlin-

ear effects. However, the NLS equation in Eq(5.18) cannot besolved analytically, when

both linear dispersion and optical transmission-induced the nonlinear effects are present,

except for specific transmission. Thesplit-step Fourier(SSF) method [111] [172] is one

of the popular numerical algorithms used for solving NLS equations, owing to its accuracy

and relatively modest computational cost. In contrast to the split-step scheme invoked in

Eq. (3.4) of Section 3.2.2, in this chapter the so-called symmetric split-step scheme where

the main difference is that the effect of nonlinearity is included in the middle of the seg-

ment rather than at the segment boundary, the solution of Eq(5.18) may be approximated

as:

A(z+ l, T) ≈ exp

(
l

2
D̂

)
· exp

[
l

2
(N̂(z) + N̂(z+ l))

]

· exp
(
h

2
D̂

)
A(z, T). (5.19)

Since the linear dispersion and the nonlinear operators do not commute in general, the

solution given in Eq(5.19) constitutes an approximation ofthe exact solution. The entire

fiber lengthL = ml may be decomposed intom consecutivel-length elements. The total

optical fiber attenuation, computed based on Eq(5.19), is denoted byAL for simplicity.

Additionally, we have also investigated the phase-rotation imposed by an imperfect

optical fiber. Specifically, the phase of thekth optical pulse may be modeled by:

θk = θk−1 + δ̃ , (5.20)

whereδ̃ ∈ [−δ, δ] is the phase difference between thek and the(k − 1)st optical pulse

andδ is the maximum phase difference considered.

5.3.3 Detection Model

Again, in this section, the received signal model of the wireless channel which is addition-

ally contaminated by the optical fibre imperfections, is different from that in Eq (2.5) of

Section 2.3.2, Eq (3.5) of Section 3.3 and Eq (4.6) of Section4.3.1 because both the fibre’s

amplitude attenuation and the phase-rotation are taken into account. During the first step

of the transmission seen in Fig. 5.6, the MS transmits its information to both the RAsR1

andR2. Thekth symbol received at theith RA Ri may be expressed as:

ysri,k =
√
Lsrihsri ,kxs,k + nsri ,k, (5.21)

2t
′
is the physical time, whilevg is the group velocity at the center wavelength.
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wherek ∈ {1, ...,K} andK is the number of symbols transmitted from the mobile unit,

while hsri ,k denotes the Rayleigh fading coefficient between the mobile unit andRi. Fur-

thermore,nsri,k represents the Additive While Gaussian Noise (AWGN) havinga variance

of N0/2 per dimension. Note thatLsri = 10−Lsri/10 denotes the path-loss factor between

the source (mobile unit) and theith RA Ri, whereLsri = 10ℵ log10 [
dsri
d0
] [173] is the

pathloss attenuation in decibel, whileℵ is the pathloss exponent,dsri is the distance be-

tween the mobile unit andRi andd0 is the reference distance for the antenna far-field. We

have consideredℵ = 2 andd0 = 1 km in this study.

Then, the received signals fromRi are communicated to the BS on a symbol-by-symbol

basis, without demodulation or decoding. More specifically, the received signal at BS from

Ri could be expressed as:

yi,k = ALe
jθkysri ,k + n f , (5.22)

= ALe
jθk
√
Lsrixs,khsri,k + ALe

jθknsri ,k + n f , (5.23)

where againAL is the optical fiber’s amplitude attenuation,θk is the phase-rotation intro-

duced by the imperfect optical fiber,nsri ,k is the noise atRi andn f is Gaussian-distributed

noise with a zero mean for the optical link betweenRi and the BS. We consideredNr = 2

RAs in our SIMO scheme. By denoting the (1×Nr)-element received signal vector byYk,

the (1×Nr)-element Rayleigh fading channel vector byHk and the total (1×Nr)-element

AWGN vector byNk, the received signal at the BS may be expressed as:

Yk = ALe
jθkxs,kHk +Nk, (5.24)

whereNr = 2. In contrast the Eq. (3.10) of Section 3.3.2 and Eq. (4.7) of Section 4.3.2,

in this chapter both the fibre’s amplitude attenuation and the phase-rotation are taken into

account in Eq. (5.24).

At the BS, the soft-decision aided 16StQAM [88] is used, which dispenses with chan-

nel estimation for the sake of low-complexity detection. The corresponding probability

density function (pdf) of receivingyi,k when an 8PSK symbolwk and the amplitude-

selection bitba were transmitted may be written as:

P(yi,k|wk, ba = 0) =
1

πN
(0)
0

e

−|yi,k−yi,k−1α(0)wk|2
N
(0)
0 , (5.25)
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P(yi,k|wk, ba = 1) =
1

πN
(1)
0

e

−|yi,k−yi,k−1α(1)wk|2
N
(1)
0 +

1

πN
(2)
0

e

−|yi,k−yi,k−1α(2)wk|2
N
(2)
0 , (5.26)

whereba is the bit used for the selection of the two possible amplitudes,a(1), a(2) and the

amplitude ratioα(i) may be expressed as:

α(i) =





a(1)

a(1)
or

a(2)

a(2)
= 1 ; i = 0

a(1)

a(2)
; i = 1

a(2)

a(1)
; i = 2.

(5.27)

The effective noise variance related to the noise atRi and BS,ni,k, depends on the ampli-

tude ratioαi used at thekth time instant, which may be estimated as:

N
(i)
0 = N f + |α(i)|2|AL|2|wk|2N0 , (5.28)

= N f + |α(i)|2|AL|2N0 , (5.29)

where the amplitude of an 8PSK symbol is unity,|wk| = 1, while the noise at the BS

n f represents the AWGN having a variance ofN f/2 per dimension. Finally, the pdf

of receivingy1,k and y2,k conditioned on the transmission of{b0, b1, b2}(the three bits

mapped to an 8PSK symbol) andba can be computed as:

P(y1,k, y2,k|b0, b1, b2, ba) = P(y1,k|wk, ba)×
P(y2,k|wk, ba) , (5.30)

which is then fed to the Turbo decoder [167] for yielding the original information bit

sequence transmitted by the mobile user.

5.3.4 Simulation Results

In this section, we characterize the proposed system of Fig.5.5b where the simulation

parameters are summarized in Table 5.3. The Turbo-Coded 16QAM (TC-16QAM) scheme

is used in this section as the benchmark.

Fig. 5.7 denotes the Bit Error Ratio (BER) versus SNR performance of both TC-

16QAM and TC-16StQAM schemes when transmitting over correlated Rayleigh fading

and imperfect optical channels. As seen in Fig. 5.7, the performance at locations A and
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Table 5.3: Simulation parameters.

Modulation 16StQAM,

16QAM

Mapping Set Partitioning (SP) [128]

Coding TC

Constituent Half-rate Recursive Systematic Convolutional (RSC) code

Code Code Polynomial G=[15 17]

Code Memory 3

Outer iterations 1

Inner TC iterations 4

Decoder Approximate Log-MAP

Symbols per block 1 200

Number of frames 5 000

Channel Correlated Rayleigh fading channel

having a normalised Doppler frequency of 0.01,

Optical channel
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Figure 5.7: BER versus SNR performance of the TC-16QAM and TC-16StQAM

schemes when transmitting over correlated Rayleigh fadingand imperfect opti-

cal fibre channels. The simulation parameters are summarised in Table 5.3 and

the corresponding cellular structure is shown in Fig. 5.5b,while the transceiver

schematic is seen in Fig. 5.6.
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B are identical for the SISO scenario because they have an identical transmission distance

of dsri =
√
3/2 km from the nearest RA, according to Fig. 5.5b. The TC-16QAM-SISO

scheme outperforms the TC-16StQAM-SISO scheme by approximately 4 dB at a BER of

10−6, when a perfect CSI is available at the BS. When the SIMO scheme is considered,

the performance at location B improves more significantly than that at location A. This is

because location B has the same distance fromR1 andR2 according to Fig. 5.5b, while

location A is further away fromR2. More specifically, the TC-16QAM-SIMO scheme

performs approximately 6 dB better than the TC-16QAM-SISO scheme at a BER of10−6.
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Figure 5.8: BER versus SNR performance of the TC-16QAM-SIMOand

16StQAM-TC-SIMO schemes for transmission over correlatedRayleigh fading

and imperfect optical channels. The simulation parametersare summarised in

Table 5.3 and the corresponding cellular structure is shownin Fig. 5.5b, while

the transceiver schematic is seen in Fig. 5.6. Phase rotations of upto δ =

{0, 0.2, 0.4, 0.8, 1.6} radian are considered in the optical link.

However, the 16QAM-based scheme cannot work well when phase-rotation due to the

imperfect optical-fiber is not available at the BS. More specifically, Fig. 5.8 shows the

performance of both TC-16QAM-SIMO and TC-16StQAM-SIMO schemes when phase

rotations of uptoδ = {0, 0.2, 0.4, 0.8, 1.6} radian are considered in the optical link. We

assume that the CSI of the wireless link is available at the BSfor the TC-16QAM-SIMO

but the phase-rotation in the optical-fiber link is not available. As seen from Fig. 5.8, the

TC-16QAM-SIMO breaks down atδ = 0.2 radian, while the proposed TC-16StQAM-

SIMO can still perform very well whenδ = 0.4 radian.

Let us investigate the BER performance at the whole cell-edge of Fig. 5.5b in our FFR-
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based cellular system. The 3D BER versus SNR performance of the TC-16StQAM-SISO

scheme is shown in Fig. 5.9a when SNR = 5 dB. There are 12 BER peaks in Fig. 5.9a,

which correspond to all locations of A and B (each60o sector has one location A and one

location B) in the hexagonal cell.

When two RAs are used to detect the mobile user’s signals, the3D BER performance

of the TC-16StQAM-SIMO scheme is depicted in Fig. 5.9b when the same SNR of 5 dB is

used. The six BER peaks corresponding to the six locations ofB have disappeared thanks

to the SIMO scheme. The six BER peaks corresponding to the sixlocations of A have

been reduced, although not completely removed. The BER surface in Fig. 5.9b exhibits

a larger low-BER area compared to that in Fig. 5.9a. This signifies that a better uplink

transmission quality can be achieved when the SIMO scheme isinvoked.
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Figure 5.9: The 3D BER versus SNR performance of the TC-16StQAM-SISO and

SIMO scheme of Fig. 5.5b for transmission over correlated Rayleigh fading and

imperfect optical channels for the whole cell with SNR = 5 dB.A phase rotation

uptoδ = 0.1 radian is considered in the optical link. The simulation parameters

are summarised in Table 5.3 and the corresponding cellular structure is shown in

Fig. 5.5b, while the transceiver schematic is seen in Fig. 5.6

5.3.5 Summary of Section 5.3

In this contribution, we have investigated the uplink performance of the FFR based mul-

ticell multiuser schemes, where cooperative wireless and optical-fiber communication is

invoked. We have derived the SIMO-based soft-demodulationfor StQAM and found that

the proposed TC-StQAM scheme is robust to both wireless and optical-fiber induced chan-

nel impairments. More explicitly, the proposed TC-StQAM-SIMO scheme is capable of

removing 6 out of 12 BER peaks at the cell-edge, despite not requiring the CSI of both
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wireless and optical-fiber links. The proposed TC-StQAM-SIMO is an attractive low-

complexity detection candidate for the FFR based multicellmultiuser LTE and WiMAX

systems.

5.4 Chapter Conclusions

This chapter provided a further study of the DL scheme of Fig.5.1 and UL DAS/FFR

scheme of Fig. 5.5a, as a complement to the DL DAS/FFR study ofChapter 3 and to the

UL DAS/FFR investigations of Chapter 4. In Section 5.2, we investigated the effects of

imperfect channel knowledge, CSI estimation errors, CSI quantisation errors as well as

OFDM signal timing and frequency synchronisation errors onthe DL of our DAS/FFR

scheme. The received signal model of our DAS/FFR scheme and that of the UFR and

FFR based benchmarkers were compared in Section 5.2.1.2, where the above-mentioned

different networks result in different levels of received SINR at the MSs as shown in (5.2).

In Section 5.2.2, the JSLNR precoding technique [168] was invoked for maximizing the

received signal power at the intended MS, whilst simultaneously minimizing the signal

power leaked to other MSs. Imperfect channel knowledge was assumed. Our simulation

results were portrayed in Fig. 5.2, Fig. 5.3 and Fig. 5.4. Fig. 5.2 shows that the SINR

of the FFR scenario is the best at high SNRs, as a benefit of having no MUI and a low

CCI arriving from the tier-two cells. It is also seen in Fig. 5.2, that the achievable SINR

of our COMP-aided DAS relying on perfect CSI is better than that of the FFR scenario

at low SNRs and that increasing the number of quantisation bits is capable of improving

the achievable SINRs. The effects of time-offset and frequency-offset are similar to each

other, as evidenced by Fig. 5.3 and Fig. 5.4, where the SINR loss of the COMP-aided

DAS/FFR scheme is lower than that of the conventional FFR scenario, but higher than that

of the Non-COMP aided DAS/FFR scheme and that of the UFR scenario.

Naturally, the assumption of perfect channel knowledge is an idealized simplifying

assumption, hence the COMP technique’s performance will bedegraded in conjunction

with imperfect channel knowledge for both the DL and UL. Hence, in Section 5.3 we

designed a turbo coded 16-level StQAM scheme for supportingoptical-fiber-aided coop-

erative wireless transmission, where the receiver does nothave to estimate the channel state

information. In Section 5.3.1, a low-complexity cooperative DAS/FFR scheme was intro-

duced. When a MS is located near the cell-edge, the two nearest RAs can be invoked for

detecting and forwarding the user’s signal to the base-station, whilst relying on the SIMO

principle. In Section 5.3.3, a lower detection complexity was imposed compare to the co-
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herently detected schemes, albeit naturally, at a 3 dB power-loss. We also investigated the

effects of phase-rotations imposed by imperfect optical-fiber links. Our simulation results

of Fig. 5.7 and Fig. 5.8 demonstrated that our non-coherent TC-StQAM scheme is robust

to both wireless and optical-fiber imperfections. The BER performance of the entire cell-

edge area may be observed in Fig. 5.9b, where the SIMO method exhibits a better uplink

transmission quality than the SISO method, as shown in Fig. 5.9a.



Chapter 6
Conclusions of the Thesis

In this concluding chapter, a summary of the thesis and the main findings of our investiga-

tions will be presented. This will be followed by a range of ideas on future research.

6.1 Summary and Conclusions

In Chapter 1, we provided a generic overview of the evolutionfrom the UFR based cel-

lular structure of Fig. 1.1a and from the FFR concept of Fig. 1.1b to the DAS aided FFR

of Fig. 1.3 and to our pervasive DAS aided FFR scheme of Fig. 1.4. Following a brief

historic perspective, in section 1.2 we described the system’s architecture in the context

of our digital optical fibre aided DAS relying on an FFR schemein both the DL and UL

of Fig. 1.5. Based on this system architecture the central processing algorithms conceived

both for the DL and UL of multicell, multiuser scenario will be further studied in the fol-

lowing chapters. Finally, we highlighted both the organization as well as the main findings

of this thesis.

In Chapter 2, we briefly compared the two typical optical fibrebackhaul techniques,

namely the DOF and ROF arrangements shown in Fig. 2.2, since aDAS requires a reliable

backhaul. We then focused our attention on the DOF link, which was modelled on the

basis of optical pulse propagation theory. In the LTE-advanced standard [91], the back-

haul is expected to support high-rate transmission, hence the optical fibre backhaul may

no longer be treated as a perfect channel, because the typical imperfections, such as the

fibre loss, group-velocity dispersion, nonlinear effects,amplified spontaneous emission

and polarization mode dispersion may degrade the overall performance, as highlighted in

Section 2.2.2. In Section 2.3.1, we introduced the Shamai-Wyner interference model of

two cells relying on an FFR arrangement, as shown in Fig. 2.5,where a DOF link was
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used for connecting the BS to a fixed relay. In Section 2.3.2.2three different interference

mitigation techniques (IMT) were considered for reducing the CCI , namely the eigen-

beamforming technique, a reduced-power based technique and the hybrid technique of

combing both the eigen-beamforming and reduced-power solutions. We demonstrated in

Fig. 2.10 that the hybrid technique of combing both the eigen-beamforming and reduced-

power arrangements may improve the throughput of the cell-edge MS without reducing

that of the cell-center MS, where both the cell-edge and cell-center area are may benefit

from a throughput of2bits/s/Hz, if the inter-pulse interference (IPI) level is lower than

0.2W1/2/km. The performance of the composite channel of a DOF-aided wireless relay

system was summarized in Table. 2.2. As a conclusion, the system performance observed

in Chapter 2 is summarized in the Table. 6.1.

Table 6.1: Performance characterization of the composite channel of a DOF-aided

wireless relay system relying on the topology of Fig. 2.5 andusing the system

parameters of Table 2.1

Effects of IPI different levels of IPI

SINR of MS ’a’ and ’c’ Fig. 2.8a

Throughput of MS ’a’ and ’c’ Fig. 2.11

Effects of four types of IMT no IPI

SINR of MS ’a’ and ’c’ Fig. 2.8b

Throughput of MS ’a’ and ’c’ Fig. 2.10

In Chapter 3, we studied the DAS aided FFR scheme in a multiuser, multicell network,

where the DL was investigated. The DOF link was modelled by the split-step Fourier

method introduced in Section 3.2.2, which is capable of analysing the effects of both dis-

persion and of the nonlinearity of the optical fibre link on the throughput of the wireless

system. The received signal model of both a noncooperative and of a cooperative DAS

aided FFR scheme was introduced in Section 3.3 and the Transmit PreProcessing (TPP)

was invoked for mitigating the CCI in Section 3.3.2.2. Our simulation results of Fig. 3.9

revealed that the non-cooperative RA aided FFR system may not always lead to an im-

proved throughput in the entire cell-edge area. This performance-limitation is attributable

to the ’worst-case direction’ problem caused by the intra-cell interference, which was por-

trayed in the coverage-contours of Fig. 3.9, furthermore, having an increased number of

RAs may lead to an increased number of ’worst-case directions’, as seen in Fig. 3.9. Hence

transmit preprocessing techniques may be invoked for improving the attainable through-

put across the entire cellular coverage area, which are capable of achieving a throughput
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of η = 5bits/s/Hz, regardless of the specific geographic distribution of the users. As a

further enhancement, in Section 3.4.4 power control (PC) was invoked for the multiuser

DL, in order to improve the SIR of the MS, since in interference-limited situations we

haveSINR ≃ SIR. As a result, the throughout of the MSs roaming in the entire cell-edge

area becomesη ≤ 3bits/s/Hz, as shown in Fig. 3.13. The performance of the DOF as-

sisted DAS aided FFR system was summarized in Table. 3.6. As aconclusion, the system

performance characterized in Chapter 3 may be revisited with the aid of Table. 6.2.

Table 6.2: Performance of characterization of the DOF assisted DAS aided FFR

system with relying on the topology of Fig. 3.1 and using the system parameters

of Table 3.4

Noncooperative DOF assisted DAS aided FFR scheme

Typical directionsθbest, θworst, θmid Fig. 3.5, Fig. 3.6,Fig. 3.7

Nonlinear effects of the optical fibre Fig. 3.5

Dispersion effects of the optical fibre Fig. 3.6

Effects of the numbers of RAs(6, 12) Fig. 3.8, Fig. 3.9

PC technique Fig. 3.12, Fig. 3.13

Cooperative DOF assisted DAS aided FFR scheme

Typical directionsθbest, θworst Fig. 3.10

Nonlinear and linear dispersion effects of the optical fibre Fig. 3.10

Throughput enhancement across the entire cellular area Fig. 3.11

In Chapter 4, we investigated a pervasive DAS/FFR architecture operating in a mul-

tiuser, multicell network in the context of the UL introduced in Fig. 4.1. The system struc-

ture of the pervasive DAS/FFR scheme and of the conventionalBS cooperation scheme

was introduced in Section. 4.2. The optical fibre soliton technique may invoked for creating

a perfect optical fibre backhaul, which is shown in Fig. 4.3. Then the received signal model

of our pervasive DAS/FFR scheme was introduced in Section 4.3. In order to increase the

achievable diversity gain, the cooperative relaying technique was combined with our per-

vasive DAS/FFR regime. Different COMP techniques, namely the maximum-likelihood

detection scheme of Section 4.3.4.1, the probabilistic data association technique of Sec-

tion 4.3.4.2 and the MMSE based optimal user ordering aided successive interference can-

cellation scheme of Section 4.3.6 were invoked for improving the BER performance for

the users freely roaming across the entire cell area. The simulation results of Fig. 4.7

demonstrated that the conventional BS cooperation architecture is capable of improving

the cell-edge coverage at the cost of having a transmit powerof at leastPt = 30dBm. Ad-
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ditionally, BS-Cooperation increases the complexity by invoking pervasive ”knowledge

sharing” amongst the BSs. By contrast, observe in Fig. 4.8b that in the proposed per-

vasive DAS/FFR system of Section 4.3.4.2, the MSs roaming across the entire cell area

are capable of achieving a reduced BER, despite operating ata reduced transmit power

of Pt ≤ 20dBm. When the CPDA MUD of Section 4.3.5 was invoked by the MR aided

pervasive DAS/FFR architecture, Fig. 4.13 demonstrated that it was capable of substan-

tially reducing the BER for the MSs roaming freely at arbitrary positions, especially in

the ’worst-case direction’. Observe in Fig. 4.13 that70% ∼ 80% of the cellular coverage

area exhibits BERs lower than10−4, when the transmit power ofPt = 20dBm was allo-

cated. On the other hand, in Section 4.4.5 PC was invoked for our multiuser UL scenario to

improve the SIR of the MS. Observe in Fig. 4.15 that the MSs operating without the assis-

tance of MRs had a BER below10−3. By contrast, the MSs roaming in the ”problem area”

of in the ”worst-case directions” had a BER of≤ 10−2, as shown in Fig. 4.15. The perfor-

mance of our pervasive DAS/FFR system was summarized in Table. 4.5. As a conclusion,

the system performance observed in Chapter 4 is characterized in the Table. 6.3.

Table 6.3: BER performance characterization of the pervasive DAS aided FFR

system relying on the topology of Fig. 4.1 and the system parameters of Table 4.3

Conventional BS Cooperation MMSE-OSIC, Joint-ML,

PDA and CPDA MUD techniques

Effects of transmitted power Fig. 4.7

Pervasive DAS/FFR the MMSE-OSIC, Joint-ML

PDA, CPDA MUD

Effects of transmitted power inθbest Fig. 4.8

In typical directionsθbest, θworst, θmid Fig. 4.8, Fig. 4.9

MR Selection Fig. 4.10

Analyses across the entire cellular area Fig. 4.12, Fig. 4.13

Effects of PC Fig. 4.14, Fig. 4.15

In Chapter 5, we further studied the DL and UL of our DAS/FFR scheme in practical

application scenarios. Specifically, in the case of the DAS/FFR DL, we investigated the

effects of imperfect channel estimation errors, CSI quantisation errors as well as OFDM

signal timing and frequency synchronisation errors in Section 5.2.2. These results were

provided in Figures 5.2, 5.3 and 5.4. Similarly, in Section 5.3 we demonstrated for the

COMP technique that its performance will be degraded by imperfect channel knowledge

for both the DL and UL. As a design alternative, we conceived aturbo coded 16-level
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StQAM scheme for supporting non-coherent detection assisted optical-fiber-aided cooper-

ative wireless transmissions, where the receiver does not have to estimate the channel state

information. This scheme was characterized in Fig. 5.6.

In conclusion, the benefit of the proposed DAS aided FFR assisted by the proposed

optical fibre backhaul architecture is that of substantially increasing the SINR for both the

DL and the UL as demonstrated in Chapter 3 and Chapter 4, respectively. In Section 3.4.4

and Section 4.4.5, we use a normalized SIR model. Since the multiuser, multicell sce-

nario is interference-limited, where we haveSINR ≃ SIR as justified in Section 3.4.4,

theSIR(dB) model is useful for the comparsion of different network architectures, as ob-

served in Figures 6.1, 6.2, 6.3 and 6.4. Based on these figureswe may infer the following

conclusions:

1. The conventional UFR architecture of Fig. 6.1a only has a high SIR, when the user

is roaming close to the BS, which decays to[−10 ∼ 0dB] in the cell-edge area.

By contrast, the SIR of the conventional FFR architecture shown in Fig. 6.1b was

improved in the cell-edge area to about[0 ∼ 10dB].

2. Fig. 6.2 characterizes the SIR distribution of the DAS aided FFR architecture in the

DL scenario, which is based on the topology shown in Fig. 3.1.When observing the

cell-edge area, a high SIR is achieved for the users roaming in the vicinity of the RA,

as shown in Fig. 6.2a. However, the SIR still remains as low as−10dB in the angle

halfway between two adjacent RAs, which is caused by the ”worst-case direction”

problem introduced in Section 2.3.3.

3. The difference between Fig. 6.2a and Fig. 6.2b is that in the former we only take into

account the interfering RAs in the reference cell, while in the latter we additionally

considered the interfering RAs of the second-tier cells, which operate at the same

frequency. Nonetheless, the SIR performances observed in Fig. 6.2a and Fig. 6.2b

are almost the same, because the interference imposed by thesecond-tier cells was

significantly reduced by the combined effects of the DAS and FFR technique. Hence

it is a reasonable approximation to focus our attention on the reference cell only,

when we calculate the effects of the interference in the DAS aided FFR architecture.

4. Fig. 6.3 characterizes the SIR performance of the DAS aided FFR relying on12

RAs, where the SIR of the cell-edge area is reduced to about40dB, when the users

are roaming quite close to the RAs. This SIR is higher than that of the conventional

UFR and FFR architecture, but lower than that of the DAS aidedFFR employing

6 RAs. Hence, increasing the number of RAs leads to increasingthe interference,
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which results in a reduced SIR and to an increased number of ”worst-case” direc-

tions, where the SIR may become as low as−10dB in the angle halfway between

two adjacent RAs. Similarly to the case of Fig. 6.2a and Fig. 6.2b, the difference

between Fig. 6.3a and Fig. 6.3b is that we only consider the interfering RAs in the

reference cell in Fig. 6.3a, but also count the interfering RAs of the second-tier cells

in Fig. 6.3b which operate at the same frequency. Observe that the SIR performance

seen in Fig. 6.3a and Fig. 6.3b is similar, suggesting that increasing the number of

interferers does not lead to a reduced SIR in the context of Eq.( 3.20). The reason

for this observation is that theSIRi reduction imposed by the second-tier cells may

be neglected by combining the beneficial effects of the DAS and FFR techniques.

5. Fig. 6.4 compares the SIR performance of the conventionalBS cooperation and of

our pervasive DAS aided FFR, where a maximum SIR of20dB is reached, when

the users are roaming quite close to the BS, while the cell-edge SIR is in the range

of [−20 ∼ −10dB], as shown in Fig. 6.4a. When using our pervasive DAS aided

FFR architecture, the SIR may reach40dB in the cell-center area, when the user is

roaming quite close to the RAs, as shown in Fig. 6.4b. The ”worst-case direction”

problem of the DL scenario also persists in the UL scenario, when the user is roam-

ing close to the angle halfway between two adjacent RAs, where the SIR is reduced

to −20dB.

6.2 Suggestions for Future Work

We conclude by suggesting the following future research problems:

1. We adopted an optical fiber link as backhaul for the communications network consid-

ered, which is capable of providing a high capacity at a high cost. Hence, promising

alternative may be to consider the other backhaul techniques, such as a free-space

optical or a microwave radio backhaul [90]. More explicitly, the free-space optical

backhaul constitutes a line-of-sight technology using invisible beams of light to pro-

vide optical connections. Hence it does not require fiber optic cable. A microwave

radio backhaul may also be employed cost-effectively. Hence, free-space optical and

microwave radio backhauls may be considered for our DAS aided FFR scheme.

2. It was demonstrated that the DAS technique has the benefit of increasing the cover-

age area, despite reducing the transmission power which is an advantage of central
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(a) Conventional UFR of Fig. 1.1a
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Figure 6.1: Simulated average SIR (dB) profile of a hexagonalcell in the DL,

when employing conventional UFR, and the FFR regime introduced in Fig. 1.1 a

two-tier structure of nineteen cells.
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(a) DAS aided FFR with 6 RAs, interference arrives only from

the reference cell, as seen in Fig. 3.1
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(b) DAS aided FFR with 6 RAs, interference arrives from

both the reference cell and the second-tier, as seen in Fig. 3.1

Figure 6.2: Simulated average SIR (dB) profile of a hexagonalcell of the DL, em-

ploying DAS aided FFR architecture proposed in Chapter 3 which is in a two-tier

structure of nineteen cells, as seen in Fig. 3.1 employing6 RAs. In Fig. 6.2a, the

interference arrives only from the reference cell, while inFig. 6.2b, the interfer-

ence arrives from both the reference cell and the second-tier.
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(a) DAS aided FFR with 12 RAs, interference arrives only

from the reference cell, as seen in Fig. 3.1
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(b) DAS aided FFR with 12 RAs, interference arrives from

both the reference cell and the second-tier, as seen in Fig. 3.1

Figure 6.3: Simulated average SIR (dB) profile of a hexagonalcell of the DL, em-

ploying DAS aided FFR architecture proposed in Chapter 3 which is in a two-tier

structure of nineteen cells as seen in Fig. 3.1 whereRA = 12. In Fig. 6.3a, the in-

terference arrives only from the reference cell, while in Fig. 6.3b, the interference

arrives from both the reference cell and the second-tier.
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(a) Conventional BS cooperation of Fig. 4.2
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(b) Pervasive DAS aided FFR of Fig. 4.1

Figure 6.4: Simulated average SIR (dB) profile of a hexagonalcell of the UL,

employing BS cooperation across3 adjacent BSs, where6 centralized antennas

are employed at BS and6 MSs randomly roaming across the entire cell area, as

shown in Fig. 4.2. Furthermore, our pervasive DAS aided FFR architecture is also

characterized, where6 distributed antennas are employed and6 MSs randomly

roam in both the cell-center and cell-edge area of a two-tierstructure of nineteen

cells as seen in Fig. 4.1.
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Figure 6.5: The system structure of the DOF link designed forthe DAS aided FFR

architecture, which invokes a power control scheme in the CSP at the BS.

processing. The distributed antenna concept may be furtherrefined with the aid of

the ultimate distributed source constituted by leaky feeders [174].

3. Mobile relaying is also capable of achieving a beneficial diversity gain, which sub-

stantially improves the performance of our pervasive DAS/FFR across the entire cel-

lular area. In Chapter 4, we only invoked a simple Amplify-Forward (AF) relay and

assumed perfect relaying. This work may be further developed to Decode-Forward

(DF) relaying, by optimizing the relay selection strategy and by using more powerful

forward error correction (FEC) codes.

4. In order to reduce the CCI of the DAS aided FFR architecture, we invoked the TPP

technique for the DL scenario in Section 3.3.2.2 and the strategy of CPDA MUD

for the UL scenario in Chapter 4 based on the system structureof Fig. 6.5, while

assuming that the desired signal and the interferers have the same transmit power.

Hence, the SIR was formulated in Eq. (3.20). However, the DASaided FFR archi-

tecture operating in a multicell, multiuser scenario is an interference-limited sys-

tem [142], hence the SIR calculated by Eq. (3.20) is related to both the distance

and also to the transmit power of both the signal and of the interferer, when they

are allocated different transmit powers by the power-control (PC). Hence, for exam-

ple the BER-based power control algorithm of [142] may be invoked for achieving

a balanced Quality of Service (QoS) across the entire cell. Naturally, using accu-

rate and prompt PC for supporting a multiplicity of active users in the multiuser,

multicell scenario considered imposes a potentially high complexity on the BS. The

authors of [175] proposed a power control strategy for the ULof a multicell wire-
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less system, but only supported a single active user per timeinstant. The prior work

disseminated in [176] [177] [178] introduced the concepts of game theoryfor solv-

ing the PC problem for a multiplicity of active users. In these PC games, the users

are modeled as players having individual goals and strategies. They are competing

or cooperating with each other, until they agree on an acceptable resource alloca-

tion outcome. Existing research can be categorized into twotypes, non-cooperative

games [177] [179] [180] and cooperative games [181] [182] [183]. Hence, an attrac-

tive research area is that of usinggame theoryfor designing a PC strategy for the

DAS aided FFR architecture operating in a multiuser, multicell scenario, as shown

in the system structure of Fig. 6.5.

5. Although we opted for invoking the DOF link of Fig. 2.2a forthe backhaul of our

pervasive DAS/FFR scheme, a study comparing the DOF and ROF is also of in-

terest. On the other hand, the quality of the optical backhaul plays an important

role in determining the quality of the entire DAS scheme. TheSilicon Photonics

Group in Southampton successfully demonstrated the feasibility of the integrated

silicon-photonics based transceiver seen in Fig. 6.6, which is capable of operating

at 10Gb/s, whilst a20Gb/s version is under construction. This demonstrates the

successful integration of all the photonic and electronic components within a silicon

die. The next challenge may be to additionally incorporate awireless transceiver

within the same silicon die. since the transmitted signal stream is typically digital

[184] [185], using the DOF technique is appropriate for the backhaul of a DAS aided

communication network, where the backhaul is extended to the RAs. Nonetheless,

the ROF technique [186] [187] may be used for reducing the complexity and cost of

RAs. Hence, both the DOF and ROF technique may remain attractive for years to

come in diverse applications.
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Figure 6.6: The Silicon Photonics Group in Southampton successfully created a

silicon-photonics based transceiver operating at 10Gb/s within a single silicon die.
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Split-Step Fourier Method

The matlab code of simulating pulse propagation along the imperfect optical fibre in order

to analyze both the linear dispersion and nonlinearity effects in Section 3.2.2, where the

SSF method is invoked to solve the NLS equation.

ln =1;

i =sqrt(-1);

Po=0.00064;

alpha=0;

alph=alpha/(4.343);

gamma=0.003;

to=125e-12;

C=-2;

b2=-20e-27;

Ld=(to2)/(abs(b2));

pi=3.1415926535;

Ao=sqrt(Po);

tau =- 4096e-12:1e-12: 4095e-12;

dt=1e-12;

relerror = 1e− 5;

h=1000;

for

ii=0.1:0.1:1.5

z=ii*Ld;

u = Ao ∗ exp(−((1+ i ∗ (−C))/2) ∗ (tau/to).2);



Appendix A ii

l=max(size(u));

f whm1 = f ind(abs(u) > abs(max(u)/2));

fwhm1=length(fwhm1);

dw=1/l/dt*2*pi;

w=(-1*l/2:1:l/2-1)*dw;

u=fftshift(u);

w=fftshift(w);

spectrum=fft(fftshift(u));

for jj=h:h:z

spectrum = spectrum. ∗ exp(−alph ∗ (h/2) + i ∗ b2/2 ∗ w.2 ∗ (h/2));
f=ifft(spectrum);

f = f . ∗ exp(i ∗ gamma ∗ ((abs( f )).2) ∗ (h));
spectrum=fft(f);

spectrum = spectrum. ∗ exp(−alph ∗ (h/2) + i ∗ b2/2 ∗ w.2 ∗ (h/2));
end

f=ifft(spectrum);

oppulse(ln, :) = abs( f );

f whm = f ind(abs( f ) > abs(max( f )/2));

fwhm=length(fwhm);

ratio=fwhm/fwhm1;

pbratio(ln)=ratio;

dd=atand((abs(imag(f)))/(abs(real(f))));

phadisp(ln)=dd;

ln=ln+1;

end
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Fibre Soliton

The matlab code of simulating fiber soliton propagation which may be invoked as a perfect

optical fiber backhaul in Section 4.2.1.3.

ln =1;

i =sqrt(-1);

Po=0.00064;

alpha=0;

alph=alpha/(4.343);

gamma=0.003;

to=125e-12;

C=-2;

b2=-20e-27;

Ld=(to2)/(abs(b2));

pi=3.1415926535;

Ao=sqrt(Po);

tau =- 4096e-12:1e-12: 4095e-12;

dt=1e-12;

relerror = 1e− 5;

h=1000;

for

ii=0.1:0.1:1.5

z=ii*Ld;

u = Ao ∗ exp(−((1+ i ∗ (−C))/2) ∗ (tau/to).2);
l=max(size(u));
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f whm1 = f ind(abs(u) > abs(max(u)/2));

fwhm1=length(fwhm1);

dw=1/l/dt*2*pi;

w=(-1*l/2:1:l/2-1)*dw;

u=fftshift(u);

w=fftshift(w);

spectrum=fft(fftshift(u));

for jj=h:h:z

spectrum = spectrum. ∗ exp(−alph ∗ (h/2) + i ∗ b2/2 ∗ w.2 ∗ (h/2));
f=ifft(spectrum);

f = f . ∗ exp(i ∗ gamma ∗ ((abs( f )).2) ∗ (h));
spectrum=fft(f);

spectrum = spectrum. ∗ exp(−alph ∗ (h/2) + i ∗ b2/2 ∗ w.2 ∗ (h/2));
end

f=ifft(spectrum);

oppulse(ln, :) = abs( f );

f whm = f ind(abs( f ) > abs(max( f )/2));

fwhm=length(fwhm);

ratio=fwhm/fwhm1;

pbratio(ln)=ratio;

dd=atand((abs(imag(f)))/(abs(real(f))));

phadisp(ln)=dd;

ln=ln+1;

end
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