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Abstract. The Future Internet (FI) will be composed of a multitude of diverse types of services that offer flexible, remote access to software features, content, computing resources, and middleware solutions through different cloud delivery models, such as IaaS, PaaS and SaaS. Ultimately, this means that loosely-coupled Internet services will form a comprehensive base for developing value-added applications in an agile way. Unlike traditional application development, which uses computing resources and software components under local administrative control, FI applications will thus strongly depend on third-party services. To maintain their quality of service, those applications therefore need to dynamically and autonomously adapt to an unprecedented level of changes that may occur during runtime. In this paper, we present our recent experiences on monitoring, detection, and prediction of critical events for both software services and multimedia applications. Based on these findings we introduce potential directions for future research on self-adaptive FI applications, bringing together those research directions.

1 Introduction and Motivation

The Future Internet (FI) will be composed of a multitude of diverse services that offer flexible, remote access to software features, physical computing resources, communication infrastructure, and middleware solutions. Emerging cloud computing technologies enable a further, drastic shift for Internet-based computing, where computing resources and software applications are provisioned on demand. Ultimately, this means that loosely-coupled Internet services will form a comprehensive base for developing value-added applications. Unlike traditional application development, which uses computing resources and software components under local administrative control, FI applications will thus heavily depend on third-party services. Those applications therefore need to dynamically adapt to an unprecedented level of changes that can occur during the runtime of those systems to be able to maintain their QoS.

Different solutions for dynamic adaptation have been developed for various areas of the FI, such as software services (IoS), as well as data and media (IoC). This paper will present those solutions and will suggest areas for future research to augment and integrate them towards solutions for self-adaptive FI applications.
After a short discussion of adaptation concepts in Section 2, the paper presents outcomes and application scenarios of three major EU projects, addressing multimedia applications (Section 3), as well as service-oriented applications (Section 4). Analysing those results, Section 5 discusses future research challenges.

## 2 Self-Adaptive Future Internet Applications

Self-adaptive systems automatically and dynamically adapt to changing conditions. The aim of self-adaptation is to reduce the need of human intervention as far as possible, thereby enabling timely responses to critical events. In order to realize self-adaptive behaviour, methods and tools that realize control loops are established to collect details from the application and its context (e.g., by exploiting monitoring mechanisms) and decide and act accordingly [14]. Two major types of control loops can be employed for application adaptation: reactive and proactive.

A *reactive* adaptation cycle performs compensation actions for a critical event that has already occurred in the system and was experienced by the user/s for some time. In a *proactive* adaptation cycle, in contrast to a reactive one, the occurrence of critical events is anticipated using prediction methods and pre-emptive system adaptation actions are undertaken. Proactive adaptation may allow the system to modify parts not yet executed, thus eliminating the need for repair and compensation.

## 3 Adaptation of Interactive Multimedia Applications

The SaaS paradigm gives the capability to application providers to reach an increasingly large number of users and also enables users to use the applications as a utility rather than having to unnecessarily invest in infrastructure and software. This is especially relevant to multimedia applications, which are typically highly interactive and especially challenging to provision so that their performance is stable and the user experience is adequate. These challenges are due to the complexities in estimating the software performance on a given hardware infrastructure and also due to the varied behaviour of the users resulting in varied and difficult to assess workloads. These challenges can be addressed by the means of adaptive environments used to operate the applications provided. Research in the IRMOS [7] and BonFIRE [3] projects address these challenges, which are discussed further below.

### 3.1 An IoC Scenario: Interactive Real-time Application as a Service

The IRMOS project addresses the challenges encountered by SaaS providers in providing soft real-time multimedia applications with guaranteed (probabilistic) QoS. Examples of such applications include interactive and collaborative film post-production, virtual and augmented reality within the engineering design process, and interactive online eLearning environments. Consider the post-production scenario, for example, in which resources are needed on short notice to host a session with many
users located in different countries to work on a film. Compute, storage and networking resources need to be selected to ensure the QoS to the users, who will be streamed a video and will interact with it by, for example, pausing, rewinding, or editing frames. One Key Performance Indicator (KPI) of such an application is whether frames are dropped, which should have certain QoS guarantees.

3.2 The IRMOS & BonFIRE Solutions

QoS-Oriented Service Engineering: The IRMOS project has developed a toolbox of techniques that allow applications with soft real-time requirements to be planned and executed on virtualised service oriented infrastructure operated by third-party service providers. In the case of the IoC scenario, there is a need for well-defined and managed Service Level Agreements (SLAs) that have guaranteed QoS. The IRMOS toolbox provides an adaptive environment of tools for negotiating, monitoring and managing SLAs and applications.

One of the main components in the IRMOS toolbox is the Performance Estimation Service (PES), which encapsulates a methodology for the SaaS provisioning planning. The PES is used for planning the deployment of the SaaS application in terms of resources that need to be reserved, as well as during the operation of the application to adapt its provisioning in response to critical events. A critical event could be, for example, observing a KPI deterioration below the agreed level, or observing a deviation from the expected application workload that may compromise the agreed QoS.

During SLA negotiation, the PES estimates the required resources for a particular application based on the predicted performance of an application model on some given resources. Details of an example model for the e-Learning application mentioned above can be found in [9]. The predicted performance is evaluated against the QoS terms set in the SLA with an objective function that encapsulates the business objectives of the SaaS provider. This is typically a function that evaluates the maximum profit for the SaaS provider, based on the expected income for running the application, minus the infrastructure costs and any penalties for not fulfilling the QoS. The IRMOS toolbox includes global and local optimisation algorithms to determine the best resources according to the defined objective function, supported by a framework of caching execution results of application models and objective functions to speed up this process.

Once the SLA is agreed, the application is deployed and run. To guarantee the agreed QoS, a performance feedback loop is implemented that facilitates reactive and proactive types of application provisioning adaptation via a Performance Feedback Service (PFS). During the application operation, KPI metrics are logged and fed back to the PFS. These observed metrics are compared against the agreed ones and in the events of deviation the resources are scaled according to predefined rules, e.g., request a 10% increase in the virtual CPU speed and RAM.

QoS-Oriented Service Engineering for Federated Clouds: The work on predicting application performance in IRMOS has been continued in the BonFIRE project [3], which offers a multi-site testbed of heterogeneous cloud resources for experimentation on the Future Internet. One of the main foci of the work continued in BonFIRE is
to address the challenges of predicting application performance based on the descriptions of resources offered by IaaS providers. To date, IaaS providers describe their resources in different ways, such as ‘small’, ‘medium’, ‘large’, or Amazon EC2 Compute Units (ECU), which do not necessarily provide very much information to end users, let alone sufficient to use as a basis for predicting application performance.

IaaS resources should ideally be described in a uniform and descriptive manner, which can be fruitful for predicting application performance. The Dwarf taxonomy introduced in [4] is one alternative, which currently comprises 13 classes of computational benchmarks [2]. A Dwarf benchmark is defined as “an algorithmic method that captures a pattern of computation and communication” [1]. Ultimately we could imagine each IaaS provider describing the performance of their resources in terms of a standard set of benchmark scores (such as Dwarfs) and even agreeing SLAs in those terms. Alternatively, a PaaS provider may measure the performance of many IaaS providers, adding to one of many possible services that could be offered.

Initial findings in [13] indicates that scores on Dwarf benchmarks shows promise as a means of describing computing resources in the cloud, demonstrating that they can discriminate between different compute resources, even when the IaaS provider labels them the same. Furthermore, the initial findings in [13] show different Dwarfs correlate more strongly with different applications, indicating that they can be useful in predicting application performance.

4 Adaptation of Service-oriented Applications

To date, the major work on adaptation of software services and service-oriented application has been centred around reactive adaptation capabilities based on monitoring [1]. As explained in Section 2, this means that adaptation is performed after a deviation or critical change has occurred. For service-oriented systems, such a reactive adaptation, however, has some important shortcomings (cf. [17] and [15]). For instance, it can take time before problems in a service-oriented system leads to monitoring events that ultimately trigger the required adaptation. Thus, monitoring events might arrive so late that an adaptation of the application is not possible anymore.

To address those challenges, the S-Cube Network of Excellence started to bring together a variety of research communities. Specifically, S-Cube members have started to devise proactive adaptation techniques based on quality prediction.

4.1 An IoS Scenario: The Olympic Games App

A possible example for a service-oriented system which heavily relies on third-party services is shown in Figure 3. It depicts an “Olympic Games App”, which is intended to support end-users in gathering access to information about specific sporting events during the London 2012 Olympic Games. The third-party services used are publically available services (including ones presented in [4]).
Figure 1. Workflow and Service Composition of Olympic Games App

One QoS requirement towards the application is that it should provide its response within 15 seconds. As the App relies on third party services, it might happen during run-time that the MapQuest service replies slower than expected (say it responds in 4500 ms instead of 4000 ms). Thus, it may be better to adapt the App to use the Google service instead. Of course, once performance has been violated, such an adaptation would come too late. Thus, such modifications need to be done proactively.

4.2 The S-Cube Solutions

From the different, complementary, solutions to forecast problems that have been developed in S-Cube [15] this paper focuses on two representative solutions1.

**Prediction of Service Failures:** Key to proactive adaptation is the ability to predict the future quality of a service-oriented system’s constituent services. Typically, monitoring is used to assess the quality of a service during its operation. Based on monitoring data, failures are predicted and thus the need for adaptations is identified. However, due to its observational (passive) nature, monitoring may not ensure a comprehensive coverage of all relevant service executions.

As a solution, we propose to employ online testing of a service-oriented system’s constituent services as a means to produce more frequent data points. During online testing, constituent services are systematically tested in parallel to the normal use and operation of the service-based system. Specifically, we introduced a novel approach for online testing, which performs an inverse usage-based test of the services [15]. This means that if a service has seldom been used in a given time period, and thus not enough monitoring data has been collected, dedicated tests are performed.

Initial empirical results [10] indicate that the accuracy of failure prediction using the complementary use of testing and monitoring is better than the prediction using monitoring data only. Figure 4 shows these results for the Google service from the

---

1 A full list and description of these techniques is accessible at http://www.s-cube-network.eu/QP
above scenario, indicating the capability of the prediction techniques in avoiding unnecessary adaptations and not missing required adaptations. The diagram shows a comparison with two baseline techniques building on monitoring.

![Diagram showing comparison with two baseline techniques](image)

**Key:**
- Larger $u / m$ means better avoidance of unnecessary / missed adaptations
- $a = \text{average predictor (last 10)}$
- $e = \text{exponential smoothing (alpha = .3)}$
- $o = \text{online testing}$

**Figure 2. Improved prediction through online testing (Google example)**

**Prediction of SLA Violations:** Even though a constituent service may not have met its expectations, this does not necessarily imply that the service-oriented application will violate its QoS expectations (the 15 seconds in our example). Although the MapQuest service might have responded slower than expected, the preceding FastWeather service might have been much faster than expected, thereby compensating for the slower response of MapQuest.

To predict whether deviations from a service’s expected QoS have an impact on the SLA of the service-oriented application, in [17] we thus proposed employing run-time verification (model-checking) techniques which take into account a model of the workflow as well as evidence about the execution of services along the workflow. Initial experimental results indicate that the approach may considerably reduce the number of unnecessary adaptations to a level of as small as 12%.

5 Towards Monitoring and Adaptation of FI Applications

5.1 A Future Internet Scenario: Transport and Logistics

Transport and logistics applications currently face critical obstacles in achieving more reliable, lower cost and environmentally friendly transport. Future Internet technologies can facilitate radical improvements not only for optimizing existing processes in international transport and logistics, but also for completely new and innovative logistics processes. Specifically, the operational procedures of the involved stakeholders could be significantly improved and intermediate steps currently needed due to lack of control and visibility could be rationalized [15].

A key capability in such a setting will be predictive, distributed event monitoring and detection which will allow for an efficient treatment of delays and other unforeseen events by proactively adapting the transport and logistics processes. As shown in Figure 5, Future Internet technologies for real-time integration of information from sensor networks and smart infrastructures (IoT), live video data capture and streaming (IoC), together with access to those data sources any time and in any place (through
NoF) allow supply chain partners (offering their capabilities through the Internet of Services) to obtain an extended information base.

Figure 3. End-to-end visibility of transport and logistics applications [11]

5.2 Requirements towards Future Solutions

One key enabler for adaptive FI applications, such as the one above, will be the ability to have a seamless and consistent way of monitoring, detecting and predicting critical events for the different areas of the Future Internet and thus for the types of services offered. As an example, assuming that an IoT-based RFID-sensor that would track packages within a warehouse fails, seamless monitoring would allow switching to video data and video analysis to track those packages.

Further, due to the very large scale of FI applications, this requires significant progress towards decentralized and highly dispersed facilities for monitoring, detecting and predicting critical events. On the other hand, the high number of data from different sources (such as services, things or media items) may provide refined approaches towards detecting and predicting critical events; e.g., by correlating trends from those various sources or applying more powerful complex event processing facilities.

5.3 Detection

As indicated in Section 3.1, many practical applications will have some “soft” QoS requirements. This means that the decision whether QoS expectations have been violated is not a clear cut one, but needs to rely on objective functions (such as the one introduced from the point of view of the provider in IRMOS). In addition, utility functions that assess the “severity” of the violation from the point of view of the end-user need to be taken into account for assessing whether a monitoring event indicates a critical event. This means that the notion of Quality of Experience (QoE) needs to be considered during detection. When talking about QoE, the role of the context in which an application executes will have an additional impact; for instance, a user travelling in an airplane might not necessarily expect to have broadband access to his services and thus would be satisfied with much less connectivity.
5.4 Prediction

As discussed in Section 4.2, the prediction of critical events (such as deviations in the QoS of constituent services or SLA violations of service-oriented systems or multimedia applications) will always have a margin for error. Thus, in order to decide whether a proactive adaptation decision should be based on the prediction of a critical event, metrics and tools need to be in place in order to assess the accuracy of such a prediction. As visible from the empirical results of S-Cube (e.g., see Section 4.2), there is still major room for improvement. Similar to what has been mentioned in the introduction to this section, we speculate that the availability of a wider range of data sources in the Future Internet will provide an added level of accuracy, as prediction can be based on more and more frequent information. However, how to exploit this in an integrated and coordinated way is still an open question.

In addition, the highly dynamic setting of FI applications will make it difficult to select the best and most suitable prediction technique during design time. As discussed in Section 3.2, benchmarking application behaviour to better predict infrastructure properties is quite challenging particularly since there is currently no uniform way of describing resource offerings in the cloud. This is a challenge that is currently investigated in the BonFIRE project, but is only one piece of the puzzle for achieving scalable and dynamic prediction of application performance. For example, dynamic approaches to adapting the prediction models based on operative data could be an interesting research direction. Moreover, taking into account an applications workload is still an open question, as discussed in [13].

Finally, similar to the discussion on how to assess critical events in Section 5.3, predicted problems may be “contextualized” in order to better understand the criticality of the forecasted event. Here, again QoE considerations may play an important role. In addition, cost models become important in order to balance the costs of not taking an adaptation vs. the cost of doing so and thereby being able to quantify the risk involved in both these decisions. As an example, the cost of the predicted violation might be smaller than the penalty to be paid for an SLA violation. Such a critical event could then be safely ignored.

6 Conclusions

This paper has discussed recent research on monitoring, detection, and prediction of critical events for both software services and multimedia applications. Based on these findings potential directions for future research on self-adaptive Future Internet (FI) applications have been discussed. To enable adaptive FI applications, it is clear that a seamless and consistent way of monitoring, detecting and predicting critical events is required. Besides other challenges, applications need to be able to dynamically adapt to an unprecedented level of changes that can occur during runtime.
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