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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING AND THE ENVIRONMENT

Aerodynamics and Flight Mechanics Group

Doctor of Phiosophy

MODELLING OF MULTIPHASE MULTICOMPONENT CHEMICALLY REACTING FLOWS
THROUGH PACKED BEDS

by Robert-Jan Koopmans

Currently used rocket propellants such as hydrazine, metiofthydrazine, unsymmetrical dimethyl-
hydrazine and nitrogen tetroxide are carcinogenic and timxthe environment and therefore special
protective measures are required when producing, tratisgostoring and handling them. Employ-
ing alternatives could possibly save costs and this hasaé\the research interest in so called green
propellants. Hydrogen peroxide is such a possible altiemat requires a catalyst bed to decompose
the liquid peroxide into steam and oxygen.

The purpose of this work is to design numerical tools thatdles the processes in the catalyst bed
and subsequently employ these tools to predict the perfuzenaf the catalyst bed and investigate the
influence of design choices on the performance. In contoatstet models described in the literature,
the tools developed in this thesis are two-fluid models. tiepto test the reliability of the tools results
are compared with experimental data.

A single control volume two-fluid model has been developeidestigate the pressure drop over the
catalyst bed and the influence of the shape and size of cgpalsts on the pressure drop. Parametric
studies with this model revealed that the Tallmadge eguafiees a better prediction of the pressure
gradient than the more traditionally employed Ergun egquatlt was also found that for a given bed
length cylindrical pellets with a diameter to length ratfd2cor more give a lower pressure drop than
cylindrical pellets, while achieving the same level of deposition.

A one-dimensional two-fluid model has been developed tawmhtagitudinal variations of fluid prop-
erties. This model revealed that the catalyst bed can bdathinto 3 sections: a pre-boiling region,
rapid conversion region and a dry-out region. It was showan itinost of the mass transfer takes place
due to evaporation. A sensitivity analysis showed that teelgjuid interfacial area hardly influences
the results.
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Preface

When | finished secondary school | thought | knew a little Bivo weeks after | started university

| discovered | knew nothing. When | finished my MSc degree utd again | knew something. A
couple of weeks into my PhD degree | discovered once again ¥mew nothing. Now | am at the
end of my PhD degree and all | know is that | know hardly anyghiout | can learn anything.
Although the above seems to be a cliche, it reflects that mibtaia PhD degree has not just been
about doing research and making a contribution to the fielé fourney during which many personal
characteristics have been revealed and challenged. Havingnber of people in my environment
who are pursuing or have just finished a PhD degree as wedleihs to me that this is inherent to the
degree. This thesis is just reporting on that part of therjeythat was the reason to start it in the first
place: making an original contribution to the field of study.

Robert-Jan Koopmans
Southampton, April 2013






Chapter 1

Introduction

The main topic of this thesis is the study of the behaviourigiily concentrated hydrogen peroxide in
pellet based catalyst beds with numerical tools. This argpbvides the justification of this research
by giving a short overview of the history of hydrogen per@xidom its discovery until the renewed
interest in recent years. The discussion on hydrogen paarithis chapter and in the remainder of
this thesis is limited to highly concentrated peroxide:id¢gily concentrations of 70% and above, also
known as high test peroxide (HTP). At these concentratibpdrogen peroxide is used as propellant
in rockets, torpedoes and other high performance engirtesdiBadvantages of currently used rocket
propellants and the opportunity for alternatives are dised by having a closer look at the toxicity
of different propellants. Advantages of hydrogen peroxde mentioned as well. The reservations
the space community has towards hydrogen peroxide is disdusext by means of discussing the
counter-arguments. After that the GRASP project is intoedufrom which this research stems. At
the end, the objectives of this PhD research are presented.

1.1 Historical Perspective

Hydrogen peroxide was discovered in 1818 by Louis-Jacqbesdrd during his work on the devel-
opment of batteries. While experimenting with alkali metaé noticed the formation of 'oxygenated
water’, nowadays known as hydrogen peroxide. He studiedethetivity of hydrogen peroxide with
different materials and noticed that some were reactivdewgthers were not. With this result he
was one of the first observers of catalysis; a type of reactmirknown at the time. Thenard then
developed a production method for hydrogen peroxide witickwhe could achieve concentrations
up to about 33%. By placing the peroxide in a vacuum for annelgd period of time he was able to
increase the concentration close to 1006 [

Hellmuth Walter was the first to exploit the potential of pade as propellant on a large scale. He
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founded a company, Walterwerke, for the manufacturing gfir@s which used hydrogen peroxide
with a concentration of 80 to 82%. The first applications wessisted take-off (ATO) units in air-
crafts and systems to drive turbines in submarines. In bages; permanganate salts were used as
a catalyst. To boost the performance of the ATO units andairengines further, Walter developed

a fuel called C-Stoff. This was a mixture of methanol and hydre hydrate and is hypergolic with
hydrogen peroxide. It was amongst others applied in enginering the Messerschmidt Me 163B
Komet. Walterwerke manufactured many different hydrogerogide fuelled devices such as engines
for torpedoes, submarines and catapult launching rampsdapons ].

The substantial experience gained from the use of hydrogeoxjue in engines for aircraft and
submarines resulted in the application of peroxide in rteck& well-known example is the peroxide
driven turbo-pump gas generator in the German V-2 rocketiséd 80% hydrogen peroxide catal-
ysed with a potassium permanganate solution. After World Mydnydrogen peroxide technology
for rockets was developed further. However, the disadgmstaf a liquid catalyst are the necessity
of a bipropellant system for a monopropellant applicatiod the catalyst being ejected through the
nozzle without contributing to the specific impulse. Thisuked in the development of catalyst beds
consisting of pelletsd].

The first application of pellet based catalyst beds was fau@ermany during WWII where it was de-
veloped for submarines and torpedoes, which burned a reigtiurydrogen peroxide and kerose@g |
After the war, pellet based beds were developed further lgnairthe UK and the US, where it was
used in gas generators to drive the turbo pumps on the RedatwhJupiter rockets. However, typical
problems encountered with pellet based catalysts werdttbgtfractured due to thermal loading and
that small particles came off from the pelle8.[This was resolved by the invention of silver screen
catalyst beds. They consist of thin silver wires that areaewmolke a fine lattice. Further advantages
of screens were that the catalyst bed could be made smadethahthey lasted longer than pellets
based beds. It has been used in many different rockets,dingihe Centaur, Viking, X-1, X-15,
Mercury, Black Night and Black Arrow. The Black Arrow was aitsh 3-stage rocket which used a
combination of hydrogen peroxide and kerosine as progslldhis the only launch system to date
that used hydrogen peroxide in all three stages to senditest@hto a (low) Earth orbit3].

The Cold War gave a new impulse to the design and manufagtofirocket propellants and propul-
sion systems. The most important requirement was high pedoce measured in terms of specific
impulse. Propellants and propulsion systems with low dpegacosts, low toxicity and manageable
physical properties, such as high density and low freezwigtpwere regarded as second most im-
portant requirements. This resulted in the development@bydsion systems using hydrazine, for
monopropellant systems, and hydrazine derivatives sudiNsl* and UDMH', for bipropellant
systems. For the bipropellant applications NT@® MONS in various concentrations are used as an

*monomethylhydrazineZ HgN,
Tunsymmetrical dimethylhydrazin€,HgN,
*nitrogen tetroxideN,O,

Smixed oxides of nitrogen
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oxidizer.

The superior performance of hydrazine based thrusterg#slglshown in tabld.1, which shows
the calculated vacuum specific impulse for: the hydrazimeilfa hydrogen peroxide, when used as
monopropellant, and hydrogen peroxide with three diffefaals, for bipropellant applicationgt].
For bipropellant applications peroxide serves as the pardi Calculations are based on a chamber
pressure of 10 bar, a nozzle expansion ratio of 40 and a chéeyailibrium frozen in the throat].
The calculations have been performed with the EEdde by Gordon and McBrid&]. It is clear that
for both monopropellants and bipropellants hydrazine sderivatives have the better performance,
although with 90% peroxide and the right choice of fuel th6grenance can match the performance
of UDMH with NTO. Due to its high performance and the long exgece in handling the fuels
and designing the propulsion systems, hydrazine, MMH and/HLCare still the dominating non-
cryogenic propellants used for space propulsign [

Monopropellant application Bipropellant application

fuel I'splS] fuel oxidizer | Isp[g

hydrazine 185 MMH NTO 323

90%H,0, 145 UDMH NTO 320

100%H,0, 161 turpentine 90%H,0, | 306
methane 90%H-,0, | 312
cyclopropane| 90%H,0, | 320

Table 1.1: Vacuum specific impulse for several propellardp [

1.2 Demand for Alternative Rocket Propellants

Despite the widespread use of hydrazine and hydrazineatiees for space propulsion, it has some
major disadvantages, of which its toxicity and the assediaiosts for handling, storing and trans-
portation is one of the biggest problems. As part of the GRA®IRect, which is further described in
sectionl.4, a toxicity assessment was performed where hydrazine, MMH.EDMH were compared
with hydrogen peroxide and various other propellants. Grikeoconclusions of this assessment was
that there is no universally accepted assessment methadhaondant toxicity data is sometimes not
available B]. However, all the reviewed toxicity studies mentioned histassessment more or less
agree on the qualitative ranking of propellants accordnay ttoxicity.

The assessment combines toxicity data for normal workinglitions and toxicity data in case of
crises such as spillage or unintended contact with the pampe The former is referred to agork-
ing toxicity dataand the latter agscute toxicity data The assessment of the working toxicity data

chemical Equilibrium with Applications
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is based on R-phrases (Risk phrases), which is defined inxAhhef European Union Directive
67/548/EEC T]. The following categories with corresponding R-phrasesemised in the assess-
ment:

e indicative of acute lethality (R23 through to R28)
e irreversible, non-lethal effects (R39)

e serious chronic effects (R48, R68)

e carcinogen categories 1 and 2 (R45, R49)

e mutagenic (R46)

e reproduction (R60, R61)

e environmental persistence (R50 through to R53)

e non aquatic toxicity (R54 through to R59)

Tablel.2gives a summary of the results for R-phrases for hydrogemxjm, hydrazine and hydrazine
derivatives. If one of the chemicals has an R-phrase in otlgeotategories it receives the value 1. If
no R-phrases for that category are specified it receivesoa zer

Tablel1.2 clearly shows that hydrogen peroxide is less harmful to msaad the environment than

hydrogen peroxide | hydrazine | MMH | UDMH
R23 - R28 0 1 1 1
R39 0 0 0 0
R48, R68 0 0 0 0
R45, R49 0 1 1 1
R46 0 0 0 0
R60, R61 0 1 0 1
R50 - R53 0 0 0 0
R54 - R59 0 0 0 0
total 0 3 2 3

Table 1.2: Summary of R-phrases for hydrogen peroxide, hydrazine tarderivatives 4]

hydrazine and hydrazine-like propellants. This meanswihan working with hydrogen peroxide less
stringent precautions for handling and storage are neemlagared to the other propellants. It should
be noted that the table suggests that peroxide is not toxatl. aHowever, as was mentioned in the
toxicity assessmentl], this is not the case. Swallowing peroxide at high conegiuns is fatal.

The EU Hazard Statement is used to categorise the acutétyockita, which is based on values for
oral LD50, dermal LD50 and LC50. LD stands fethal doseand LC forlethal concentration The
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LD50 and LC50 values give the dose concentration by whickadtl50% of a population, normally
a group of rats, mice or rabbits, dies. The categories anershelow in tablel.3.
The higher the category, the less it is considered to be .tdata for acute toxicity for the same

unit cat. 1 | cat. 2 cat. 3 cat. 4 cat. 5

Oral LD50 mg/kg/dh| <5 <50 <300 | <2000 | > 2000
Dermal LD50 mg/kg <50 | <200 | <1000 | <2000 | > 2000
LC50 mg/m? | <500 | <2000 | < 10000 | < 20000| > 20000

Table 1.3: EU Hazard Statement

propellants as in tabl&.2 is shown in tablel.4 [4]. It shows data for oral LD50, dermal LD50 and
LC50 and in brackets the corresponding category.

As was mentioned in the toxicity assessmetjtthe LD50 and LC50 data should be used with

hydrogen peroxide | hydrazine | MMH | UDMH
Oral LD50 805 (4) 60 (3) 32(2) | 122(3)
Dermal LD50 2000 (5) 91 (2) 95 (2) | 1060 (4)
LC50 2876 (3) 330(1) | 34(1) | 252 (1)
lowest cat. 3 1 1 1

Table 1.4: Summary of acute toxicity data for hydrogen peroxide, hyih@ and its derivativesi]

care. Oral LD50 relates to the case that someone inadVgridrimks the propellant; something

that is unlikely to happen under normal handling circumstasn LC50 data should be interpreted
together with vapour pressure. The lethal concentratiaghtrbe very low, but if the vapour pressure
is extremely low as well, the hazard is minimal. The vapoespure for different propellants is shown
in table1.5.

Tables1.4 and 1.5 combined clearly show that the acute toxicity for hydrogemnopide is lower

vapour pressure [Pa]
hydrazine 1895
MMH 6526
UDMH 20631
hydrogen peroxide 670

Table 1.5: Vapour pressure at standard conditions for hydrogen paepXiydrazine and its deriva-
tives [4]

than for hydrazine, MMH and UDMH. The conclusion given in toaicity assessment] is that,
although toxicity data is not absolute and can be reportestveral ways, hydrogen peroxide has a
“significantly reduced toxicity and carcinogenity risk cpared to the hydrazine familgésides the
significant lower toxicity, Wernimont et al3] pointed out hydrogen peroxide offers a number of other
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advantages over other propellants. Some of them have notdsgxoited or fully investigated yet.
They are:

¢ high density specific impulse
This is favourable for spacecrafts that are severely voloomstrained and/or suffer from aero-
dynamic drag. In the latter case a high density specific isgragsults in smaller surface areas
and thus reduced drag.

e storable propellant
Hydrogen peroxide can be stored for long periods of time atréemperature provided that
the tanks are well designed.

e non-reactive with the atmosphere
Hydrogen peroxide is not reactive with elements or compsetrain the atmosphere as opposed
to hydrazine that reacts with carbon dioxide resulting irtamal degradation.

¢ high oxidizer to fuel ratio
Optimum oxidizer to fuel ratios for hydrogen peroxide andualfare typically in the range
of 1:7 to 1:10 as opposed to 1:2 for the combination of MMH anttON As the density of
peroxide is high, a large part of the propellant mass is dehas requiring less storage volume
and consequently storage mass.

e low vapour pressure
Due to its low vapour pressure (see tablg) turbopumps could operate at lower inlet pressure,
resulting in a lower oxidizer tank mass.

¢ high specific heat
The specific heat is comparable to that of water and, in coatioim with the high oxidizer to
fuel ratio, very attractive for (regenerative) cooling.

e water can be used as referee liquid
As water has very similar properties to peroxide, it can beduas referee liquid for system
development, acceptance and qualification. Water is musikere® use compared to isopropyl
alcohol and freon which is used as referee liquid for MMH/N@i©pulsion systems.

e integrated design possibilities
Hydrogen peroxide could be used for more than one applicaidhe same time such as oxi-
dizer for the main propulsion system, monopropellant fttuate control systems, gas genera-
tors or even tank pressurisation.

The implication of the advantages of hydrogen peroxide otieer propellants is that costs can be
reduced when building and operating a spacec8gftlh a study performed by EADS and funded by
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ESA, a monopropellant spacecraft based on hydrogen peravés designed. The conclusion was
that the cost reduction is so large that the developmentefraltive propellants, often referred to as
green propellantss beneficial. This explains the increase in interest in éhalsernative less toxic
systems, which is, for instance, clearly visible in the grajvnumber of published papers dealing
with green propellants. Kappenste® has shown this graphically for the period 1994 to 2007, see
figurel.1

Recently, major space agencies such as NASA and the Rugsiae agency have announced plans
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Figure 1.1: Number of papers dealing with ‘green propellang]’ [

to develop new launchers and space vehicles in an effortttbagék to the moon and beyond. Much
focus is on reducing cost and the use of green propella6is [

Despite the significant amount of work done in the past ondyein peroxide based engines, as ex-
plained in sectioriL.1, a lot of knowledge has been lost. This is partly due to neiget/passing
away of the people that were involved in experimenting, gtéag and building of hydrogen peroxide
thrusters and partly due to the restricted access on résaact measurement data. Moreover, the
majority of the work on peroxide engines was performed in @nvehere computers had just been
invented and were not capable of performing simulations ggbecially not with the complexity of
chemically reacting flows in packed beds. In some casesnation is scarce due to language barri-
ers. Itis for instance well-known that a lot of developmenthydrogen peroxide engines took place
in Russia. However, as far as information is disclosed, iih iRussian and consequently difficult to
find and read. Only in very recent years has some knowledge fnadished in English. For these
reasons, much research has to be done again.
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1.3 Perception of Hydrogen Peroxide in the Space Community

Despite attractive features such as low toxicity and emwirental harmless reaction products and the
resulting lower costs the space industry in general is vayctant to switch over to other fuels. This
has partly to do with the fact that technology for alterratiuels, such as hydrogen peroxide, have
not yet reached the same maturity level as hydrazine. Beageloping and building spacecratt is
very expensive, space companies are not prepared to takeskite employ new technology unless
absolute reliability has been proven. As far as hydrogeooxige is concerned there is a general
persistent perception that it is unsafe and has a lot of dlisadvantages. The major points of concern
are:

detonability

stability and storability

catalyst bed lifetime

high freezing point

lack of hypergolicity

In the works of Davis et al.][1], Musker et al. 12] and Ventura et al.J3] it is pointed out that most if
not all concerns are based on historical anecdotes or ors\drpressed in reference textbooks written
by highly esteemed authors such as Cldé] and Sutton 15]. An extensive overview of accidents
with hydrogen peroxide is given in Davis et al]].

1.3.1 Detonability

As far as the detonability is concerned a distinction hasetoniade between liquid and gas detona-
tions/deflagration. For liquid detonations Davis et all][distinguish three types of tests: impact
sensitivity, shock sensitivity and thermal sensitivithhely found that hydrogen peroxide in the liquid
phase is not impact sensitive and normally not shock seesitDnly at very high concentrations,
typically 95% or more, and when highly confined and with arggranitiator explosions can occur.
A similar conclusion was drawn by Ventura et al3]. Peroxide is, however, thermodynamically
unstable, meaning that excessively heating results inmdpaosition of the peroxide leading to further
heating of the liquid. Especially at higher concentratitiiis can lead to runaway reactions. But even
in this case, explosions do not occur in the liquid phase.

However, explosions can occur in the vapour phase. A corepste study was performed by Sat-
terfield et al. 16, 17]. They concluded that at atmospheric pressure hydrogesxiger vapour can



1.3 Perception of Hydrogen Peroxide in the Space Community 9

explode if the concentration of the vapour is higher than 28 Explosions were initiated either by
a hot wire or a spark gap. Explosions could even occur wheiitabéel catalyst at room temperature
was available. For lower pressures it was determined tledirttiting vapour concentration increases
while at higher pressure a decrease in ignition limit waseoled. The results are summarised in
figuresl.2and 1.3 Note that because of the low quality of the graphs in theimalgpaper it was
sometimes hard to determine which symbol was used. Thertuigeires show the best guess.

For higher than atmospheric pressures the ignition limitnsdd initially a decrease but remained

o no explosion

x  explosion

< spontaneous explosion|
—— ignition limit

* % % x x x O x

pressure [bar]
o
(@]

20 30 40 50 60 70
hydrogen peroxide vapour [mol %]
Figure 1.2: Ignition limit for hot wire initiation [16]

o no explosion |
x  explosion
0.8 . — ignition limit

pressure [bar]
o
(o]

%0 25 30 35 40 45 50 55 60
hydrogen peroxide vapour [mol %]
Figure 1.3: Ignition limit for spark gap initiation 16]

constant between 2 and 6 atmospheres as is shown in figlirAlso shown in this figure is the igni-
tion limit for pressures lower than atmospheric. The awghmmte that there is a small offset between
the results for higher and lower than atmospheric pressusesvever, there is a gap of 8 years in
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between the two publications and the authors point out lieattiterion for whether an explosion has
occurred is slightly different.

The units of pressure in the original papers, mmHg for figar8and1.3and psia for figurd..4, have
been converted to bars. Conversions have been performbdhaitconversion factors as mentioned
in appendixA.

From the work of Satterfield et all§] it can be inferred that if in liquid-gas equilibrium siti@s the

7
O |* _
6l o no explosion |
* explosion
- 5 ° 7T ignition limit
IS, -
2 | | lower limit
e 47 00 **
?
8 3t o |*
— Oof *
o
2t 0 N x
o *
1r *
0 .

18 20 22 24 26 28 30 32 34
hydrogen peroxide vapour [mol %]
Figure 1.4: Ignition limit for higher than ambient pressur&7]

peroxide vapour concentration is higher than 26 mol% anosimh could occur. For certain concen-
trations at certain temperatures an explosive mixturedsead present. This is graphically shown in
figure1.5for atmospheric pressure conditions where the boiling tyaipre as a function of peroxide
concentration is shown. Also shown is the line indicating/aich temperature and concentration the
equilibrium vapour concentration of hydrogen peroxidexaatly 26 mol%. The area above this line
and below the boiling line is the explosive region; this ie 8haded part in the graph. Note that to
construct the lines, equations for vapour pressure andtgatbefficients of both peroxide and water
were used as reported by Manatt and Mank#}.[A more detailed discussion on the construction of
these plots is given in sectidh2 Note that figurel.5is slightly different from the plot presented by
Davis et al. L1]. The reason will be clarified in sectidh2 In appendixB vapour concentrations for
pressures other than atmospheric for liquid-gas mixtureslaown.

From the plot it is clear that whenever hydrogen peroxideitiegas mixtures are present, either the
temperature should be low enough to prevent the formatiangfexplosive gas mixtures or hydro-
gen peroxide vapour should be actively removed to ensusdilow explosive concentrations. In the
latter case the formation of an equilibrium between the thvases is prevented. As will be shown in
chapters, for a good working catalyst bed in operation, the vapouiceotration will stay below the
ignition limit.
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Figure 1.5: Explosive region for equilibrium liquid-gas mixtures atregtspheric conditions

1.3.2 Stability and storability

A strong argument against the use of hydrogen peroxide ipghgstent belief that peroxide at high
concentrations cannot be stored in a reasonable way beeaesghe smallest amount of contami-
nation would result in gradual, unstoppable decompositibthe peroxide. This would result in a
decreasing hydrogen peroxide concentration over timeeramgl it to be unsuitable for long space
missions.

Musker et al. 12] state that with the right choice and amounts of stabiliserrate of decomposition
can be drastically reduced, something that was already kreimce the early days of space flight.
They also argue that in the case of a decrease in concentfetim 98% to 96% this results in a de-
crease of specific impulse of just 0.5%. Ventutd][points out that in the early sixties the Syncom II,
Syncom lll and Early Bird spacecrafts all used hydrogen xideomonopropellant rocket motors for
orbit and attitude control. The Syncom IIl and Early Bird eperaft have both operated for 5 years
and with that proving that long term storage of peroxide mle@ containers was not a problem.
Ventura [L9] mentions further that long term storage in vented contaireproven as well by giving
two examples. In the first example is the storage of a drum kfxide for over 17 years in the am-
bient conditions of Texas. The peroxide has initially a @nmitation of 90% which after 17 years had
decreased to 84%. The second example mentions a drum of 9®%gey peroxide stored at® for

17 years. The concentration after 17 years had even sligidigased to 90.5%.

Ventura et al. 13] presented the results of a long term storage test in whié& B@drogen peroxide
was stored in a zirconium, aluminium and tantalum beakgra@ts/ely for over 10 months at ambient
conditions. Based on the results they conclude that no danger unpredictable rapid decompo-
sition takes place. They do note that there is a considerdiffltrence in how much decomposition
takes place over the 10 month period between the differexkdss, with aluminium showing the most
decomposition and zirconium the least. They point out th@tbncentration of peroxide has not been
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taken into consideration. It is mentioned that there isatdre proof that the stability increases with
increasing peroxide concentration. Ventut&][reports the same point and suggests that water acts
as a destabilising component in the liquid due to the foromatif weak bonds between the different
molecules. This would cause a slight deformation in the wé structure of hydrogen peroxide
making it more susceptible for decomposition.

The most important point in the research presented by Vernit®, Musker et al. 12] and Ventura

et al. [L3] is that currently available data on storage and stabilityalrogen peroxide is dated. It is
expected that current technology is developed enough kietagcost if not all of the problems con-
cerning stability and storability.

1.3.3 Remaining concerns

Next to storability and stability the lifetime of a hydrogprroxide based thruster is determined by
the catalyst bed lifetime. Degradation of the catalyst igheined by propellant contamination, de-
activation of the catalyst by stabilisers and resisten@natymechanical failure due to pressure and
thermal loads 13]. Ventura et al. 13] present a list with proven lifetime of 16 catalyst beds. yhe
note that the indicated lifetime is the time that the catabgsl has been operated and that in all cases
none of the catalyst beds show end of life behaviour. All mg bave been operated for more than
1,000 seconds while one catalyst bed has been operated fertham 58,000 seconds.

Another point of concern is the relatively high freezingmidor hydrogen peroxide. For anhydrous
peroxide itis—0.43°C and decreases to about0.5°C for 90% hydrogen peroxidd ). The freezing
point for other concentrations is graphically shown in fegBrl in appendixB. That means that for
high concentrations of peroxide the fuel tanks have to bedeprelatively high temperature. Initially
hydrazine faced the same problem; its freezing point is aftbut 157°C even slightly higher. This
led to the development of MMH and UDMH. The freezing pointstfiese fuels together with some
oxidisers are shown in table6.

Musker et al. L2] pointed out that although peroxide might freeze duringylepace missions where

chemical | freezing point [°C]
hydrazine 1.57
MMH -52
UDMH -58
NTO -11
MON-3 -15

Table 1.6: Freezing point for several fuels and oxidisefg [

little energy from the sun is available, peroxide has vewptmable super-cooling properties. They
mentioned that it has been shown that 90% hydrogen perozidée cooled down te-40°C with-
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out freezing even when agitated and independent of coaditegand amount of oxygen dissolved in
the liquid. They gave as a possible explanation the absehfaign nucleates and thus the lack
of initiators for crystallisation. If a method would be déyged to further purify hydrogen peroxide,
such as is developed for hydrazinkd], the super-cooling properties could be further exploitéfd
the spacecraft would experience a temporary drop in terhyperahe super-cooling properties might
prevent it from freezing. Musker et all?] further noted that simple and well-established techrsgue
such as the application of Peltier elements, could preventeamperature from dropping too much.
One last major concern that is addressed by Musker el lig the presumed lack of hypergolic-
ity of peroxide with other fuels. For a long time only hydmeiwas known to react hypergolically
with peroxide. But at the beginning of 2000 it was reporteat tiso pyrrole and ethanolamine are
hypergolic with peroxide. Moreover Purcell et &0], Sadov R1] and Dobbins 22] have reported
several fuels that are hypergolic with hydrogen peroxidenvadding certain catalysing chemicals
to it. Besides that it is well-known that the decompositianducts of fully decomposed hydrogen
peroxide are hot enough, see apperilixo cause auto-ignition with selected hydrocarbon fueis |
couple of test reports written under the GRASP project, sgésection, a number of possible hydro-
carbon fuels are mentioned that auto-ignite after contétttive hot decomposition productad; 24].

1.3.4 The discussion continues?

In the works of Davis et al.][1], Musker et al. 2] and Ventura et al.]3] attempts have been made
to refute the criticism towards hydrogen peroxide in thecepeommunity. One of the difficulties is
that the concerns towards hydrogen peroxide is not debatad drganised way, but seems to be part
of a collective prejudices. As pointed out by Ventura et &8] hydrogen peroxide was used at the
beginning of space flight at a time that little was known alibatchemicals used for space flight and
space flight itself. The knowledge gained in that time hasquido be invaluable for the development
of other propellants such as hydrazine: mistakes that wadenwith hydrogen peroxide resulting in
accidents prevented similar mistakes with hydrazine. magcontributed to the belief that hydrazine
and its derivatives are safe while hydrogen peroxide is not.

In 2011 hydrazine was put on the Candidate List of Substaot®gry High Concern (SVHC) by
the European Chemicals Agency (ECHARB[ under the REACH Regulation (Regulation, Evalua-
tion, Authorization and Restriction of Chemicals). The afrREACH is to streamline and improve
the legislation of chemicals within the EU. Hydrazine issslified as a CMR, which is an abbrevia-
tion of Carcinogenic, Mutagenic and toxic for Reproductiand therefore also put on the SIN List
(Substitute It Now) by the Internal Chemical Secretarf] [ChemSec). ChemSec is a non-profit
organisation founded in 2002 by a couple of environmenfgduisations. The list was constructed in
collaboration with a number of NGO'’s aiming to speed up lagisn on dangerous chemicals and to
help industry with identifying chemicals to avoid and pbssialternatives7).
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The addition of hydrazine to the SVHC candidate list hasddrihe space industry to reconsider their
attitude towards green propellants and hydrogen peroxigedticular. It has also resulted in an in-
crease in number of research groups investigating gregrejaats.

1.4 The GRASP Project

Research in Europe into green propellants is rather sedftpreventing a systematic approach to the
development of alternative propellants and propulsioriesys. For this reason the GRASP project
was initiated which was running from December 2008 until dlober 2011. GRASP stands for

GReen Advanced Space Propulsi@8][and it was aiming at providing the European (space) inglustr
with possible alternatives for hydrazine-like propelanihe project team was a consortium of 11
entities, including universities, companies and otheeaesh institutions spread over 7 countries.
The University of Southampton was one of the partners in tgept. Each partner had a specific

expertise, making it possible to consider the whole prapalsystem rather than a small subsystem
of it. The research is driven b§):

Reduction of cost.

Reduction in exposure to carcinogens.

Performance improvement.

Ensuring the competitiveness of the European industry irallenging and continuously chang-
ing environment.

The goal was to downselect a number of promising propelfantshich the propulsion system would
be further developed. The development was expressed is &RL's (Technology Readiness Lev-
els) [8; 30]. Not all propellants and corresponding propulsion systéad the same TRL. The goal of
the GRASP project was to increase the TRL of each candidafeefiant by at least two level29)
and demonstrate the capabilities in an appropriate demaassystem. This could be done by show-
ing certain characteristics, such as hypergolicity ancenetcompatibility, for propellants that were
at the lowest TRL, or by testing propulsion systems for lpetant applications, for propellants at a
higher TRL. Such demonstrator systems should show thatrtpejtant has:

e Similar or better performance than those propellants otlyreised.
e System advantages.

e Favourable storage and handling properties.
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e Compatibility with existing hardware.

e The potential to reduce operating costs in the long-term.
The research focussed on three major fields:

e propellants
e catalysis

e propulsion systems

The desired outcome would be that the most promising pramesiiwould be recognised as such by
industry and/or space organisations. ldeally, this wonldéase the interest to further develop the
technology to a level that it is a reliable and an attractiteraative for hydrazine-based propulsion
systems.

1.5 Research Objectives

The University of Southampton will investigate the use ofltogen peroxide for liquid propulsion
systems as part of the GRASP project. Important aspectseafedearch include the selection and
manufacturing of a suitable catalyst material, numericatletling of the processes taking place in
the catalyst bed and the design of the catalyst bed as padpalpion system. Research student
Matthew Palmer will focus on the selection and manufactudha suitable catalyst material and will
be heavily involved in the design of the catalyst bed and gigdpn system. The research undertaken
by the author of this thesis will focus on the modelling of tlesv of hydrogen peroxide from the tank
through the catalyst bed down to the nozzle exit and suppertésign of the propulsion system by
means of simulations. Special attention will be paid to thesthrough the catalyst bed.

The goal of this research is to understand the basic mechasfishe processes taking place in the
catalyst bed and use this to optimise the catalyst bed deShlgnmain objectives are as follows:

1 To understand how the physical and chemical propertieaafiyst pellets influence the bed
performance and, based on this, predict the performanceatadyst bed for a given configu-
ration.

2 To investigate how the fluids and fluid properties vary altmg catalyst bed for given input
conditions.

3 To reliably predict steady state performance parametefs &s temperature and pressure drop
over the catalyst bed and vanishing point of the liquid.
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For this purpose, a number of numerical tools will be devetbfhat will each focus on one or more
particular aspects of the flow in the catalyst bed. In cohtdth what has been done in the past
in this field, the flow models developed in this thesis will sioler each flow separately. Although
the concept of separately describing each phase is not niswarely applied to chemically reacting
multicomponent flows through packed beds at high mass flumemly due to the complexity of the
system. It requires a description of all possible decontjppsmechanisms and a comprehensive de-
scription of the interfacial area, something that has nenlmone before for this type of thrusters. For
this reason special attention has to be paid during the olewednt of these models. They are either
based on existing in-house codes or developed from scratch.

1.6 Wider Applications

Although this thesis will focus on the the decomposing flowhgdirogen peroxide in a pellet based
catalyst bed, the tools developed in this thesis could atésagplied to a decomposing flow of hy-
drazine through a catalyst bed. Besides that, the toolsurallg applicable to a number of other
fields such as

e biological systems
e environmental systems
e process industry

e nuclear industry

An example of use in biological systems is the modellinguésgrowth by means of a multiphase
porous flow model31]. The authors also mention the application of these typenaifels for mod-
elling cartilage mechanics, cell motion and tumour growth.

Multiphase flows in porous media have also been applied toeinibeé flow of groundwater con-
taminated with non-soluble or partially soluble substanf3®]. The purpose of these models is to
study possible scenarios of how groundwater is contarrdreste how the contamination is spreading
over time. Another example of the application of multiphfieass in porous media in environmental
systems is the dense non-aqueous phase liquid (DNAPL) pesdldtion for the storage of carbon
dioxidel in geological formations33)].

Dudukovi€ et al. 4] presented an overview of multiphase catalytic reactoesl dsr chemical engi-
neering in the process industry and gave numerous examipéggplications in which fixed catalytic
beds are used such as hydrogenation and oxidation of vactmupounds. Multiphase flow mod-
els become more and more important in this industry giveregtensive review on these models by

Ico,
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Dudukovi€ et al. 4] and Kuipers and Van Swaaipf]. A clear example of the use of computational
tools in the chemical reactor engineering industry is anestidy by Kuzeljevic and Dudukovi8§].
They performed simulations of a multiphase trickle bed t@awith a commercial CFD package.

In the nuclear industry multiphase flow models are used agrlésol and for safety analysis of nu-
clear reactors37]. For example, the heat generated by decay of radioactiteriakis transferred to
surrounding water. The result is that the radioactive netes cooled down and that steam is gen-
erated which is further used to generate electricity. Hameat boiling the heat transfer to the water
becomes less effective due to the formation of gas bubBis The amount and size of the bubbles
determines how effective the cooling is and thus needs tobe/k during the design of the reactor.
Therefore, apart from people interested in the develop@etuse of hydrogen peroxide based rocket
motors, this thesis is potentially also relevant to redeens and designers in the fields mentioned
above.

1.7 Thesis Structure

This thesis comprises seven main chapters and can be divitdetivo parts. The first part comprises
Chapters 2 to 4 and deal with the mathematical descriptidheprocesses in the catalyst bed and
the corresponding discretisation. The second part is fdrioyeChapters 5 and 6 and discuss the vali-
dation of and results obtained with the models developelérfitst part. This first chapter explained
the motivation of this research by providing the historisatkground and discussing the origin of the
current demand of alternatives for rocket propellants.

Chapter 2 discusses qualitatively the processes takirag pfathe catalyst bed and the implications
this has on modelling of the flow. This is used as a startingtgor the development of the model.
The two-fluid equations will be introduced as well as a modeti¢scribe the presence of catalyst
pellets in the catalyst bed. The models will be presenteleir most generic form.

Chapter 3 provides a detailed discussion on the source thahsave been introduced in chapter 2.
These include mass and heat transfer by evaporation andhgesidion and the momentum transfer
between the fluids and the fluid and the catalyst pellets. &cn enechanism an overview is given of
different approaches in the literature and followed by thledion and further detailed discussion of
the model employed in this thesis.

Chapter 4 describes the translation of the model into a ctenmoade. As the two-fluid model pre-
sented in chapter 2 is too generic and complicated, first doeuof simplifications and corresponding
justification will be discussed. This is followed by the mretation of the discretisation method with
special attention to those aspects that are particulawimifiuid models.

Chapter 5 presents the validation and results of a simplerfiodel whereby the catalyst bed is mod-
elled as a single control volume. Focus will be on the inflgeatthe shape and size of the catalyst

**Computational Fluid Dynamics
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pellets on the pressure drop over the bed.

Chapter 6 presents the validation and results of a one-dilmeal unsteady model. Particular at-
tention will be paid to what can be learned from two-fluid misdéat is not possible with mixture
models. Furthermore a number of parametric studies will lesgnted. A few words will also be
spend on higher dimensional models and the use of (comm)et® packages.

Finally, in chapter 7 a summary will be given of the whole srsl presented in the previous chapters,
followed by recommendations for further research.



Chapter 2

Mathematical Problem Description

This chapter introduces the two-fluid equations in the mesegal form. However, for the system un-
der consideration only a limited number of two-phase floves/will be encountered. To get a better
idea of what can be expected inside the catalyst bed, thediction starts with a detailed description
of how a hydrogen peroxide catalyst works. This is followgdalgeneral discussion of the different
aspects of multiphase flow modelling. Also a short overvigwiven of how several researchers have
approached the modelling of the catalyst bed in the pasttiddez.2 will then present the general
two-fluid flow conservation equations. As the catalyst befilledd with catalyst pellets a description
is required of the volume these catalyst pellets take ups iBlprovided in the last section. A detailed
description of the source terms appearing in these equatiiihbe given in the next chapter.

In this and subsequent chapters a number of non-dimensiomabers will be used. As a reminder,
appendixF gives an overview how they are defined.

2.1 Problem Description

2.1.1 Hydrogen peroxide thruster operation

A hydrogen peroxide based rocket motor uses a catalyst tong@ese the hydrogen peroxide into
oxygen and steam. The overall reaction equation is writsen a

1
H,Oy, — H O+ 502 (2.1)

Normally, the propellant consists of a mixture of water agdrbgen peroxide. The amount of perox-
ide in the propellant is usually indicated as the mass pé&igernof hydrogen peroxide. In this thesis
the strength will be indicated by means of the mass fractfgmecoxide which is equal to the mass
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percentage divided by 100. Typical mass fractions for rogkade peroxide range from 0.7 to 1.0. It
should be noted that in reality impurities are present thatgignificantly influence the performance
in terms of stability and catalyst poisoning, see also sadti3in the previous chapter. However, the
impurities do not take part in the decomposition reactiealit

The reaction given in equatio®.1 is exothermic. The resulting temperature is dependent en th
strength of peroxide used. In figufe6 in appendixA the adiabatic decomposition temperature is
plotted as a function of the mass fraction of peroxide foesahinitial temperatures. It shows that the
relationship is approximately linear and that, for an iasesin mass fraction of 0.01, the adiabatic
decomposition temperature increases by roughly 22 to 2dedegThe reason for the sensitivity is the
high specific heat of water, see appen8id-or rocket applications the hot decomposition producs ar
either exhausted through a nozzle, in which case the motocixol’, monopropellant gas thruster, or
they are injected and mixed in a combustor with a fuel. In¢hise the oxygen acts as the oxidiser for
combustion in a bipropellant system. As the oxygen is nadgtihot the fuel oxidiser mixture could
spontaneously ignite provided that the fuel has a suffid@mtauto-ignition temperature.

From a performance point of view a high temperature is faabler as, for a given flow rate of pro-
pellant(s), this results in a higher thrust. This meanstti@higher the mass fraction of peroxide the
better the performance. On top of that, figérd shows that the higher the mass fraction of peroxide
the higher the mass fraction of oxygen in the decompositimulyrcts. If a certain amount of oxy-
gen is needed, then for stronger peroxide solutions legsepamt is required. In this thesis 87.5%wt
hydrogen peroxide will be used as this is the highest conaton that is commercially available in
Europe.

Decomposition can be achieved by homogeneous or heteragematalysis or a mix between the
two. In the homogeneous case the catalyst is in the same pbhdise propellant, i.e. liquid. Such sys-
tems have been investigated by amongst others Musker 89IMusker and RobertsA[0]; Musker

et al. B#1]. Two main disadvantages of homogeneous decompositionaisfor a monopropellant
thruster a bi-propellant motor layout is required and thatdatalyst together with the decomposition
products is exhausted through the nozzle without conirigub the specific impulse. In the hetero-
geneous case the catalyst is in the solid state containeghelathrough which hydrogen peroxide
is flowing. Typical forms in which the catalyst appears ailvés) screens42; 43], pellets B4-46],
foams B7] and monoliths 48; 49]. Throughout this research the focus will be on pellet basedlyst
beds, although with some minor modifications the models tsmlze applied to the other types of
heterogenous decomposition.

Decomposition starts as soon as the hydrogen peroxide domoesontact with the catalyst. In nor-
mal cases the initial temperature is well below the boiliminp In this case the formed water is in
the liquid phase. The oxygen is in the gas phase and occurkbdmelsuin the liquid. The generated
heat causes a rise in temperature until the boiling poinh@fiquid mixture is reached. The increase
in temperature also leads to an increase in the reactioteadeng to more gas bubbles in the liquid.
Some bubbles will coalesce with other bubbles forming lataébles or slugs. Together with the



2.1 Problem Description 21

liquid water part of peroxide evaporates before it can dgumusa in the liquid phase leading to even
more gas. At this point rather than speaking about a liquasphwith gas bubbles dispersed in it, it
makes more sense to speak about a gas phase with liquid tdrdigpersed in it. Eventually, all of

the liquid has vanished either by decomposition or evammratGaseous peroxide will decompose as
resulting in a further increase in gas temperature. Whaaimsrns a gas mixture of steam and oxygen.

2.1.2 Multiphase flow description aspects

Ishii and Hibiki [50] distinguish three classes of two-phase flows: separateg flmixed or transi-
tional flows and dispersed flows. The classification is basdti®@ geometry of the interfaces between
the fluid phases. Tabl2.1 shows the classifications and their subdivision. Based erl#scription
given above, in the catalyst bed the following regimesistgufrom the injector will be present: single
phase liquid flow, bubbly flow, slug flow, droplet flow and siaglhase gas flow. It should be kept in
mind that in reality the geometry of the fluid interface will Historted due to the presence of catalyst
pellets and that next to an interface between gas and liduadepthere also exists an interface between
the pellets and the liquid phase and between the pelletharghs phase. From a model point of view
during the development of the equations, no assumptionsidgio@ made on the particular type of
flow, i.e. both phases should be treated symmetrically.

To model two-phase flows two different approaches are plesdit the first approach the two-phase
system is considered as a single fluid whose properties aeesiage of the properties of each phase.
These models are so-called mixture models. They solve neixionservation equation for mass, mo-
mentum and energy, and one additional continuity equatiorofe of the phases to keep track of
changes in concentration of the phasgg].[ Mixture models assume mechanical and thermal equi-
librium between the phases and can be used when the phasssoagly coupled. An example of a
mixture model is the drift-flux model which includes a slipvilanodel to describe the velocity dif-
ferences between the two phases. It comes down to solvirggoation equations for a single phase
flow with an added transport equation to describe the changsative occupancy of each phase and
a special constitutive relation to describe the differeimcgelocity between the two phases. After
having solved the model it is possible to obtain informatsout the individual phases by correlating
the calculated properties with equilibrium data of prosras function of mixture compositiob1].

The other approach is to solve the conservation equatiorafd phase separately. Each conservation
equation includes source terms that describe the interabgtween the phases. In cases where only
two fluids are considered such models are called two-fluidetsod hese types of models can handle
non-equilibrium between the phases as well as dynamicaictiens and are therefore particularly
suited for investigating transient behaviour and changéisd flow regime. A disadvantage is that for
each phase a set of conservation equations has to be soleuledds to higher computational costs
compared to mixture models. An additional complicatiorhitta complete mathematical description
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Class Typlcal Geometry| Configuration Examples
regimes
) e | LIQuid film in gas; | Film condensation
Film flow SRS . Lo . .
Gas filmin liquid Film boiling
Separated flows , —
Liquid core and gas Film boilin
Annular flow film; Gas core and : 9
o Boilers
liquid film
Jet flow LIQUI_d Jgt |r_1 gqs; Atomization Jet
Gas jet in liquid condenser
Cap, Slug or | Sodium boiling in
Churn Gas pocket in liquid .
5 forced convection

Bubbly annular
flow

Gas bubbles in
liquid film with gas
core

Evaporators with
wall nucleation

Gas core with

Droplet droplets and liquid | Steam generator
annular flow .
film
Gas core with
Bubbly droplet droplets and liquid | Boiling nuclear
annular flow film with gas reactor channel
bubbles
o bubbles i
Bubbly flow %% Gas bubbles in Chemical reactors
. 21600 liquid
Dispersed flows _
Droplet flow % Liquid droplets in Spray cooling
] gas
Particulate . Solid particles in Transportation of
flow 5 gas or liquid powder

Table 2.1: Classification of two-phase flows according Ishii and Hilpg0]

of the interaction between the phases is not yet availdtle |

As can be deduced from secti@ril.1the liquid and the gas phase inside the catalyst bed willim ge
eral not be in equilibrium. Firstly, there is a significantigerature difference between both phases for
high mass fractions of peroxide. For 87.5%wt hydrogen gdethe expected gas temperature is just
below 700C while the liquid temperature is typically a couple of hurdlidegrees lower, depending
on the pressure in the catalyst bed. Secondly, the differandensity is 2 to 3 orders of magnitude.
Combined with the large temperature difference it may barassl that there is no mechanical equi-
librium either. For this reason to effectively model the ggsses inside the catalyst bed a two-fluid
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model has to be employed.

A two-fluid model can be formulated in multiple ways. IshiidaHibiki [50] distinguish three types:
Lagrangian description, Boltzmann description and Eafedescription. A Lagrangian description is
particularly suited to describe the behaviour of a singktigda or a number of particles. It defines the
path of each particle through a medium, for instance the@fatbubble or a group of droplets through
a liquid or a gas. The medium through which the particlessires/often called the primary or contin-
uous phase and the particles the dispersed phase. Whenuheevivaction of the droplets/bubbles is
close to unity it can no longer be assumed to be a dispersexd pNeither can a phase with a volume
fraction close to zero be considered as a continuous phaseeGuently, for the system described in
the previous section a Lagrangian description is not suited

A different approach is the Boltzmann description in whinbtéad of describing single particles, a
group of particles is considered. In this way the behavidunany particles clustered together can
be modelled, which collectively can have dynamical featuhat are absent when individual particles
are considered]. The group of particles is described by means of a partietesdy function known
as the Boltzmann transport equation. The interaction batvke particles has to be accounted for
by a collision model. The continuity, momentum and energyagign can be derived from the lattice
Boltzmann equation52]. However, as the main interest is in averaged quantitielsnan in the be-
haviour of individual particles the Bolzmann descriptismbt suited.

The third type is an Eulerian description. For each fluid nssbmomentum equation are solved, and
dependent on the application, an energy equation and athkr £quations. For this purpose a con-
trol volume is defined through which the fluids travel. The amtoof each phase inside this control
volume is indicated by the fraction of that volume it occigpialso known as the volume fraction. The
interaction between the phases is dealt with by means otsamnd sink terms in the conservation
equations. However, to solve these equations the smatestand length scales need to be resolved
and this is numerically so expensive, that this is limitedrwall domains and low Reynolds nhumbers
only [53]. For this reason the flow is averaged over space and timemaway that the macroscopic
behaviour is preserved and the small scale fluctuationslemefi out. Rigorous derivations of the av-
eraged multifluid conservation equations are provided bynfstance Drew%4] and Ishii and Hibiki
[50]. The influence of the small scale fluctuations is accounbedby establishing proper constitutive
relations, see for instance Drew and Lahg¥][ At the same time constitutive relations account of the
discontinuity in properties over a phase bound&g].[

A particular difficulty with averaging is to determine theesiof the control volume and the amount
of time over which is averaged. If the length and time scales avhich is averaged are too small,
the solution contains phenomena that are not represenfatithe average flow properties. On the
other hand, if the length and time scales over which is aestage too large, any change in average
flow properties is averaged oui4]. For the system described above, the problem of separafion
scales 7] is especially relevant close to the injector, where themnly a tiny amount of gas present,
and the part of the catalyst bed where the liquid disappeBespite these problems the Eulerian
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description is still more suited to describe the flow in thelet bed than the Lagrangian and Boltz-
mann description. For this reason the Eulerian formulaisotme approach adopted in this research
work.

To complete the mathematical description of the system aidbtional aspects have to be taken into
consideration. Firstly, both the liquid and the gas phaseisb of more than one component. This
requires the solution of an additional set of species eguatio describe the (change in) species con-
centration. Secondly, the catalyst bed is filled with pell@thich forms a restriction of the fluid flow.
For this the same problem of separation of scales is relettamicontrol volume should be chosen to
be large enough that the pellets can be considered to be mmmogsly distributed over the control
volume B8; 59]. This means that the geometry of the pellets will not be Ikesh but be accounted
for by means of a solid volume fraction reducing the volume enoss-sectional area available to fluid
flow. This will be further discussed at the end of this chapter

2.1.3 Previous modelling efforts

Despite the renewed interest in hydrogen peroxide the nuwibifow models available in the lit-
erature describing the processes in the decomposition lidrafor porous solid catalysts is limited,
probably due to the severe complexity of the system. A simmadel was presented by Johnson et al.
[60Q], where the decomposition chamber was modelled by two cbmtlumes: the control volume
adjacent to the injector containing all the liquid and a ocointolume downstream containing the gas
portion. The purpose was to investigate pressure osoligtexperienced during testing. Liquid to
gas mass transfer was assumed to have taken place aftayuitedias in the decomposition chamber
for a fixed amount of time. No distinction was made betweermngosition and evaporation.

A one-dimensional model was developed by Zhou and Hitf.[ In this model the gas and liquid
phase were modelled as a mixture. Contrary to Johnson ei@lthey considered decompaosition
and evaporation separately which were driven by the mixemgerature instead of a fixed residence
time of the liquid. They only considered catalytic deconifias, which was modelled with Arrhenius
kinetics. For the evaporation of the liquid they used a staamproach in which water and peroxide
evaporated at their respective normal boiling points. fitesiults showed that this unphysical assump-
tion only affected a very small fraction of the catalyst betha inlet. Validation against experimental
data was not given. Their model focussed on a micropropulsystem with a catalyst bed length
in the order of hundreds of micrometers. The catalyst beddf itead the form of a monolith. They
performed parametric studies in which they varied the Arihe parameters and heat loss to the en-
vironment to investigate the influence on the required bagtketo ensure complete decomposition.
Bonifacio and Russo SorgéZ] investigated the transient behaviour of a monolithic lyatsbed and
the thermal response of the walls in particular. For thigppse they developed a lumped-parameter
model in which catalytic decomposition took place at thelwideat loss to the environment was not
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taken into account. To simplify the analysis they only méatethe gas phase and ignored the liquid
phase. They found out that during the transient startup #idboould reach higher temperatures than
the adiabatic decomposition temperature before a steatly te8mperature was reached equal to the
adiabatic decomposition temperature. This effect wasrtigod on the relative importance of mass
and heat transfer by diffusion.

The heat transfer between reacting hydrogen peroxide amwlittoc catalyst bed walls was also
studied by Krejci et al.49]. They also took into account the heat transfer between theolith
and the outer casing of the catalyst bed and the heat traiostfiee ambient surrounding. Their one-
dimensional mixture model took only catalytic decompaositinto consideration. For evaporation
they assumed a staged approach in which water and peroxdg®rated at their respective normal
boiling points, similar to the approach taken by Zhou and Hit]. They found out that due to heat
transfer a radial temperature profile exists in the catdigdtleading to lower decomposition efficien-
cies close to the wall.

In a model developed by Corpening et @3] special attention was paid to thermal decomposition
in the gas phase and evaporation of highly concentratedigerdroplets. Droplets were assumed to
be surrounded by a hot gas with a temperature oK9&0d higher. The evaporation of these droplets
was modelled with th®? law under the assumption that the vapour coming from thelersprface
had the same composition as the liquid. They argued thaagisismption was allowed as the droplets
were small, the surrounding gas temperature high and tiveréie evaporation process was very fast.
Pasini et al. §4] developed a one-dimensional mixture model for a pelleebasitalyst bed. Contrary
to the work by previous researchers they split the decortipngirocess into adsorption onto and des-
orption from the catalyst pellets. They also took into acttdbe difference in peroxide concentration
between the bulk flow and the fluid near the pellet surface gnmef the Reynolds analogy. Similar
to Corpening et al.g3] they assumed for evaporation that the vapour coming fremdtbplet surface
had the same composition as the liquid. They also explinithgelled the viscous interaction between
the fluid and the catalyst pellets by means of the Ergun equati

Two-dimensional models were mentioned by Zhou and la8} ind Bonifacio and Russo Sorgé?].
Zhou and Hitt compared their earlier developed one-dinmgrasimodel 1] with a two-dimensional
CFD model. They reported a large difference in required bedth to ensure complete decomposi-
tion between their one-dimensional model and the CFD mdtmtifacio and Russo Sorge compared
the results from their lumped-parameter model with a twoathsional CFD simulation performed
in Fluent. They found a good agreement between the two moddisy also mentioned that they
had problems in reaching convergence with the CFD modelottunfately, in both cases no further
details were provided about the CFD model.

The difficulties involved in dealing with multiphase flows tine above discussed works have been
dealt with by either focussing on the gas phase and ignohirdituid phase or by modelling the
phases as a fluid mixture. Those researchers that have tatkeaccount the phase change from lig-
uid to gas, simplified the problem by either assuming thatvgour components coming from the
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liquid has the same composition as the liquid phase or byosa#ipg each liquid component sepa-
rately at their respective normal boiling point.

Employing simple mixture models, whesimplerefers to the fact that no closure models are em-
ployed for the slip velocity and slip temperature, to ddserihe processes inside the catalyst bed
implicitly assumes equilibrium between the phad#®.[However, there is reason to believe that such
equilibrium does not exist. For example, the adiabatic dgamsition temperature of 0.80 hydrogen
peroxide initially at room temperature is about 780K, whiie critical temperature for peroxide and
water is 739.5K and 647.3K respectivellg. Besides that, the mixture model approach results in
a quantitative loss of physics, for instance in the way hgilis modelled and how the pressure drop
over the catalyst bed is determined. On top of that, becdesentxture is an average between two
(very different) phases, the results are an average ovdiuidgohases as well which gives a reduced
accuracy. For this reason a two-fluid model has been dewtlapeich will be further discussed in
the next section.

2.2 Multicomponent Two-Fluid Model Equations

The equations presented in this section are the most gemeeal and are presented as volume av-
eraged instantaneous equations. A detailed derivatiohesfet equations was provided by Ishii and
Hibiki [ 50]. The following convention will be used: subscrimtsandA refers to phase and species
componentd, respectively, where can refer to the gas, liquid of solid phase indicatedypl, and
srespectively. Subscriptrefers to an interface quantity and subscnpto the mixture quantity and
vector quantities are written in bold.

The continuity equation for phase indicated with the subscript, is given by

0€q Pa
ot

+0- (EaPaUa) =Tqs (2.2)

wherep is the density and the velocity vector.l' is the mass source term describing the mass
transfer between the phases. As there is overall mass watiser the following interfacial mass
transfer condition holds:

Y Fa=0. (2.3)

This implicitly assumes that the interface has no mass dgpdeor the fluid volume fractions the
following constraint equation holds
€g+€& =1 (2.4)

Momentum conservation equation is given by

0€q P Ug

ot +0- (€aPa UgUa) = —0 (€4 Pa) + 0+ (€aTa) +EaPa I+ Mq, (2.5)
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wherep is the pressureg the gravitational acceleration andthe viscous tress tensoM q is the
momentum source due to interfacial interaction and can litewras

Mg = Uil o + Pia Ueq — Ueq - T o +Miq. (2.6)

The first term on the righthand side is the momentum of the mnassferred across the interface. The
second and third term describe the change in momentum flusocuehange in volume fractioi; o
account for any other sources of momentum exchange betwegohiises, such as frictional forces
between the fluids and the packed bed. It is assumed that diheneo molecular diffusion fluxes
from the interface and no other body forces. The sum of the embom sources due to interfacial

interaction is given by
Z Mg =Mp. (2.7)
a

Mn, is the mixture momentum source arising from the surfacedansffect. This effect consist of
two component as is shown in equati®i8: the first term on the righthand side describes the influence
of the mean curvaturél,; and the mean surface tensiorand the second term takes into account the
change in the mean curvatui®. stands for the volume fraction of the other phase.

Mm=2Ho 00+ M. (2.8)

Substituting equatio.6into equatior2.5 gives after rewriting

0€qPa Uqg
—— +0- (g UgUqg) = —€qUpg + €] 7o + € + Uj ol
ot (EaPa UgUq) a L Pa a a aPa Ja ial a (2.9)
+ Ueg (Pi,a — Pa) + Heq (7o — Tia) +Mig
Conservation of static enthalpy is given by
0€qPa Ny Dq
—+0-(& hqug) = —0- (eqkqOTy) + — (€
at ( apa (0} d) ( GkG (1) Dt ( Gpd) (210)

+ €qTo - Ou+ Qq,

whereT is the temperature ankithe thermal conductivity.Q is the energy source term due to
interfacial interaction and can be written as

Do€q

Qu =Tahig—pPia —Ueg - Tig - (Uig —Ug) + Mg - (Ujg — Ug) + Qiq- (2.11)

The first term on the righthand side describes the enthalfiyeahass transferred across the interface.
The second and third term describe, respectively, the worle dy the interfacial pressure and the
work done by interfacial shear stresses. The work done t®r itkerfacial forces is accounted for by

the fourth term and the last term includes all energy souncésccounted for in the other terms such
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as due to chemical reactions. The sum of the interfacialggr®urce terms is given by
> Qu =Qm, (2.12)
a

whereQn, is the mixture energy source term and is analogous to theuneixhomentum sourd#l n,
in equation2.7. It is defined as
os

LLEM (2.13)

Di
Qm=T o

— (&) +2H
.Dt(a)+ 210

The first term describes the change in surface energy dueatwyel in interfacial area. The last two
terms define, respectively, the work done by surface terfeimes and the effect of changes in the
mean curvature.

Substituting equatio.11into equatior2.10results after rewriting in

0€gpgh D
%—FD-(EapahaUG) :—D.(EakaDTa)+8aH(:(pa)+gaTa;Du
Dq€
+Tahia + (Pa — pi,a)%-i—Qi,a (2.14)

+Miq- (Uiq —Ug) — &g - Tig - (Uig — Uq) .

As both phases consist of multiple components a set of speeiesport equations have to be solved
as well. They are given by

0€4Pa Yaq

at + 0 (EaPa Ua Yaa) = O (€aja) +Saa- (2.15)

Here,Ypq is the mass fraction of componeAtin phaseq, ja the mass flux of componert and
Sy the mass source term of compondnt Note that the first term on the righthand side describes
diffusion of mass. For the binary liquid this can be modekledFickian diffusion, however for the
multicomponent gas phase the diffusive flux has to be matialieh the generalised Maxwell-Stefan
equations §6].

2.3 Catalyst Bed Packing

The presence of the pellets in the catalyst bed manifest§ Vis the momentum source teri; o in
equation2.6, which will be further discussed in secti@3in the next chapter, and via the reduced
amount of volume available for fluid flow. The relative occopga of the fluid per unit of catalyst bed
volume is called void fraction and is subject to the follog/iconstraint
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@

(a) Raschig ring (b) Pall ring (c) Berl saddle

Figure 2.1: Examples of pellet shapes, taken frof7]

whereg; is the void fraction ands the relative volume of the catalyst pellets.andeg are related to
€g andg) by
(Eg+e)er=1—¢s (2.17)

Note that in the current definiticgy # €4+ €, however the total interstitial volume is equaMp+-V,.
This has to do with the fact thag andg are the volume fractions with respect to the interstitidt vo
ume and not with respect to the total volume.
The void fraction depends amongst others on catalyst shageiemensions and the size of the cat-
alyst bed. Pellets come in many different shapes such@spheres, cylinders, Raschig rings, pall
rings and Berl saddles. The last three shapes are shown e fidu

Afandizadeh and FoumengT] showed that the void fraction can also vary for beds coirigin
the pellets with the same shape and dimensions due to differ@ loading strategy. Benyahia and
O’Neill [68] mentioned that the bed to particle diameter rafg,/Dys, iS an important parameter
in determining the void fraction. In case of non-sphericaitigles the diameter of the pellBt,s is
defined as the diameter of a sphere with an equivalent voldrie @ellet under consideration. They
further mentioned that the void fraction is influenced by ¥i@nity of the catalyst bed wall. This
influence can affect the average void fraction for bed tegpeliameter ratios up ,/Dps~ 12. The
void fraction is further affected by end-of-bed effects.
Several relations exist in literature that describe theayevoid fraction in the bed and the local void
fraction as a function of the bed radius. Mart68] showed that packed beds can be subdivided into
a core region, where the local void fraction fluctuates aloamean, and a region close to the wall
where the average void fraction is higher than the averagkfraxction of the core. Based on this Bey
and Eigenberger7[] developed relations for the bed mean void fraction and dleallvoid fraction
as a function of the bed radius for spherical and cylindrellets and pellets in the form of rings.
Other relations for the bed mean void fraction for spherésad cylindrical pellets were presented by
Foumeny and Pahlevanzadet] and Benyahia and O’Neillg8]. In both cases the subdivision of
the bed in two parts, as was proposed by Mardél,[was ignored and the relations were based on a
least-square fit.
Because the rationale behind the relations provided by BdyEagenberger0] is physically more
sound, these will be used. The relations for spheres anddgys are listed in full in appendi3.
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Chapter 3

Source Terms

This chapter discusses models for the mass and momenturmeahttdnsfer terms which were intro-
duced in the previous chapter. All terms originate frométseurces: decomposition, evaporation and
momentum transfer. The first two involve heat and mass tear@sfd thus feature in the continuity,
species and enthalpy equations. The last one describesatydaices between the fluid phases and
the fluid phase and the catalyst bed and thus forms the inpthéosource term in the momentum
equation. Each source will be discussed separately ang stdh a discussion on the, sometimes
different, approaches taken in the literature and finishifs avjustification of the approach taken in
this thesis.

3.1 Decomposition of Hydrogen Peroxide

The use of hydrogen peroxide as fuel for rocket motors reiethe decomposition of peroxide into
steam and oxygen. The overall reaction equation is written a

H,0O, ﬁ) H,O + %02, (31)

wherek; is the global reaction rate constant. React®bh applies to catalytic as well as thermal
decomposition.
The rate with whictH,0O5 is decomposed is expressed by means of a reaction equation

d[H20,]
dt

= k1[H20,] (3.2)

which is a first order reaction. The reaction rate condtaig temperature dependent and is generally
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given by the Arrhenius expressionZ]
-E
ky = AgeRer | (3.3)

whereR; is the universal gas constant ahdhe temperature of the phase in which the decomposition
is taking place.Ag andEa are the Arrhenius parameterg,a is the activation energy which is the
minimum required energy that is necessary for the decortipodio take place.e% can then be
interpreted as the fraction of collisions for which the tekakinetic energy is larger than the activation
energyEa [73]. The total number of collisions is indicated wifla which is called the pre-exponential
factor or frequency factor. This factor is in itself a furoctiof temperatures2] which introduces more
parameters that need to be determined experimentally. argk this dependency is not known for
highly concentrated hydrogen peroxide decomposition tretefore, not taken into account by any
of the researches summarised in secfadh3 Also in this thesis the temperature dependency of the
pre-exponential factor will not be taken into account arelead equatio.3will be used. Although

it gives a very crude approximation of the actual reactioalirits complexity, it is a convenient tool
to describe the overall behaviour of the decomposition gssc

3.1.1 Thermal decomposition

Thermal decomposition is a unimolecular reaction of whioh iInechanism can be explained with
the Lindemann-Hinshelwood theoryJ]. The reaction consists of two steps. The first one is the
activation step where a molecufecollides with another molecul and is consequently brought
into an activated state. This is written as

k;
A+M=A*+M. (3.4)

A* means that the molecule is in the activated statekarislthe reaction constant for the first step.
In the second step the activated molecule is decomposedsmiooductsP

A5 p (3.5)

whereks is the reaction constant for the second step.
The rate of production of the activated moleculedan be written ad[A*]/dt = ky[A][M]. Destruc-
tion of A* is due to the reverse reaction and due to the decompositigheofctivated molecule
into its products. The rate of consumption of Aue to the reverse reaction can be written as
—d[A*]/dt = ko[A*][M] and the rate of consumption due to decompositiord#\*|/dt = k3[A*]. In
steady statéA*] can now be written as

ko[A][M

[A*] = PR (3.6)
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The rate of change of the products can now be written as

diP] | e keks[A][M]
ot = KelAT= oM+ ks (3.7)

This can also be written alP] /dt = kyni|A] wherek,,,; is the unimolecular reaction constant given by

koks[M]
= 3.8
For situations where the pressure is sufficiently low it carabsumed thdg > ko. This makes the
activation step, equatiod.4, the rate determining step. The rate of formation of the pcbfP] can

then be simplified to
d[P] _ koks[A]M]
dt ks
which is a second-order reaction. On the other hand, if tesqure is sufficiently high it can be
assumed thdt;, > ks in which case equatioB.7 reduces to

= ka[A][M], (3.9)

d[P]  koks[A][M]
dt  ko[M]

= ks[A], (3.10)

which is a first order reaction.

Pearson et al.74] mentioned that there is general agreement that the orderofion is one, meaning
that the decomposition step, reacti®m, is the rate determining one and that it can be described by
equation3.10. Satterfield and Steirvp] were the only researchers who found a reaction order of 1.5
but as was pointed out by Hoare et al6] they did not take into account the influence of the carrier
gas, represented Bi] in reaction3.4, on the reaction rate. Hoare et al6] also showed that some
carrier gases are more effective during the activation thizp others.

The above described Lindemann-Hinshelwood theory giveditgtive insight in the reaction mech-
anism, but when compared with experimental data large epsercies, in some cases several orders
of magnitude, are found in reaction rates. The differencedager for more complex molecules.
The main reason for this is that the Lindemann-Hinshelwdmbty does not take into account the
structure of and the energy distribution within the moleci13]. The theory has been extended by
considering the quantum mechanical aspects of the reactemmanism and are known as the Rice-
Ramsperger-Kassel (RRK) theory and the Rice-Ramspergssdi-Marcus (RRKM) theory or the
transition state theory. The resulting reaction rates ftioese theories are in much closer agreement
with experimental data7@]. Ideally, reaction mechanism and rates are determined fist prin-
ciples, i.e. quantum mechanical calculations. Howevell, && Head-Gordon77] mentioned that
despite the enormous increase in computing power over thedaiple of decades, simulations can
only be done for idealised situations for a total of 20 to 20res.

Another problem with the Lindemann-Hinshelwood theorydecomposition of hydrogen peroxide
is that the decomposition is assumed to take place in ongwltegeas in reality several intermediate
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products are formed and consumed. Giguére and18droposed the following reaction mechanism

H,0, X OH+ OH (3.11)
OH + Hy0, & H,0 + HO, (3.12)
OH+ HO, % H,0+ 0, (3.13)
HO, + HO, X% H,0, + 0. (3.14)

Based on their found reaction order of 1.5 Satterfield anth$7®| proposed a reaction mechanism,
where the first two steps are the same as equalidiisand3.12followed by

HO, + H,02 — H,O+ O, + OH, (3.15)

which would result in a chain reaction. However, Hoare ef7] pointed out that in their derivation
of the reaction order they had not taken into account theiedfidghe carrier gas and that if a first order
reaction is assumed a chain reaction cannot take place. prbppsed the same reaction mechanism
as Giguere and Liu7g] but without the last step, equati@l4

Hippler et al. 9] performed experiments to determine the reaction ratetaatsfor reactions.12
and3.13 In a more recent study by Hong et &8([ the rate constants for reactioBsl1and3.14
were experimentally determined together with the rate teonigor an additional reaction given by

OH+ OH % H,0+ 0. (3.16)

Both Hippler et al. 79 and Hong et al. §0] performed the measurements at very low hydrogen per-
oxide partial pressures such that for the overall readtiop- k,. Consequently, the rate of formation
of the products was a second order reaction given by rea8t®mhe order of magnitude of the dif-
ferent rate constants are summarised in t8olevhere the unit of the rate constantcis® mol~1s™1,
From this table it is clear that reactiéhllis the rate limiting step. It should be noted that Hippler
et al. [79 and Hong et al. 0] focused on hydrogen peroxide vapours at a temperatureGX @8d
above. However, in a study performed by Croiset etédl it was stated that reactiahi11is generally
the rate limiting step in both the gas and liquid phase.

As the rate constant for reacti@illis at least four orders of magnitude lower than the rate eomst
for all other intermediate reactions it is possible to deiae a global reaction rate constant with rea-
sonable accuracy. Such an approach was used by all thedlesesamentioned in sectich1.3 The
reaction rate constant is determined by the Arrhenius égugtven by equatior3.3.

Giguére and LiuT8] and Hoare et al.76] both reported an activation energy ofké@l mol! (equal

to 2008kJ mot 1) for the thermal decomposition of hydrogen peroxide vapolinere was some
disagreement on the value for the pre-exponential factaguée and Liu 78] found a value of
Ag = 1-10"3s"1 and Hoare et al.76] a value ofAg = 1- 10'>4s~. Pearson et al.74] conducted a
literature review on the research into thermal decompmositif peroxide vapour and found that pub-
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rate constant | order of magnitude reference
Ky 7 Hong et al. 80|
Ks 12 Hong et al. BQ|
Ks 13 Hippler et al. [/9]
ky 11 Hippler et al. [/9]
Ks 12 Hong et al. BQ|

Table 3.1: Order of magnitude for reaction rate constants

lished values for the activation energy are between 45 akdabmol (188.3 and 230KJ mot2).
Very little research has been done on determining the Amdseparameters for thermal decompo-
sition in the liquid phase. The only known values for the A&ius parameters are by Takagi and
Ishigure B2] and Croiset et al.g1]. The latter researchers determined the Arrhenius pasméir
pressures from 5 34MPaand found values ofg = 1-1035s~1 andEx = 4%Jmol1. Takagi and
Ishigure B2] measured in the pressure range up kP& and reported values df = 1-10°8s1
andEa = 71kJ mol. The values used in this thesis are summarised in @Ble~or decomposition

in the gas phase the values reported by Hoare et @l Will be used as these are about the average
of the values found by other researchefd][ For liquid decomposition the values found by Takagi
and Ishigure 2] will be used as they measured in the pressure range thaidestlto the expected
operating pressure of the catalyst bed.

With the Arrhenius parameters known the overall reactide fefor the thermal decomposition of
hydrogen peroxide ikgnT3s~! can be determined by

. —Ea
rHZOZ = _Aoe Rc-lé [HZOZ]MHzoza (317)

whereM is the molar mass.

decomposition type| Ag[s™] | Ea [kImol?]
liquid 1-10°8 71
gas 1-10% 200

Table 3.2: Arrhenius parameters for thermal decomposition

3.1.2 Catalytic decomposition

Catalytic decomposition is a decomposition reaction @gkilace at the surface of a catalyst and can
generally be subdivided into 7 steps:

1 external diffusion; diffusion of the reactant from thelblijuid of gas phase through the bound-
ary layer to the outside of the catalyst material
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2 internal diffusion; diffusion of the reactant from the side material into the catalyst material
3 adsorption;

4 actual decomposition;

5 desorption;

6 internal diffusion; diffusion of the products from the algst material to the outside

7 external diffusion; diffusion of the products through timindary layer to the bulk liquid or gas
phase

Point 1 and 7 describe the transport of species through thusidinal boundary layer which is formed
between the bulk phase and the catalyst material. As hydrpgeoxide is consumed during decom-
position at the catalyst surface this causes the concimirat the catalyst surface to be lower than
the bulk concentration. The decomposition of peroxide atdatalyst surface is dependent on the
concentration and the rate constant as is shown in equatibrThe overall decomposition velocity
is determined by the slowest process being either the @fiukrough the boundary layer or the de-
composition at the catalyst surface.

As was pointed out by Holub et aBJ] due to the tortuosity of the catalyst bed the full developtrod

a velocity boundary layer is prevented. It is reasonablestmme that the same argument also holds
for the diffusional boundary layer. Oehmichen et 84][performed experiments where they put a
piece of copper in a liquid hydrogen peroxide solution wiibatinuously stirring the copper piece.
They varied the peroxide concentration and the stirringd@ad showed that for low concentrations
the rate of decomposition is dependent on the stirring speéedconcentration of 30% and more the
rate of decomposition was independent from the stirringgdpd& hey argued that stirring enhances
the mass and heat transfer and thus the concentration abppercsurface. They concluded that for
low concentrations the reaction is diffusion limited and doncentrations of 30% and more reaction
limited. The independence of stirring speed at high comadahs can be explained as follows. A
liquid decomposing on the catalyst surface results in a&largrease in volume due to the formation
of gas. At a pressure of b@r and a temperature of 100 the volume of the reaction products is
more than 62 times the volume of peroxide that is decompd$iaged on the molar masses and lig-
uid densities as listed in append®). Almost 99% of that volume increase can be attributed to the
formation of oxygen resulting in gas bubbles emerging froendatalyst surface. Due to these bubbles
the boundary layer is disturbed. Once the bubble has deatdotm the surface the gap is filled with
liquid once again. This process greatly enhances mixingtreg in a reduced difference in peroxide
concentration between the catalyst surface and the buik flui

Very little research has been done on catalytic decompasitf hydrogen peroxide vapour. In cases
where catalytic vapour decomposition is mentioned it isedtindistinguish it from thermal decom-
position when experimentally determining the Arrheniusapaeters for thermal decomposition. The
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above described mechanism is not present in the gas phtsmygii the argument of an underdevel-
oped boundary layer due to the tortuosity still holds. Fa thason it will be assumed that also in the
gas phase the external diffusion can be neglected.

Point 2 and 6 describe the transport of species through ties jpd the catalyst by means of diffusion.
For this a model developed by Thielgq (see appendiD for a description of the model) is often
used B6]. This model implicitly assumes that the diffusion rate igah higher than the rate of reac-
tion at the catalyst surface and chemical reactions thatvavphase changes are not accounted for.
Datsevich 86] developed a model that explicitly takes phase changesaotount. He showed that
this can result in oscillatory behaviour of the interactlmtween the gas and liquid and the catalyst
where liquid is being pushed out of the catalyst pores dubkdaas formation. After detachment of
the bubble from the catalyst surface, the pores fill up wigitl once again. Oehmichen et é884]
showed that the combination of formation of bubbles and Inggtction rates prevent the core of the
catalyst from taking part in the decomposition. In the cadsg0&owt hydrogen peroxide they showed
numerically as well as experimentally that only 2% of theface area of the pores takes part in the
decomposition process. For higher peroxide concentatiom effectiveness factor will decrease fur-
ther and therefore internal diffusion for the liquid phaae be neglected.

For the gas phase internal diffusion could potentially bénsportant factor. For now it is assumed
that it can be neglected as well. In the next chapter it wikbewn that this is an acceptable assump-
tion.

At the surface adsorption and desorption takes place amutaets molecules decompose to form
reaction products. For an arbitrary molecule of particletid process can be described by

A + site 22 A — site %=, products (3.18)

ke

wherekyq andkye are the adsorption and desorption rate constant resplgciing kye4c the reaction
rate constant for decomposition.
Adsorption is the process where a molecule forms a bond witicéive site on the catalyst surface. It
can do this in two ways: it can form a Van der Waals bond whiaiefisrred to as physisorption or it
can make a strong chemical bond which is referred to a cheptigo [73]. Chemisorption is required
for catalysis, but can be preceded by physisorpt®. [In some cases dissociation takes place at the
moment a strong chemical bond is formed. This is often refeto as dissociative adsorption.
The rate of adsorption is a function of the concentrationdsfoabate and the availability of active
sites on the catalyst surface. The opposite of adsorptidessrption of which the rate is dependent
on the fraction of total active sites to which a molecule isroisorbed. The availability is expressed
by the variabled which represents the fraction of the active sites on theasarthat have formed a
strong chemical bond with a molecule already. At equilibrithe rate of adsorption is equal to the
rate of desorption which can be written as

Kaa[A](1—6)N = kyeBN, (3.19)
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wherekyg andkye are the adsorption and desorption rate constant, resplctandN the number of
active sites on the catalyst surface. Solving this equdtiothe fractional coverag@ results in

o KA

~ TTKA (3.20)

HereK; is the equilibrium constant defined kgi/kqe. Equation3.20is known as the Langmuir
adsorption isotherm7p]. For this isotherm it is assumed that the catalyst surfademogeneous,
that adsorbed molecules do not interact and that only a ragapbf chemisorbed molecules can be
formed at the catalyst surface.

If it is now assumed thateac < Kge, @s according Pasini et ab4] is allowed, then the reaction rate

can be expressed as
K [A]

1+ K [A]
The superscripBrefers to the conditions at the catalyst surface. If it istfer assumed that decom-
position rate constanke,., can be written as an Arrhenius equati@[and that the equilibrium
constantK,, is very small, then the reaction rate can be written as

FS = KreacN Ma. (3.21)

E

iS = Age™t NK, [A]Ma. (3.22)

Note that equatiord.22is a surface reaction rate and that the unit of the pre-exg@idactor is in
ms-1. Furthermore, it should be noted that the Langmuir adsamgsiotherm is only valid for gases.
Sohn and Kim 88] proposed a modification of the Langmuir isotherm to desctiie adsorption pro-
cess for liquids. For this purpose they wrote equaBdDas = K;[A]?/(1+ K [A]?) wherezis a
parameter that has to be determined experimentally. Thewesh that with a proper choice afa
much improved description of the adsorption isotherm caadigeved.

A more general problem with the model developed above isvilaes for the pre-exponential factor
Ao, number of available active sité$and the equilibrium constamt, are dependent on the catalyst
material and, for catalysis of hydrogen peroxide in palticliare generally not known. Zhou and Hitt
[61] mentioned this explicitly when choosing their value fgy. Besides that, Bliznakov and Lazarov
[89 stated that the activation enerfy of catalysts is dependent on the type of crystal and showed
this in particular for copper based catalysts. From thigit be concluded that the assumption made
above about surface homogeneity is generally not validalinwhen the above model is applied
directly to the decomposition of hydrogen peroxide intoevatnd oxygen, the formation of interme-
diate products is neglected.

Haber and Weiss90] were one of the first who proposed a decomposition mechafusaiecompo-
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sition of peroxide on metallic surfaces

H,0, + site— site” + OH™ + *OH (3.23)
*OH 4 H,0, —3 H,0 4+ HO,® (3.24)
site” + 03~ — site+ O, (3.25)
site+ HO»* — site” + HO, ™ (3.26)
site” + HO,~ — site4+ HO,®, (3.27)

where the superscript minus and plus sign refer to the claard¢he dot indicates a radical. However,
McKee [9]] stated at the end of the sixties that at that tiranost every conceivable mechanism for
the catalytic decomposition of hydrogen peroxide has begposed’Giamello et al. §2] mentioned

in the publication about their research in the early nisetieat a thorough description of the decom-
position mechanism at a catalytic surface is far from beswpeplished.

For the modelling of catalytic decomposition in this thasisill be assumed that the decomposition
mechanism can be described accurately enough by a singlevere hydrogen peroxide is directly
converted into its products, see equatibf This approach is often taken by researchers in the field
of hydrogen peroxide based rocket motors, see Zhou and@ditt Corpening et al. 3], Bonifacio
and Russo Sorgesp], Pasini et al. §4] and Krejci et al. A9]. To determine the volumetric rate of
decomposition a slightly modified version of equata2will be used

. —Ea
F0, = —A0e®T K; [H205]asp M0, (3.28)

whereag, is the surface area per unit volume of catalyst bed. To olataiolumetric reaction rate
from a surface process the pre-exponential factor is migitipy the surface area per unit volume of
catalyst bed. This leads to a reaction rat&gmt3s 1. In practice when the pre-exponential factor
A is determined the influence of the number of active sités included and not distinguished sepa-
rately. The same approach will be followed in this thesise €huilibrium constank; is not known
and will have to be determined by correlating the model wigbegimental data.

Values for the Arrhenius parameters are different for eathlgst material and for each material dif-
ferent researchers have found different values. Insteath@dsing a specific catalyst material with
corresponding Arrhenius parameters, a set of Arrheniusnpaters will be chosen that are represen-
tative for typical catalyst for hydrogen peroxide.

Bliznakov and Lazarovd9] reported the activation energy for silver and liquid pedexto vary be-
tween 25.1 and 629 mol-! where the variation was caused by changes in oxygen coridoers

et al. P3] determined for a manganese oxide catalyst an activatierggrof 50.kJ mol~! and men-
tioned that this was close to a previously reported valuertogteer research group of 5&5mol.
Lin et al. [94] mentioned that literature values for activation energytgipically ranging from 20.9 to
96.%J mol~* while Bonifacio and Russo Sorgéd] mentioned a narrower range of 40 tok3dmol .
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Zhou and Hitt p1] used in their simulations a value of 5&4BmolL. In this work a value of
52.5%J mol~! will be adopted as a baseline value.

For the pre-exponential factor the variation in values i€miarger; spanning several orders of mag-
nitude. One of the possible reasons for this is that duridgutation of the pre-exponential factor
the influence of the surface area on the results is not alvedkgntinto account judged by the stated
units: st instead ofms™t. For this reason only values will be considered for which uhés are
stated explicitly. Shteinberd@}p] determined the Arrhenius parameters for a number of cocisbn
materials and found pre-exponential factor in the rangmfio10° to 9- 1Pms. These construc-
tion materials, such as stainless steel and aluminiumypreeally used to build storage tanks and heat
sinks. Albers et al.93] calculated a pre-exponential factor a6210*ms ! for a manganese oxide
catalyst. This value will be used in this work.

Much less literature is available on the Arrhenius parameredecomposition of hydrogen peroxide
vapour. Most notable is the work of Giguére and LW8][who found the activation energy to vary
from 41.8 to 50.RJ mol! and Hoare et al.76] who mentioned a value of 41k8 molL. The latter
value will be assumed in the current model. It should be ntitatlin both cases the catalyst was the
wall of the reactor which was used for experiments aimed terdene the rate constant for thermal
decomposition. The material of these reactor walls werexpyreated in such a way to minimise
decomposition at the wall. For a good working catalyst thieiacactivation energy is likely to be
lower.

Unfortunately, no data is available in literature on the-gxponential factor for catalytic decom-
position of the peroxide vapour. However, Hoare et @f] [mentioned that their experiments on
homogeneous decomposition a change in reaction rate com&a observed that took place at about
420°C. They also mentioned that several other researchers hHaxaahis change in the range of
390 to 420C. They explained this as the transition from catalytic duaied decomposition at low
temperatures to thermal dominated decomposition at highaeatures. To determine the value of the
pre-exponential factor from the experimental data theti@acate constant is split into a part caused
by thermal and catalytic decomposition and can be writtdi8Hs

reactor surfacj ’ (3.29)

Ki = Kitherm+Kicat | =————
1= Mtherm™ Rleat | Y5 ctor volum

wherekyiherm aNdky ¢ are the reaction constant due to thermal and catalytic deosition, respec-
tively. Hoare et al. 76] stated the dimensions of the reactor they used as havingemal diameter of
3.8cm and a length of 20cm. Using equat®Band the appropriate values for the Arrhenius parame-
ters as stated in tabl&2 and3.3the value for the pre-exponential factor for catalytic daposition

can be chosen such that there is a transition from catalytibérmal decomposition at 420. The
result forAg = 1- 10! is shown in figure3.1, which shows that the decomposition mode change takes
place at 420C.

A summary of the Arrhenius parameters for catalytic decastijom is given in table3.3.
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As is shown above, there is a significant spread in reportkebsdor the Arrhenius parameters for
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Figure 3.1: Arrhenius plot oflogk; vs. the reciprocal temperature. r.c. is short for reactigte r
constant.

decomposition type| Ag[ms™] | Ea [kJmol?]
liquid 26-10° 52.5
gas 1-10 41.8

Table 3.3: Arrhenius parameters for catalytic decomposition

both catalytic and thermal decomposition. The values axtbjot this work are based on best guesses
from published values. In chaptémparametric studies will be performed which will investigdhe
sensitivity of the Arrhenius parameters on the catalystgmtbrmance.

Note that the overall reaction rate for thermal decompmsitsee equatioB.17, and catalytic decom-
position, see equatioB.28 give the rate at which hydrogen peroxide is consumed. Tieeatavhich
water and oxygen is formed can be found by taking into accthentstoichiometric reaction ratig,

see equatior2.l, and the molar mass of the component relative to the molas wialsydrogen per-
oxide. The component source teBx,, which was introduced in equatighl5 can now be written

as
Ma

MHzoz

dec __

82°= (FH,000 + FRy0pa) V (3.30)

The corresponding mass source tdrgyec can then be written as the sum of the component source
terms

rgee= ;a\ge‘? (3.31)
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3.2 Evaporation of a Binary Liquid

The second mechanism of mass transfer comes from evapoddtibe liquid. As the gas and liquid
phase are not necessarily in equilibrium with each otheperation or condensation will take place.
The rate of evaporation increases with temperature antiesats maximum when the boiling point is
reached. Pure hydrogen peroxide and water have differdinidopoints. The boiling point of a mix-
ture of hydrogen peroxide and water is dependent on the otmatcen of peroxide and the pressure.
The difference in volatility between both components datees the relative amount of evaporation,
which affects the concentration of the liquid.

The formulation of the source term should be such that theealdescribed behaviour is captured in
such a way that it can be implemented in a CFD code. To do thismabar of simplifications and
assumptions will be made of which the most significant ondas the evaporation process can be
described by droplet evaporation laws for droplets with laesigal shape. As was discussed in the
previous chapter a mix of flow regimes will be present wittiedgnt boiling modes associated with
it. The consequence of these assumptions on the actualratiaporate of each component will be
further assessed in chapter

SubsectiorB.2.1discusses how the boiling point for hydrogen peroxide medus constructed and
how the equilibrium concentrations in the gas and liquidseghean be calculated. Subsect®a.2
will discuss various droplet evaporation models startiritp wingle component liquids. These models
form the basis for most of the multicomponent evaporatioas which will be discussed subse-
quently. The last subsection will present the evaporatiadehthat will be used for simulations. It
should be kept in mind that the literature review on evapomanodels is not meant to give a complete
overview of all the evaporation models, but to give a desiorpof the most important basic models.

3.2.1 Boiling diagrams

Corpening et al.§3] pointed out that water evaporates preferentially from @bgen peroxide-water
mixture resulting in an increase of peroxide concentraitioitne liquid phase. This is due to the non-
ideal behaviour of the peroxide-water mixture: upon mixmge hydrogen peroxide with water, the
intermolecular forces change slightly due to the diffeesimcmolecular structure of both components.
This results in a change in vapour pressure or a deviation Raoult’s law.

The vapour pressure of componei a non-ideal liquid mixturep; vap, is generally given byq6]

Pivap = YiXi P s (3.32)

wherey; is the activity coefficient of componentx; the mol fraction of componentin the liquid
phase angy’ the vapour pressure of the pure comporierRelations for the activity coefficient and
vapour pressure of the pure components water and hydrogerighe were presented by Manatt and
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Manatt [L8] and are listed in appendi®. They critically reviewed pressure measurements reported
by Scatchard et al9[/] and in a PhD thesis by Kavanaghd. New vapour pressure-temperature re-
lations were derived based on modern well-tested techsigpailting in better fits with experimental
data. To improve the results further they also reviewed teasurement techniques and procedures
the original authors had used. Manatt and Manatt concluaidhe used methods could result in lo-
cal temperature variations inside the equipment. Takitggascount these variations they managed to
significantly improve the fits to the experimental data. Télations for vapour pressure and activity
coefficients can be found in append6.

For a given pressure and known vapour pressure of a comptrecbrresponding mol fraction of
component in the gas phase, under assumption of equilibrium betweephhses, can be found with
Dalton’s law

yi = —p"gap. (3.33)

Based on the above equations a boiling diagram can be cotestrua diagram showing the boiling
temperature and the corresponding equilibrium gas coriposis a function of the liquid composi-
tion. The boiling temperature is determined by setting #mgerature to a value such that the sum
of the vapour pressures of each component is equal to atmosnessure. The corresponding mole
fraction of each component in the gas phase can then be degermwith equatior8.33 The boiling
diagram for a mixture of hydrogen peroxide and water at stethéitmospheric pressure is shown
in figure 3.2 It shows that for pure water the boiling point is 2@and for pure hydrogen perox-
ide 153C. For a peroxide mole fraction of 0.787, equivalent to a peleo mass fraction of 0.785,
the boiling point is 134°C. At that temperature the mole fraction of peroxide in the ghase is
0.432, equivalent to a mass fraction of 0.589. Boiling diags for other pressures are presented in
appendixB.8.

3.2.2 Heating and evaporation rate of droplets

In equations3.32 and 3.33 no assumptions are made on the temperature. As a resultjgtid |

at an arbitrary temperature is in thermodynamic equilioriwith a gas above it, the combination
of equations3.32 and 3.33 shows that the gas contains all the components that arenpriesthe
liquid phase that have a non-zero vapour pressure. The wéline vapour pressure determines the
relative amount of the liquid components that is presenh@andas phase. If suddenly one of the
vapour components is removed, equilibrium will be restdsgdneans of evaporation. The rate of
this process is temperature dependent. In reality evdporat continuously taking place. However,
at equilibrium it is balanced by the rate of condensationltigsy in no net mass transfer.

In a lot of practical engineering problems the mass trarts#wveen the phases is of importance and
requires modelling. The process of evaporation consists@phasesq9:
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Figure 3.2: Boiling diagram for standard atmospheric pressure

1 Detachment of the molecule from the surface of the liqutd the gas in the vicinity of the
liquid.

2 Diffusion of the vapour into the ambient gas.

A number of evaporation models only consider the secondgssoand assume that the vapour around
the droplet is saturated. These models are called hydratgrmaodels. Models taking into account
the first process as well can be further divided into kinetamdeis, based on the Boltzmann kinetic
equation, and molecular dynamics models, which model timeauahycs of individual molecule9§).
However, this last group of models is not suited for impletagon in CFD codes and will not be
discussed further.

Single component droplet evaporation

A very basic and widely used hydrodynamic evaporation mode derived in the early fifties Q)
and is part of the well-knowD?-law. The main assumptions in this model are constant gasepha
properties, constant and uniform droplet temperaturesiegtaeady evaporation process, liquid-vapour
equilibrium at the droplet surface and no relative velobigween the droplet and the ambient ¢ie].

At the droplet surface any vapour formed by evaporatioraissported away from the surface into the
ambient gas by diffusion and Stefan flow, which is the movanosémolecules due to being pushed
away by molecule coming from the droplet. The model requihes this is in equilibrium with the

mass lost by the droplet due to evaporation. The change is ofdke droplet,dd—”t“, can be expressed

as
dmy dy,
a5 = —mgpg@gd—rv — TD3PgUr Yy, (3.34)
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wherep is the densityDy the droplet diameterp the binary diffusion coefficient of the ga¥,
the mass fraction of the vapour andthe radial velocity. Subscripgandyv refer to gas and vapour
respectively and subscriptefers to the radial position where the droplet centre iotigin. Because
there is no convection the boundary layer stretches fronditbjelet surface to — .
By solving equatiorB8.34it can be shown that the evaporation is driven bylla By ) whereBy, is
the Spalding mass transfer number defined as

. YV,S - YV7°°

Bum = . 3.35
=Ty (3.35)

HereY,s is the vapour mass fraction at the droplet surface%adthe vapour mass fraction in the
ambient gas far away from the droplet surface.

In general the droplet temperature will be different from #&mbient gas temperature which gives rise
to transport of heat. In this model the time rate of changb@gnthalpy of the dropletih/dt is given

by [102
dh 1 dmy

T (thDg (Tg—Ti)+ WAHf@,> : (3.36)
wherehy is the heat transfer coefficient aldH+q the liquid latent heat. As mentioned before, it is
assumed that the droplet temperature is uniform or thatnmiid infinitely fast. For this reason this
model is also often referred to as the rapid mixing model]. The last term on the right hand side
accounts for the energy consumed by evaporation. In thissdrag/dt is negative and thus cools the
droplet. The first term on the right hand side is Newton lawadling. It should be noted that the
effect of Stefan flow is not accounted for in the energy bataas was done for the mass balance.
Equations3.34and3.36are therefore not consistent.

Equation3.33shows that the closer the liquid temperature gets to thénggiloint, the higher the mol
fraction of the vapour at the liquid surface is and thus tlglér the vapour mass fraction at the liquid
surface, see appendix From equatior8.35it can be seen that in that case the Spalding mass transfer
number, and as a result the evaporation rate, tends to ynft the first term on the right hand side
of equation3.36 can be assumed to stay finite, it will be dominated by the &gt bn the right hand
side when the liquid temperature approaches the boilingtpdis a result in théd?-law the liquid
can never reach a supercritical state.

Law [10Q] pointed out that the model assumes constant fluid progenttgch in reality is violated
due to the sometimes considerable temperature differdretegeen the liquid and the surrounding
fluid. For this reason the fluid properties are often deteechiat a reference temperature, where the
reference temperature is often determined by the so-cal&thw [103).

Abramzon and Sirignand.p4] extended and improved the above described model on sex@rds.
Firstly, their model takes heat and mass transfer by coioreatto account. For this purpose they
define modified Nusselt and Sherwood numbers. Based on thesagens correction factors are for-
mulated for the thermal and diffusion boundary layer thesdsn Their model allows for non unitary
Lewis numbers, which influences the droplet evaporatios aad thus lifetime. The correction fac-
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tors are formulated in such a way that for droplets in a qarsenvironment the previously described
model is obtained.

Abramzon and Sirignano mentioned that the total droplepesation time is for a large part influ-
enced by transient droplet heating. To accurately deterithia evaporation time and rate an accurate
prediction of the droplet surface temperature with timeeguired. For this purpose they studied the
internal velocity and heat distribution of a droplet durimgnsient heating. They showed that during
the the first 30 to 40% of the transient time, when the Peclethar is above 100, the droplet heating
is controlled by convection and that during the last thirtheftransient time, when the Peclet number
is below 10, the heating is controlled by conducti@f64. A gradual transition from convection dom-
inated to conduction dominated heating was seen for thegaribetween. As the employed model
would be computationally far too expensive when a spray oplats is considered, Abramzon and
Sirignano introduced the effective conductivity model.isTimodel accounts for the apparent change
in liquid conductivity as a function of the liquid Peclet nbar and provides a smooth transition be-
tween the two modes of heat transfer. They mentioned thaids ahot give any details about the
physical features inside the droplet, but that a realistiplét surface temperature is obtained.
Shrimpton and LaoonuallD5 employed an evaporation model to predict the time depenelap-
oration of electrically charged sprays in direct-injentispark-ignition engines. The total time of
evaporation in these engines is in the order of millisecontiseir evaporation model follows the
same principles as the model by Abramzon and Sirignano. ntrast, however, they determined the
values of the Nusselt and Sherwood number by establishadored for convective flow. Further-
more, the evaporation rate is proportionaBg instead of the natural logarithm of the Spalding mass
transfer number. Their heat transfer relation incorparateorrection factor to account for the effect
of evaporation on the heat transfer.

The actual form of the correction factor for heat transfesns of the subjects of discussion in a re-
search published by Miller et al102Z], from where the model of Shrimpton and Laoonual was taken.
They evaluated the three models described above plus fieesothth each other and compared them
with experimental data. Two of these models were non-dguilin models. They observed that at
temperatures well below the boiling point all eight modetsfprmed equally well but that close to
the boiling point the non-equilibrium models performed imbetter than the other models. A closer
investigation revealed that for droplets with an initiahulieter of>> 50um the better performance
was not a consequence of non-equilibrium effects, but daettetter description of the heat transfer
between the droplet and surrounding gas. The six equitibriuodels used correction factors for the
heat transfer while the non-equilibrium models used a mioastd on molecular dynamics to describe
the process of heat transfer. Miller et al. showed that ndribese correction factors were actually
able to give a good approximation to the heat transfer as leddey the non-equilibrium models.
By replacing the correction factors with the heat transfedet as provided by the non-equilibrium
models, they showed that these models could perform equwelly However, they stated that as the
non-equilibrium models they employed were not more conapdid than the equilibrium models, the
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former should preferably be used as its description is climsthe physical reality.

Dushin et al. 10€] developed a non-equilibrium model as well and comparetitthan equilibrium
version of their model. They came to the same conclusions ilisrMt al. that close to the boil-
ing point and for small droplets, better results are obthwéh non-equilibrium models. They also
pointed out that the main difference between equilibriurd aon-equilibrium models become ap-
parent at the final stages of the droplet lifetime. Contrargduilibrium models in non-equilibrium
models the evaporation remains finite and the gas velocihedhterface does not exceed the velocity
of sound at the end of the droplet lifetime.

The non-equilibrium model by Miller et al. and Dushin et ak & fact hydrodynamic models with a
jump condition for the mole fraction at the surface of theplied This additional boundary condition
takes into account the influence of the Knudsen layer sudiognthe droplet. The liquid phase of
the droplet and the gas phase of the ambient gas is on eitleeokthis very thin layer. In the layer
itself it is not possible to distinguish between the gas ptaasd liquid phasedp]. Strictly speaking,
there is also a jump condition for the temperature and vigloout they are not taken into in the two
non-equilibrium models.

Models that take into account all the jump conditions arettmodels. As mentioned at the begin-
ning of this subsection, kinetic models model the detachmidiquid molecules from the liquid phase
into the gas phase in the vicinity of the liquid phase. Theedets analyse the velocity distribution of
gas molecules in the Knudsen layer by considering the maltiicle distribution functionq9]. When

it is assumed that interaction between the molecules omyraturing collisions, the result is a single
Boltzmann transport equation. When it is furthermore assiithat external forces on the particles
are small enough to be neglected and there is free molecalayrtiie Boltzmann transport equation
can be solved analytically. The result is the so called Hértadsen-Langmuir formula describing
the mass flux of vapour from the droplet surfa®8][and is given by

¢ Pis P
J_\/FIR<\/TS \/T—g> (3.37)

whereR s the gas constant affithe evaporation coefficient. The evaporation coefficiebeisveen
0 and 1 shows the relative amount of vapour molecules thatzserbed by the droplet surface once
they collide with it. This coefficient can be determined bpesiment. It could also be derived theo-
retically by means of molecular dynamic models.
Kryukov et al. [LO7] performed comparison between hydrodynamic and kinetidetsofor the evapo-
ration of Diesel droplets of 5 and gth. They simplified the analysis by approximating the Diesed a
fuel consisting of just one component. As the evaporati@ifaeent for Diesel is not known they took
two values 3 = 0.5 andp3 = 0.04) to investigate the influence of this coefficient on theiltes They
showed that for both droplet sizes there is always a diffexdpetween kinetic and hydrodynamic
models. For kinetic models the evaporations times are dafge droplets of fpm evaporation can
take 5 to 10% longer depending on ambient temperature. Tieeatices become larger for smaller
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droplets, higher ambient temperatures and smaller eviyporeonstants.

The Hertz-Knudsen-Langmuir formula was successfullyiadgh a study performed by De Schepper
et al. [L08. They modelled the evaporation of a hydrocarbon in a ste@cker. The vapour pressure
was determined by means of linearising the Clausius-Clapegquations and so their model was
only valid for temperatures close to the boiling point. Udimately, the results of their numerical
model were not compared with experimental data.

Multicomponent droplet evaporation

All the evaporation models discussed up until now assumeagiescomponent liquid. However, as
has become clear from previous discussions, in the curpgtication the liquid consists of two com-
ponents. As explained in secti@?2.1due to a difference in vapour pressure the rate of evaparatio
of each component is different. Several different appreadxists to capture this behaviour.

Burger et al. 109 developed a model to simulate the evaporation of kerosarel that consists
of several hundreds of different components. The basisef thodel is the previously discussed
Abramzon and Sirignano model. Within this model it is assdtiat there is no spatial variation in
temperature and concentration in the liquid phase. Thegptieg of the liquid mixture is based on the
distillation curve data of a mixture of n-alkanes and givemadunction of the molar mass. In this way
the problem of a multicomponent liquid is reduced to one ahgle component of which the prop-
erties not only change as a function of temperature and ymeesisut also as a function of the molar
mass. As the model is used for simulations at high presstgakgas effects are taken into account.
The authors show that using this approach gives improvadtsesith respect to experimental data
compared to single component models.

The Abramzon and Sirignano model also was the basis for groeation model developed by Brenn
et al. [L10. In their model the evaporation rate of every single congmins computed and added up
to obtain the total evaporation rate. To account for theemres of the other components the evap-
oration rate is multiplied by a radius of which the volume @aigalent to the volume fraction of
the component in the liquid mixture. Experiments on sevdifférent individual hydrocarbon fuel
droplets are performed by levitating the droplets in an atodield. The droplet evolution in time
was recorded with a CCD camera from which the droplet diamsetape and location of the center
of gravity was determined. Experiments were carried out arhbient temperatures up to°8land
liquid mixture with up to 5 components. The simulation résshowed a very good agreement with
experimental data.

A simplified multicomponent droplet evaporation model wassented by Sazhin et alL]1, 117.
The Abramzon and Sirignano model was slightly adjusted kingpinto account the dependency of
the Reynolds number on the evaporation rate. Relationspveugded for the internal droplet temper-
ature and species distribution and the swelling of dropletsto temperature fluctuations. Equations
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were derived to describe the coupling between the dropktlamambient gas. They compared their
numerical results with experimentally obtained data amtkaled that especially the coupling be-
tween the droplet and the ambient gas resulted in much hp#dictions. The authors also showed
that the computational cost of their model is low enough tanyelemented in CFD codes. It is,
however, not clear if this is also the case for simulationsliring many droplets.

3.2.3 Evaporation model in this work

The evaporation model employed in this work is a modificatddrthe model presented by Brenn
et al. [110. Their model is simple to implement, allows for the caldtida of evaporation rates for
individual species and is based on the well established hiodsingle component evaporation by
Abramzon and Sirignandlp4]. At the same time the computational costs are low while dseilts
are in good agreement with experimental data. The model bypmBet al. 11( is listed in full in
appendixE. In this section only the modifications will be discussed.

Brenn et al. 110 determine the evaporation rate for each component as ifghil consists of just

a single component. The rates are then multiplied by a volequevalent partial radiusy a, which
corresponds to the volume fraction of the component for il evaporation rate is calculated.
They found a relation ofy A = 0.5D|Llli/3 to give a good agreement with experimental data, where
D, is the droplet diameter anflx the volume fraction of compone#t in the liquid mixture. Itis a
scaling factor for the surface area of the droplet that cainteepreted as the reduction in surface area
coverage by componettdue to the presence of other components at the surface ofdpked For
the current application mass transfer from the liquid togae phase is provided by both evaporation
and decomposition. Consequently, the relation found byBet al. L10 probably does not hold.

In fact it can be expected that a single relation ffigg for both components is not possible since
decomposition consumes peroxide and produces water. iBagedson a relation for each component
separately will be determined based on experimental sesult

The multicomponent Spalding mass transfer number is defigd®renn et al. 110] by

~ Yas—Yaw

Bma = o2 3.38
MAZ ] Vi (3.38)

For a liquid temperature equal to the boiling poBy4 stays finite as 6< Yas < 1. In the single
component droplet evaporation model of Abramzon and SingrfL04] on which the model by Brenn
et al. [L1( was based, th®&), tends to infinity when the temperature reaches the boilingtpdn
this way enough liquid is evaporated to ensure that the tesityre never exceeds the boiling point.
With the Spalding mass transfer number defined as in equat&evaporation will not be enough
to consume all the energy and the liquid temperature willdase to unphysically high temperatures.
Because Brenn et all1(] validated their model only for temperatures well below Hudling point,
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this problem was not apparent. In this wdBlg 4 is redefined as

Yas— YA w

= AP 3.39
1-SaYas (3:39)

Bma
When the liquid mixture approaches the boiling pdiatYs s — 1 and consequentlBy o — . This
ensures correct behaviour at and close to the boiling point.
The heat transfer model between the gas and liquid phasesanped by Brenn et all1( is replaced
by a model proposed by Miller et all(2, who based their model on the Langmuir-Knudsen non-
equilibrium evaporation law. It is defined as

hy = GTDgkgNu* (Ty — Ti) + ;AHfg,Amf\Vﬁp, (3.40)

wherekg is the thermal conductivity of the gas and the mass of the droplet. Note thigf is
calculated agy = 3 5 Yaka g and the modified Nusselt numblu™ asNu™ = 54 YaNup. The droplet
diameter is chosen such that the surface area equals thegdsinterfacial area as calculated by
the interfacial area model; see next chapter. The modifiess&ltinumber for each component is
calculated in the same way as proposed by Brenn etlal),[ see appendiE. The parametets
accounts for the heat transfer reduction due to evaporasas given by

Br

G=——
eh -1

(3.41)

wheref; is defined as

Br:ZT[Dd

: ; Jureni® (3.42)

It is the analytical solution to the Langmuir-Knudsen evapion law and was derived by Bellan and
Summerfield 113.
The model describes the evaporation of a single droplet.hAgltoplet diameteb, is based on the
gas-liquid interfacial area in a control volume, the uniti@2Pis in kgs* per unit control volume.
Multiplying this by the number of control volumes pef i, gives the correct unit for the evaporative
component mass source term

QVaP_ [rEvany, (3.43)

The phasic mass source term for evaporation is then catclint
Ty S8 (3.44)

Note that the driving force of first term on the RHS of equat®#0is the temperature difference
between the fluid phases, while the driving force of the lagntof equatior8.40is the evaporation
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rate. For the source terms defined in the previous sectiene(gaatior2.14) this means that

hio= ;Ang,A, (3.45)

Qia = GMDgkyNu* (Tg — Ti)m,. (3.46)

3.3 Fluid Interaction with the Catalyst Bed

The interfacial friction is normally determined as a funatiof the relative velocity between the
phases, the interfacial area and the drag coefficiedit [The interfacial area and the drag coeffi-
cient are dependent on the volume fraction and the type of flovthe system under consideration
the gas volume fraction changes from zero to one and constytiee flow type and drag coefficient
changes. The situation is further complicated by the psen catalyst pellets in the catalyst bed.
For this reason, rather than developing a model from firsiciles, an empirical model will be em-
ployed.

Phenomenological and empirical pressure drop models foiptrase flows in packed beds have suc-
cessfully been applied in the past in the chemical reactginerring and nuclear safety analyses. An
overview of pressure drop models used in the chemical reantgineering together with the flow con-
ditions and pressure range for which these models have m&toged is given by Al-Dahhan et al.
[114]. Typical examples of pressure drop models used in nuckdatysanalyses are those developed
by Tung and Dhir 115 and Schmidt 88]. All these models have in common that they have been
developed for mass fluxes ranging fr@i—3) kgnt2s~* up to abou(1) kg 2s~* while the mass
flux range of interest is from about 50 to 3@MT2s ! and higher 116]. As will be shown below,
this difference in mass flux is important, because the masslétermines the Reynolds number and
the pressure drop over the catalyst bed is directly depemfetne Reynolds number.

Zeigarnik and Kalmykov117] developed a pressure drop model for two-phase boiling fiopaicked
beds for mass fluxes up toRJnm2s~1. The model is based on a correlation for pressure drop for two
phase flows in pipes developed by Lockhart and Martin&llif|. They introduced a dimensionless
number, now known as the Lockart-Martinelli paramegedefined as

-\ (), (49),

wherelL is the length of the catalyst bed. Lockhart and Martindlli§| further postulated that, for
a two-phase flow in a pipe, the pressure drop of the two-phastima is a function of the pressure

drop experienced if only one phase was present in the pipey &kpressed it as

Ap\  [Ap
<T>m_ <T>aw§. (3.48)
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WY is a so-called two-phase multiplier. Lockhart and Marlinghowed that the parametexsand
Y, are correlated, but could not establish what this cor@tatvas. Chisholm 19 derived this
correlation semi-theoretically, but stated it was far tomplicated from an engineering point of view
and therefore proposed a much simpler one defined as

w2:1+§+x—12, (3.49)
Wi=1+C-x+X> (3.50)

C is the Chisholm constant for which the value is dependent betker the phases are laminar or
turbulent. The values are listed in taldel.
Zeigarnik and Kalmykov 117] used this model for boiling two-phase flows in packed bedse T

liquid/gas regime Chisholm constant
turbulent/turbulent flow 20
viscous/turbulent flow 12
turbulent/viscous flow 10
viscous/viscous flow 5

Table 3.4: Chisholm constants for different liquid/gas flow states

pressure drop of each phase was modelled with the Ergunieguabrmally employed for single
phase flows in packed bed¥j and given by

A
<Tp> = KU +NPalf q- (3.51)
a
In this equatioru is the dynamic viscosity angy the superficial velocity related to the true velocity
by up = €;u [66]. K andn are sometimes called the permeability and passabilityectsely [120]
and are defined as

150 &2
=== _ (3.52)
D3 (1—-¢s)3
7 &
= 3.53
=D, 1 &) (3.53)

A relation for the Chisholm constant was developed by Zeigeaind Kalmykov [L17] and given by

0.4

ne

C=4[ 1" , 3.54
(KJM) (3:59)

wherej is the mass flux.

Unfortunately, they did not give any rationale behind tl@kation other than that it fitted well with

experimental data. Sorokirl21] generalised the pressure drop model to one suitable foergen
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two-phase flows in pebble beds. For this purpose the Chisbolmatant was redefined as

03
npio
C=(— , 3.55

<KJL1|D|0> (3:53)

and compared with experimental data for mass fluxes up @27 ?s 1. This showed a good agree-
ment between experimental data and numerical results fes fhaxes up to 1RgnT?s~! and a slight
overestimation for higher mass fluxes.

In this thesis the pressure drop model as formulated by $ofaR1] will be used with one modi-
fication. The pressure drop for the single phase was modeiligdthe Ergun equation. But as was
pointed out by TallmadgelpZ the Ergun equation is only valid for 18 < Rep < 10° whereRep

is defined akep = puodp/(Hes). A typical pellet size is in the order of mm and together wlik t
expected mass flux range this gives a Reynolds number foicthiel [phase of order 2 and for the
gas phase of order 4. Thus for the gas phase the Ergun eqisatisad outside its valid range. Tall-
madge 122 proposed a modification to the Ergun equation to extenddhge toRe,, < 10° based
on reviewing experimental data and given by

A
(Tp> = KWUg, + npf/sué}/Gml/G, (3.56)
|
with n redefined as
42 ¢€l/®
N= ———— (3.57)

- DZ)/6 (l — 55)3

The source ternM; ¢ as defined in equatio®.6 can now be written as

Mia = <A_p> (3.58)

The difference between the Ergun and Tallmadge pressuperdiation is best shown when both are
written in non-dimensional form. This results in

ApDy(l-8)® 150, 7

E : =_— 3.59

rgun pud L & Rep 4 (3.59)
ApDy(1—g)® 150 4.2

Tallmadge: _F;_p( €)" _ 150 . (3.60)
pus L & Rep ReY

p

Both equations are plotted in figuBe3for the range in which they are valid. Also shown is the result
for the Ergun equation when it is used outside its range. UpReynolds number of about 3Both
relations show more or less the same result. But for larggn®ds numbers the Tallmadge equation
predicts a lower pressure drop than the Ergun equation. @osgn with experimental data will have
to show whether the Tallmadge equation gives indeed a lestenate of the pressure drop.
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Figure 3.3: Non-dimensional Ergun and Tallmadge equation



Chapter 4

Simplifications and Numerical
Implementation

The focus of this chapter is on the implementation of the maae described in the previous two
chapters, in order to solve it numerically. For this purpfisg# a number of simplifications to the
model are described. It starts with a simplified descriptibthe interfacial area in sectioh1 and
continues in sectiod.2with an order of magnitude analysis to distill the most intpot terms in the
equations as described in chapein this section also special implementation considenstire dis-
cussed. Sectiod.4presents the numerical scheme of the model. Many exceéigtiidoks have been
published on the finite volume methods for CFD problems fanesle by PatankarlR3, Versteeg
and Malalasekeralp4] and Ferziger and Perid 25 and therefore sectiofh.4will only discuss those
aspects which, in the present model, deviate from the stdridgtbooks. Finally, sectiofh.5gives an
overview of the sequence in which the equations are beingdol

4.1 Interfacial Area

To determine the total amount of catalytic decompositiod emaporation inside the catalyst bed,
knowledge is required about the interfacial area betwe#mflidgds as well as between each fluid and
the catalyst bed. Kocamustafaogullari and Ish2] derived a transport equation for the interfacial
area concentration based on a fluid particle number demaitgport equation in which they assumed
a dispersed flow of particles. They included descriptionsaaflescence and break-up mechanisms
applicable to laminar as well as turbulent flow. Hibiki antii$127] developed later from this, what
they called, two-group transport equations. The idea lokthiis model was that the particles can be
categorised according their coalescence and break-upamisam. These mechanisms are different
between the two groups caused by the difference in size gfatteles.
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Morel et al. [L28 derived their own interfacial area density model withooy assumption on the size
or form of the dispersed phase. They showed that, for s@igranticles, the model is the same as the
one by Kocamustafaogullari and Ishiigg]. Although the model developed by Morel et al2f] is
very rigourous, it is very difficult to implement in any CFDdmfor practical purposed29.

Another approach was taken by Graf and Papadimitri@@][who developed an interfacial area con-
centration transport equation from a momentum equatioheainterphase and the differential of the
particle radius. Contrary to the models discussed abowaesoence and break-up is not explicitly
modelled, but a result from force interactions at the phasmbaries.

The models above are suited for two-phase flows in hollowspibet do not apply to two-phase flows
in packed beds. WhitakefB1] derived the governing equations for immiscible two-phiees in
porous media. However, his model is based on Darcy’s law amré isuited for applications such as
groundwater flows. No mass transport across phase bousdadensidered so there was no need to
derive models for interfacial area transport.

No other models have been found in literature that give argesm of the interfacial area for two-
fluid flow in packed beds. For this reason a very simple intéafaarea model has been derived based
on the dimensions of the pellets and catalyst bed and theneoftactions of the phases. In this model
the total surface area of the catalyst material is obtairyeshd@idelling the catalyst material as a long
slender rod with a diameter equivalent to the diameter ot#ialyst particleDy. The length of this
rod, Loq, is equal to the total volume of the catalyst material diditdg the cross sectional area of the

pellet
€sVbed

LI’Od == T[(TIDp)Z (41)

The part of the rod that is covered with liquid,e, is proportional to the ratio of the liquid volume
fraction to the total void space in the catalyst bed. Thislumexpressed as

€|
Lwet = ——Lrod- 4.2
wet g + & rod ( )
The interfacial area of the liquid and the solfg, is now equal to the surface area of a cylinder with

a diameter oD, and a length of et

_ dg;  €5Vhed

sl Dp- (43)
The remainder of the rod is in contact with the gas phase ofhwthie interfacial areasg, can be

obtained in a similar way:
deg  €sVbed

Asg (4.4)

Evaporation is assumed to take place at the gas-liquid gudaly, as indicated in figuré.1 To
determine the surface area it is assumed that the liquichdrthe wetted part of the rod is distributed
homogeneously. The thicknegs, of the liquid layer is such that the volume of the liquid lay®



4.2 Problem Reduction 57

evaporative surface

catalyst material

Figure 4.1: Schematic representation of the liquid distribution abtire rod

equal to the total volume of liquid in the catalyst bed. Affeme rearrangement this can be written

as

t = 0.5D, ( 81 - 1) . (4.5)

S

The surface aredq, can now be worked out and in combination with equatiddit can be written

as
1
Ag=Aay/ . (4.6)

In this model the end of each pellet is neglected in detengitiie total surface area of the catalyst
material. This can partly be justified by the reduced amot@isudace area that is available to both
fluid phases at the point where two catalyst pellets touch e#tter. To assess the impact of errors
in the estimate of the actual surface area that is availabfggrametric study will be performed in

chapter6.

4.2 Problem Reduction

The system of equations presented in chaftar combination with the source terms presented in
the previous chapter is very complex to solve. For this nedle set of equations is simplified by
considering only the most important terms. The first simgdiiion that is made is that both phases
share the same pressure fighd,— pi o« = 0 [130], and that the phase stresses and interfacial stresses
are the samery — 71 = 0 [132. Further simplifications are obtained by non-dimensimsnad the
eqguations and subsequently performing an order of magnandlysis.

4.2.1 Non-dimensional analysis

Different geometrical scales can be identified for the systder consideration. A catalyst bed is
envisaged with typical dimensions similar to the catalysidpresented by Palmer et d3f and
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Pasini et al. §4]. Palmer et al. 133 developed an instrumented catalyst bed with a length ofrkt64
and a diameter of X6m This bed is slightly longer than the one presented by Pastati [64] whose
catalyst bed has a length of 8 The diameter is with &malmost similar. Both research groups
use pellets as the supporting structure for the catalysinPet al. 4] use spherical catalyst pellets
with a diameter of ®Bmmwhile Palmer et al.133] use cylindrical pellets with a diameter of about
3mmand a length of aboutMm
Changing the length of the catalyst bed will have an effecthentotal pressure drop over the bed,
see sectior3.3. The corresponding change in pressure will result in diygtiifferent boiling points.
However, in the decomposition model there is no explicitahelency on pressure except for the
change in concentration in the gas phase. A much larger mfeuean be expected from changing the
equivalent pellet diametd s, see appendik, or the catalyst bed diameter. Changing either or both
of these dimensions results in a different void fraction totdl catalyst area per unit volume, which
directly affects the amount of decomposition by catalysee equatior8.28 and evaporation, see
equation3.40 and the drag experienced by fluids, see equattohs— 3.53 An appropriate length
scale used for non-dimensionalising is therefdgg/(1— €¢) or, by using equatio.15 Dps/€s. For
all other parameters the same approach for non-dimensongls followed as described in Bird et al.
[66]. Table4.1shows how the parameters are non-dimensionalised, whereuttscript O refers to
reference conditions and the superscrigb the non-dimensional form of the parameter. Note that
the volume fractiore and mass fraction¥ are already non-dimensional and therefore do not require
further treatment.

The non-dimensional continuity equation can now be wriggn

04 P
ot*

+ 0 (BaPaUy) = Daig Mg, (4.7)

Da, is the first Damkohler number and is the ratio of the massfeamate due to decomposition and
evaporation and the mass transfer rate by advection. Igsptaking decomposition is occurring cat-
alytically as well as thermally. The first type is a surfacacteon while the second one is a volumetric
reaction. In the case of surface reactions it is more apjatepto use the second Damkdhler num-
ber defined as the ratio of the mass transfer rate due to desitiop and evaporation and the mass
transfer rate by diffusion. However, as the dimension ofstherce term is ifkkgnt3s1, any surface
reaction has to be converted into a volumetric reaction hatefore the first Damkohler number is
used. An overview of all the non-dimensional numbers usdtignwork and their definition is given
in appendixF.

The non-dimensional form of the momentum equation is giwen b

0gqPE U3 1 1
FoPala |0 (eapguity) = —A-Ea0p" + —— Eall- 73 + —5 EaPl G
ot Req Fra (4.8)

+ Dalq Uﬁarﬁa + Mia-
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parameter unit normalised
p kgnt3 pr=2
u mst ut =gt
> m | D=
t s e
g ms? gt = g—%
p (incompressible)) Nm2 p* = po_?%
p (compressible) N m2 p* = %
h Jkgt h=p
k Wnrik—t k=K
Cp Jkg ikt Ch= %
M N snr?2 o= %
- N -2 ez
j kg nr2s1 ji* = Jlo

Table 4.1: Parameter normalisation

The factorAis either 1, when the incompressible phase is considerdsl;,avhen the compressible
phase is considered, wheka is the Euler number, which is the ratio of the static pressarthe
dynamic pressurep/(puu). The reason for this difference is the way in which the presssinon-
dimensionalised as is shown in taldlel. Re is the Reynolds number, definedRs= puD/(p(1—

Ef)).

The non-dimensional enthalpy equation can be written as

0€q Py 1 Dp* Ecq
O- (egpgushty) = ——— 0O (egk; 0TS ) +B-€g—— + —— €q 740U
ot + U+ (EaPaUahy) Reg Prq (€ake OTg) + 4Dt + Req aTq a
+ Dajq hiq ré + Dajjiq Qiq + Ecq Mi*.ot . (ui*.(x — U;) (49)
Ecq

" Req Oeg - 7' - (Ui — Ug) -

HerePr is the Prandtl number, given mgp/k, andEc the Eckert number, which is a ratio of the
kinetic energy to the thermal energ§//(cpT). Dayy is the third Damkdhler number and is equivalent
to Da; except that energy is considered instead of mass: the ratieoate of heat generation due
to decomposition and evaporation and the heat transfebyagelvection. The factdB is eitherEc in
case of incompressible flow gy — l)Ma2 in case of compressible flow. The reason is the same as
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explained above for the momentum equation.
The non-dimensional version of the species equation is\diye

0€q Py Yaa

ot +0- (€aPqUaYaa) =

mﬂ-(saj*)JrDa.S,&a, (4.10)
whereSc is the Schmidt number, defined ag(pj). For simplicity it will be assumed that the
order of magnitude of the Schmidt number for the multicongmirgas phase can be approximated
by assuming that the gas phase consists of just two compormerthat gas the Fickian diffusion
coefficient can be used and the Schmidt number is then defsjed@?).

Table 4.2 shows the order of magnitude of the variables as well as thdtreg magnitude of the
non-dimensional numbers. The first column gives an overdgthe orders of magnitude for each
variable. For some variables a range is given as the ordeigelsawith position in the catalyst bed.
The order of magnitude of the pressure is based on an exppiedure of about 10bar, similar to
Pasini et al. §4], and the temperature on standard atmospheric conditimhthe maximum adiabatic
decomposition temperature for 87.5% hydrogen peroxide6dK9as determined based on the data
provided in appendiB. The velocities are based on a minimum inlet mass flux &g%02s*. The
second column shows the maximum order of magnitude for easkdimensional number.

Applying the order of magnitude numbers to the non-dimaraiconservation equations shows that
for the momentum equation the stress term can be neglectinikds at least 4 order of magnitude
smaller. It also shows that for the gas phase the first terrh@RHS is the dominating term. Finally,
body forces due to gravity, the third term in equatiB will be ignored as the order of magnitude
is -2 at most. As far as the enthalpy equation is concernétheaterms containing viscous stresses
can be safely ignored as the order of magnitudéofRe is lower than -8. For the same reason the
heat conduction term will be ignored agRePr is of order -4. Also the work due to interfacial drag
term, M/, - (ui’ja — u;;) , Will be ignored as its overall impact is small. Accordinghe same reasoning
also the third term on the RHS could be neglectetVlaé = O(—4) andEc; = O(—6). However, the
term Dp*/Dt* can become very large during the first part of the transientisition and for small
time steps. This term will therefore be included in the setiohs. Finally, the diffusion term in the
species equation can be neglected as well as the secondrieghm BHS is much larger.

Due to the reduced number of terms the momentum, enthalpysjp@cies conservation equations
become much simpler. They can be written as respectively

0€qPq U

%‘FD'(SGF}GUGUG):_SGDpG+ui.GrG+Mi.G7 (4.11)
0€qPuh D

bl 10 (eaPahutia) = Eagp + Taia +Qua, (4.1
0€4Pa Yaq

at + 0 (€aPa Ua Yax) = Saa- (4.13)
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variable max. magnitude
cp=0(3) Da; =0(2)

dp =0(-3) Daj=0(2)
Da,g = O(—5) Ecg=0O(—4)
Dy = O(—-9) Ecj =O(-6)

kg =0(-2) Eug = O(4)

k =0(0) Frg=0(2)

fq = O(—22) — O(5) | Frj = O(1)

p=0(6) Reg = O(4)
R=0(2) Re = O(4)
T,=0(2)—0(3) | Pry=0(0)
T =0(2) Pri = 0O(0)

U =0(—1)—0(0) | Sq =0(-3)
y=0(1)

Hg = O(-5)

W =0(-3

pg=0O(0) —O(1)

pr=0(3)

Table 4.2: Order of magnitude of non-dimensional numbers

The source term§q, Mg, hiq, Qiapha and Say have been defined in the previous chapter, see
equations3.30 3.3, 3.43 3.44, 3.45 3.46and3.58 Note that the phasic and component mass source
termsly andSay consists of contributions from decomposition and evajmmaand can be written
as, respectively,

Mo =g+ rgeP (4.14)
Saa = S0+ Sag P (4.15)

4.2.2 Special model considerations

To ensure that the problem is well-posed two situationsirecqpecial attention: the behaviour of the
equations when one of the volume fractions tends to zerotambtdunding of the mass and volume
fractions prior to achieving steady state. Both issues sidsed below.
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Avoiding singularities

Oliveira and IssaJ32 pointed out that, if the volume fractions of one of the plsatsnds to zero,
the equations become singular. This is especially a probbettie momentum, enthalpy and species
equations. They discarded the enthalpy equation and @mesich single component flow only and
mentioned that prior to reaching this limit the resultindoeities might show large fluctuations. It is
inferred that the same sort of fluctuations can be expectathiédemperature and mass fractions.
Oliveira and Issa]32 also devised a way to get around this problem. They startelyiting the
equation in non-conservative form. If an arbitrary equafar a variablepis considered, the rewritten
equation takes the form

D¢

oe
M ( gtpa + D‘(sapaua)> "‘Eapaﬁ = Syq- (4.16)

The part between brackets is the same as the continuityiequ&liveira and Issal[32) considered
a two-phase flow without interfacial mass transfer and ogpumsitly this term is zero. In the current
case the part between brackets should be replaced by thesmase ternt ;. Now both sides can be
divided by the volume fractioey which after rewriting results in

Dy Sy @
Bt e e Mo (4.17)

Note that both source terms are a function of the volumeitmaand would tend to zero when the
volume fraction goes to zero. Consequently, both terms termkro foreg, — 0. In that case the
equation is no longer singular and the variapleeaches it termination value. This approach works
only for a fluid that is vanishing and cannot be used for a floithe created. In that cageande,

are initially zero, which results in a singular equation. cBese the liquid volume fraction for the
current application is expected to tend to zero, this amtradll be applied to all equations except
the continuity equation.

Bounding of mass and volume fractions

The mass and volume fractions are bounded; €} < 1 and 0< Ya < 1. Furthermore, they are both
subject to a constraint equation given by

=1 (4.18)

wheren represents the number of components. For the volume frecBod liquid mass fractions
n = 2 and for the gas mass fractions- 4.

Patankar 123 showed that as long as the coefficients in the in the linedragebraic equations are
positive, the variable that is solved for is always positiVe ensure thag, is bounded by one, Carver
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[134] devised an underrelaxation method where the underretexédctor becomes smaller whgn
approaches one. The varialijeis solved for only one of the components, while the other agne i
found by applying the constraint equation, equatloh8 However, in the method by Carvet34

the underrelaxation factor is always larger than zero amgdeguently does not necessarily guarantee
an upper bound of one. Furthermore, although this approaghtmwork for situations whera = 2,
boundedness is not guaranteedros 2, as is the case for the gas phase.

A solution to this was presented by Oliveira and Is$37. In their methodg is solved for every
component. To guarantee an upper bound they normabse

_ G 4.19
®=3 (4.19)

where’ indicates the initial solution of. When overall convergence is reachgg= ¢, and thus

Sn@h =1

4.3 Final Set of Equations

Taking into account the points that were discussed in théqars section, a set of conservation equa-
tions can be written that is much simpler to solve and is mtabls. The momentum conservation
equation for phase is given by

Duq . (Uig —Ua)la +Miq
Pa Dt = Up+ & , (4.20)
and the enthalpy conservation equation by
Dhy ﬂ) (hi,a —ho )l + Qiq (4.21)

Pa bt = £q

The main difference with equatior’s9 and2.14is caused by ignoring the stress terms. The species
conservation is given by
Ppa==——=Ta (4.22)

which is solved for all species and then normalised accgrtbrequatiord.19 The continuity equa-
tion has not been simplified any further and remains the saregjaation2.2. The original set of
conservation equations as presented in chapignow reduced to a simpler set of convection equa-
tions with a source term.
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4.4 Discretisation Scheme

To solve the set of equations the finite volume method is epeplfl25. For this purpose the domain

is subdivided into small cells and for each of these cellsttstem of equations will be solved. Many
different discretisation schemes have been developedipdkt and some of the most used ones are
presented and discussed by Ferziger and P&#§|[ In this thesis the upwind formulation will be
used. In sectior.2 the simplifications led to a set of equations where mass, mameand heat
diffusion was neglected and only advection and source teemsined. This approach is further sup-
ported by considering the Péclet numbers for mass and iietion which are defined & = ReSc
andPe = Re Pr respectively. The resulting order of magnitudes are shovtakile4.3.

This table shows that the flow under consideration is dorathby convection terms. For these types

Péclet number order
Pe gas mass diffusion | O(3)
Pe liquid mass diffusion| O(1)
Pe gas heat diffusion O(4)
Pe liquid heat diffusion | O(4)

Table 4.3: Péclet numbers for mass and heat diffusion

of flow the upwind discretisation scheme is most appropriaehaptei6 the validity of this approach
will be further discussed. The details of the upwind forntiolawill be given in sectiord.4.1

As can be seen from equati@? and equationg.20through4.22the set of conservation equations
are coupled and cannot be solved independently from eaeh. otiaditionally, coupled solvers, or
density based methods, are used for high speed flows for slaptliring L35 and steep pressure gra-
dients [L36] and segregated solvers, or pressure based methods, dréousmwv speed flows]36].
Since for the envisaged inlet mass fluxes it is not expectaidstinic or supersonic conditions will be
reached, a segregated approach will be followed. The cayjbletween the conservation equations
will be further discussed in sectigh4.2

4.4.1 Upwind formulation and time integration

As stated in sectiod.3the equations that have to be solved are time dependentatimvequations
with a source term. For an arbitrary varialgiehe generalised form of the equations that have to be

solved can be expressed as

0y
ot
whereB is a general source terms representing the righthand sideyobf equationgl.20to 4.22
The implementation of the source term will be discussed irendetail in sectiod.4.3 Equatior4.23

Pa + Pa (Ua - 0@y ) = Bq, (4.23)
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is in differential form. Because the finite volume methodrgaéoyed, it should be written in integral
form. For clarity, the flow in one direction only will be codsired but it is applicable to any direction.

t+At t+At t+At

//pq dth+//pquq (p“dthN//Bqudt (4.24)

t

As was explained above, a segregated approach will be ussvio the system of equations. That
means that when equatidn24is solved forg the other variablegy, andug, remain constant during
the evaluation. Taking into account the divergence thedf€i equationd.24can now be rewritten

as
t+At t+At t+At

//pa%—qt)adth—l—/ paua/%dA dt ~ //Badth (4.25)
t Vv t A t Vv

If it is now assumed that the value @fat the cell centre is a good measure for the average valge of
in the control volume then the first term on the lefthand sidequation4.25can be written asi24]

t+At t+At

//pa%—‘ﬁ“dvm / /paa‘p“dt AV ~ pa (Gup — @ Lp) AV AL (4.26)
t Vv

For the other terms integration over the control volume oabults in

t-+AL t+At
[ [pata [ @udA| dt= [ [pata (Quee GuyAu)] (4.27)
t A t
t+At t+At
/ / By dV dt= / B, AV dt. (4.28)
t Vv t

The superscriph — 1 in equatiord.26refers to the value af from the previous outer loop iteration.
The subscript$®, e andw in the above equations are defined as indicated in figuze It shows a
one-dimensional grid with three nodes. A control volumereach around the centre node, ndége

in such a way thaP is in the centre of the control volume. The node leftRois indicated withw
and right ofP with E. All scalar variable are stored at these nodes. The faceeofdhtrol volume
between nodeB andW is indicated with a smallv and the face between nodesndE with a small

e. The total width of the control volume B&x. As an equisized grid is used all control volumes have
the same width.

For the time integration on the right hand side of equati®23 and4.28a time integration scheme
has to be chosen. Many different schemes have been devetmeefbr instance the scheme explained
by Ferziger and Peri¢lR5 and Versteeg and MalalasekerB2f]. In this work a first order fully
implicit time integration scheme is used as this scheme ®nditionally stable 124 as opposed
to explicit or semi-implicit schemes. That means that theevdor @, andqy,, is evaluated at time
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Figure 4.2: Nodal point and face definition in a grid

t + At. Equationd.25together with equation4.26through4.28can be written in discretised form as

Pa (Qup— @ p) AV + Paly (GueAe — PoyAw) At ~ BaAV At (4.29)

As the values ofp, are stored at the nodes, values at the cell faces requirpatédéion. In the upwind
scheme the interpolation is carried out by consideringrepst nodes only. In this thesis only a simple
upwind scheme is employed in which the face value is set dqubk value at the node upstream of
the face. If a positive flow direction is defined as from leftitght in figure4.2, sou,, > 0 andu, > 0,
and a negative flow direction as a flow from right to leff, < 0 andue < 0, then the following holds

positive: @y = @aw Goe = Qup (4.30)
negative: Qg = Gup Qoo = Qug- (4.31)

For a flow in positive direction equatioh29can, after rearranging, be written as

AV AV
<pa + anaAe> Gup ~ PalaAvPay + pa(PE_ ‘|‘ BaAV, (4.32)

and for a flow in a negative direction as

V L Baav. (4.33)

AV _
(paﬁ +anaAw> Gup ~ PalaAclue + Pa® ot At

Both equations can be written in a more compact form that isersaited for implementation in a
computer code

&Y | Baav, (4.34)

8apPup ~ Aagw Py + EPuE +pa¢g_ PAL
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wherea are the coefficients defined as

aqw = Max(0, Py UaAw) (4.35)

age = Max(0, —PqUaAe) (4.36)
AV

agp = Aqw + e + Paly (Ae—AW)+paE- (4.37)

Because a two-fluid model is employed, the upwind formutatis written above should be applied
to each fluid separately.

4.4.2 Pressure-velocity-density coupling

To avoid a checker-board pressure field as a solution of thatmems [123-125 a back staggered
grid configuration is used where all the scalars are stordHdeahodes in the centre of the control
volume and all velocities at the cell faces. To facilitate tliscussion on the pressure-velocity-density
coupling the notation as indicated in figu#e3 will be used. The main grid is indicated with solid
lines while the back staggered grid is indicated with dadimex$. For readability the back staggered
grid is drawn under the main grid, but they should be thoudlatsgpositioned on top of each other.
Locations indicated with a capital lettedesignate the location of the centre of the control volume of
the main grid. Those indicated with a small lettelesignate the centre of the control volume of the
back staggered grid.

The coupling between the pressure, velocity and densitased on the SIMPLEalgorithm [123]

° ° e —F— ©
e e | —e—
-2 -1 I-1 i I +1 I+1

Figure 4.3: Staggered grid arrangement and notation

extended to multiphase flows. For incompressible as welbageessible flows a SIMPLE-algorithm
was derived by Moukalled et al1Bg, who provided a version based on mass conservation and on
volume conservation. The first step in the mass conservaised SIMPLE-algorithm is to solve the
momentum equation based on a guessed pressure fieldnd corresponding density field for the
compressible (gas) phasg). Assuming a flow with a positive velocity, the discretisedmemtum

*Semi Implicit Method for Pressure-Linked Equations



68 Simplifications and Numerical Implementation

equations that have to be solved can then be writteth 24 |
aaiugi = %aanbuznb+(pr—l_pr)Ai‘Fba,i, (4.38)
n

where the subscriptb refers to the values at the neighbouring nodes lantbntain all the other
terms. ug is the result from a guessed pressure field and thus indicateds. u; will satisfy the
momentum equations for both fluids but in general not theicoity equations.

The difference between the guessed values and the truesvednebe obtained by subtracting equa-
tion 4.38from the discretised momentum equation with the true vallibg results in

8ai Ui =§aanbuanb+(pifl—pf)ﬁq. (4.39)
n
The primed values are the corrections to the guessed vatdededined as

Uy = Uy — U Pg = Pg — Pg- (4.40)

The termby ; is the same for a guessed pressure field and the true pressdranfu therefore cancels
after subtraction. Note that in the momentum equation asepted in equatiod.20 an additional
term is present which has the velocity as a variable. In éousd.38and4.39the velocity correction
to this term has been ignored and assumed to stay constamg dhue time step. As long as the simu-
lations converge this is justified as at convergence theections are zero by definition.

The main approximation in the SIMPLE-algorithm is to igntine velocity correction for the neigh-
bouring nodes to simplify equatich39. The velocity correction equation can then be written as

Uy = doi (B_1— PY) (4.41)
wheredy ; is defined as
o, = % (4.42)

The SIMPLE-algorithm for multiphase flows as derived by Malléd et al. L38 considers mass
conservation over both phases instead of mass conserfatieach individual phase. The discretised
form of global mass conservation can be written as

Z <€a.l Pa, — 82]192]1> % + Z (50,i+1pa.i+lua,i+lAi+l - sa,ipa,iua,iAi) =0. (4.43)
a a

Note that the sum over all phases of the source term is 0 dogotd equation?2.3. Although the
liquid phase is considered to be incompressible, the denait still change between time steps as
the liquid density is dependent on both the relative amofieiach constituent in the liquid and the
temperature. Both can/will change during the simulation.

The next step is to replagg, anduy by pg + p; andu;, + uj respectively. Note that despite the liquid
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density can change between time steps, it is still an incesgible liquid so the correction to the
liquid density within the timestep ig = 0 Equatior4.43can then be written as

oo\ AV
> <€a.| (Pas +Pay) — 527|lpg,|1) 3 (4.44)
a

+5 (eai+1 (Paire + Poiv) (Ugivs + Ugivs) Aiva
a

— &, (P& + Pai) (UG + Uyi) A) = 0.

This equation can be grouped in a part contairpiigandu* only and in a part containing the other
terms. Although not explicitly mentioned in the work of Malled et al. 13§ it will be further
assumed that the product of 2 corrections is so small thanhibe neglected, so

(Py+ Py) (UG + Uy) ~ PiUG + P+ PgUy- (4.45)

Equation4.45is only applicable to the gas phase as only this phase is @ssipte. The first part of
equationd.44, designated aBs, can now be written as

BS: Z <€a7l PZZJ - egjlpg]1> % + Z (5a7i+1pg,i+lug,i+1Ai+l - 5a7ipg,iug,iAi) . (4-46)
In this equatiorpy is the result of the guessed pressure field in case of the gagyjer the result of
the composition of the liquid and the temperature in cas@éefiguid density.u; is the result from
the solution of equatiod.38which was based on a guessed pressure field. By writing equad4

explicitly in terms of gas and liquid variables and subsitiiy equations4.45 and 4.46 into it, the

following result is obtained

V £3 * *
€g, Pyl A + (Eg7i+1p£:17i+1ug7i+l +€gi+1Pgi1Ugis1+ €|7i+1pl7i+1u|/7i+1) A1 (4.47)

/ / /
— (€qiPy,ilg; +€giPgilgi — €1iPT;Uj) Al = —Bs.

Assuming that the gas phase behaves like an ideal Qj,asan be replaced by'/RTy and uy by
equatiord.42 This gives

€g,l RT At i —uai_;_l + Sg.i+lpai+1dg.i+l (pf - pi+1)

pf AV pi/+1
&
T\ beiRT,,

4.48
+ &+ 1Pl a0 (P — pi+1)> Ait1 (4.48)

/
- <Sg,iR£'Tani + €giPgidgi (P _1 — P1) +&ipfidi (Pl — pf)) A = —Bs

The only unknowns in this equation are the pressure coorexty. All other variables are either
known or estimated. Values for scalars on the cell faceslata@red by linear interpolation between
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the nodes. The upwinding scheme as discussed in set#ohis used to obtain the value fq. By
grouping all the pressure correction terms equadigi8 can be written as

1 AV €gir1AI 11
_ _ max(u® . 0 Sgi+ A+l
R'ﬁ At + ( g,i+1> ) R-ﬁ-&-l

+ (Eg,i+1pa.i+1dg,i+1 + 5I,i+1p|*.i+1dl7i+1) A

€giA

+ max(—u RT

5i:0)

* * * € i *
+ (&gi Pgilgi + €1 pudl,i) Ai} p = [max(—ug.iﬂ,o) %ﬁ + €gi+1Pgi+10gi+1

&

RT T €giPg,idgi + €1ipridii | Api-1 — Bs.
I

+ 5I,i+1p|*.i+ldl,i+1} APy + [max(uai,o)

(4.49)

Equation4.49is the pressure correction equation for multiphase flowdviisyp this equation and
substituting the result in equatigh40gives an updated value fq, uy andpg which is closer to the
real value. This procedure is repeated a couple of times naoe the value do not change anymore,
the solution has converged and the updated values are edhal teal values.

4.4.3 Implementation of source terms

The mass source terms which have been described in the psestiapter are given as a function of
mass fractions and temperature and therefore are genamllinear. To implement them in a finite
volume formulation linearisation is required. The simplay of doing that is to write the source
term B, which was introduced in equatigh23 as

Bua = Bac + Bap@up, (4.50)

whereBq is the constant part of the source term &g the coefficient of the variablg,p. Substi-
tuting this into equatiod.34and rearranging the terms results in

1 AV
BapGup = Bawuw + BaE@ue + Pl ppr +BachV, (4.51)

with ayp redefined as
AV
Agp = Agqw + Qg + Pala (Ae—AW)—FpaE—BapAV. (4.52)

Patankar 123 stated that for an algorithm to be stable one of the requérgmis that all the coeffi-
cients should stay positive throughout the simulation. seguently, the requirement for the source
term is thatByc > 0 andBgp < 0. For the code developed in this work this is implementeche t
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following way

By for By>0

Bac = (4.53)
0 for By<O
0 for Bg >0

Bop = 5 (4.54)
<pTup for By <O

The reason for dividing by in equation4.54is that the source terfB, is dependent in a compli-
cated way o, Which prohibits the possibility to write it as the product@f, and a coefficient not
containing@yp.

4.5 Calculation Sequence

The order in which the equations are solved is schematicdibwn in figure4.4. To enhance the
stability further underrelaxation is applied to each Jalga(see appendix for an explanation of
underrelaxation). The temperature for each phase is detednirom the enthalpy by means of the
secant algorithm139.

MATLAB is used as platform to solve the equations. Two codagehbeen used to simulate the
decomposing flow of hydrogen peroxide through the catalgdtdnd are discussed in Chapter 5 and
6. Chapter 5 discusses a model that does not have any spatettsation. It has been derived
from an existing in-house code and was used to become famwilia the equations that have to be
solved. Further simplifications were made for this modelicliwill be further explained in the next
chapter. Chapter 6 presents the simulations of the eqeatieveloped in this chapter when only one
dimension is considered. No further simplifications haverbeade then discussed in this section.
The models are suited for single core computations only. ll&acome clear in subsequent chapters
a large number of parameter sweeps will be performed. Teghlg embarrassingly parallel problem
Iridis3, the supercomputer of the University of Southamptaill be used 140.
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Figure 4.4: Flow sequence of the solution procedure



Chapter 5

On the Shape and Size of Catalyst Pellets

The aim of this chapter is to investigate the influence of thléepshape and size on the catalyst bed
performance. The performance will be measured in terms tafyst bed length and pressure drop
over the catalyst bed. To investigate the performance alsimpdel has been developed. The outline
of this model is discussed in the next section. The basictemsafor this model have been discussed
in the previous three chapters, however, a couple of fuhmeplifications are made which will be
discussed in this section as well. In sect®2 the simple flow model is validated against experi-
mental data. Sectioh.3 assesses two basic assumptions and show the influence theywhdhe
overall result. With the validated model the shape and sizmtalyst pellets will be investigated in
section5.4. Finally, in sectiorb.5 possible radial effects will be discussed.

5.1 A Simple Flow Model

5.1.1 General features

The purpose of the current model is to perform parametridistuon pellet shapes and sizes and in-
vestigate the influence this has on the pressure drop. Jolatsa. 0] showed that even a model
consisting of two control volumes with variable sizes careg good qualitative insight into the fac-
tors that are important for the pressure drop over the bedgmifieant advantage of such an approach
is that it is computationally far less expensive than emiplpy one-dimensional model.

The pressure drop over the catalyst bed is dependent on libeatyeand density and thus indirectly
on the temperature as can be seen from the model used by &adir[64]. As was pointed out above
there is a large difference in density and temperature lmrtwlee phases. These differences will be
averaged out when employing a mixture model and for thisoreastwo-fluid model will be used in
which every phase is described separately.
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inlet nozzle exit nozzle

tank X catalyst bed atmosphere

Figure 5.1: Schematic representation of the flow model

The current model is derived from a two-fluid model with notsgdaliscretisation presented by Ju
et al. [L41], who used it to describe the flow of a multicomponent flashiingnon-reacting propellant
through a medical metered dose inhaler. This model, of whiskchematic is shown in figufe1,
contains a reservoir (tank), which contains a fixed mass laiti® liquid and vapour, and an expan-
sion chamber (catalyst bed), where the liquid flashes. Aet imbzzle provides the link between the
reservoir and the expansion chamber and an exit nozzlestmgsof a converging section only pro-
vides the link between the expansion chamber and the atramspA common feature of the present
model and that of Ju et all4]] is that mass and energy are conserved within the tank anthbmayh
internal changes within each volume. In contrast to the mofdéu et al. L41] for momentum con-
servation the catalyst bed is split into a part containing»aohliquid and gas situated adjacent to the
injector and a part further downstream where liquid is n@&rpresent. The pressure drop over each
of these parts is determined separately and subsequentlyiced to give the overall pressure drop.
The interface between these two parts is designated as ¥laseshown in figur&.1 The distance
from the injector to this plane is assumed to be dependerti@residence time of the liquid and the
contact time of the liquid with the catalyst material andstsimilar to the approach by Johnson et al.
[60]. The reference location of plar¥é will be determined experimentally, see sectm@. Further
differences from the Ju et all41] model are that the fluid phases are multicomponent, a thied@

is introduced in the catalyst bed representing the solidlgstt material, there is momentum transfer
between the catalyst bed and the fluid phases and mass treaesieen the fluid phases is described
by chemical reactions and evaporation.

5.1.2 Simplifying assumptions

The equations that are being solved in this model are the sandéscussed in chapte2s3 and4,
with a couple of exceptions. The first simplification is tHa tompressibility in the energy equation,
Dp/Dt term in equatiord.21, is not taken into account. This is not a problem as this mizdehly
used for steady state calculations. At steady state theilootibns from the terms containing time
derivatives vanish. All the other time derivatives are gkdted for the purpose of underrelaxation
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during the calculation procedure. The model itself is firsken and explicit in time.

The liquid phase in the tank consists of water and hydrogeoxme which has a fixed mass per-
centage of peroxide of 87.5%, a concentration that is aMaileommercially. Due to decomposition
the concentration decreases; however, Corpening €t4#] pointed out that at the same time water
preferentially evaporates from the liquid which would e&se the concentration. The actual con-
centration will determine the catalytic decompositiorerahd should thus in principle determine the
location of planeX. However, due to the simplifying assumption in the model#iative contribution

of each of these processes cannot be determined and tleetieédiocation of planX must be deter-
mined experimentally. The concentration of the liquid Wwi#l assumed to stay constant throughout the
simulation. As the model will be used for parametric studiely, it is believed that this assumption
will not influence the results.

The evaporation model that was introduced in secldh3calculates the evaporation rate for each
individual component while taking account for the preseatether components. As the constant
concentration assumption forms a constraint for the ewdjoor of the liquid, this level of detail is
not necessary and, therefore, the evaporation model pessansectior3.2.3will be replaced by a
simpler version.

The model that will be used is based on the Hertz-Knudsemptoair equation, shown in equa-
tion 3.37. De Schepper et al1pg applied this equation successfully when studying the exatpon

of a hydrocarbon in a steam cracker. Due to decompositiortdheentration decreases, however,
Corpening et al.J42] pointed out that at the same time water preferentially evaes from the lig-
uid which would increase the concentration. The actual eptration will determine the catalytic
decomposition rate and should thus in principle deternieeldcation of planeX. However, due to
the simplifying assumptions in the model the relative dbation of each of these processes cannot
be determined and therefore requires to empirically detesrthe location of plan&. The concen-
tration of the species in the liquid will be assumed to staystant throughout the simulation. As the
model will be used for parametric studies only, it is belgtbat this assumption will not influence
the results.

The current evaporation model further assumes that thawgpessure is equal to the saturation pres-
sure. This means that the liquid is continuously boiling.e Bvaporation rate is only calculated for
hydrogen peroxide. The evaporation rate of water folloventitom the constraint of constant liquid
peroxide species concentration. Substituting these gesums into equatio.37and multiplying by
the gas-liquid interfacial aredg results in

evap__ 2Psat i_i
S—|202| _\/?[R<\/TI \/_Tg>Ag| (5.1)

It should be noted that equatidnl assumes thermodynamic equilibrium between the phasee whil
the state inside the catalyst bed is in general in non-dxjuifn. Consequently, the rate of evaporation
is underestimated. However, as the catalyst bed is modaetl@dsingle control volume, equatidnl)
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is applied to all of the liquid, including the liquid just @ming the catalyst bed. In reality only a small
portion of the liquid is boiling. The continuously boilinglid thus results in an overestimation of the
evaporated mass and is thus counteracting the underdstintiate to the thermodynamic equilibrium
assumption. It is therefore thought that equatibri)(gives a reasonable estimation of the amount of
evaporation.

The saturation pressure in equatidri for hydrogen peroxide is calculated with an approximation
equation devised by Kuznetsov and Frola4 ]

8

Psat = < ) —KH,0, | - Patm- (5.2)

ZHzoz

An advantage of this equation is that the inverse is easilgioed and this can be used to calculate
the boiling point of a hydrogen peroxide mixture at a giveessure 143.

To = LH,02 [Z + Kip0,]° (1= X+,0,) -+ L0 [Z + Kii0] X505, (5.3)

whereZ = (p/pam)®1?° andZ andk are constants with values given in tabld.
Finally, the interfacial area model as presented in seditihas been slightly adjusted. In the origi-

parameter value unit
(H,0, 3.7642.10°7 | K
{h,0 34679107 | K
KH,0, 125302 -
KH,0 12.4575 -

Table 5.1: Liquid constants for approximation of the boiling point aading to Kuznetsov and Frolov

[143

nal model the surface area of the end of each pellet was ign®@tee model employed in this chapter
takes the surface area of the end of each pellet into accdims. is to make comparisons between
spherical and cylindrical pellets easier, as will beconearcin sectiorb.4.

5.1.3 Calculation procedure

The flow model described above describes in principle the flmaugh a single control volume. To
solve the state of the catalyst bed at a given time first thet mlass flux is determined. This is
dependent on the pressure difference between the tank ardtdlyst bed. As only liquid is injected
through the injector, the inlet mass flux is calculated as

P1Uriniet = Cd,inj \/Zpl (Ptank — Poed) (5.4)
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wherecy is the discharge coefficient, the subsciipj refers to the injector and the subscriphk
refers to the tank. The next step is to calculate the masslihaugh the nozzle based on the exit
pressure and the nozzle plenum pressure. The nozzle is eddorhave a convergent section only.
The nozzle plenum pressure is equal to the catalyst bedypeessinus the pressure drop over the
bed as calculated in the previous iteration. Because ordysgassumed to be exhausted through the
nozzle, it is calculated as

1
PgUgoutiet = Cd.noz( Poed — AP) Ma Y <1_|_ Y~ a2

—(y+1)/(2(y-1))
= (155 ) , (5.5)

wherey is the ratio of specific heats. The Mach number is calculased a

y-1
Ma—max| | 2 (pbed> 1)), (5.6)
y—1 Patm

To calculate the pressure drop over the catalyst bed thefinags required as input, see sectigdrs.

As the model is unsteady the inlet and outlet mass flux arerglynaot the same except when steady
state is reached. For this reason the average of the maskribugh the injector and the nozzle is used
to determine the pressure drop over the catalyst bed. Thelatdd pressure drop will in general be
different from the pressure drop that was initially usedafcualate the nozzle plenum pressure from
the previous step. To correct this the mass flow rate thronghmozzle is calculated again, but now
based on the updated pressure drop over the catalyst beslprbiaiess continues until the difference
between the two i< 0.01% of the atmospheric pressure after which the tank pressunpdated
based on the amount of mass that is injected into the catadygstThe value of 0.01% is believed to
be low enough to not influence the results. This procedureassence the pressure-velocity coupling
between the mass and momentum conservation equation asghscin sectiod.4.2

The next step is to determine the mass source terms and tresponding energy source terms,
see sectiorB.1 It is assumed that the catalyst bed is pre-heated t6CLQ® advance, so initial
decomposition takes place at this temperature. Then the fmagtions of all the components in
the gas phase are determined. Finally, the energy consemeduation is solved and from that the
temperature is determined. All values are then stored ardkmeady for the next time step. This
whole process is graphically shown in figls€ below.

5.2 Model Validation

To validate the model an instrumented catalyst bed has besigratd and built. The basic design
is similar to the instrumented catalyst bed described iaidby Palmer et al. 133, except that the
mass flux is higher and there is a greater density of instrtetion on this new bed. A picture of the
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Figure 5.2: Flow sequence of the solution procedure for the single obutlume model
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catalyst bed, including the solenoid valve and standpiigestiown in figure5.3. The peroxide flow
is from left to right. The catalyst bed has a diameter ahfGand a length of 9mand is made of
AISI 316 stainless steel. The inlet is provided by an injeglate with 4 holes with a diameter each
of 0.4mm The injector plate is connected to a solenoid valve whigaitrots the opening and closing
of hydrogen peroxide supply to the catalyst bed. To proteetsblenoid valve against damage from
thermal soak-back a mass of stainless steel is placed betiveénjector plate and the solenoid valve
which acts as a thermal sink. Upstream of the solenoid vaimass flow meter is placed (not shown
in the picture) and is connected to a propellant tank whigiteéssurised with nitrogen. The system is
designed for a nitrogen feed pressure up tba&0A retainer plate is located at the downstream side
of the bed to keep the catalyst pellets in the catalyst becbzle with a convergent part only is used
to pressurise the bed exit. The throat diameter of the nagBb5mmwith a discharge coefficient
assumed to be 1.
Three standpipes are located at everynfitalong the catalyst, which provide access for thermocou-
ples and pressure transducers. At every location the peessxial and wall temperature is measured;
however, in this study only the pressure and axial temperatte of interest. A heating strip was used
to heat up the catalyst bed to a predetermined temperatimetprfiring. An additional set of two
standpipes is located between the solenoid valve and anjptate to measure the inlet pressure and
temperature of the liquid peroxide. Two other standpipesptaiced between the retainer plate and
the nozzle to measure the nozzle plenum pressure and temmgerall the transducers are connected
to a data acquisition system which measures and recordsdabsype, temperature and mass flow rate
and controls the operating of the solenoid valve and heatirg,

For validation the catalyst bed was filled with platinum eakd-alumina pellets which had a mean

Figure 5.3: Instrumented catalyst bed used for validation
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diameter of 2mmand a cylindrical length of 35mm During the tests 87.5%wt hydrogen peroxide
was used, fed by a propellant tank at a fixed pressure of alybar.1The catalyst bed was wrapped
in an insulation blanket to reduce the heat transfer thrahgtwall as much as possible. Note that in
figure5.3the catalyst bed is shown without insulation.

The measurement frequency was set to 200Hz and to 1Hz foreramope measurements. The bed
was preheated to 150 to reduce the time required to reach steady state. The tasKilea with
enough peroxide to run the catalyst bed for about 30 secdanahieh point it was assumed steady
state conditions will have been reached.

To match the simulation conditions with experimental ctinds the mass flow rate through the injec-
tor was fixed at 15-10-3kgs ™! rather than the result of the pressure difference betweenatalyst
bed and the tank. This is equivalent to a inlet mass flux of 8626 7kgnm 2s~L. In this way the inlet
boundary conditions are guaranteed to be the same.

After the experiments had been performed the catalyst becceu@fully emptied and the number of
catalyst pellets was counted. In total there were 406 elidtich, for the dimensions of the pellets
and catalyst bed given earlier, results in a void fractioasof 0.4262. Using equation for cylindrical
pellets of the given dimensions, see apperidja void fraction ofe; = 0.4215 is predicted, which
shows very good agreement with the experimental result.

The measured pressure as a function of the distance fronmjgxetar in L/D-ratios, defined as the
distance from the injector divided by the diameter of thealyat bed, is shown in figurb.4. The
rightmost data point is located in the nozzle plenum chajribeated at L/D~ 7.7, downstream of
the retainer plate, which is located at L#6. Experimental data are plotted with a box plot with
the mean of the measurements superimposed on that. The metémeanedian of the measurements
are almost identical. The pressure at I#DL shows a peak. However, it is believed that the reason
for this is a faulty pressure transducer rather than a phlysient taking place at that location and
will therefore not be considered during the data analysliso Ahown is the inaccuracy margin of the
pressure data, which was generated with a Monte-Carlo atronlof the inaccuracy of the pressure
transducer and data acquisition system. The margin is db®udar wide. All the measurement data
fall within this margin. For further explanation of the Mea€arlo simulations see appendtix
Catalyst pellets are present betweend /D < 6. The pressure difference between the nozzle plenum
chamber and L/B= 6 can be interpreted as the pressure drop over the retaster gohd is found to
be Q36bar. This pressure drop is accounted for during all simulatipresented in this section. The
pressure drop over the part that contains the pellets istdl@fkbar.

Figure5.5shows the measured temperature along the catalyst bed leswied local boiling temper-
ature as determined by equatibr3. Initially the measured temperature increases gradualiyhere

is large jump in temperature between L#2 and L/D= 3. After that the measured temperature
stays fairly constant at about IQQvith the exception of the temperature at L6, which shows a
sudden drop in temperature of about K50 he temperature further downstream is about©@g@ain.
L/D =6 is also the location that the retainer plate is positioegossible explanation for the sudden
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Figure 5.5: Measured axial temperature at several locations in théysatzed for the 0D-model
figure5.4. From the fluid properties as provided in appendithe adiabatic decomposition tempera-
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ture is determined to be about 965This means that at L/B- 3 most of the hydrogen peroxide has
decomposed and complete decomposition is achieved at &lidut 5. The very large increase in
temperature between L/B 2 and L/D= 3 is probably due to the fact that all liquid disappears be-
tween those two locations due to decomposition and evaporathe measured temperature is in fact
an average temperature over the measurement time. Theegepaocess not only smooths the tem-
perature fluctuations within a phase, but also the temperaifferences between the phases. Where
the measured temperature is well above the boiling poinh@figuid, it may be assumed that only
gas is present and thus that the measured temperature & théagas temperature. This assumption
is based on two arguments; one which is more mathematicahenather which is more physical in
nature. From a mathematical point of view if liquid were gretsits influence on the average temper-
ature would be so low that it can be regarded as not beingireBeom a physical point of view if
the average temperature is well above the boiling point eflitiuid the thermal imbalance between
the phases, if a small amount of liquid is present, is largenséquently the interphase heat transfer
will be large which will lead to a rapid increase in liquid tparature, or higher evaporation rates if
the liquid is at the boiling point.

In section5.1.1the unknown variableX was introduced, signifying the maximum distance in the
catalyst bed from the injector where liquid is present anddation3.1.2the unknown equilibrium
constantk; was introduced. It was mentioned that both variables requaxperimental determina-
tion. It has already been established above thal2/D < 3. The sensitivity of the exact location Xf

on the pressure drop over the bed is shown in figuBewhereK, was arbitrarily set td&, = 70, where
the simulated pressure drop is non-dimensionalised bdidiyiby the measured pressure drop. Note
that in general the equilibrium constant for the liquid phasdifferent from the gas phase. However,
tuning of the gas equilibrium constant is not necessaryiepurpose of the model and will therefore
be left out of the analysis.

Also shown in the same figure is the pressure drop over thelpamstream oK, which accounts for
about 99% of the pressure drop over the whole bed. This itefichat the gas phase is predicted to be
the major contributor to the overall pressure drop. Thequmesdrop varies linearly with the location
of X. The simulated pressure drop is equal to the measured peedap for X/D~ 2.5. However,
when considering the pressure drop upstream and downstkeXmseparately, large deviations with
the measured pressure drop are found. The measured présguiEetween & L/D < 2 accounts for
about 35% of the total pressure drop and the measured peedisyp between X L/D < 6 for about
62%. This suggests that the Tallmadge equation, which wed as the basis for the pressure drop
model, results in a overestimation of the pressure drop simgle phase flow in a packed bed. It also
means that the model as proposed by Sorokii]Junderestimates the pressure drop for a two-phase
flow in a packed bed. But, as will be shown in the next sectiba,durrent formulation is a large
improvement on the more traditionally employed Ergun equat

The pressure drop as a function of the equilibrium constashown in figuré.7 where the location

of X was fixed at L/D= 2.5. Here the simulated pressure drop is divided by the medguessure
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Figure 5.6: Total and gas phase relative pressure drop as a functionldfe{ative to the measured
pressure drop

drop. Also shown in the same plot is the liquid volume fractigpstream oK. For increasing;,

the reaction rate for catalytic decomposition increasesedls see equatio8.28 As a result the mass
transfer from liquid to gas is higher. Because the majoritthe pressure drop is caused by the gas
phase, this results also in a higher pressure drop over thlysigbed.

The increase in pressure drop seems to accelerate for simogd§ and not to obtain a constant
value for even smaller liquid volume fractions. Howewéy,is plotted on a logarithmic scale and
would show a constant increase in pressure drop if it wasqulain a linear scale. Two reasons can
be identified for the ever increasing pressure drop. Thedistis shown in figur®.8 which shows
that the gas temperature increase&amscreases. This is to be expected because the catalyst bed is
getting closer to a state of complete decomposition. Fdrdrigalues oK, the temperature tends to a
constant value of about 985 which was earlier identified as the adiabatic decompastémperature
for 0.875 hydrogen peroxide. A higher temperature resnlgshigher pressure and gas density. From
the pressure drop model it can be seen that a higher (gas)ydersults in a higher pressure drop.
The second reason is that due to the large density diffelestveeen the gas and the liquid phase, the
mass transfer from liquid to gas results in an increase isgure; even if the increase in gas temper-
ature is not taken into consideration. As explained abovenerease in pressure results in a higher
gas density and consequently a higher pressure drop ovéeetheAlthough not shown in this plot,
for much higher values df; (K, > 1P) the pressure drop eventually reaches a constant valustof ju
below Zar over the whole bed. At this point the liquid volume fracti@very close to zero.

Based on the plots that are presented, it is not possiblddctsevalue forX andK; that would give
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Figure 5.7: Pressure drop relative to the measured pressure drop arnid iiglume fraction as a

function ofK; for the OD-model
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Figure 5.8: Gas temperature as a functionkqffor the OD-model

the best prediction of the actual state in the catalyst. Hewdiguress.6 and5.7 also show that the

sensitivity ofX andK; on the pressure drop is small, where the sensitivit,a0§ considerably smaller
than that ofX. Besides that, the purpose of the current model is two coengifferent scenarios with

each other and not to accurately predict the state of théystaitaed for a given input condition. Based
on these considerations in the following simulations tloatmn ofX is set to L/D= 2.5 and the value
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for K; is fixed at 70 as for these values the simulated pressure sltbp same as that obtained exper-
imentally. The corresponding pressure drop is close to teasored pressure drop in the validation
case and the resulting liquid volume fraction is about Olsictvis thought to be a reasonable estimate.

5.3 Some Basic Assumptions Reconsidered

Because there is no spatial discretisation it is implicitbdsumed that the liquid between the injector
and planeX is equally distributed. To investigate the influence of thgribution of liquid in this
part of the bed on the pressure drop, two simulations wefferpeed with different liquid distribution
assumptions for the pressure drop model under the sametiomsdas the validation runs. One simu-
lation assumed a linear decrease to zero in liquid volunwifma from the injector to poinK and the
other one an exponential distribution. In all cases thesumesdrop was considered fdrat a distance
of X/D = 2.5 from the injector. The results were then compared with alksition assuming an equal
distribution of liquid.
The results are shown in tabe?2. The second column shows the resulting pressure drop inrtie fi
part of the catalyst bed, where both liquid and gas are ptesebar. For the linear and exponential
liquid distribution the percentage difference from theutewith the constant distribution is shown in
brackets. The third column shows the same but for the preskop downstream of plan¢ and the
last column shows the effect on the pressure drop over théevdadalyst bed. From the second col-
umn it appears that the actual distribution strongly infaesnthe local pressure gradient in the region
where gas and liquid coexist. However, as the pressure drtipsi region is significantly lower than
in the part where gas only is present, the effect on the togssure drop over the bed is limited, as is
shown in the last column.

With the current model and the way in which the validation been performed it is not possible to

distribution | two-phase Ap [bar] | downstream Ap [bar] | total Ap [bar]
constant 8.91.10°3 1.26 1.27

linear 13.97-103 (57%) 1.29 (2.4%) 1.31 (3.1%)
exponential | 71.52-1073 (703%) 1.29 (2.4%) 1.36 (7.1%)

Table 5.2: Effect of liquid distribution on the pressure drop

determine which liquid distribution gives a better destioip of reality. It can be stated with certainty
that the liquid distribution will not be constant. Howevgiven the purpose of the current model as
discussed in sectidb.1.1the assumption of a constant liquid distribution is viable.

The basis for the pressure drop model is formed by the Tathmadjuation, which is an extension
of the Ergun equation to higher Reynolds numbers. It waseargbat the expected value fBe;, is
outside the range for which the Ergun equation originallys watablished and would consequently
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give a too high estimate of the pressure drop. To verify tlgarg 5.6 was reconstructed with the
Ergun pressure drop equation as the basis for the pressaperdrdel instead of the Tallmadge equa-
tion. The comparison of the total pressure drop over the lédden these two equations is shown in
figure5.9.

It is clear that the Ergun equation gives an pressure drama&sbn about twice as high as the Tall-
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Figure 5.9: Pressure drop comparison between the Tallmadge and the Ecquation as a function
of X/D

madge equation. As is shown in the figure, the Ergun equatieersly overestimates the pressure
drop under the present conditions. As was pointed out in®est3 the expected value fdRe, is
higher than the range for which the Ergun equation is valid fegqure 5.9 shows the consequence of
that.

5.4 Spheres vs. Cylinders

Pasini et al. §4] used spherical catalyst pellets in the catalyst bed wioitevélidation of the current
model cylindrical pellets were used. The geometry of théepeinfluences the void fraction, see ap-
pendixC, and the interfacial area, see secttbfh. Consequently, the pressure drop over the catalyst
bed as well as the required length of the catalyst bed areeimfled by the shape of the pellets as well.
This is graphically shown in figurés10and5.11

Figure5.10shows the void fraction and the total catalyst pellet s@faea as a function of the bed
to pellet diameter ratio for spherical pellets. To make #mults independent of the size of the bed,
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Figure 5.10: Woid fraction and non-dimensional catalytic surface aea tunction of the bed to pellet

diameter ratio

the horizontal axis is non-dimensionalised by dividing teel diameter by the pellet diameter. The
catalytic surface area in the bed is relative to the totalaserarea had the catalyst bed been filled
with pellets with a diameter equal to diameter of the catdigsl and is thus also independent of the
catalyst bed dimensions. As is shown the catalytic surfaea scales linearly with the bed to pellet
diameter ratio with more surface area for higher ratios,Istlthe void fraction is inversely propor-
tional to the bed to pellet diameter ratio. It can thus be etqubthat for higher diameter ratios, the
planeX will be located closer to the injector as more hydrogen permxan be decomposed over a
smaller distance. Based on the pressure model as presargedtion3.3, a higher pressure gradient
is therefore expected for higher diameter ratios.

To investigate the influence on the pressure drop simukaticere performed for different pellet di-

parameter value | unit
ambient pressure 101325| Pa
ambient temperature 293 K
inlet temperature 293 K
bed diameter 16 mm
nozzle throat diameter 3.55 | mm
peroxide mass fraction 0.875 -

Table 5.3: Initial and boundary conditions for the 0D-model

ameters. The inlet mass flux was set t&@012s™* (slightly lower than the validation case) and for
the Arrhenius parameters the values as mentioned in ta8tlemd3.3were used. All other relevant
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initial and boundary conditions are shown in tabl8 As X /D was determined above based on an
certain inlet mass flux and particular pellet dimensiors Jdtation will change as soon as one of
these parameters change. For this reason the same appsodchrngon et al6p] will be followed
who kept the residence time for fluid particles constant atdrahined based on that how far plaxe
would be from the injector. This is applied to the liquid phas well as to the gas phase to ensure
that the total residence time is kept constant. The inigli®s for X/D and the catalyst bed length
are X/D= 2.5 andL = 96mm The response of changing the spherical pellet diametenedistance
from the injector to locatiorX and the pressure drop over the bed together with the totaldoeyth

is shown in figures.11 The distance from the injector to locati®hand the total bed length is made
non-dimensional by dividing by the bed diameter.

As expected the total bed length as well as the distance fnerinjector toX decrease with increas-
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Figure 5.11: Simulated bed length to diameter ratio and pressure dropfascéion of the bed to
pellet diameter ratio

ing bed to pellet diameter ratio due to an increased totalytat surface area. However, in both cases
the length tends to an asymptotic value different from O anchused by a decrease in void fraction
resulting in higher fluid velocities and thus a reduced attrtiene with the surface. The correspond-
ing pressure drop shows an increase with an increasing thamagio, but the increase diminishes for
higher diameter ratios. This is partly due to smaller vaie in void fraction for higher bed to pellet
diameter ratios, as shown in figuselQ and partly due to the smaller change in required bed length.
The results described above are for spherical pellets. Wik cylindrical pellets different void
fractions and a different catalytic surface area would b@iobd and consequently different results
for pressure drop and bed length should be expected. Inagettee resulting void fraction is lower
for cylindrical pellets. The difference increases for g&sing bed to pellet diameter ratio. Subtracting
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the equation for the void fraction of cylindrical pelletgin that of spherical pellets and subsequently
differentiating and solving the equation shows that the imarn difference between the two void
fractions is about 0.035 for a bed to pellet diameter ratialmfut 5.83. With the same equations it
can also be shown that for a diameter ratio of about 2.52 titefraction for both geometries is the
same. Based on this it is expected that the pressure gradlitat catalyst bed is generally higher for
cylindrical pellets. Although the differences in void fteam seem to be small, the effect on pressure
drop, bed length and distance from the injectoKt large, as will be shown below.
The catalytic surface area in the bed for cylindrical p&tids compared with the surface area for
spherical pellets in figur8.12 The surface area is non-dimensionalised in the same way f&g i
ure5.10 For cylindrical pellets the catalytic surface area as &tion of the diameter ratio cannot be
represented by a single curve. Instead, results are shoviwdalifferent pellet lengthsL, = 1.5mm
andL, = 4.5mm Although not shown, for all other pellet lengths the céatalgurface area for cylin-
drical pellets is higher than for spherical pellets for aegidiameter ratio. From this result it is
expected that the required bed length and the distance frenmjector toX is smaller for cylindrical
pellets.

This trend is confirmed by figure.13 It shows the required bed length divided by the bed diame-
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Figure 5.12: Non-dimensional catalytic surface area for spherical aiddrical pellets

ter as a function of the pellet to bed diameter ratio for sphend cylinders with a pellet length of
Lp = L.5mmandL, = 4.5mm For a given diameter ratio the length for cylindrical ptles less than
for spherical pellets.

Lower void fractions would be expected to result in a highespure drop over the catalyst bed, see
section3.3. On the other hand, the results presented in figarég2and5.13showed that the surface
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Figure 5.13: Required bed length to diameter ratio for spherical andhdyical pellets

area for cylindrical pellets is higher than for sphericdlgie resulting in a smaller required bed length
and smaller distance o from the injector. This would lead to a lower pressure droprakie catalyst
bed for cylindrical particles. The combined effect is shawifigure 5.14, which shows the pressure
drop over the bed as a function of the diameter ratio. Thdtestr cylindrical pellets are only shown
for pellets withL, = 1.5mmandL, = 4.5mm In all cases, including those not shown in the figure, the
total pressure drop is higher for cylindrical pellets. Hoere the difference in pressure drop between
the two shapes is very small, especially for low diameteosdbr a given pellet length. Also note that
for a given pellet length the difference in pressure droprforeasing diameter ratio seems to increase
to a maximum after which the difference in pressure drop tseBesing again.

An optimal catalyst bed design requires the optimisatiothefpressure drop over the bed and the
total bed length. Combining figurés13and5.14 gives the pressure drop as a function of the bed
length and is shown in figurg.15 this indicates that there is a higher pressure drop fort stata-
lyst beds which may at first seem counter-intuitive. Howgfa@rthe residence time to stay constant
a higher surface area per unit volume is required which cédy lmm achieved by using pellets with
smaller dimensions. Larger bed to pellet diameter ratissltén lower void fraction and this leads
to a higher pressure gradient. Figurd5shows that the effect of the increase in pressure gradient
is stronger than the decrease in required bed length anefdinerfor shorter bed lengths the pressure
drop over the bed will be higher.

Figure5.15shows the result for both spherical and cylindrical pellét cylindrical pellets only two
sample results are shown: fop = 1.5mmandL, = 4.5mm For a given pellet length the pellet di-
ameter increases from left to right and ranges from 0.53m#h It shows that for certain dimensions
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Figure 5.15: Pressure drop over the bed as a function of required bedhdogdiameter ratio for
spheres and cylinders

of cylindrical pellets and given bed length a lower pressira is achieved. For a cylindrical pellet
with a length of 15mmpthis is only the case for large enough pellet diameters, doupéllet lengths
of 4.5mmthis is the case for small enough and large enough diamefensdiameters in between,
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spherical pellets give a lower pressure drop.
From figure5.15it can be concluded that the dimensions of the pellets déterwhether either spher-
ical or cylindrical pellets result in a lower pressure drop & given bed length. The limits for these
are shown in figuré.16 which shows a map for cylindrical pellets indicating thega for which
spherical pellets give better results (dark grey) and foictviaylindrical pellets perform better (light
grey). The horizontal axis shows the bed to pellet diametigo and the vertical axis the pellet aspect
ratio, which is defined as the pellet diameter over the pldlagth. Note that for spherical pellets the
aspect ratio is always unity. The box bounded by the dastedidéine indicates the range of cylindri-
cal pellets that have been used for the simulations. Alsashare the contour lines for which the
pressure drop for cylindrical pellets is 90, 75, 50 and 30%hefpressure drop for spherical pellets.
The step pattern of these contour lines is due to the limigsdlution. Finally, the black diamond
around diameter ratio 4 and aspect ratio 1 indicates theigosif the catalyst bed and pellets used
for validation.
To construct the map 3900 simulations were performed orritlis3 [140], the supercomputer of the
University of Southampton. Each simulation required al@&itseconds of CPU time on ai5H zIn-
tel Westmere processor. A one-dimensional model would heyired substantially more CPU time
per simulation. Given the amount of simulations omitting apatial discretisation clearly shows the
advantages of such an approach.

Figure5.16 shows that in general that for aspect ratios of 2 and moreorsdi$k-like pellets, the
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Figure 5.16: Pressure drop as a function of the pellet aspect ratio antblyeellet diameter ratio for
an inlet mass flux oBOkgn 2s~1. Contours show the fraction of the pressure drop in
comparison with spherical pellets.
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pressure drop for cylindrical pellets are lower for a givatatyst bed length. For diameter ratios of
2.5 and lower, cylindrical pellets always give a lower pueesdrop, regardless the aspect ratio. The
figure further shows that large changes in pressure dropréifte occur for small changes in aspect
ratio around the line where spherical and cylindrical gslgve an equal pressure drop. Figbré6
also shows that each size of spherical pellet can be replagedrange of cylindrical pellets that
gives a lower pressure drop for a given catalyst bed lengtbvidDsly, other requirements such as
mechanical strength and thermodynamic properties of thetpenight put further requirements on
the dimensions of the pellets.

Figure5.16was the result for an inlet mass flux ofl@12s 1. To see the influence of the inlet mass
flux, the same simulations have been performed with an inkestsfiux of 8&gnT2s~1. It was found
that the plots are practically identical which shows thatrdsult is independent for a limited increase
of the inlet mass flux.

In section5.3it was argued that the liquid volume fraction distributiorthe first part of the catalyst
bed would not affect the results despite resulting in a mbfié estimation of the pressure drop over the
bed. To verify this assumption the calculations for a massdfusOkgm 2s1 have been repeated,
but now under the assumption of a exponential liquid voidtfaam distribution. Again this result is
almost identical to the one shown in figdsdl6 This proves the assumption that was made is justified.

5.5 Radial Effects

The results obtained above assume a constant void fractitreicatalyst bed and do not take into
account any variation in radial or longitudinal void fraxctidistribution. The work of Bey and Eigen-
berger Q] provides also approximate relations for the variationaéthraction in the radial direction.
The radial distribution for spheres and cylinders with a toepkllet diameter ratio of 4.3 and an aspect
ratio of 0.96 for the cylindrical pellets is shown in figusel7. The chosen diameter ratio is equal to
that of the experiments which have been used for validatiegctirrent model, see sectidt?2. The
plot shows the void fraction on the vertical axis and the donensional radius on the horizontal axis,
where 0 indicates the centre of the catalyst bed and 1 the wall

It is clear that, for both spherical and cylindrical pelletisere is a considerable change of void
fraction with the radius and a constant void fraction, as assimed above, is not achieved in prac-
tice. The variability for cylindrical pellets is considéfg less than for spherical pellets. Another
difference between the two shapes is the location of locaimmam and minimum void fractions: the
peak-to-peak distance for spheres is slightly larger tloarcylinders. This is important to take into
consideration if it is decided to narrow the catalyst beallgdo redirect the liquid flow from the wall
to the centre of the bed in order to obstruct the channeling.
The variation in void fraction changes for different bed &gt diameter ratios. For spherical pellets
this is shown in figuré.18 and for cylindrical pellets in figuré.19 in both cases for bed to pellet
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Figure 5.17: Radial void fraction distribution for spherical and cylifaél pellets with a bed to pellet
diameter ratio of 4.3

diameter ratios of 5, 10 and 20. In the case of spherical tseliés shown that even for larger di-
ameter ratios there is still a relatively large variatiorvaid fraction in the centre of the catalyst bed.

For cylindrical pellets a constant void fraction is reacliedhigher diameter ratios. In the case of
a diameter ratio of 20 the variation in void fraction is onlyear wall effect; for about 90% of the
diameter the void fraction is constant. For diameter rabio&0 for up to 65% of the diameter the
variation in void fraction is within 0.01 from the mean.

Based on the discussion above, the results obtained in¢hi@®ps section (which assumed a constant
void fraction) should be viewed with some caution. For highl bo pellet diameter ratios the map
presented in figur&.16 can considered to be reliable. Figusel8 shows for diameter ratios from
10 and higher so many local minima and maxima in void fractiwat the average void fraction can
considered to be a reasonable estimate. For diameter odtiband smaller this is not the case and
figure 5.16 cannot be used as an absolute reference. Besides thate atdblts so far assume an
optimum packing density. For low diameter ratios even a bdwdiation from an optimum packing
could result in considerable changes in local as well asageevoid fractions. For this reason it is
recommended that low bed to pellet diameter ratios are addiu practical applications.
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Chapter 6

One-Dimensional Two-Fluid Solution

In this chapter equatioris 2, 4.20, 4.21and4.22are solved in the axial direction. The solution method
was discussed in sectiodstand4.5. However, before the model can be used, it first needs to be val
dated. This is done in sectidhl In section6.2a typical steady state result is presented. The choices
made for the pressure drop model as discussed in segiBonill be revisited again. A sensitivity
analysis to the Arrhenius parameters and interfacial ar@agsented in sectiogh3. An attempt has
also been made to solve the equations in a commercial CFagackMore information on that is
given in appendix.

6.1 Experimental Validation of the One-Dimensional CFD Moctl

To validate the model the same instrumented catalyst beded as described in secti®®2. The
model described simulates only the processes in the caladgsi.e. between the injector and retainer
plate. The measured values just downstream of the injentbjust upstream of the retainer plate are
therefore used as boundary conditions for the numericaleindthe outlet pressure boundary condi-
tion was set equal to the measured pressure just beforetétieereplate, equal to 18- 10°Pa. At the
inlet the gas volume fraction was set to 0.05 and the gas mast#ohs to 0.001 for hydrogen perox-
ide, steam and oxygen and 0.997 for air. The inlet temperatas set equal to the measured peroxide
temperature just before filling the propellant tank. Thetirgas velocity was set to@ms ! and
the liquid velocity was derived from the measured mass flde ahisteady state of 18 10 3kgs 1,
which is equivalent to a mass flux of about B&ynT2s* or a liquid velocity of 46-10?ms 1. By
setting these inlet conditions for the gas phase it is adgted a two-fluid flow condition exists at the
inlet, but with negligible contribution to the overall inlmass, momentum and heat flux, while assur-
ing stable simulations. The values for the Arrhenius patarsere taken from tabl&s2and3.3.

The effect of the mesh density is shown in figét&, where the pressure as function of distance from
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the injector is plotted for different grid sizes. A non-dinsgonal pressure is obtained by dividing by
the outlet pressure. Grid independence is shown for grid6@® cells and more for the current length
of the catalyst bed. All the results hereafter were obtaimitdl this number of cells.

The figures shown are the result of steady state simulatidosvever, when steady state is reached
the values are actually undulating around a mean value goatticularly noticeable in the gas tem-
perature. This is caused by small liquid temperature fldicina near the boiling point. Close to the
boiling point, the Spalding mass transt,, which drives the evaporation rate, is very sensitive to
temperature changes. This results in fluctuating evaporatites and thus in fluctuating amounts of
energy that is consumed during evaporation. For this reas@verage was taken over 300 iterations
to smooth the fluctuations as much a possible. In that casgtaheard deviation for the liquid tem-
perature is less than 1.5%.

The measured temperature as a function of the distance Freinjector together with the simulated

1.25 ‘ — ; ; :
--------- R N | |
| ] \\\~ ] ] ]
: NN : :
I I \.“l I I
— Lo LU [ [ |
= 12 | | NN | |
(2 I I "\ I I
5 : : N : :
2 | | NN |
2 | | | \’\\ |
8 1.15r-------- Lo tooeeoe IR N SRR f
I : : : N :
S | | | \\ |
2 : : : AN :
2} | | | | ‘\ |
% 777777777 L b b \7777‘\\777\ 77777777 B
e 11 i 1 : : ™
= ‘ : : : \:
§ 400 N
1.05---| 777 80\ . e B —
- — — 1600 : : : :
-------- 3200 | j 1 1
1 : : : : :
0 1 2 3 4 5 6
L/D-ratio [-]

Figure 6.1: Grid independence study result for the 1D-model

gas and liquid temperature is shown in figgr& The distance is again shown in L/D-ratios and the
temperature is non-dimensionalised by dividing it by ttealdooiling temperature, which is a function
of the local pressure and composition of the liquid. The messtemperature is below the boiling
point up to and including L/B= 2 and gradually rising from the injector. At L/B 3 a large increase
in temperature is shown to a boiling ratio of about 1.8 afthrolv it gradually increases to about 2 at
L/D = 5. The temperature then decreases to a ratio of about 1.6 ahthof the catalyst bed.

As was argued in the previous chapter it can be assumeddhéd Is present up to a distance of at
least L/D= 2 from the injector and no liquid is present beyond I=3. The decrease in temperature
towards the end of the catalyst bed is most likely due to riiaketic effects. The simulated liquid
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Figure 6.2: Temperature ratio of experimental data at the centre of éokealmd numerical results for
the 1D-model

and gas temperature are almost the same for temperatwe batow one. In this part of the catalyst
bed the gas temperature is mainly the result of decompnsitithe liquid phase as can be deduced
from the Arrhenius parameters given in tabBe2and3.3 The simulated liquid temperature does not
exceed a boiling ratio of one, whereas the gas temperates 1o about 2 and stays almost constant
in the remainder of the catalyst bed.

The figure also shows a large difference between measuresiranthted temperature for L/E 3.

parameter value unit
density 3984 | kgm3
heat capacity 755 | Jkg 1K1
thermal conductivity) 33 | WmtK™!

Table 6.1: Properties fon-alumina pellets J44]

This is most likely caused by neglecting the thermal masshaad transport in the catalyst pellets.
This is supported by data shown in figse, which shows the cell Péclet number for thermal diffu-
sion as a function of the L/D-ratio as well as the thermaludiffity defined a/pc for both fluids.
Here the Péclet number is definedRes= uAL /Bt whereAL is the length of the control volume and
Bt the thermal diffusivity. First of all figuré.3 shows that thermal diffusion in both fluids can safely
be neglected aBeyg andPe|, the Péclet number of the gas and liquid respectively, it above 10
exceptPeq for L/D < 0.5. But as will be shown later, for this part of the catalyst beelgas volume
fraction is low and consequently the effect of thermal diiffun in the gas phase very smd g and
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B, are the thermal diffusivities for the gas and liquid, respety. This is compared to a thermal
diffusivity of 1.1-107° for the pellets based on values foy cp andk for the pellets as given by
table6.1 For L/D < 3 this is almost one order of magnitude higher than the thediffasivity for
the gas phase and two orders of magnitude higher than thaahdiffusivity of the liquid phase. It
shows that for L/D< 3 the thermal diffusion inside the pellets is significant aadnot be neglected.
The difference between measured and simulated tempeule thus be explained by the thermal
soak back in the pellets from the hot part of the catalyst beithé cooler part close to the injector.
For L/D >= 3, which coincides with the part of the catalyst bed wherebihieng ratio is larger than
unity, transport by convection is far more important andried diffusion can be ignored.

The measured and simulated pressure as a function of tleackstrom the injector in L/D-ratios is

10° = 103

Péclet number []
thermal diffusivity [m? s~1]

L/D-ratio [-]

Figure 6.3: Cell Péclet numbers

shown in figure6.4 where the pressure is divided by the outlet pressure to malanidimensional.
Experimental data are plotted in the same way as in the predbapter, see figuge4. The solid line
represents the simulation result.

For the latter, two regions can be distinguished: a regioaretthe pressure hardly changes and a
region where the pressure decreases more rapidly witmdista he pressure hardly changes close to
the injector and coincides with the part of the catalyst beeéns liquid is present as discussed above.
The part of the catalyst bed where the pressure does chaimpides with the part that was identified
above as the part where only gas is present. A small transiégion between the two regions exists.
In section3.1.2the equilibrium constar; was introduced for catalytic decomposition. It was men-
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Figure 6.4: Measured and simulated pressure data for the 1D-model

tioned that a value has to be found experimentally. The velfleences the location at which the
liquid temperature reaches a boiling ratio of one and thetgmperature its maximum temperature
of about 96K. The higher the value df;, the higher the reaction rates will be, see equalidy
and3.28 the closer to the injector this location will be. And thes#o this location is to the injector,
the larger the pressure drop over the catalyst bed will belagar portion of the bed contains gas,
which is responsible for most of the pressure drop. The gtioris shown in figure8.2and6.4were
obtained with values dk; = 3 for the liquid and, = 400 for the gas.

Figure6.5 shows the location at which the boiling ratio is unity for first time as a function of the
equilibrium constant for the liquid phase. Also shown on tRetical axis is the percent deviation
from the measured pressure drop over the catalyst bed forea giquilibrium constant. A similar
plot for the gas equilibrium constant is shown in figé.é. The vertical axis on the left side shows
the distance between the point where the boiling ratio isyuor the first time and the point where
the gas temperature reaches 95% of the maximum gas temei@tthe first time. The vertical axis
on the right side shows the percent deviation from the medspiressure drop over the catalyst bed.
Note that the results for the gas phase are not as smooth #efliquid phase. This has to do with
the small fluctuations in temperature at the boiling poingxgdained above.

The value forK;, should be chosen such that the L/D-ratio where the boilitig raaches unity for
the first time is close to but larger than 2 for a minimum petage deviation in pressure. A value
of K, = 3.3 is chosen for the liquid equilibrium constant, which gieedistance of L/D= 2.5 and
a pressure overestimation of just under 1%. Based on theumsshtemperature in figuré.2, the
distance between the point where the boiling ratio is uratytiie first time and the point where the
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Figure 6.6: Influence of gas equilibrium constant on pressure and i@actlistance for the 1D-
model

gas temperature reaches 95% of the maximum gas temperatutteeffirst time is L/D~ 0.8. An
equilibrium constant for the gas phasekgf; = 400 gives a distance of slightly less than 0.8 and an
overestimation of the pressure of about 0.2%. As can beenfema figure6.6the model is not very
sensitive to the value of the gas equilibrium constant, bu¢mmore sensitive to the liquid equilib-
rium constant, see figui@5.
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In section3.2.3the multicomponent evaporation model was presented. Tlhenoequivalent radius
rv.a was introduced as a scaling factor to account for the presehother components at the droplet
surface. It was argued that due to the different modes ofaradipn in the catalyst bed and due to
the consumption of peroxide by decomposition that thisolashould be determined experimentally.
rv.a has an influence on the maximum gas temperature and the ressis shown in figure8.7
and6.8. In both plots the vertical axis on the left side shows the@etage deviation of maximum
achieved gas temperature of 965K for 0.875 hydrogen pezoagldetermined with the properties
from appendixB. Here the percentage deviation is calculated as

Tad - Tmaxsim
TAY% = T T (6.1)

whereT,q is the adiabatic decomposition temperatuligaxsim the maximum simulated temperature
andTinet the inlet temperature. The axis on the right side shows theeptage deviation from the
measured pressure drop over the catalyst bed. The simndagiwown in figure$.2 and 6.4 were
obtained with values at, y,0, = 0.5 for the liquid andy 4,0 = 3 for the gas.
The values fory A should be set such that the maximum simulated temperatased®se as possible
to the adiabatic temperature, while keeping the deviatiosimulated pressure from measured pres-
sure as small as possible. Based on these restrictions doodgn peroxide a value of p,0, = 0.5
was set and for water a value ®f,0 = 2.5.

Substituting the experimentally determined value for thyaildorium constantsK;, and volume
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Figure 6.7: Influence ofry n,0, 0N pressure and gas temperature

equivalent radiusty, into the model results in a pressure and temperature padihown in fig-
ures6.9 and 6.1Q Figure 6.9 shows the temperature normalised to the local boiling teaipee
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Figure 6.8: Influence ofry n,0 0N pressure and gas temperature

together with the experimental data as a function of theadis from the injector. Figuig@ 10shows
the same for pressure data normalised to the bed exit peegsate that the sudden change in pressure
drop gradient is at the same location as the sudden incregses iand liquid temperature.

The temperature below a boiling ratio of 1 currently canrepbedicted accurately as was explained
above, but the sudden increase in temperature and the aistaer which this increase takes place
shows reasonable agreement with experimental data. Bdbgitfact that the model assumes adia-
batic conditions, the location of the maximum temperatanerédicted reasonably well.

The overall deviation between measured and simulatedypeedsop over the catalyst bed is less than
2.5%, where the measured pressure drop was 1.27bar absSthat@ressure drop gradient is slightly
underestimated for the part of the catalyst bed where tHegaatio is less than unity and slightly
overestimated for the rest of the catalyst bed. Howeversitihelated pressure drop is for most part
within the accuracy uncertainty of the measurements.

6.2 Typical Steady State Results

With the validated 1D-model, a steady state simulation warfopmed with the same geometry as
the instrumented catalyst bed and initial and boundary itiond as shown in tablé.2. The initial
concentration of hydrogen peroxide was 0.875 and the limitiass fraction for gaseous hydrogen
peroxide, water vapour and oxygen were all set to 0.001 \wighrest of the gas being air.
Figure6.11shows the results for the gas and liquid temperature andajase fraction. The vertical
axis on the left side shows the temperature as a fractioneofrtiiximum temperature which can be
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Figure 6.9: Temperature ratio after tuning the 1D-model
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Figure 6.10: Pressure data after tuning the 1D-model

expressed in a similar way as equat

Tisim— Tkiinlet 6.2)

Tk rel =
' Tk7max_ Tk7inlet ’
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parameter value unit
catalyst bed length 96 mm
catalyst bed diameter 16 mm
pellet shape cylindrical -
pellet length 3.35 mm
pellet diameter 3.22 mm
inlet liquid mass flux 50 kgm?2s?
inlet gas velocity 0.07 ms?
inlet temperature 293 K
gas inlet volume fractior 0.05 -
bed exit pressure 10 bar

Table 6.2: Geometry, initial and boundary conditions for the 1D-model

whereTy sim is the simulation result of the temperatufg;ne: the inlet temperature anil maxthe local
boiling temperature when the liquid phase is consideredfamddiabatic decomposition temperature
when the gas phase is considered. The vertical axis on thegige shows the gas volume fraction.
Both temperatures and gas volume fraction are plotted sigihie distance from the injector expressed
in L/D-ratios. Note that due to a different normalisationtioé gas temperature, the result presented
in figures6.2 and6.9differs from the result shown in figu@ 11

The liquid temperature gradually increases from zero Oriffrom the injector up to L/B= 1.5 after
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Figure 6.11: Temperature and gas volume fraction for the 1D-model

which a sharp increase to about 1 is observed over a distdjest &/D = 0.25. It stays at its boiling
point for a distance of about L/B 0.5 and then gradually decreases to a value of about 0.9. The gas
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volume fraction shows the same initial behaviour as thedig@mperature. It increases gradually to
about 0.3 at L/D= 1.5 from the injector and then a very rapid increase to nearlyet a distance of
just L/D = 0.25. The gas temperature shows an initial gradual increaabdut 0.05 at L/D= 1.5.
Then a sharp increase to about 0.3 is observed over a disthratmut L/D= 0.25 and then a less
sharp, but still significant, increase to 0.95 over a digasfd/D = 0.75. From L/D= 2.5 the increase

in gas temperature is gradual until it reaches its maximunp&gature at about L/B: 3.5. After that
the temperature slowly decreases, despite the fact thatydtem is assumed to be adiabatic. The
reason for this is the heat transfer between the gas andaihid,liwhich causes the gas temperature
to slowly decrease while the liquid temperature reachesnatant temperature for L/B 4. Note
that the gas volume fraction is not exactly one and conselyuiere is still a small amount of liquid
left. This is also shown in figuré.12in which the liquid volume fraction is plotted on a log scate a
a function of the distance from the injector. The decreadgund volume fraction is slowed down
from about L/D= 2.5 onwards. As there is still evaporation taking place in theitl phase, which
consumes heat, the liquid is not heated up and an equilibisurmsached between the energy trans-
ferred from the gas to the liquid and the energy consumed éyaation.

Figures6.11and6.12also provide a solid indication that the method to stabiligescalar equations,
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Figure 6.12: Liquid volume fraction as a function of the distance from ithjector for the 1D-model

as proposed by Oliveira and IssB3p] and further developed in sectigh2.2 works, of which the

lack of oscillations for a liquid volume fraction approacbizero is proof. It furthermore shows that
even in an adiabatic catalyst bed a maximum gas temperatists,evhich is very close but not equal
to the adiabatic decomposition temperature, in cases vihere is a small amount of liquid left. This
result cannot be reproduced in a mixture model as the endiiipe onixture is considered and not of
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each fluid separately. Heat transfer between the fluids ispdsible in a two-fluid model.

The increase in gas temperature beyond L/D-ratio75 until the maximum as temperature is reached,
is caused by decomposition in the gas phase. Proof of thimisrsin figure6.13 which shows the
gas mass fractions as a function of the L/D-ratio. Note thatnbhass fraction of air is not shown. At
L/D = 1.75 the peroxide vapour mass fraction suddenly increasdsoiat 1% as soon as the liquid
temperature is at the boiling point. The corresponding rfralgion of peroxide vapour at this point is
about 0.15. In sectioh.3.1it was mentioned that in the neighbourhood of a suitabldystthydrogen
peroxide can explode spontaneously if the mole fractionghldr than a certain threshold valuer.
This value depends on the pressure, see also appBr@lixt was found that between 3 an8at the
threshold value was constant at a mole fraction of 0.207. penexide vapour mole fraction of 0.15
from the simulation stays well below this ignition limit ardplains why a catalyst bed decomposing
0.875 peroxide does not explode. It should be noted thaei@att et al. L7] did not conduct any
experiments at a pressure ovdrar, but that the experiments ab& and higher suggested that the
critical mole fraction would stay constant. As soon as thegdume fraction is nearly 1, the perox-
ide vapour mass fraction reaches its maximum and subsdyumareases until it is almost zero at
L/D-ratio = 2.5. At this point the peroxide is practically fully decompdse

In section3.2.1the boiling diagram was introduced showing the equilibrioyadrogen peroxide gas
concentration for a given liquid peroxide concentratiomguFe 3.2 shows the boiling diagram at at-
mospheric pressure and in appenBithe boiling diagrams for other pressures is shown. Comgarin
these figures with figuré.13reveals that in reality there is no equilibrium. This sugpdne choice to
employ two-fluid models rather than mixture models to dégcvihat is happening inside the catalyst
bed.

When the gas volume fraction is nearly one, a negligible arhotiliquid hydrogen peroxide will
evaporate. As decomposition in the gas phase continuassigeris consumed and energy is released,
which causes the peak in peroxide vapour mass fraction. ghlewn in figures.13is that initially the
gas phase composition is mainly oxygen indicating that thgrity of the mass transfer is caused by
decompoaosition. At the boiling point a lot of steam and pedextapour is generated due to evaporation
causing a sharp decrease in the oxygen mass fraction andpisti@ase in the hydrogen peroxide
vapour and steam mass fraction.

In section3.3a model was introduced to describe the pressure drop meg@tm the interaction be-
tween the fluids and the fluids with the catalyst bed. In sed&ig8it was shown that there was a large
difference of the predictive capabilities depending on tlvbethe Ergun equation or the Tallmadge
equation was used as the basis for the pressure drop modelevidg the model from the previous
chapter was a single control volume model and consequeatiyat take into account any changes in
fluid properties. Besides that, in the past several reseesdtave proposed different constants for the
Euler equation, which they claimed to give better resultst tRese reasons, the difference between
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Figure 6.13: Gas mass fractions results

the Ergun and Tallmadge equation is revisited. For this gegghe Ergun equation is written as

Ap A 1—¢¢ pu?
—(=4B L 6.3
L (Re+ > & Dy’ (6-3)

where in the original Ergun equatidn= 150 andB = 1.75. Macdonald et al1[45] tested this equation
against several sets of experimental data and modified tistarttsA andB to A= 180 andB = 1.8—-4
where the exact value & is dependent on how smooth the particles are. To investibatafluence

of the different pressure models on the overall pressurp dsowell as to investigate the difference
between mixture and two-fluid models, the mixture presstadignt has been computed based on the
results for the two-fluid model. For this purpose first the toni@ density,pr,, and mixture velocity,
Um, were determined by

Pm = EgUg + &1L (6.4)
Uy, — 29Pgt FEPIU (6.5)
Pm

pm anduy, were then substituted into equatiér8. The result of this was then divided by the pressure
gradient as was computed by the two-fluid model. The regufinressure gradient for mixture models
for the original Ergun equation, the Ergun equation with thedification proposed by Macdonald
et al. [L49 and the modification proposed by Tallmadd@?] is shown in figures.14. For the param-
eterB for the Macdonald modification the vallge= 1.8 was used, corresponding to smooth pellets.
In this figure the gradients are divided by the gradient asprded by the two-fluid model, a pressure
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gradient ratio higher than 1 means that a higher pressupeisiachieved.
First of all it is evident that original Ergun equation as k& the modification proposed by Macdon-
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Figure 6.14: Pressure gradient ratio for several mixture pressure diagefs

ald et al. 149 result in very much higher pressure gradients than theneida proposed by Tallmadge
[122). Especially when the gas temperature approaches its niaxjrthe Tallmadge equation gives
a pressure gradient which is at least a factor 2 lower. Alswshs that the Macdonald modification
results in higher pressure gradients than the original iEgguation. Note that in this plot smooth
pellets were assumed. For less smooth pellets the vallgvi@muld increase resulting in even higher
gradients.

The second point that becomes clear from this plot is thahedture models give a higher pressure
gradient than the two-fluid model except for a small regicsuad L/D= 1.75. Only in the region
where the temperature reaches the boiling point for thetiim& is the ratio lower than unity.

The reason for this difference can be explained with figéré2 and6.15 The latter shows the gas
and liquid phase velocity as computed by the two-fluid modeéddd by the mixture velocityuy,
determined by equatio@.5. From the result 1 is subtracted to enhance the readabitiyies below
zero indicate a velocity less than the mixture velocity aatli®s above zero indicate values higher
than the mixture velocity.

The relative gas velocity in figur@.15is about 0.17 beyontl/D = 3, which means that it is about
17% higher than the mixture velocity. As can be seen, in tliegidhe catalyst bed where liquid is
present the difference between the gas velocity and theumaixtelocity is very large. The relative
liquid velocity is about -0.92 or 92% lower tham,. As is shown in figures.12 there is still a small
amount of liquid left in the catalyst bed. Consequentlyt phrthe pressure gradient is due to the
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Figure 6.15: Gas and liquid velocity relative to the mixture velocity

(higher tharuy,) gas velocity and part due to the (lower thag) liquid velocity.
About 90% of the total mass transfer between the gas andllipjuse takes place in a very narrow
section of the catalyst bed: for the current simulation &.i& < L/D < 2 as is shown in figuré.16
The solid line in this figure indicates the cumulative maasdfer as a function of the distance to the
injector. Only a small amount, less than 5%, takes place dmtvihe inlet and L/B= 1.75. Also
shown is the relative contribution of decomposition, maasdfer due to formation of oxygen dur-
ing decomposition of the liquid phase, and evaporation.pBkation accounts for the majority of the
mass transfer: about 90%. It should be noted that despignglihe major mode of mass transfer, it
becomes important only after the liquid approaches théngpfoint. This is shown in figur6.17, in
which the ratio is shown of the cumulative decompositiorhttbtal mass transfer and the cumulative
total mass transfer. This plot supports the argument gieeieethat decompaosition is responsible for
the mass transfer close to the inlet.

Based on these plots three regions can be distinguisheatkitis catalyst bed. These are:

e pre-boiling region: from the injector to the point where tlyiid reaches the boiling point for
the first time,

e rapid conversion region: from the point where the liquidctess the boiling point for the first
time to the point where the gas volume fraction is more th88,0.

e dry-out region: from the point where the gas volume fract®omore than 0.99 to the outlet.
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Figure 6.16: Cumulative relative mass transfer
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Figure 6.17: Relative contribution of decomposition to mass transfer

In the pre-boiling region decomposition accounts for mddhe mass transfer between the gas and
liquid, but accounts for only a small fraction of the total saaransfer in the catalyst bed. Despite
that, the gas volume fraction increases significantly. &nrdpid conversion region about 90% of the
total mass transfer takes place mainly by means of evaparafihis is also the region where there is
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the largest liquid temperature increase and where the dasyedraction becomes nearly unity. The
dry-out region is characterised by a significant increasgamtemperature and only a small amount
of mass transfer.

The three regions identified above can also be identifiedemvibrks by Zhou and Hittd1] and Pasini

et al. [64]. The results presented by Zhou and H@&tJ also show a very rapid increase in temperature
from well below the boiling point to a temperature far above HHowever, any information on the
gas and liquid volume fractions cannot be obtained fronr timeidel. Also the relative contribution
of each transfer mode cannot be obtained. The results peesby Pasini et al.g4] show a gradual
increase in temperature and an almost linear variationdgagure drop. Similar to the work of Zhou
and Hitt, no information is available on volume fractionshid shows once more the advantages of
the two-fluid model.

6.3 Sensitivity Analysis of Arrhenius Parameters and Intefacial Area

In section3.1values have been selected that are believed to be mostleudgBrrhenius parameters
for the different modes of decomposition. An interfaciad@model has been introduced in secdoh

to estimated the surface area between the different phBs#is.have in common that the actual val-
ues are highly uncertain. In both cases it was thereforeiored that a sensitivity analysis would be
performed to assess the impact of variations in these valudise catalyst bed performance.

6.3.1 \Variations in Arrhenius parameters

In section3.1the Arrhenius parameters have been introduced. It was stimatithe values used for
these parameters by different researchers vary many avfleragnitude. In this work a set of values
has been chosen which are believed to give a representasaiption of the catalyst activity. To
investigate how sensitive the choice of these values arbeowverall catalyst bed performance, each
Arrhenius parameter is varied parametrically.
From sectior6.2 it has become clear that most of the liquid to gas convers&ast place in a very
small region of the catalyst bed. The change of this locdtiorarying Arrhenius parameters for lig-
uid decomposition is shown in figu&18 The difference in Arrhenius parameter and corresponding
change in location is expressed in fractions of the normialeyavhere the normal value is obtained
for Arrhenius parameters as listed in tabBe2and3.3. Note that a negative value for the conversion
location means that this location moves upstream towagrdmjbctor. The plot is the result of several
simulations where for each simulation just one of the patarsds varied while keeping the other
parameters at their initial value.

From the plot it becomes immediately clear that the locatibrapid conversion is very sensitive
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Figure 6.18: Change in rapid conversion location for changing Arrhemasameters for the liquid
phase

to the activation energy for liquid catalytic decompositidt is also sensitive to the pre-exponential
factor for liquid catalytic decomposition, but not to thereaextent. This is to be expected as the
reaction rate is exponentially dependent on the activatimergy, see equatiorss17and3.28 The
location of rapid conversion is also sensitive to the atitveenergy for liquid thermal decomposition,
but only if its value is low enough. No dependency fgrfor liquid thermal decomposition is shown
for the range of values that have been investigated. Thisgiat the location of rapid conversion is
determined by liquid catalytic decomposition and that, asrglifying assumption, thermal decom-
position of the liquid phase can be neglected without inftirgg the results.

Figure 6.13 shows the mass fractions in the gas phase. To study the effetianging Arrhenius
parameters the change in location of the maximum massdrafidr gaseous peroxide is used as well
as the point where the peroxide mass fraction drops belo &ft@r the peak. These two points are
related to the temperature profile of the gas phase, ploiteguire6.11 The location of the maximum
gaseous peroxide mass fraction is the same as the locatiere we rapid conversion from liquid to
gas takes place. At this location the gas temperature yapidinges to a value equal to the boiling
temperature of the liquid. Note that at this point the sirtadagas is very close to the simulated
liquid temperature. After this point the simulated liquedrtperature stays practically constant while
the simulated gas temperature sharply increases to abbtito®&s maximum value at L/B= 2.5.

At this point most of the gaseous peroxide is consumed byrdposition and the gas mass fraction
for hydrogen peroxide has dropped to about 0.02. Furthendtveam the gas temperature increases
gradually until it has reached its maximum adiabatic deausitjpn temperature.
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For changing Arrhenius parameters for the liquid phase hla@ge in location of the maximum mass
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Figure 6.19: Change in location 0fyn,0, = 0.02 for changing Arrhenius parameters for the liquid
phase

fraction for peroxide was found to be exactly the same asdhé¢he location of rapid conversion,
shown in figure6.18 and therefore not plotted separately. The effect on thditotaf the point for
Yg.H,0, = 0.02 is shown in figuré.19 Although the figure shows a similar pattern to fig6r&é8the
change in location ofyH,0, = 0.02 is slightly less sensitive to changing Arrhenius paramsetfor
higher reaction rates the distance between the maximunxiperanass fraction an¥y,o0, = 0.02
becomes larger. The reason for this is that at higher reacdi®s a smaller amount of peroxide evap-
orates. This results in a decrease in concentration forogaseydrogen peroxide, which reduces the
reaction rates of gaseous decomposition: both for catadytd thermal decomposition. The fact that
there is a difference between the plotsYpfi,0, = 0.02 and the rapid conversion location indicates
that the length over which gaseous hydrogen peroxide igptehanges for different liquid Arrhenius
parameters. In other words, the liquid Arrhenius pararsedtso affect the decomposition process in
the gas phase. This is due to the amount of liquid peroxideighevaporating. For lower activation
energies and higher pre-exponential factors, more pezagidecomposed instead of evaporated. The
peak mass fraction of gaseous peroxide is thus lower andceqaestly requires less time to decom-
pose.

The location ofYgH,0, = 0.02 is also dependent on the Arrhenius parameters of the gae piihis

is shown in figures.20. As for the liquid phase, catalytic decomposition is resiole for the largest
changes in location, however, thermal decompaosition pdagsre important role than in the liquid
phase and catalytic decomposition is slightly less semsiti changes in Arrhenius parameters. It is
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to be expected that thermal decomposition becomes mordmeatdor higher peroxide inlet concen-
tration as the resulting gas temperature will be higheraseefigureA.6 in appendixA.
Finally, the influence of changing Arrhenius parametersctaalytic decomposition on the pressure
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Figure 6.20: Change in location o¥yn,0, = 0.02 for changing Arrhenius parameters for the gas
phase

drop in the bed is shown in figu&21 For liquid catalytic decomposition the shape is similatite
inverted shape shown in figufel1l8 As the gas phase is dominating in contributing to the pressu
drop over the bed, a change in location of rapid conversianédiately results in a similar change
in pressure drop. The sensitivity of catalytic decompositin the gas phase is much less, but still
present. The reason for this is that for higher reactiorsrtite gas temperature is higher closer to the
injector. Consequently, a larger part of the catalyst bgueegnces a high gas temperature and thus
high gas velocity, which results in a higher pressure gradie

This sensitivity analysis shows that the state inside th&lyst bed is highly sensitive to the choice
of Arrhenius parameters, primarily those for catalytic @eposition but for liquid catalytic decom-
position in particular. However, as has been pointed oueatien 3.1 several researchers have used
Arrhenius parameters with units that are not consistenasé&tvalues that have been reported do not
mention the number of active sites present on the catalyirugonsideration. A difference in manu-
facturing conditions can lead to a difference in number ¢i’acsites, which then results in different
values for Arrhenius parameters. The universality of mltad values of Arrhenius parameters is thus
questionable.
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Figure 6.21: Change in pressure drop for changing Arrhenius parametecsafalytic decomposition

6.3.2 Variations in interfacial area

In section4.1 an interfacial area model was developed. In this model it agssimed that the total
catalytic surface area is made up by the surface area of lineliggal part only, so neglecting the ends
of each particle, and that the part of the pellet in contath wach fluid is dependent on the relative
amount of each fluid present in the catalyst bed. This subseiivestigates the influence of these
assumptions on the catalyst bed performance. Note thatdadithensions of the pellets used during
experimental validation, i.®, = 3.22mmandL , = 3.35mm taking into account the ends of the pel-
lets would result in a total catalytic surface area that m&ld8% higher than the assumed value.
Figure6.22shows the change in rapid conversion location as a funcfi@cbange in total catalytic
surface area, designated Ag:, Ag andAg). Note thatAsg = At — Agl, SO If A decreases withx
percent,Asg Will increase by the same amount. In the figure the lineAgris on top of the line for
Aiot- As was shown in figuré.17 decompaosition accounts for almost all of the mass transféhe
pre-boiling region. From equatidh28can be seen that a change in catalytic surface area resalts in
corresponding change in reaction rate and thus in the totafithe rapid conversion area. Note that
from a catalytic decomposition point of view a changeip has the same effect as a changédn
Also shown in the figure is that there is no relation betweenldcation of rapid conversion amg

as could be expected.

The change in location where the gas temperature reache®bB8mdiabatic decomposition tem-
perature, denoted &8ss, is shown in figure.23 It shows largely the same behaviour as in figbuz2

In contrast with figures.22, for increasingAq the location ofTgs moves closer towards the injector.
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Figure 6.22: Change in rapid conversion location for changing intedaareas

A larger gas-liquid surface area results in higher evapmratates and thus higher higher gaseous
peroxide mass fractions closer to the injector. However,dbpendency is very weak and this sug-
gests that the imbalance between the phases rather thameffagial area is driving the evaporation.
Comparing figure$.22 and6.23reveals that most of the change in locationTef is caused by the
change in rapid conversion location. The additional chasgirectly related to the change Ay, .

In the previous section it was explained that the locatiohen&Yy 1,0, reaches its maximum value
and a value of 0.02 give a good indication of the state of tha&lyst bed in the dry-out region. The
change in these locations for varyifg, andAg shows the same behaviour as shown in figu&2
Both locations vary with the same amount and in the same wag @ihange in surface area Afy
andAg as shown in the plot. However, a changeéinresults in a different behaviour of the locations
for Ygn,0, = max andYgH,0, = 0.02 as is shown in figuré.24 The location forYgH,o0, = max
varies in exactly the same way as the rapid conversion tmtati figure6.22 however, the location
for Ygn,0, = 0.02 does not. For smallek the location ofYyH,0, = 0.02 moves away from the
injector, but not as much as the location ¥gf,0, = max. This means that the part of the catalyst
bed where hydrogen peroxide is present in gaseous formatagéor decreasindy. For an increase
in Ag| the part of the catalyst bed where hydrogen peroxide is ptésgaseous form increases. The
reason for this behaviour is that a decreas&sjmesults in an increase Mg This means that the total
surface area at which gaseous peroxide can catalyticatigndpeose increases. From equat®a8it
can be seen that this results in an increase in reaction mdtéhas hydrogen peroxide is consumed
faster. Note that the sensitivity of the location ¥g,0, = 0.02 for a change iR is the same as the
sensitivity of Tgs as shown in figuré.23
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Figure 6.23: Change inlgs location for changing interfacial areas

In figure 6.16it was shown how much of the interphase mass transfer wagsa@dnysdecomposition
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Figure 6.24: Change i n,0, = maxandYgyn,o0, = 0.02 location for changing\s

and evaporation. The change in the contribution from deasitipn for changing surface area is

shown in figureb.25 Here the change is taken at the outlet of the catalyst beglfiiidt observation is
that the points are scattered and do not lie on a line. Themdas this can be found in the fluctuating
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evaporation rates as was explained at the beginning obseitl. A least squares analysis has been
performed which is shown in the plot as well. In general, faréasing surface area the contribu-
tion from decomposition decreases indicating that thecimee in mass transfer due to evaporation is
stronger than the mass transfer due to decomposition. Hawalso note that although the surface
area varies from -50% to +50%, the contribution from decasitip;m changes by about 5% at maxi-
mum.

From the sensitivity analysis on the interfacial area it banconcluded that the conditions in the

A% change in mass transfer contribution [-]
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Figure 6.25: Change in mass transfer contribution for changing intéafareas

catalyst bed are particularly sensitive to change&dnandAg;. Changes if; result in a change the
location of rapid conversion. The corresponding chang&sdrand the locations fovgh,0, = max
andYgH,0, = 0.02 change with the same amount. In principle the total catadyirface area inside
the catalyst bed should be relatively easy to determinetethniques such as X-ray tomography with
the p-vis facility of the University of Southamptorifi§. Information aboutAs are harder to obtain,
but very important at the same time as has been shown in thigsss Hardly any sensitivity has
been found to changes Ay. This is due to the fact that evaporation is driven due to equiibrium
between the phases rather than due to equilibrium conditibthe interface.



Chapter 7

Conclusions and Recommendations

The final chapter of this thesis summarises the main resultaehievements, presented in seciiah
and gives recommendations for future research, see sac8on

7.1 A Summary of Results

In the first chapter a short history of the use of highly cotiedad hydrogen peroxide has been given.
Reasons were given why, after extensive use in the early ofagpace flight, it was gradually re-
placed by other propellants. A toxicity analysis showed Hyalrogen peroxide is far less toxic than
currently used propellants and that this is one of the resaadny there is a renewed interest in alterna-
tives, so called green propellants, of which hydrogen gdeis an example. The heritage of the use
of peroxide has also resulted in a large part of the space comntyrbeing negatively biased towards
it. The main reservations towards peroxide have been disdudt was argued that most arguments
against the use of peroxide stem from accidents from a pémi@chich the knowledge of peroxide
was limited and that current advances in technology and ledge allow safe handling and operation
of highly concentrated hydrogen peroxide. It has been éuréxplained that toxicity concerns and
the recent change in legislation with respect to currerglydupropellants have resulted into renewed
interest into, amongst others, hydrogen peroxide. The GR@Sject was introduced which has been
initiated to give an impulse to this research. This work stérom it.

Chapter2 started with a qualitative description of the processestglace in the catalyst bed. Based
on this description a suitable model description was lodkedIt has been argued that the basic as-
sumptions to employ a mixture model (hydrodynamic and tleelynamic equilibrium) are violated
and that a lot of quantitative information is lost with sucbdels and that therefore two-fluid models
are favourable. The various possibilities for two-fluid ralsdwere discussed. The Eulerian descrip-
tion was found to be most suitable despite the problemsngrisom very small volume fractions in
certain parts of the catalyst bed. The available literaturéydrogen peroxide thruster modelling has
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been analysed from which it has become clear that mixtureeladthve been used until now. The
basic equations of the Eulerian two-fluid model were thersgmeed in the most general form. To
model the presence of catalyst material inside the catbaia model has been presented describing
the void fraction distribution as a function of the size o ttatalyst bed and size and shape of the
catalyst pellets.

The source terms, appearing in the equations presentedjer, have been discussed in chafer
For each source a literature review has been presented aitdlaes model has been selected. Several
reaction mechanisms for the decomposition of hydrogenxmiedhave been discussed. It has been
shown that there is one rate determining step that thereftows the modelling of decomposition of
peroxide with a single reaction equation. It has also beewstihat in the literature there is a wide
spread of values of the Arrhenius parameters.

For evaporation a number of basic single component and eoaifponent droplet evaporation mod-
els have been reviewed. A multicomponent evaporation micaelbeen selected that calculates the
evaporation rate of individual components and is computatly efficient. Finally, a model has been
presented to describe the momentum exchange between tthe dilndl the catalyst material. It has
been argued that the Tallmadge equation rather than the Eaquations should be used as a basis for
the model.

In chapter4 the complete model as described in cha@dras been simplified to make numerical
implementation possible with reasonable effort, whilegiag the required level of detail. For this
purpose first a simple interfacial area model has been deeland presented based on the Eucledian
shape of catalyst pellets. A dimensional analysis has bedormed to justify the simplifications of
the model. The calculation procedure for the mass and voftawgons is such that a lower bound of
zero and an upper bound of unity is guaranteed. Then theetiismiion scheme has been discussed,
where those elements that deviate from standard textbaokd-® were highlighted.

A model with no spatial discretisation has been presentadhapters. The aim of this model is to
investigate the pressure drop over the catalyst bed an@dher$ influencing this. It has been shown
that the choice for the Tallmadge equation instead of thefEsguation as the basis for the pressure
drop model results in better predications. It was also shinahthe actual distribution of the liquid in
the catalyst bed greatly influences the pressure drop exmed in the part of the catalyst bed where
both gas and liquid are present. However, as the pressupeirdthe latter part of the catalyst bed,
where only gas is present, is much larger, the overall effettte liquid distribution is minimal.

The influence of the pellet shape and size on the pressureadrbped length have been investigated.
It has been shown that for disk-shaped pellets with a dian@tength ratio larger than 2, cylindrical
pellets results always in a lower pressure drop for a givehléegth. It has been demonstrated that
this result is independent of the inlet mass flux and of tha&diggolume fraction distribution.

A limitation of the results from the adjusted model is thatighvoid fraction variations have not been
taken into consideration. It has been shown that espedaliypherical pellets these radial variations
are significant; even for large bed to pellet diameter ratias cylindrical pellets the radial variation
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in void fraction was found in general to be less and only cafito a narrow region near the wall for
large diameter ratios. It has been argued that, for larganelier ratios, the average void fraction is a
representative figure and thus that the map with diameteagpelct ratio is reliable.

A one-dimensional solution to the equations presented aptelns2, 3 and4 has been presented in
chapter6. Good agreement as found between the prediction of the muddeease in temperature
and gas volume fraction and experimental data. Howevertetimperature and pressure profile can
be improved. Overall a reasonable agreement between siomdand experimental data was found.
It has been shown that the lack of a thermal description ot#talyst material in the current model
causes a large difference between the simulated and mdasunperature in the upstream region of
the catalyst where gas and liquid are both present. Howthese differences are not present in the
region of the catalyst bed dominated by the gas phase.

It has been shown that a two-fluid model gives a much morebteliestimation of the pressure drop
over the catalyst bed than a simple mixture model. It haslasm shown that a two-fluid formula-
tion in general reveals features in the catalyst bed that@treeproducible by mixture models due to
the lack of a description of interphase energy transpodmia sensitivity analysis on the Arrhenius
parameters it has become clear that catalytic decomposito the liquid phase in particular, is the
most important mode of decomposition. The sensitivity ysialon the interfacial area has shown that
changes in gas-liquid surface area have hardly any effectalthe fact that evaporation is driven due
to non-equilibrium between the phases rather than due fitikrgqum conditions at the interface. The
other interfacial areas have a much larger influence on #ie stside the catalyst bed. Of particular
concern is the determination of the solid-liquid and sgjat interfacial area as it has a large influence
on the performance in the catalyst, but is very difficult ttedaine with either a model or experimen-
tally.

Finally, it has been shown that the catalyst bed can be sidedivinto three regions: pre-boiling
region, rapid conversion region and dry-out region. Thehmiing region is characterised by a rel-
atively large increase in gas volume fraction driven by degosition in the liquid phase, but hardly
any mass transfer. The rapid conversion region is charseteby a large increase in gas volume
fraction to almost unity and a high liquid to gas mass congarsate, primarily caused by evapora-
tion. The dry-out phase is characterised by a small amountasfs transfer at a sharply increasing
gas temperature. Most of the conversion is achieved by extpn. These three regions can also be
identified in the works of other researchers, but have nexenlidentified as such.

7.2 Contributions

In this thesis several novel approaches have been usedddigheon unknown aspects. They are
summarised in arbitrary order below:



124 Conclusions and Recommendations

e A multicomponent two-fluid model including mass, momenturd anergy transfer in a packed
bed has been developed and applied to a hydrogen peroxidd bmsket motor. This requires
the use of a multicomponent evaporation model and a deiseript the decomposition process
in the liquid as well as in the gas phase. Compared to othereladess empirical constants
are required while giving a better match with experimentthd The current implementation
of the model is in one dimension only, however, it could ey easily be extended to higher
dimensions. Such a tool would not only be valuable for sitimtadecomposing hydrogen
peroxide in a packed bed, but also in many other fields suchemical reactor engineering in
general or nuclear safety analyses.

e Asimple interfacial area model has been developed to destthe gas-liquid, solid-liquid and
solid-gas interfacial area. No such models are availabtaenliterature. The present model
could be further extended to give a physically more accudageription.

e A pressure drop model has been introduced suited for the fluass typically encountered in
peroxide based rocket engines. Consequently, the estrpatssure drop gives a much better
match with experimental data compared to traditionallydusethods.

e The influence of the pellet shape and size has been investigaéhis has revealed that catalyst
beds with cylindrical pellets with a pellet diameter to ldngs larger than 2 perform better
than spherical pellets, where the improved performanceemsored in terms of pressure drop
and required length to achieve complete decompositiony §ptherical and cylindrical pellets
have been investigated, however, the model could be eafjilgtad to include different pellet
shapes.

¢ It has been shown that the catalyst bed can be subdividethiei® regions, each with distinctive
features. The significance of this is that based on theserémathe catalyst bed could be
optimised with different solutions in each region such agpfellet shape and size, catalyst bed
diameter of even catalyst material.

7.3 Directions for Future Research

Although the research associated with this PhD has come émdnthe research into modelling of
chemically reacting multicomponent multiphase flows inkgatbeds is far from finished. Many dif-
ferent aspects could be researched, ranging from fundaineatction modelling to optimisation of
pellet size and distribution. Below a couple of possibleeagsh directions are given that are felt to be
the most important based on experience gained over thedagtecof years. It should be kept in mind
that, although these recommendations are mentioned imttiext of hydrogen peroxide based rocket
motors, they could easily be applied to other fields of stughsas was mentioned in sectiré.

A very simple interfacial area model was developed in sactid and employed in chapteEsand6.
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It has been shown that especially the modelling of the sgdisland solid-liquid interfacial area is im-
portant. It has been mentioned that several descriptiotisedhterfacial area of two-phase flows are
described in the literature, but no models are availablephetict the interfacial area of multiphase
flows in packed beds. Ishii and Hibikb(] provide a derivation of their gas-liquid interfacial area
model. This could be used as a basis to derive one that takeadoount the presence of a solid.

In section6.1 it has shown that the inclusion of a thermal model of the gatahaterial is impor-
tant for an accurate prediction of the temperature of theldlim the first part of the catalyst bed.
Oehmichen et al.g4] have shown that the formation of bubbles in general affégwoverall reaction
rate of decomposition and heat transfer and is dependenthahwart of the catalyst material that
is in contact with highly concentrated peroxide and which @ain contact with the gas. Satterfield
and Audibert 147] showed that there is a resemblance between catalytic degition in the liquid
phase and the heat transfer during nucleate and film boilihgs could be further exploited and could
possibly be an alternative for a three-phase interfaced anodel as mentioned in the previous para-
graph.

In section5.5it was shown that the void fraction varies radially with ttedadyst bed. It was shown in
section5.4 that different void fractions give rise to different veltes and consequently to different
pressure gradients. It can thus be expected that reacties vary radially as well. On top of that,
non-adiabatic catalyst walls will result in a temperaturadgent over the radius of the catalyst bed as
well. To understand these phenomena the model as presartbdter2 should be solved in at least
a two dimensions, with a non-adiabatic wall boundary cooalit

It has become clear in secti@l that Arrhenius parameters for catalyst material for hydrogerox-
ide are not widely available and that the values that ardadtaiare not in agreement with each other.
However, in sectior.3it was shown that an accurate and consistent descripticecisssary to avoid
the need of validating and tuning the model for each new ysttal'his is especially the case for the
Arrhenius parameters describing liquid catalytic decositfmn. One possibility would be to devise
a protocol or use an existing one to determine the Arrhersuameters and build up a database with
all possible catalysts for hydrogen peroxide. This wouklihein a consistent set of values and could
also give directions to further improvements in the desigthmanufacturing of catalyst pellets.
There are many options to improve the current model. Howéveanyone wishing to continue with
this, it is strongly advised to take the following path instloirder:

¢ Include a description of the thermal mass of the catalydepak well as the heat transfer
between the pellets and the fluids. Due to thermal condtictfithe pellets it is expected that
heat is transported from the hot gas region to the cool iafegegion. This will result in a better
match between simulated results and experimental datziafipen the two-phase flow part
of the catalyst bed. It will also stabilise the fluctuationghe liquid temperature at the boiling
point and the resulting fluctuations in the gas temperatutbd dry-out region.

e Extend the model to at least two dimensions in cylindricadrdinates. As has been shown
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in section5.5 there is a strong variation in void fraction in radial diieat This results in
velocity gradients in radial directions and consequentlyeiaction rates, gas volume fraction
distribution, pressure drop, gas and liquid temperatutesEhis will also give the possibility
to study channeling; a phenomenon well known in packed beds.

¢ Include normal stress effect. It is expected that espgadialihe region with large fluid acceler-
ations this will play a significant effect.
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Conversions

A.1 Conversion Constants

ltorr~1mmHg = 133.32237 Pa
1 psia = 6895 Pa

1 atm = 101325 Pa

1 bar = 110 Pa

1 cal = 41841

Note that the difference betweetotr and InmHgis less than 5-10-°% and therefore for most
practical applications considered to be the same.

A.2 Conversion Graphs

FiguresA.1, A.2 andA.3 show the relation between mass, mole and volume fractionkgfdad hy-
drogen peroxide. The mass-mole fraction conversion indigut is also valid for gaseous peroxide.
Note that although density is temperature dependent, ih&aily any influence on the conversion.
For a given mass fractiody of componentA the corresponding mole fractioWamg, and volume
fraction, Yay,, are calculated as

Ya/Ma

Yamol = W (A1)
~ Ya/pa
Avol = 7ZiYi/pi . (A.2)

The conversion from mass to mole fractions and vice versaurely done in the models. All other
plots in this section are for illustration purposes only.
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FiguresA.4 andA.5 show the mass and mole fraction relation betwee®4and G. This is valid for

peroxide in the liquid as well as gas phase. Fighu@shows the adiabatic decomposition temperature

for four different inlet temperatures.
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Figure A.1: Mol-mass fraction conversion
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Component Properties

B.1 Molar Masses

component | molar mass|gmol]
H,0, 34.0147
H20 18.0153
O, 31.9988
air 28.97

Table B.1: Molar massesl4§

B.2 Liquid Density

The density of pure liquid hydrogen peroxide and water isperature dependent. For hydrogen
peroxide it is given by149

Pl H,0, = 1597+ 0.0784T; — 0.00197T,2 (B.1)

and for water by 150]

PLH0, = (A+B-Tic+C T +D TL+E T +F-T%)/(1+G-Tic)- 1000 (B.2)

whereT, ¢ is the liquid temperature in degrees Celsius and the caaffigiare given in tablB.2.
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constant value

A 0.9998396

B 18224944 103
C —7.92221.10°°
D —55.44846 10°°
E 149756210 12
F —3932952-10°15
G 18159725103

Table B.2: Constants for the density of water(g

B.3 Freezing Point

liquid temperature[C]

03 04 05 06 07 O
H>0, mass fraction

-60
0

Figure B.1: Freezing point as a function of peroxide concentratibbil]

B.4 Specific Heat and Enthalpies

The specific heat id mol-1K 1 for hydrogen peroxide vapour, water, steam and oxygen &ngdy
a polynomial of the form

E
cp:A+B-t+C-t2+D-t3+t—2, (B.3)

wheret = T, /1000. The values for the constants are given in t&bebelow. For liquid hydrogen
peroxide and air the specific heat is given by a constantaddeR.3.
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component| ¢, [Jmol-tK=1]
H,0.(1) | 89.377 157
air 29.086

Table B.3: Specific heat at constant pressure for liquid hydrogen péedt53 and air

The specific enthalpy can be found by integrating the speledat over the temperature. Applying
this to equatiorB.3 and using a reference temperature of 298.15K gives

T 1 1
ha:/ CpdT =A-t+ B2+ >
2

1 E
Ct34+-D-t*——+F B.4
9815 2 3 +4 t +h (B.4)

whereHy is in kI mol1.

constant | H,O2(g) H>O(1) H2O(g) | O2(T <700K) | Ox(T > 700K)
A 34.25667 | -203.606 | 30.09200 31.32234 30.03235
B 55.18445| 1523.29 | 6.832514 -20.23531 8.772972
C -35.15443| -3196.413| 6.7934535| 57.86644 -3.988133
D 9.087440| 2474.455| -2.534480| -36.50624 0.788313
E -0.422157| 3.855326 | 0.082139 -0.007374 -0.741599
F -13.8034 | 29.2826 | -9.0546 -8.903471 -11.32468

Table B.4: Specific heat constant$48§

B.5 Latent Heat

The latent heat for both hydrogen peroxide and water is difumof temperature and can be approx-
imated by the Watson equatiohd4]:

1-T\*
AH¢g = AH¢gT, <ﬁ> . (B.5)
- r

In this equatioMHigT, is the latent heat at the normal boiling point as given inddhb, T, the
reduced temperature aflgl the reduced normal boiling point. The reduced temperatudefined as:

T

T =—.
r TC

(B.6)

Tc is the critical temperature and together with normal bgilioint is given in tabld3.5[18].
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The parameteq can be calculated according to Fishtine b$4]

0.30 for Tpr < 0.57
gq= 4 0.740T,, — 0.116 for Q57 < T <071 (B.7)
0.41 for Tor > 0.71

species| AHgg [JmolY] | Ty [K] | Tc[K]
H->0, 4296968 426305 | 7395
H>O 40706136 37315 | 6473

Table B.5: Latent heat propertied g

B.6 Vapour Pressure

The vapour pressure in mmHg of pure hydrogen peroxide arelyater as a function of the temper-
ature of the liquid is generally given by the following rédat

B
|oglopvap=A+ﬁ+c.|ong.+D.T|+E-T|2+F-T|3+G-TI4. (B.8)

The values for the constants are given in tablé

constant | H,O» (T < 36315K) H->0, (T > 36315K) H-O

A 24.8436 38.8572 19.389127

B -3511.54 -3627.72 -2861.9133

C -4.61453 -11.2133 -3.2418662

D —3.60245 103 4.74132.10°3 —1.0799994 104
E —7.7342310°° 0 —7.918928910°°
F 1.78355 1078 0 154117741078
G —2.27008 1013 0 —8.1926991 10 12

Table B.6: Vapour pressure constantsd]
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B.7 Activity Coefficients

The activity coefficient for both hydrogen peroxide and waexpressed in terms of the liquid mole
fraction and Redlich-Kister parametedsp]. For hydrogen peroxide it is

2
Y0, = Xﬁ;—Tf - [Bo(Ti) + Ba(Ti) - (3~ 4x1,0) + Ba(Ti) - (1~ 2x4,0)(5 — 6x,0) + Ba(T))  (B-9)

- (1= 244,0)%(7 — 8X,0)]

and for water

1 —
INYi,0 = =22 - [Bo(Ti) + Ba(Ti) - (1 — 4X1,0) + Ba(Ti) - (1 — 24,0 (1 — Bx0)  (B-10)

+B3(Ti) - (1 — 2%4,0)%(1 — 8%i,0)] -

The parameterB; are temperature dependeBt. is given by a Lorentzian function of the form

CiC
By =Co+ 12 < (B.11)
TI(C§+ (T —Cs) )
The parameterB, andBgz are described by sigmoid function of the form
A Cyi

Bp consists of 4 different regions. For temperatures betwé&hl180 and 317.636 K the curve is
described by a Lorentzian function of the same form as giweaquationB.11 For temperatures
between 348.222 and 391.463 K the curve takes the form ofcademrder polynomial:

Bo=Po+PiT) + P2T|2. (B.13)

For temperatures between 317.636 and 348.2R3 I§ the average of the Lorentzian curve given by
equationB.11 and the second order polynomial given by equaBob3. And finally, for temperature
above 391.463 up to 433.150H is a constant with a value &, = —6129613. All the coefficients
mentioned in equation®.11to B.13are given in tabld3.7 below together with the temperature range
over which they are applicable.
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parameter | temperature range | curve type constants

Bo 273.150 - 317.636 K Lorentzian Co = —9998830
Cy = —2499584
C, =8.261924
C3 = 3274487

317.636 - 348.222 K average of above LorentzianPy = 1741834
and 2nd order polynomial | P =—-1099125
P, =0.1663847

348.222 - 391.463 K 2nd order polynomial P, = —6110401
P = 28.08669
P, = —0.03587408
391.463 - 433.150 K constant Bop=—-6129613
B 273.150 - 433.150 K Lorentzian Co=1267385
C1 = —2558776
C, =1233364
C3 =3431050
B. 273.150 - 433.150 K sigmoid Co2=63.18354

Ci2=—1499278
Co2 =0.4745954
C32,=3481642
Bs 273.150 - 433.150 K sigmoid Co3 =5942228
Ciz=—1992644
Co3=0.8321514
C33=3462121

Table B.7: Coefficients for the Redlich-Kister parametetsj[
B.8 Boiling Diagrams

The boiling diagrams as shown in figurBs2, B.3 andB.4 are constructed based on equations for
vapour pressure and activity coefficients as describedeabgithough the boiling temperature for
hydrogen peroxide for any concentration at atmospherisguire can easily be obtained from the
literature, boiling diagrams, particularly at elevatedgsures, are not available. Based in the research
by Manatt and Manattl[8] several boiling diagrams have been constructed at higjlaer atmospheric
pressures. These plots are for illustration purposes only.
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boiling point
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Figure B.2: Boiling diagram for hydrogen peroxide at 5 bar
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Figure B.3: Boiling diagram for hydrogen peroxide at 10 bar
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Figure B.4: Boiling diagram for hydrogen peroxide at 15 bar
B.9 Explosive Region

The construction of the explosive region is based on the mlatsented by Satterfield et al.7. The
limiting vapour concentration is summarised in taBl&. Note that ignition limits are only deter-
mined for pressures for which the limit has been determinge@mentally and that these are lower
than typically lower than experienced in typical thrustetatyst beds. These plots are for illustration
purposes only.

pressure [bar] | limit [mol%)]
15 22.65
2.0 21.20
3.0 20.70
5.0 20.70

Table B.8: Vapour ignition limits
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Figure B.5: Explosive region for hydrogen peroxide at p
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Figure B.6: Explosive region for hydrogen peroxide at p
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Figure B.7: Explosive region for hydrogen peroxide at p
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Figure B.8: Explosive region for hydrogen peroxide at p
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Void Fraction Profiles by Bey and
Eigenberger

C.1 Spherical Pellets

Describing the void fraction profiles starts with definingamrdimensional radial coordinatéby

r'= -1 (C.DH

Mmin

whereDy, is the bed diameter amgi, the reference value for the radius and defined as

rmin = 0.5 (Db— /(Db Dpo)? - D%S> . (C.2)

HereD, is the diameter of the sphere. The radial coordinate dividescatalyst bed in two parts:
the part of the catalyst bed in the vicinity of the wall #dr< 0 and the core region far > 0. The
corresponding local void fraction distribution for< 0 is given by

€t Joc = Emin+ (1 — Emin) I’/Z, (C.3)

and forr’ > 0 by

/

r Tt
Ef Joc = €0 (Emin— €0) eXp(—E> COS<BI’/) . (C.49)

The values foremin, andgg are given in tableC.1 below. The constants andc areb = 0.876 and
c=10.
The bed mean void fraction is given by

D
£f mean= 0.375+ 0.34FT. (C.5)
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C.2 Cylindrical Pellets

For cylindrical pellets the void fraction profile is definelbrag similar lines. The non-dimensional
radial coordinate is given by

/ % —r
= -1 C.6
r'=ag D, ; (C.6)
whereag is an empirical factor defined by
D
ap=18-2-P. (C.7)
Dy

The relation for the local void fraction in the vicinity ofdéhwall of the catalyst bed is only different

in the power ofr’

14

€floc = Emin+ (1 —Emin) I . (C.8)

The local void fraction of the core is the same as for sphepeliets, see equatio@.4, with b the
same ana = 2. Values forem, andgg are given in tableC. 1
The bed mean void fraction is given by

D Dps) 2
sf,mean:o.36+o.1ﬁis+o.7<D—T> . (C.9)

HereDpsis the diameter of a sphere with an equivalent volume as tivedeical pellet. EquatiorC.9
is valid for Dps/Dp, < 0.6.

shape | Dp-103[m | Lp-103[m) | €min €0

sphere 4.5 - 0.27 | 0.39
6.3 - 0.24 | 0.39
7.5 - 0.24 | 0.395

9.8 - 0.24 | 041

14 - 0.24 | 041
cylinder 4.5 4.5 0.275| 0.365
6 6 0.275| 0.375

12 12 0.3 | 0.42

6 5-20 0.275| 0.365

Table C.1: Constants for void fraction profiles
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Diffusion and Chemical Reaction inside a
Porous Catalyst by Thiele

The model developed by Thiel8%] considers a chemical reaction taking place on the surféice o
a porous catalyst pellet. The reaction rate of comporedtie to decomposition at the surface is
generally given by

Fa=K'asp[A]Ma, (D.1)

whereas, is the surface area per unit catalyst voluriiia, the molar mass of componeatandk” the
surface reaction rate constant determined by the Arrhamjuationk” = Age™/(ReT), Bird et al. 6]
rewrite equatiorD.1 by assuming the catalyst material is in pellet form with aesfal shape. They
expressa in terms of effective diffusion coefficient and the concatitm of peroxide in the catalyst
particle as a function of the distance to the center of thégbar

1d dg
Dett (2 A

Ere U W) = K*aspCa (D.2)
This equation can be integrated. The boundary conditionthie are[A] = [A], atr =rp, wherer,

is the radius of the pellet, arjé] has a finite value at= 0. This results in

A <r_p) sinh(\/K"asp/Def i) (D.3)
~ \r /sinh(y/K"asp/ Dettrp) '

[Alp

The molar flux across the surface of the catalyst pdjjetan be expressed &4

d[A]
dr

Jp = —4T1TF2)Q)eff (D4)

r=rp
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Substituting equatiod.3 into D.4 gives after rewriting

k// k//
3= 40 pDee[Alp [ 1— | 2Py coth, [ ~Pr ) | (D.5)
Dett Dett

To express the influence of the diffusivity on the molar flowerahe molar flow as expressed in
equationD.5 is compared with the molar flow when it is assumed that thdabai catalytic surface
is exposed directly to the flow with concentrati@,. This theoretical molar flow is expressed as:

4
Jp0 = asp- <§nr3> (—K'[Alp). (D.6)
Dividing equationD.5 by D.6 gives the effectiveness factor.

J 3
neff:—p_

oo~ @(tpcothtp -1, (D.7)

wherey = /K’asp/ Det1r'p, Which is better known as thEhiele modulus

The above equations are derived under the assumption thah#inge in molar volume is negligible
during the decomposition. However, in case of decompasitiohydrogen peroxide in liquid form
into water and oxygen, a liquid is converted into anothariicand a gas. The conversion to a gas will
cause a significant rise in volume. Thiele has shown that ilieeolume increases, the effectiveness
factor will decrease for a given Thiele modul&5].

The Thiele module assumes catalyst pellets with a sphesiegte. Aris 156] has shown that when
the characteristic dimension is taken to be the volume op#tlet over the surface area of the pellet,
ro =Vp/Sp, the effectiveness factaye s+ becomes almost independent of the actual pellet shape. For
non-spherical particles the radiug has to be redefined ag, = 3V, /S, whereV,, is the volume of
the particle ands, the external surface area of the particle. Substituting itito equatiorD.7 the
following relation for the effectiveness factor is obtaine

1
Nett = 57 (3PcOth3p —1), (D.8)

where® = | /k"asp/ Det1(Vp/Sp) and also known as the generalised Thiele modulus.
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Multicomponent Evaporation Model by
Brenn et al.

The total evaporation rate of a multicomponent liquid adouy Brenn et al. 110 is defined as the
sum of the evaporation rate of the individual componentsisugizen by

revap ;mA: _27[; rv,APgDagShalN(1+Bma), (E.1)

where the subscri refers to the gas phase angh is the volume equivalent partial radius. It is a
scaling factor for the surface area of the droplet that cainteepreted as the reduction in surface area
coverage by componeAtdue to the presence of other components at the surface ofdpked It was
experimentally determined thaga = 0.5D, Lpi\/3, whered, is the droplet diameter anfil, the volume
fraction of componenf in the liquid mixture. Note that a negative value for the ltetaaporation rate

denotes evaporatiofdy 4 is the Spalding mass transfer number for comporesnd is defined as

~ Yas—Yao

Bma = . E.2
MA= TN (E.2)

Sh* is the modified Sherwood number. It modifies the Sherwood murtdtake into account the
effect of Stefan flow on the thickness of the boundary layehefdroplet. It is defined as

Sho—2

Shi =2+
A F(Bma)

. (E.3)
The Sherwood numbéihg is calculated with the Frossling correlation

Shg = 2+ 0.55Re%25cY3, (E.4)



146 Appendix E

The functionF (B) in equationE.3is generally given by

07IN(1+B)

F(B)=(1+B) 5 (E.5)
The heat transfer rate of the droplet is given by
N .
h=F = | 222 5 AH¢((To)| E.6
N ro(Ts) (E.6)

wherecy, is the specific heat at constant pressumgthe mass of the droplel,, the temperature of
the gas far away from the droplet surface dpthe temperature of the droplet surfade; 5 is given

by

Bra=(1+Bma)* -1, (E.7)

wherey, is calculated by
=2 E.8
b Cp, Nup Le E8)

Le is the Lewis number calculated (see apperigiandNu}, is the modified Nusselt number, which
is calculated in a similar way as the modified Sherwood number
Nu-—2
Nup =2+ ——. E.9
AT B (&9

The Nusselt numbeu is calculated in the same way as the Sherwood number, sedceqE4,
with the Schmidt number substituted by the Prandtl numbesteNhat an iteration loop between
equation€E.8andE.9is required.
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Dimensionless Numbers

As a reminder, all the non-dimensional numbers used in tlik\wre summarised here. Note that
the non-dimensional numbers are for packed bed, so theatbastic length isD,/(1—¢¢). See
chapter4 for further explanation.

Eckert number — Ec

_ kinetic energy  u?

“~ “heat capacity  c,T (F.1)

Euler number — Eu

static pressure p
u= . = —
dynamic pressure pu?

(F.2)

Damkohler number —Da

There are four Damkodhler numbers generally describingdtie of reaction rate and mass transport.
The form of the Damkohler number is dependent on whethesmiakeat transfer is considered and
whether volumetric or surface reactions is considered.riLimeber are defined as follows:

First Damkdhler number — D3

__ volumetric mass transfer rate ki'[AJIMaDp
~ mass transport by convection pu(1—&¢)

al (F.3)
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Second Damlodhler number —Da,
surface mass transfer rate kxd
a|| = - - = — (F.4)
mass transport by diffusion D
Third Damk ohler number — Day
- volumetric heat transfer rate Kx [AIMAAHD (F5)
'~ heat transport by convection pu(1— €)CpT '
Fourth Damkéhler number —Dayy
surface heat transfer rate  kiAHpd
Day = - = (F.6)
heat transport by conduction kT
Froude number —Fr
body forces Dp
= = F.7
"~ inertia forces u?g(1l—¢4) (F.7)
Lewis number —Le
_ thermal Qiﬁu§iyity: k (F.8)
mass diffusivity  pcpD
Mach number — Ma
flow velocity u
pr— " = F.g
4~ Wave velocity /YRT (F.9)
Nusselt number —Nu
convective heat transfel hrDp (F.10)

"~ Conductive heat transfer (1—ep)k
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Péclet number —Pe

The Péclet number is the ratio of advection and diffusiorep&nding on whether mass or heat is
considered it is called the mass Péclet number of therredlePhumber, respectively. They can be

calculated as )
mass transport by advection  uDp

Pemass= T 2es transport by diffusion (1—&¢)D (F11)
and heat t t by advecti D
_ heat transport by advection puc,Dp
Pethermal = 1ot transport by diffusion (1—&¢)k (F12)
Prandtl number — Pr
_ momentum transport by diffusion cpu (F.13)
"~ thermal thermal transport diffusion Kk '
Reynolds number —Re
. mertla forces: pubD, (F.14)
viscous forces (1—¢g¢)p
Schmidt number —Sc
rate of viscous diffusion vl
= Tate of molecular diffusion pD (F.15)
Sherwood number —Sh
mass diffusion B kmDp (F.16)

~ molecular diffusion (1—g;)D
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Underrelaxation

Although a first-order fully implicit discretisation schens employed, to help stabilise the iterative
process further underrelaxation is applied to all varighiteat are being solved. For the pressure
correction equation this is simply achieved by

p=p‘+wpp, (G.1)

wherewis the underrelaxation factor, a value between 0 and 1. Fottedr variables underrelaxation
is applied as follows. The general algebraic discretisagatgn for an arbitrary variable can be
written as

¢®+Z%wm=8 (G.2)
n

The new value forps at the end of the time stap written asgp, is dependent on the value from the
previous time stenn[;‘l and the solution of equatioB.2, which is not yet underrelaxed and written as
@°". It can be expressed as

W =gh "+ oy (B¢ ). (G.3)

After rewriting this equations the following is obtained

W = (1— o) G5 + wpgp™ (G.4)

Substituting equatios.2 for @5 in equationG.4 gives

= (1 o) o cop— 200 z’;ia”b% (G.5)

This can be rewritten as 1
ap W n1
— @+ ) anpPp=B———ap@ . (G.6)
™2 o
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The advantage of this method is that underrelaxation isegplefore the equation is actually being
solved causing the coefficient matrix to be more diagonadignithant than without underrelaxation.

This helps to stabilise the solution procedure.
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Monte Carlo Simulation for Accuracy
Determination

H.1 Accuracy Analysis Details

To assess the accuracy of the pressure transducer usedidativa of the models discussed in chap-
ters5 and6 a Monte Carlo simulation has been performed. In this appralae uncertainty of the
output of every device involved in acquiring data is addeth&osignal as well as the error caused by
digitising the signal. In each device specification severadr sources are identified and quantified,
however, the exact error is not known: only the boundarigb@grrors are known.

In the current Monte Carlo simulation it is assumed that tttea error can be statistically described
with a uniform distribution around the mean. To the origisiginal a error signal is added of which
the value is determined randomly from a set ranging fferrr : +err], whereerr is the error bound
as found in the device specification. Error signals are addete original signal. The difference
between the final and the original signal indicates how ateuhe measurement is. This approach
is repeated many times. The average of the difference batiteefinal and the original signal is
then determined which gives the accuracy of the measurem&he number of loops for which the
average is determined should be so high that the averagendbeary anymore.

For the pressure measurements four main sources of errertdgn identified: pressure transducer,
power supply, data acquisition system and digitising erfidne pressure transducer, power supply
and data acquisition system have each multiple sourcesafwhich are specified in tablé$.1, H.2
andH.3respectively.

During measurements an input voltagevghu: = 22V was delivered by the power supply to the pres-
sure transducer. The nominal output span of the pressursdaer i8/poyt = 5V for a measurement
range ofPange= 1—20bar resulting in a sensitivity oPsens= 0.2V bar-1. The pressure was measured
with 200Hz The accuracy can now be determined as follows:
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Power supply

The voltage coming from the power supply is the combinatibthe set voltage plus the errors as
specified in tabléd.1. The voltage as experienced by the pressure transducehneabé expressed as

Virms~U(—1,1
vlz<1+vm~U(-1,1)+v1,abS~U(—1,1)+ Mms\/z_o(o )>‘Vinput- (H.1)

The notation oW, x ~ U (—1,1) means that the value W  is multiplied by a random number between
[—1;1] with a uniform probability distribution.

value symbol
device power supply -
make Tenma -
part 72-7245 -
non-linearity 0.01% FS Vi
absolute uncertainty 3mV V1 abs
noise ImV'rms V1rms

Table H.1: Error specification power supply

Pressure transducer

The errors introduced by the pressure transducer are susatian tableH.2. Together with the
uncertainty in the supply voltage this results in a outputage from the pressure transducer that can
be calculated as

V2 - I:’range' I:’sens‘i‘ V2,)\ ~U (_17 1) + (VP,out + FSError) 'V2,therm ~U (_1, 1)
\A (H.2)

+ V2 sens~ U (-1,1),

Vin put

whereF S;ror IS the span error calculated by

FSerror = V2.spanN U (—17 1) 'VP.out- (H-3)

Data acquisition system

An extensive accuracy description is available in the damnpation of the data acquisition sys-
tem [L57]. All the errors are specified in table.3. To determine the output signal from the system
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value symbol
device pressure transducer -
make Gems Sensors & Controls —
part 2200RGB2501F3FA -
span tolerance 1% FS V2 span
non-linearity 0.25% FS Vo
thermal error 1.5% FS V2 therm
input sensitivity error, 0.01% FS/V Vo sens

Table H.2: Error specification pressure transducer

the errors are grouped as gain error, offset error of noisee&ch of these 3 groups the uncertainty is
calculated as

V3,gain = V3,GresN U (_17 1) ‘|‘ATcaI : (VS,GTCON U (_17 1) ‘|‘V3,OTrefcoN U (_17 1)) (H-4)

V3.offset: V3,OresN U (_17 1) ‘|‘ATcaI 'V3,OTcoN U (_17 1) ‘|‘V3,OTref ~U (—17 l) (H-5)
V. ~U(-1,1
V3,noise: 3.Nrms\/ﬂ() ) . (H-6)

ATy is the temperature offset since the last calibration andseaso 10C. Varying this number
showed that it hardly influences the results. The output fiteendata acquisition system can now be
determined by

V3 = (1‘|‘V3.gain) V2 + V3ot tset VPout + V3 noise (H.7)
value symbol
device data acquisition system  —
make National Instruments -
part NI 9205 —
residual gain error 135.10°°V V3 Gres
gain temperature coefficient 11-10°¢v/°C V36T co
reference temperature coefficient  5-107%Vv/°C V3 oTrefco
residual offset error 20-10°6 V3.0res
offset temperature coefficient 47-10°6Vv/°C V30T co
reference temperature offset 76-10°6 V30Tref
noise 3-116-10°V'rms | Vanms

Table H.3: Error specification data acquisition system. Detailedrirtsions how to determine accu-
racies are available from Instrumenis].
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Digitising error

The output from the data acquisition system is finally saved ocomputer. This requires digitising of
the signal. If it is assumed that a 16-bit A/D-convertor isdithen this value is calculated as

Vspan
V4=0.5- 561" (H.8)

Finally, the output signal can be expressed as

H.2 Monte-Carlo Simulation Results

The procedure described above was implemented in Matlabtdhl® iterations were done to obtain
steady results. They are shown in figuke4 andH.2 and show the relative inaccuracy and maximum
deviation from the mean respectively. Each plot contaiesrésult of the whole simulation and of a
simulation where the thermal error was excluded.

Figure H.1 shows that for pressure measurements belbar $he relative inaccuracy increases

50 S S A A R
45r-- J ””” L output signal with thermal error |~
aok-- - L ___| = = — output signal without thermal error.

35

30

25

20

pressure inaccuracy [%]

0 2 4 6 8 10 12 14 16 18 20
pressure [bar]

Figure H.1: Relative inaccuracy of pressure measurements

rapidly. However, the design of the instrumented catalyst been such that the pressure in the
plenum chamber was always &y or more and thus that the relative inaccuracy was alwaysrlowe
than 5%. Both figures show that the thermal error is by far éingdst contributor in the total inaccu-
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Figure H.2: Maximum absolute deviation from the mean pressure

racy. As the catalyst bed experience temperature changedbmut 18C to a temperature close to

the adiabatic decomposition temperature of about®be thermal error cannot be ignored.
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Simulations with Commercial CFD
Packages

At the beginning of 2009 a survey was carried out to assesshw®FD package in use within the
Aerodynamics and Flight Mechanics group would be most kigtéor modelling the decomposing
flow of highly concentrated hydrogen peroxide through a pdcked. The packages in use were
Fluent, Ansys CFX, StarCD and OpenFoam. For each of thesastinvestigated whether it could
handle the following combined set of requirements:

e capable of handling Eulerian gas-liquid flows

e capable of handling flows through porous media

e capable of handling a mix of compressible and incompresgibivs
e capable of handling multicomponent flows

e capable of modelling interphase mass, momentum and enauggfer

The survey revealed that Fluent and StarCD were not capébie&ting the combination of require-
ments. OpenFoam offered a number of standard solvers, b standard solver for a system of
compressible and incompressible fluids. However, as it @n@ource software, the standard solvers
could be modified to solve for such a system. Only Ansys CFX alds to meet the full set of re-
quirements. As OpenFoam would require significant modifioatf the standard solvers and because
the author is not familiar with the programming language @¥which OpenFoam is written, it was
decided to use Ansys CFX for the flow modelling.

To reduce the computational cost only the catalyst bed weadehsal as a wedge with an angle of
Irad. This is schematically shown in figuiel where the grey area indicates the part of the catalyst
bed that was modelled. The wall of the catalyst bed (the afigime|.1) was modelled as a slip-free
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wall. Periodic boundary conditions were set for the boupndath the rest of the catalyst bed with
rotational symmetry, meaning that the flux across one bayridanapped onto the other boundary.
At the inlet the mass flux was specified and at the outlet thé& gieessure. The inlet liquid volume
fraction was set t@ = 0.95 and the inlet mass fractions Yg,o0, = 0.875 for the liquid phase and
Yu,0, = 0.001, Yu,0 = 0.001 andYp, = 0.001 for the gas phase. The inlet gas volume fraction and
the inlet mass fraction for liquid water and air are deteedifrom the constraint that the sum of the
volume fractions and the sum of the mass fractions for eaelsgbkqual 1. The initial conditions for
the fluids were set equal to the inlet boundary conditionsur&oterms were implemented by user
defined functions written in FORTRAN77.

As it was expected that simply running the simulation woesiutt in divergence, a staged approach

1rad
T Y

Figure I.1: Catalyst bed section used for modelling

was used. In this approach the source terms are reducecengsirto minimise their influence on
the results. The simulations was then performed and theecgesd solution was used as initial con-
dition for the next simulation in which the source terms wagde slightly larger. In this way it was
hoped that after several runs a converged solution wasedanhwhich the source terms were at full
strength.

Unfortunately, this approach has not led to stable solstidthough initial simulations reached con-
vergence, subsequent simulations showed divergence whestiually led to crashes. Several initial
conditions have been varied in an attempt to stabilise thruledions, such as level of turbulence,
initial velocities and time steps. This has led to the decitd develop an in-house code to solve the
system of equations.

One of the biggest problems with commercial CFD packagesaisfor the user it is not clear how
the equations are solved: it is effectively a black box. As been discussed and shown in chapgter
the developed one-dimensional code uses a couple of "triokstabilise the calculation procedure.
For an user of commercial CFD software it is not clear if and/ lsach tricks are implemented. This
problem is also reflected in the fact that the majority of catapional studies of multiphase flow pre-
sented in literature employ in-house developed codes.
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