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NANODIELECTRICS FOR MACHINE INSULATION 

by Van Truc Nguyen 

Thanks to the development of nanotechnology, epoxy nanocomposites have been expected to be 

potential candidates to replace the base resin, due to their superior properties. However, the 

effects of nano-fillers have been controversial, in both positive and negative ways. There are 

two main factors, comprising of stoichiometry and the nature of interfacial areas of nano-sized 

fillers, which are expected to contribute to the final properties of epoxy nanocomposites. The 

chosen stoichiometry is important in determining the nature of the polymer network that forms. 

A stoichiometric formulation with the optimal chemical balance between reactants will 

introduce good performance. However, incorporation of nano-fillers with large interfacial areas 

into epoxy matrices may modify the cure behaviour of the system, through introducing 

additional chemical reactions between moieties on the nano-filler surfaces and reactants, thereby 

altering the rate and sequence of the possible chemical reactions that occur during curing. These 

effects change the chemical balance of the original base resin system. As a result, the nature of 

the cross-linked network that forms may be altered.  

An investigation into the effects of stoichiometry and the nature of the interfacial surface of 

treated nanosilica particles of various sizes on properties of epoxy-based systems has been 

conducted, using the differential scanning calorimetry, space charge and ac breakdown 

measurements, and the dielectric spectroscopy. The introduction of nanosilica has induced 

changes in curing mechanisms and led to different impacts on systems of different resin 

stoichiometry. In addition, the investigation has revealed a key role of the characteristic 

interaction between the nanoparticle surface and the resin matrix in determining material 

properties, rather than the filler size. Weak interactions have produced negative impacts on 

material properties. The addition of nano-silica particles into conventional microcomposites has 

suggested the possible synergetic effects due to the presence of both nano and micro fillers. 

Furthermore, the long-term performance of the unfilled epoxy and its nanocomposites has been 

explored. Open branch trees with the faster propagation rate have been observed in 

nanocomposites, compared to the unfilled epoxy. The material degradation during partial 

discharge activities has also been evinced using the confocal Raman microprobe spectroscopy. 
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Chapter 1 Introduction 

 

1.1 Basic problems 

Commercial epoxy resins were first introduced into the market in the 1940s, although 

similar products had been patented as early as the 1930s [1]. Epoxy resins are 

synthesized by the reaction of a base resin and a hardener, with or without a catalyst, 

and different reactive components. The chemistry of epoxies and the range of 

commercially available inclusions allow cured polymers to be produced with a broad 

range of properties, such as excellent adhesion, chemical and heat resistance, good 

mechanical properties and, of particular relevance here, very good electrical insulating 

properties. Therefore, the applications of epoxy-based materials are extensive, including 

adhesives, coatings, aerospace, electronic and electrical industries, etc [1-2]. 

The global demand for energy has been increasing rapidly as a result of dramatic 

population growth and the continuous development of the worldwide economy and of 

technology. High voltage electrical systems with high power have been developed, 

which require very good insulating materials in terms of mechanical, electrical, and 

thermal properties. Epoxy resins are indeed excellent candidate materials for use in a 

wide range of different electrical power generation and transmission applications 

including indoor, outdoor and enclosed apparatus, which require high thermal 

endurance as well as good dielectric properties; examples include solid insulated 

switchgear, generators, transformers, and bushings [3-7]. The epoxy formulations and 

the processing procedures have evolved continuously to the current state where high 

quality products can be produced economically. In addition to providing excellent 

electrical and mechanical functions, epoxy systems offer several advantages such as 

light weight; they are easy to cast into complicated shapes, and exhibit good impact and 

seismic resistance when compared to other insulating materials such as porcelain. 

Moreover, compared to other composite insulators such as fiber glass core and 

elastomer housing, epoxy systems also eliminate interfacial problems that are associated 

with the different materials in the composites. Employing epoxy-based devices in 
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electrical systems also limits problems relating to oil, leakage and maintenance. 

Although 2009 was the most difficult year for the epoxy industry due to the global 

economic crisis, the worldwide demand was estimated at roughly US$15.8 billion. It is 

forecast, thanks to the strong signals of recovery, that the market will reach US$21.35 

billion by 2015 with the annual growth rate being 3.5-4% [8]. 

Epoxy resins and resulting composites have become an interesting and competitive 

research area for both science and industry. The inclusion of mineral fillers such as 

silica, alumina, etc. within epoxy matrices has been proven to reduce the material cost, 

improve fire resistance as well as mechanical properties such as tensile strength and, 

consequently, both the science and technology of epoxy-based composites filled with 

micro-sized and/or nano-sized particles have attracted considerable attention. For 

example, previous research has found that the thermal conductivity of composites 

increases with micro-filler content [9] and that composites containing a high percentage 

of micro-fillers can exhibit thermal expansion coefficients comparable to aluminium or 

copper [10]. Another example was the work done by Hyuga et al. [11] in which samples 

containing high microfiller loading levels exhibited low electrical conductivity, low 

dielectric constant and low dielectric loss factor at temperatures higher than the glass 

transition temperature. A number of studies on nanocomposites have also shown that 

the addition of a small amount of nano-scale fillers significantly increases the partial 

discharge resistance of epoxy-based systems [12-15]. In the work for Haque et al. [16] 

involving the investigation on the mechanical and thermal properties of glass/epoxy 

nanocomposites filled with nanoclays such as MMT, significant improvements in 

mechanical properties were found with the addition of 1 wt% organo silicate 

nanoparticles. In another investigation conducted by Chiang et al. [17], epoxy 

nanocomposites filled with silica exhibited much improved thermal stability at higher 

temperatures and excellent flame retardance. Many other instances exist where epoxy 

nanocomposites have showed improved properties compared with unfilled and 

conventional microfilled systems [18-22]. Such positive results have fuelled a great 

increase in research into the dielectric response of nanocomposites – so-called 

nanodielectrics. A key aspect of nanodielectrics is thought to concern the role of 

interfaces and the formation of interphases located between the nanofiller and the 

unperturbed matrix. Indeed, for an interphase region of thickness 10 nm, this component 

will dominate for particles less than about 100 nm in diameter [23] and, consequently, 
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many studies of nanocomposite interfaces and matrix filler interactions have been 

undertaken. X-ray photoelectron spectroscopy has, for example, revealed evidence for 

hydrogen bonding between the carbonyl groups of the polymer and hydroxyl groups on 

the filler in a poly(methyl methacrylate)/kaolinite system [24], while the electron spin 

resonance spectroscopy response of a poly(methyl acrylate) (PMA)/synthetic 

fluoromica nanocomposite was interpreted as providing evidence of a rigid interphase 

region 5-15 nm in thickness [25].  

Nevertheless, there are also a number of investigations showing negative influences on 

material properties upon the incorporation of nano-fillers and the underlying 

mechanisms are not adequately understood [26-30]. The dispersion and the surface of 

nano-sized fillers are believed to be key factors in realising optimum material 

properties. The surface treatment of fillers has been proven to be an effective method to 

produce a well-dispersed nanostructured matrix. For example, Maity et al. [31] observed 

that the inclusion of alumina nano-fillers lowered the effective real and imaginary 

permittivity of the composite at low temperatures. However, at higher temperatures, the 

work revealed that only those composites prepared with silane-functionalised 

nanoparticles showed the low permittivity. For the convenience of processing, some 

manufacturers, such as Nanoresin, and 3M, have produced premixed epoxy resin 

systems in which nanometric fillers are claimed to be surface-treated and well-dispersed 

into the resin. Due to their convenience and commercial availability, such master-batch 

systems are widely used in a number of industries. 

1.2 Epoxy structure and property dependence 

In general, a complete epoxy system possesses a 3-D crosslinked network resulting 

from the reactions of an epoxy resin monomer or epoxy mixture, a curing agent or 

hardener, a catalyst, fillers, and other additives. An epoxy system can offer the user a 

wide diversity of characteristics and varying end properties by using different types of 

resin and hardener or adjusting their reactive concentrations. Epoxy resins are often 

modified with other resins to enhance certain properties, as required by a particular 

application. A proper formulation of the epoxy resin requires an understanding of the 

chemical structures of the resin and curing agent, as well as the chemical reactions 
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leading to polymerisation, because it determines the chemical and physical properties of 

the final product.    

Epoxy monomers are organic compounds characterized by one or more reactive oxirane 

or epoxy rings. That is, a 3 member ring formed between 2 carbon atoms and 1 oxygen 

atom, as shown in Figure 1-1, which can react with hardeners or be catalytically 

homopolymerised to become a crosslinked thermosetting structure with higher 

molecular weight. This atomic arrangement produces better reactivity than the common 

ethers. Due to the different electronegativity of C and O atoms, the carbon atoms of the 

ring become electrophilic, and hence, the ring opening can be achieved by reactions 

with nucleophiles. The epoxy groups can be situated internally, terminally, or on a 

cyclic structure. The number of epoxy groups per molecule is referred to as the 

functionality of the resin [32].  

           

 

Figure 1-1 The oxirane ring 

There are mainly two families of epoxies, including the glycidyl epoxies, such as 

diglycidylether of bisphenol A (known as DGEBA), and aliphatic epoxy resins such as 

3,4-epoxycyclohexyl-3’4’-epoxycyclohexane carboxylate (ECC). Their structures are 

shown in Figure 1-2. A general formula for an epoxy resin can be represented by a 

linear polyether with terminal epoxy groups and secondary hydroxyl groups located 

along the molecular chain [32]. The epoxy resin structure exerts certain influences on 

the properties of the final product, an example is shown in Figure 1-3: 

- Due to the secondary hydroxyl groups, the epoxy resin exhibits good adhesion; 

- Aromatic rings along the epoxy resin backbone provide good heat and chemical 

resistance; 

- The epoxy groups and hydroxyl  groups provide high reactivity; 

- No small molecules are liberated during the curing process, thus low shrinkage 

occurs and low internal stresses are formed during curing. 

R CH CH2 

O 
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(a) 

(b) 

Figure 1-2 Chemical structure of (a) DGEBA and (b) ECC 

 

 

 

 

Figure 1-3 Dependence of property on structure of a DGEBA-type resin 

The value of n in Figure 1-3 above determines the number of hydroxyl groups in the 

molecular structure and the molecular weight. Commercial epoxy resins are mixtures of 

molecules of different molecular weights and chemistry. They can be low-viscosity 

liquids or hard solids, depending on the molecular weight. In addition, commercial 

epoxy resins can possess a certain amount and degree of branching with terminal groups 

being either epoxy or hydroxyl. The differences in the chemical structure can be 

considered as the consequences of the manufacturing process. The ratio of reactants 

involved in the synthesis of epoxy resins determines not only the extent of reactions, 

and the molecular weight, but also the chemical structure of the monomers that are 

formed.     

reactivity 

flexibility Heat and chemical 

resistance 

Reactivity and 

adhesion 
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The process by which an epoxy resin is converted to a hard, rigid thermoset is usually 

carried out by using an appropriate crosslinking agent to connect the epoxy monomers 

together by a ring-opening mechanism to form a 3-D crosslinked structure. This process 

is referred to as curing. There are two primary types of epoxy curing reactions, 

including polyaddition and homopolymerisation. Both reactions are exothermic and the 

rate of reaction increases with temperature. The polyaddition is based on the reaction of 

epoxy molecules with other kinds of reactive monomers, which are termed curing 

agents or hardeners [33]. This is the most commonly used reaction for curing an epoxy 

resin. The hardeners participate in the crosslinking reaction at certain ratios, to ensure 

the chemical balance of reactive sites between the hardener and the resin, depending on 

their functionalities. This is called the stoichiometric ratio. The functionality of epoxy 

resins can be determined by the epoxide equivalent weight (EEW) [33]. The epoxy 

equivalent weight (EEW) is an important concept used in formulating the epoxy 

compositions and is defined as the weight of resin in grams that contains the equivalent 

of one mole of oxirane rings. The EEW is then used to determine the curing agent 

concentration for a theoretically optimal formulation. In general, the higher the 

molecular weight and EEW of the epoxy resin, the less curing agent is required. 

Homopolymerisation is the reaction of only epoxy resin molecules via the hydroxyl 

groups in the reacting systems to create ether linkages. It is also called the etherification 

reaction and usually requires an elevated temperature cure [32]. Catalytic curing agents 

do not participate in polymerisation reactions, but act as initiators and promoters of 

curing reactions. Therefore, the properties of cured products depend on the nature of the 

epoxy resin and hardener only. However, the pot-life, curing temperature and time, and 

processability are mainly determined by the catalysts. The most popular catalysts 

include tertiary amines, imidazoles, etc. Sometimes, a small amount of the catalyst is 

added as an accelerator to cure the epoxy more effectively. The required concentration 

of catalyst is usually determined experimentally, because the catalyst does not react 

stoichiometrically. Excess leads to poor properties of the end material.  

The reactions that occur between the resin with the curing agent and/or catalyst are 

complex. A number of side reactions can occur at different rates and sequences, 

depending on the materials used and the imposed curing conditions. For example, an 

epoxy system cured at two successive temperatures will provide a final network 

structure that is significantly different in chemistry, and hence, properties, from an 
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isothermally cured system. Therefore, the practical mixing ratio of the resin to the 

curing agent is not usually the stoichiometric one. The stoichiometry is nevertheless 

important in defining a safe resin/hardener ratio for the formulators to generate initial 

mixtures. Then, necessary adjustments can be carried out on the basis of the ultimate 

performance that is required for the material end requirements. In addition, when the 

filler is introduced to the resin composition, the surfaces will contain moieties, such as 

hydroxyl groups, which can take part in resin curing. In the case of nanocomposites, the 

surface area is extremely large; the introduction of nanoparticles can therefore change 

the chemical balance in the system, such that the ratio of resin to hardener to accelerator 

must be adjusted to compensate.  

Obviously, the properties of a material depend on its composition and structure. This 

strong dependence highlights the importance of the presence of fillers within 

composites. It is well known that the properties of composites can change depending on 

the dispersion of fillers, their geometric shape, surface chemistry, particle size and 

particle size distribution. A poorly dispersed composite will exhibit a larger variation in 

properties [34-35]. An example is the work conducted by Lianhua et al. [36], which 

showed that severe filler settling can cause cracks and reduce the reliability of the 

system. Conversely, good dispersion can improve properties further [37]. In the 

investigation done by Ramanathan et al. [38], the well dispersed graphite/PMMA 

composites showed better mechanical, thermal and electrical properties. Vaughan et al. 

[39] found an enhanced nucleation for the well-dispersed MMT-polyethylene 

composites.   

When nanosilica is dispersed into an epoxy matrix, at short ranges, particle surfaces are 

surrounded by epoxy monomers and hardener molecules. Compared to the bulk epoxy 

phase, this interphase region is not of continuous structure. If the interaction between 

particle surface and liquid molecules in this short-range region is much stronger than the 

one between particles, good stability of dispersion can be obtained. For filled epoxy 

resins, the compatibility of resin/curing agent and fillers is an important factor. The 

polarity and hydrophilic nature of the hardener will influence the filler dispersion within 

the material. For epoxy nanocomposites, if the particles are well wetted by the polymer, 

the force between the particles and polymer can be stronger than that between the 

particles, so leading to stable dispersions. In the epoxy/filler system, there is a region in 
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the vicinity of the interface that is referred to as the interphase region; this exists 

between the filler particles and the polymer matrix [40]. For good bulk properties, 

strong interfacial interactions between the filler and the polymer matrix are required, 

such that stresses can be uniformly transferred throughout the composite structure. 

Electrically, it has been reported that the degree of nano filler dispersion and the use of 

coupling agents have a great influence on the long-term treeing breakdown and partial 

discharge resistance of epoxy composites [41]. Conversely, unsatisfactory nano-scale 

filler dispersion may reduce the treeing breakdown lifetime, whereas coupling agents 

will lead to increased interfacial interactions, so improving performance. Some surface 

treatment methods have proved effective in enhancing the dielectric properties of 

nanocomposites [42-43]. Also, the size of nano-scale fillers has been found to be related 

to the breakdown time, since there is a tendency for the formation of interfacial gaps 

between the filler and epoxy, i.e. voids or cavities, if the filler size is large enough. The 

gaps became widened with increasing filler size [44].      

1.3 Aims of the Thesis 

In addition to the traditional factors that can affect the properties of an epoxy system, 

including the type of epoxy resin, the hardener, the resin/hardener ratio, and the curing 

cycle, the introduction of fillers increases the complexity in the matrix chemistry. 

Besides the formation of interphase regions and the large interfacial areas associated 

with nanoscopic fillers, in the case of matrices such as epoxies that are formed by some 

chemical reactions, the nature of the surface of nano-sized fillers may also serve to alter 

the chemical balance of the base resin system by introducing additional reactions 

between surface moieties and the reactive components and/or changing the existing 

reaction conditions, particularly where a number of different chemical pathways may 

exist. Since the chosen stoichiometry plays an important role in determining the 

structure of the cross-linked network that forms within the polymer matrix, additional 

reactions involving nanoparticle surface chemistry will affect the macroscopic 

properties of the final products. It has been concluded that only stoichiometric 

formulations with an optimum chemical balance of reactants provide optimal 

performances. For example, in the study of CNT-based epoxy systems by Miyagawa et 

al. [45], the carbon nanotubes had such a marked influence on the effective 

stoichiometry of the resin that the glass transition temperature was found to fall by 30 
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o
C on their introduction. To compensate for this, it was necessary to reduce the 

anhydride content from 91 parts per hundred (phr) to 66 phr – a major change. 

While many studies have considered the effect of the large interfacial areas associated 

with nanoscopic fillers on material properties [46-50], few have examined system 

stoichiometry upon introducing nanoscopic fillers [51]. The focus of this research is 

therefore not only to investigate the effects of introducing silica particles into an epoxy-

based system in terms of various loading percentages and sizes ranging from 

nanoscopic to microscopic scales, but also to combine this with a study of resin 

stoichiometry. The resin used in this study was based on a diglycidyl ether of bisphenol-

A (DGEBA), which was cured using an anhydride-based hardener coupled with a 

tertiary amine accelerator. Epoxy resins cured by anhydrides are usually less poisonous 

and exhibit better properties than those cured with amines, including higher glass 

transition temperatures, higher moisture resistance, and reduced heat generation during 

curing and low reaction shrinkage [52-53]. In addition, without catalysers such as 

tertiary amines or other strong Lewis bases, epoxy-anhydride systems possess a very 

low reactivity and, hence, longer pot life for processing at room temperature. Therefore, 

this system is one of the most commonly used in industry, especially for rotating 

machines, due to its excellent thermal and mechanical properties. In addition, as 

mentioned above, one of the most important factors that affect the properties of a 

composite is the dispersion of the fillers that are present. Therefore, this study has 

concentrated on fillers commonly used in industry, including two commercial epoxy 

master-batch systems, both of which are claimed to contain well-dispersed nanoscopic 

silica particles, together with microscopic silanated, ultra-fine silica flour.  

The goals set for this research were to: 

 Establish the conditions to produce a good dispersion of nanosilica fillers in 

samples; 

 Establish the resin stoichiometry to obtain the optimum performance for the 

unfilled epoxies and nanocomposites; 

 Evaluate the effects of the characteristic interactions between the nanoparticle 

surfaces with the resin matrix on system performance; 
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 Explore the effects of adding nanosilica fillers into conventional 

microcomposites; 

 Investigate a practical application about electrical insulation of epoxy-based 

systems where the long-term degradation can occur and perform chemical 

analysis of electrical trees in the unfilled epoxy resin and its nanocomposite. 

1.4 Thesis Contents 

Chapter 1 provides a basic introduction to epoxy nanocomposites, their structure and 

property dependence. 

Chapter 2 provides the background relating to the thermal, dielectric and insulation 

properties of materials, as well as the theory behind all the experimental techniques 

used. 

Chapter 3 provides details on the material used and experimental procedures, followed 

by the preliminary experimental data and experimental conditions chosen. 

Chapters 4-5 contain the experimental results on chemical analysis, examination of the 

dispersion of nanofillers, as well as the thermal, dielectric, and electrical performances 

of different unfilled epoxy and epoxy nanocomposite systems, comparison to previous 

work by other authors, along with theories for the behaviour observed and general 

analysis. 

Chapter 6 contains the experimental results on chemical analysis, examination of filler 

dispersion and the thermal, dielectric and electrical performances of epoxy-based 

systems with a large amount of micro-silica, along with general analysis. 

Chapter 7 contains an optical and chemical analysis of electrical trees grown in some 

typical transparent epoxy-based systems, including the unfilled epoxy and its 

nanocomposites, and comparison to the previous work by other authors. 

Chapter 8 generalises the common factors that affect the system performance. 

Chapter 9 summarises all the findings from this research and draws conclusions and 

suggestions for further study. 
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Chapter 2 Theory 

This chapter sets out is to outline the basic theories on the material properties, and the 

experimental techniques involved in this work.  

2.1 Chemical structure and thermal properties 

Depending on the crosslinking degree during the reactions, the presence of 

polyfunctional groups in a reactive system results in the formation of structures of 

macroscopic dimensions, and therefore produces a 3-D network during curing. The full 

characterisation of the curing process involves a number of factors. The chemical 

reactions that occur during the polymerisation process are associated with 

phenomenological changes, such as macroscopic gelation and vitrification.  

2.1.1 Chemical structure and croslinking  

Epoxy resins are network-structured thermosets that evolve through crosslinking 

reactions. Curing thermosetting polymers generally involves the transformation of low 

molecular weight liquids to amorphous networks of macroscopic molecules. The state 

of the material depends on the chemical conversion and temperature. The curing process 

is associated with exothermic chemical reactions and resulting chemo-rheological 

changes. The uncured epoxy resins are mixtures of small reactive molecules and curing 

is usually thermally activated. Through the application of heat, the mixture viscosity 

drops initially and the monomers readily react to each other to form oligomers. As the 

chemical reactions proceed, the average length of molecular chains and the degree of 

branching and crosslinking accelerate. This means that there is an increase in the 

molecular weight and, thus, viscosity. The formed microgel particles are dispersed in 

the low molecular weight phase, which is considered the continuous phase. This process 

continues and chains become linked together until the microgels constitute the 

continuous phase and the original phase of low molecular weight particles is entrapped 

in the matrix of the new phase. At this point, a continuous 3-D network is formed. This 

stage is termed gelation [54-55]. It is an irreversible transformation from a highly 

viscous liquid to an elastic gel or rubber. Based on the macroscopic development of 
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network formation, the gel point is defined as the point at which the viscosity 

approaches infinity and a mechanical modulus is produced as shown in Figure 2-1 [56]. 

 

Figure 2-1 Macroscopic development of network formation [reprinted from 56] 

Gelation is an important characteristic of an epoxy in term of processability. It is the 

incipient formation of a crosslinked network. Before gelation, the system is relatively 

mobile while, above the gel point, the material loses its ability to flow due to a 

significant increase in viscosity, its microstructure is fixed and self diffusion is 

drastically limited. For instance, the investigation by O’Brien et al. [57] indicated that 

small changes in cure state caused dramatic effects on relaxation, especially near 

gelation. As the material approached gelation, the relaxation slowed significantly. Due 

to its importance, determining the gel point of an epoxy resin has been standardised. An 

example is the work conducted by Halley et al. [58] to find the gel point by various 

rheological methods. Beyond the gel point, the reaction continues to form a 3-D fully 

cured network with a high crosslinking density and high glass transition temperature 

(Tg). The glass transition temperature, Tg, describes a transition during which an 

amorphous thermoset is converted from the glassy state to rubber-like form with the 

characteristics of a rubber/highly vicous liquid. Figure 2-2 illustrates the curing process 

of a thermoset from the uncured state to the fully cured one. 

In principle, during the cure to full conversion, the glass transition temperature Tg of the 

reacting system increases from the a value Tg0 of the uncured monomer mixture to the 

fully cured value Tg∞. Vitrification is the transition from a liquid/rubbery state into a 

glassy one when Tg increases from below the curing temperature (Tcure) to Tcure, i.e.      

Tg = Tcure [60-62]. At this point, the mobility of the reactive groups is hindered and 
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severely limited due to the reduction in free volume and, therefore, the rate of reaction 

drops drastically. Chemical kinetics in the region near vitrification become diffusion 

and/or mobility controlled [61, 63]. The final conversion is usually lower than unity, 

due to diffusion limitations. Even in the absence of any diffusion hindrance, topological 

limitations can lower the ultimate conversion, due to the fact that the remaining reactive 

groups cannot meet and react with each other [64]. Vitrification is reversible by heating 

to devitrify the partially cured resin. Then, chemical control of cure can be re-

established. Therefore, it is usually necessary to increase the temperature after 

vitrification to complete curing, i.e. a post-cure at an elevated temperature is usually 

required. 

 

Figure 2-2 The curing process of a thermoset [reprinted from 59] 

Many changes in the physical state, and hence properties of a reacting system, take 

place during the curing process. As a result, the cure kinetics of a thermosetting material 

can be determined by various techniques. The viscoelastic properties of an epoxy resin 

during cure have attracted a lot of interests. For example, Shimazaki et al. [65] followed 

the change in viscoelastic properties of an epoxy resin-acid anhydride system with a 

dynamic viscoelastometer. This study revealed that the viscosity increased with curing 

time through two inflection points. The first point was defined as the termination of the 

initial stage of the curing reaction. The second point coincided with the gel point, which 
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was determined by the torsion method. In another study by Kortaberria et al. [66], 

gelation and vitrification times obtained by rheological measurements of viscoelastic 

behaviour showed a good agreement with those obtained from dielectric spectroscopy. 

The free volume, which is considered as the unoccupied space between molecules 

resulting from their thermal motions and steric hindrance effects, is also used to 

determine gelation and vitrification. Khoun et al. [67] successfully measured the 

shrinkage to describe the volumetric effects of an epoxy system during cure. This work 

showed a rapid increase in the shrinkage percentage after gelation up to the full cure. 

Similarly, Yu et al. [68] characterised the gelation and vitrification of a thermosetting 

material using cure shrinkage measurements. Among those techniques that are 

commonly employed, differential scanning calorimetry (DSC) and modulated 

differential scanning calorimetry (MDSC) are suitable, because calorimetric 

measurements provide quantitative information to calculate the activation energy, rate 

of conversion as well as extent of reaction. An example of this is the work performed by 

Thomas et al. [69]. In this work, the degree of conversion and rate of conversion during 

the cure reaction at different temperatures were determined from DSC measurements, 

and hence, the activation energy was derived using the autocatalytic model [70]. In 

another study, Van Assche et al. [64] showed the possible benefits in using MDSC to 

study the isothermal cure of thermosets. 

2.1.2 Thermal properties 

The glass transition temperature leads to a change in the local degree of freedom of 

materials. Below the glass transition temperature, the thermal energy available is not 

enough to allow rotation about the single bonds in the polymer backbone and, therefore, 

segmental motions of molecular chains are severely hindered. Consequently, it requires 

quite a long time for molecular relaxation processes to occur. The material possesses 

hard and brittle qualities at these temperatures. Conversely, the rubber state above the 

glass transition temperature facilitates these long-range molecular cooperative motions. 

Within the glass transition temperature range, the behaviour of materials, such as heat 

capacity, free volume, dielectric constant and so on changes markedly. Therefore, 

depending on the specific application, a system with an appropriate value of Tg should 

be chosen, such that it exists in the desired state. In addition, the temperature range over 

which the glass transition take places is considered to be associated with the crosslink 
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heterogeneity of the local material environment [71-72]. Indeed, Alves et al. [73] 

observed a broadening of the temperature range of the glass transition as the crosslink 

density increased. They claimed that this phenomenon could be due to several factors: a 

broad distribution of relaxation times; the low apparent activation energy around the 

glass transition temperature; the compositional heterogeineity of the materials. 

It is well known that phase transitions are accompanied by significant changes in 

material properties, such as heat flow, heat capacity, etc. The transition from a glassy 

state to a rubber/viscous liquid in an epoxy resin causes a stepwise increase in heat flow 

and heat capacity, which involve the molecular mobility. The decrease in heat capacity 

at Tg, ∆Cp(Tg), is attributed to the decrease in mobility imposed by the crosslink density. 

Montserrat et al. [74] employed the DSC and temperature modulated DSC to study 

vitrification during the isothermal curing of an epoxy-amine system. This work revealed 

an abrupt decrease in the heat capacity when the system became vitrified due to a 

significant decrease in the number of molecular configurational states. The results 

obtained using DSC also showed a good agreement with dielectric data obtained by 

dielectric relaxation spectroscopy. This stepwise increase in degree of freedom of 

configurational states between the glass and rubber state can often be readily detected 

by differential scanning calorimetry (DSC) [75].  

Differential Scanning Calorimetry (DSC) 

DSC is a thermoanalytical technique that measures the difference in the amount of heat 

required to control the temperature of a sample and a reference as a function of 

temperature or time. The basic principle for the operation of a DSC is that both the 

sample and reference are always held at the same temperature throughout the test. 

Therefore, when the sample undergoes a phase transition, it will require more or less 

heat than the reference to maintain the temperature equality. 

The reference can be an inert material, or just an empty aluminium pan. In this study, 

the temperature of the sample and reference were increased at a constant rate. The 

calorimeter is comprised of two holders, one for the sample and another for the 

reference, as shown in Figure 2-3. 
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Figure 2-3 The DSC calorimeter [reprinted from 76] 

Currents are applied to the resistance heaters to increase the temperatures at a specific 

rate. Based on the difference in power supplied to the holders to keep them at the same 

temperature, a heat flow diagram as a function of temperature can be obtained. Nitrogen 

is necessary to maintain a reproducible and dry atmosphere and improve the 

temperature control, as well as to eliminate oxidation at high temperatures. 

The DSC technique provides quantitative and qualitative information about physical 

and chemical changes of materials. Therefore, it has been used extensively to 

characterise thermosets through the evaluation of the chemical kinetics associated with 

the cure reactions during the heat cycle, in which the glass transition temperature is of 

great importance.  

2.2 Electric polarisation phenomena and dielectric permittivity 

2.2.1 Electric polarisation phenomena 

Epoxy resins constitute a popular class of dielectric insulators, and so it is important to 

investigate the behaviour of permanent dipole moments present in the material under an 

applied electric field. Dielectric spectroscopy measures the electric polarisation of 

materials as a function of frequency, or temperature. The overall polarisation from the 

electrode blocking layers, dipolar relaxation, and migrating charge carriers are 

monitored and the characteristic features of polymer materials such as thermal 

transition, or molecular relaxation are investigated. The method is based on the 

application of an ac voltage to the material and monitoring its electric response in terms 

of the resulting current over a wide frequency spectrum. The response is converted to 
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the corresponding dielectric properties, e.g. dielectric constant and loss. Despite a long 

development history, such as works by Von Schweidler [77], Benedict [78], or Dissado 

and Hill [79], there is still much to learn.  

Electric polarisation can be considered as the charge redistribution in a material caused 

by an external electric field. The work done and energy loss due to the charge 

redistribution processes are obtained from the potential energy released. The total 

potential energy of the system in an electric field becomes smaller after polarisation. 

A dielectric material is polarised under an electric field and the basic mechanisms of 

electric polarisation include electronic, atomic or ionic, orientational or dipolar and 

space charge polarisations.   

a. Electronic polarisation (also called optical polarisation) 

Under an applied electric field, the symmetrical distribution of electron clouds is 

deformed or displaced with respect to nuclei to form an electric dipole. 

b. Atomic or ionic polarisation 

This polarisation occurs in materials where the molecules contain two or more different 

kinds of atom. The electron distribution in these molecules is not symmetrically shared. 

The electric field causes the displacement of the relative positions of the atoms or ions, 

leading to the distortion of the normal lattice vibration.   

Both the above-mentioned types of polarisation are mainly due to the elastic 

displacement of electron clouds within atoms or molecules. They are therefore 

intramolecular effects. There is always a restoring force against the displacement to 

bring the molecules back to their thermal equilibrium. These polarisation processes are 

largely independent of temperature.  

A displacement of ions is always accompanied by the translation of electron clouds. 

Therefore, the distinction between the above polarisation processes is not clear. The 

time required to cause these polarisation processes is very short, typically about 10
-15 

s 

for electronic polarisation and about 10
-13

 s for atomic one. Therefore, resonance 

phenomena occur at very high frequencies and these polarisation processes are 

considered instantaneous in dielectric spectroscopy.    
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c.  Orientational polarisation 

This polarisation occurs only in materials consisting of molecules with a permanent 

dipole moment. Under an applied electric field, these dipoles orient themselves along 

the direction of the field.  

The orientation of a dipole in a material under an electric field requires an amount of 

energy to overcome the resistance due to thermal agitation, which will bring the 

molecules back into random orientation, and the resistance of the surrounding 

molecules. This polarisation is an intermolecular interaction and is strongly dependent 

on temperature. 

In solids, the dipoles cannot rotate freely. The rotation is determined by the interaction 

of the dipole with neighbouring ones, and constrained to a few discrete orientations. 

d. Space charge polarisation 

This polarisation is associated with mobile and trapped charges in a dielectric material. 

Under an electric field, charge carriers (electrons, holes, or ions), which may be injected 

from the electrical contacts or generated internally, may be trapped in the bulk at 

structural inhomogeneity or at interfaces to form space charge. The field distribution 

will be distorted. This is space charge polarisation. There are two possible ways to 

cause this polarisation. 

Hopping transport 

In a dielectric material, the charges such as ions, electrons or holes can move freely 

from one site to another for only a short time, and then they become trapped in the 

localised states. However, under an electric field, some localised charges can surmount 

a potential barrier to hop from one site to a neighbouring site. This phenomenon is 

probabilistic and only preferred in the low frequency range. 

Interfacial polarisation 

This polarisation is produced by the transport of mobile positive and negative charge 

carriers under an electric field. This causes the formation of positive and negative space 

charge in the bulk of the material at the inner boundary of discontinuous regions or at 
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the interfaces between different materials. This polarisation is also known as Maxwell-

Wagner-Sillars (MWS) polarisation. If the accumulation of ions is at the polymer-

electrode interface, it is also called electrode polarisation. For a multi-component 

system, this interfacial polarisation should be considered to be due to the non-

uniformity within samples or to impurities associated with raw materials. Cracks or 

voids within samples produce a decrease in relative permittivity, whereas impurities 

may contribute an increase in permittivity due to their higher permittivity and the 

interfacial polarisation [80].    

Both hopping transport and interfacial polarisation are related to the movement of 

charged particles, and therefore it is difficult to distinguish between them. Both 

processes contribute a sharp step increase in the real part,    , and imaginary part,     , 

of the relative permittivity with decreasing frequency.  

There is another phenomenon that occurs in a dielectric material under an applied 

electric field, namely ionic conductivity. Thermosets often contain free ions as a result 

of the weak dissociation of the crosslinking agent or the residuals species from the 

synthesis of the resin or hardener. The migration of mobile charges within the material 

gives rise to dc conductivity. Unlike space charge polarisation, pure conduction 

manifests itself as an increase in the imaginary part of the relative permittivity with a 

slope of -1 in a log-log plot against frequency, while the real part stays unchanged over 

the low frequency range. 

All types of polarisation require time to occur, and each of them takes different periods 

of time. The polarisations due to the elastic displacement of electron clouds or lattice 

vibration need very little time, while others due to the inelastic movement of particles 

such as the orientation of permanent dipoles and the migration of charge carriers require 

much longer times.  

When a time-varying electric field is applied across a parallel-plate capacitor, the total 

current density    is given by: 
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in which    is the conduction current density and D is the flux density which relates to 

the displacement current. The complex permittivity ε
*
 can be defined as 

     
                                                                                                          

in which     and      are the real and imaginary parts of the complex relative 

permittivity   
  respectively, whereas    is the permittivity of vacuum. The imaginary 

part is introduced to allow for the dielectric losses due to dissipation processes without 

the effect of dc conductivity. 

When a sinusoidal electric field          is applied, the total current density will be: 

                                                                        

In Equation 2-3, the term    on the right involves the dc electric conductivity σ. It is a 

loss component due to the inelastic scattering of conducting charge carriers by scatterers 

during their migration. The term            is also a loss component due to the 

resistance during the polarisation processes. The remaining term          is a lossless 

component which relates to the stored energy in the material. 

For dielectric materials with sufficiently low conductivities so that the contribution of 

the first term can be neglected, then the loss tangent or dissipation factor can be 

expressed as  

                                                                                                                            

There are several mathematical models which have been proposed to analyse the 

dynamic polarisation in the materials. Although the mathematical approach of those 

models is beyond the scope of this overview, it is useful briefly to summarise some 

typical results. The classic Debye equations for the dynamic polarisation with one 

relaxation time    can be generalised as follows: 

  
    ∞  

      ∞
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in which,     and   ∞ are the static dielectric constant and the permittivity at very high 

frequencies respectively, whereas   is the angular frequency. The maximum value for 

     occurs at       and      becomes max when           ∞       . 

Eliminating     from equation of real and imaginary permittivity and rearranging the 

equation we have the relation between     and     : 

     
       

 
 
 

     
 
  

       
 

 
  

                                                             

This is the equation of a semi-circle with the centre at  
       

 
    and radius of 

 
       

 
 . 

The Debye equations are only valid for a single relaxation time. However, in practice, 

due to intermolecular interaction, a distribution of relaxation times is necessary to 

interpret experimental data. In most cases, compared to the Debye semi-circle, the loss 

peaks have been found to be much broader and asymmetric with a high frequency tail. 

A number of empirical model functions have been proposed to describe such broadened 

and/or asymmetric loss peaks.  

The Cole-Cole function has been proposed as a generalisation of the Debye dielectric 

equation: 

  
    ∞  
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in which α represents the effect of a distribution of relaxation times around the most 

probable value and is determined empirically. When α = 0, equation 2-10 is reduced to 

the Debye equation.  

The Cole-Davidson equation is used for an asymmetric model function:  

  
    ∞  

       
         

                                                                                               

where β describes an asymmetric broadening of the relaxation function. 

Havriliak and Negami have proposed a more general model function (HN equation) 

which, in fact, is the combination of the Cole-Cole and Cole-Davidson equations: 

  
    ∞  

       
            

                                                                                        

where α and β are determined empirically from dielectric data. 

If dc conductivity is not ignored, it will contribute to the loss component of the complex 

permittivity such that: 

  
             

 

 
                                                                                                 

 

 

 

 

Figure 2-4 Complex permittivity behaviours as a function of frequency in pure dc 

conductivity mechanism 

The energy absorbed or lost due to dc conductivity depends on the frequency. At low 

frequencies, where the ions can easily follow the applied electric field, the loss factor is 

mainly due to ionic conduction. 

When the ionic conduction is high enough, the ions are collected at the 

polymer/electrode interface during one-half cycle of the oscillating electric field. The 

log ω 

log   
       unchanged 

    , slope -1 
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log   
  

accumulation of ions at the interface forms a charge layer, giving rise to the capacitive 

component of the permittivity. In the low frequency range, the ionic conduction 

becomes dominant, and then the contribution of the electrode polarisation to the 

permittivity would become maximum.  

As mentioned above, in heterogeneous systems with multi-components, the MWS 

should be considered. For a model based on a two-component dielectric, the real and 

imaginary parts of relative permittivity can be expressed as follows: 

      ∞  
      ∞

       
                                                                                                   

     
 

          
 

      ∞

       
                                                                         

where    denotes the capacitance of a vacuum condenser, while    and    are 

resistance components of the two constituent dielectrics respectively. The plot of   
     

is similar to that of a Debye plot, whereas in    
    , the second term is identical to that 

of the Debye model, but the additional first term is proportional to    . The MWS 

effect can be characterised in Figure 2-5. In practice, due to the “fractal nature of 

surfaces”, the MWS polarisation often exhibits                   [81]. 

 

Figure 2-5 Characteristics plot of the MWS effect 

The dependence of permittivity of a dielectric material on the frequency of the applied 

electric field is referred as the dielectric dispersion. If a polarisation process loses its 

    

    

log ω 

  ∞ 

     of the MWS model, slope -1 

slope -1 

     of “pure” Debye 

slope +1 
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response to the change of field, the permittivity will decrease. Figure 2-6 shows a 

dielectric dispersion as a function of time. 

 

Figure 2-6 The dielectric dispersion of a dielectric material [reprinted from 82] 

Dielectric spectroscopy has been used as an in-situ monitoring method for the curing 

process. This technique is based on changes in the relaxation phenomena upon applying 

an electric field. The dominance of ionic conductivity at the beginning of curing or the 

α-relaxation associated with the vitrification has been described successfully in 

numerous studies [83-84]. For instance, Nixdorf et al. [85] observed that the dielectric 

spectrum was completely dominated by conduction at the beginning of the cure process. 

However, as curing proceeded, a progressive decrease in conductivity indicated the 

progress of the reaction and the glass transition process was observed as a broad 

maximum in the dielectric loss factor. The relaxation peak shifted to lower frequencies 

with increasing cure time, corresponding to an increase in relaxation time. Nunez et al. 

[86] analysed the dielectric α-relaxation process; Tg was observed to be associated with 

the maximum of the ε’’ versus T plot. The presence of nanofillers has been shown to 

affect the curing behaviour of nanocomposites. Kortaberria et al. [66] performed “real-

time” experiments to follow the curing reaction of mixtures of a diglycidyl ether of 

bisphenol-A epoxy resin and 4,4-methylene bis(2,6-diethylaniline) hardener containing 

an organically modified nanoclay. Gelation and vitrification times for nanocomposite 

systems were found to be lower than for the unfilled epoxy. This indicates the catalytic 
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effect of the nanoclay on the curing reactions. Also, in this work, the presence of clays 

caused a sharp increase in conductivity, masking the dipolar component and increasing 

the frequency of a peak corresponding to the main relaxation. Puglia et al. [87] claimed 

an acceleration effect of single wall carbon nanotubes on the early stage of cure process 

in a DGEBA/DETA epoxy system. The modification of curing reactions and 

crosslinking density by the presence of nanofillers has also been reported elsewhere [88-

89]. Different experimental techniques have pointed out that two main contradictory 

effects of nanofillers on chain dynamics may be considered [90]. Due to constraints 

imposed by the rigid nanoparticles, dynamics may be slower near the interface; at the 

same time, dynamics may become faster as a result of more free volume produced by 

loosened molecular packing of the chains. Kyritsis et al. [91] studied polymer dynamics 

in epoxy/alumina nanocomposites by various techniques. In this work, five relaxations 

were considered, including the secondary γ, β, and ω relaxations in the glassy state, the 

segmental α relaxation, which is associated with the glass transition, and the interfacial 

MWS relaxation associated with the heterogeneous structure. The investigation revealed 

a correlation between an increase in the real part of the dielectric permittivity, a 

decrease of storage modulus and an increase in ductility upon incorporating 

nanoparticles. 

2.2.2 Dielectric mixing laws 

A number of theoretical approaches have been developed to predict the effective 

dielectric constant of polymer composites, such as the mean field theory [92] and the 

effective medium theory [93]. Much theoretical hypothesis has also taken account for 

the role of the interface between the filler and polymer matrix, such as the interphase 

power law model developed by Todd et al. [94], or the model developed by Vo et al. 

[95] which considered the matrix-filler interaction strength. 

Among the proposed dielectric mixing rules, the Lichtenecker [96] and the Maxwell-

Garnett [97] are usually applied to estimate the effective macroscopic permittivity,     , 

of a heterogeneous system. 

- Lichtenecker rule: 
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- Maxwell-Garnett rule: 

             
     

                
                                                     

where    and    are the volume fractions, while    and    are the permittivities of the 

base resin and the spherical particle filler respectively. 

2.3 Electrical ageing and breakdown phenomena in insulating 

materials 

Most electrical failures in the power engineering industry result from electrical ageing, 

partial discharge, or breakdown in insulating materials. Due to the defect density of the 

solid insulator, dielectric breakdown can cause mechanical damage, electrical 

conduction and, finally, the failure of the whole system. 

2.3.1 Electrical ageing 

When a solid dielectric material is continually subjected to high electrical stress, the 

material is said to undergo an irreversible process termed electrical ageing. The ageing 

process is a gradual degradation leading to the destructive breakdown of the material. 

Therefore, electrical ageing is always of great concern to industry. 

At high fields, electrons may be injected into an insulator by a thermionic emission 

process or by an electron tunnelling process. In dielectric materials, there is a high 

concentration of localised gap states, especially near the injecting electrode and, 

therefore, these injected electrons quickly become trapped after a few scattering events. 

These trapped electrons will create a negative homo-space charge near the cathode (for 

the case of injecting electrons), and hence reduce the effective field and suppress further 

electron injection. In addition, in the nonradioactive transition from an upper to lower 

energy state due to trapping or recombination, an amount of energy which is equal to 

the energy difference between the two states will be released. The energy evolved at 

each trapping or recombination event is of the order of 3-4 eV or greater for deep traps 

and recombination centres [82]. Kao [82] has supposed that this amount of energy can 

be dissipated directly, causing structural damage in the microregion around the sites 

where the electrons are trapped, or by transfer to another electron. This second electron 

may become hot and have enough energy to break molecular bonds upon bombardment. 
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The term “hot electron” is introduced to describe electron distributions describable by 

the Fermi-Dirac function but with an elevated effective temperature. To become “hot”, 

an electron must gain sufficient kinetic energy to overcome a potential barrier necessary 

to break molecular bonds. Conversely, a “cold electron” describes a thermal equilibrium 

electron. The molecule is ruptured into free radicals, which constitute new traps. These 

new defects or traps can capture ‘cold’ electrons and new energy is released which may 

be transferred to a third electron. This process will continue in a chain reaction such that 

more radicals are produced. Finally, low density regions with traps can be formed, 

leading to the degradation of the material. The probability of creating hot electrons 

depends on the concentration of injected electrons. Therefore, the concentration of hot 

electrons and hence new traps is higher near the injecting contact and increases with the 

applied electric field. 

In general, the ageing process involves bond scission, and space charge formation. It is 

a long and continuous process occurring at the molecular scale throughout the whole 

service life of the material. Therefore, it is not easily observed. Some models have been 

developed to predict the degree of electrical ageing and, hence, the lifetime of insulating 

materials. The lifetime of an insulating material can be defined as the time for a 

destructive breakdown to occur at a particular electrical stress. The higher the electric 

field applied to the material, the shorter the lifetime is. Each model has been proposed 

on the basis of different mechanisms, such as space charge accumulation, or changes of 

the morphology of the material during ageing. Due to the limited data obtained, it is 

difficult to determine which model is better. 

2.3.2 Electrical breakdown 

Breakdown phenomena in gases have been relatively well defined. However, this is not 

the case for solid dielectrics. Solid dielectrics are usually used as insulators and 

mechanical support for the conducting parts of the electrical systems. The breakdown 

process of a solid is influenced by many factors, both external ones, such as 

temperature, humidity, pressure, the applied voltage, electrode configuration and 

materials, and internal ones such as imperfections, defects, impurities, and the 

morphology of the material. In solid dielectrics, in addition to the migration of the 

electronic and ionic charge carriers, the orientation and interfacial polarisation are also 

considered to be mechanisms for charge transport. Based on the time required for the 
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occurrence of breakdown, a number of different breakdown mechanisms have been 

proposed, as shown in Figure 2-7 [98]. Electrical breakdown, such as intrinsic, 

avalanche and electromechanical breakdown, is due to electronic process, while thermal 

breakdown is a result of the thermal instability due to Joule heating and thermal 

excitation. Electrochemical erosion processes are usually referred to as pre-breakdown 

phenomena, and include partial discharges, water treeing and electrical treeing. Such 

processes cause changes in the chemical structure of the material and gradually lead to 

destructive breakdown. The most common mechanisms for the electrical breakdown of 

solids are supposed to be intrinsic, thermal and avalanche mechanisms [99, 100].  

In general, electrical breakdown is ultimately due to thermal instability, which leads to 

the destruction of the material. When a solid dielectric is subjected to an electric field, 

the electrical conduction and polarisation continuously cause Joule heating within the 

material. If this heat cannot be dispersed quickly enough into the environment by 

thermal conduction, thermal instability results and the material is said to undergo 

thermal breakdown. This failure occurs due to the localised, non-uniform fields at a 

critical current density. Dielectric losses which generate heat in the material are much 

greater under ac fields than under dc fields. Consequently, the thermal breakdown 

strength is lower for ac fields. This is the reason why the loss tangent should be kept as 

low as possible for applications involving ac fields.  

 

Figure 2-7 Breakdown in solid insulation against time [reprinted from 98] 
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For thermal breakdown process, carrier multiplication is due to mutual feedback 

between the temperature rise caused by Joule heating and thermal excitation. However, 

for electrical breakdown, carrier multiplication occurs and is mainly due to electronic 

processes. A number of theories have been proposed in an attempt to explain 

breakdown phenomena such as intrinsic breakdown, in which instability occurs when 

the energy of electrons gained by the applied field exceeds the energy lost by electron-

phonon scattering event, or avalanche breakdown, in which the electrons gain sufficient 

energy to cause impact ionisation, or electromechanical breakdown, in which the 

mechanical deformation due to the electrostatic pressure exceeds the mechanical 

modulus of the material [98]. The avalanche mechanism was originally proposed by 

Seitz [100], in which breakdown in solids and gases are similar. This breakdown 

phenomenon was explained in term of lattice ionisation and formation of an electron 

avalanche under an applied electric field. However, in practice, a solid dielectric 

material has the following features [82]: 

 The number of atoms or molecules per cm
3
 is about 10

22
 - 10

23
, that is, 10

3
 times 

larger than the number of molecules in the same volume of a gas; 

 Electron-phonon scattering can be considered a major interaction; 

 Due to impurities, structural defects, or dislocations, the concentration of 

localised gap states is much larger than that of thermal equilibrium carriers; 

 The mean free path is extremely small (l= 5-20 Å);  

 The energy band gap is large (Eg > 4 eV); 

  The carrier effective mass m* is large and mobility is low; 

 The lifetime of carriers is much smaller than the dielectric relaxation time. 

Consequently, in reality, it is almost impossible for carriers to gain sufficient energy 

from the applied field to become hot electrons to cause structural changes or to cause 

impact ionisation. It is unlikely that the injected electrons have enough time to be 

excited to a high mobility state before being trapped. One approach to explain this 

phenomenon has been proposed [101]. This proposal claimed that electrode defects and 

structural defects are the causes that enable breakdown to occur. The heterogeneity in 

the polymer structure leads to a non-uniform voltage drops and hence, non-uniform 

local electric fields within the polymer due to the different conductivities of 
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heterogeneous regions. A detailed account of breakdown processes in polymers can be 

found in [102].  

Kao [82] also developed a model for breakdown in solid insulators, in which electrical 

breakdown was first considered to involve the formation of low density domains or 

regions in the bulk, by the trapping or recombination of charge carriers injected from 

the electrical contacts. Each trapping or recombination will evolve energy of the order 

of 2-5 eV, depending on the trap energy levels, while for condensed insulating 

materials, bond dissociation energies, Ed, are usually only about 3 eV. For example, Ed 

for C-C, C-H, CH3-CH3, Si-H, and Si-O bonds are 3.5, 3.55, 3.6, 3.05, and 3.8 eV 

respectively [82]. Therefore, the energy released from the trapping events was used up 

to break molecular bonds. Subsequently, low density domains are formed with large 

mean free paths. The breakdown was considered to be initiated by impact ionisation 

within such low density domains, followed by carrier multiplication and extension of 

the regions to form highly conducting channels, leading to the final destructive 

breakdown. This model can explain the dependence of the breakdown strength on the 

ramp rate of the applied voltage, as well as on the sample thickness. However, it is 

necessary to assess how large the mean free path is to cause impact ionisation. For 

example, the energy band gap is about 9 eV [103] or 6.9-7.4 eV [104] for polyethylene. 

This is the energy required for impact ionisation. Assuming this energy to be 9 eV and 

that the applied electric field that relates to service conditions is in the range from 10-

100 kV/mm, then the mean free path required to cause impact ionisation is about 90-900 

nm, which is much larger than the distance between atoms in a dielectric. This means 

that breakdown will not be initiated until low density regions with such large mean free 

paths are created. However, polymeric materials always contain defects in terms of 

buried loops of chain ends or microvoids, which act to increase unit cell dimensions and 

specific volume. Microvoids can be formed by evaporation of volatile decomposition 

products, imprurities or auxiliaries, which can decompose, and migrate, and gases that 

have not diffused out of the system. For example, Steven et al. [105] found that an 

epoxy resin that was prepared under extremely stringent degassing conditions still 

contained 10
12
–10

13
 voids m

-3
 with diameter of 200 – 600 nm. Typically, microvoid 

diameters fall into the range 10-300 nm, but they can grow under mechanical and 

electrically-caused mechanical stresses. On the other hand, as mentioned above, the 

bond energies in condensed insulating materials usually fall in the range of 3-4 eV. The 
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energy released by the trapping or recombination events at least needs to be of the same 

order to break molecular bonds. Obviously, this energy depends on the trap energy 

level. In other words, this energy depends on the trap distribution inside the material. 

Two issues need to be addressed here concerning the trap distribution. The first relates 

to the formation of traps and their associated energy levels. For example, which factors 

determine the trap formation and its nature, or what is the probability of traps of the 

required energy level existing inside a dielectric? A high probability is necessary for the 

formation of the low density regions. The second concerns the spatial distribution of 

traps, which is whether the traps of the required energy levels are near the electrodes or 

in the bulk of the material. According to the model proposed, these traps need to be near 

the electrode such that the injected electrons can be trapped or recombined to release the 

energy. In general, it is essential to provide strong evidence in order to draw a sound 

conclusion about the application of this model. Space charge measurement may be a 

useful tool to describe the trap distribution inside the material qualitatively. However, 

quantitative evaluation also plays a key role in this model.  

The electromechanical mechanism was based on the compression force due to the 

electrostatic attraction of opposite electric charges at electrodes in contact with the 

dielectric. This force is restrained by elastic force. The material will collapse when this 

electrostatic force exceeds its mechanical compression strength. In addition, due to 

heterogeneity in the structure, the material can experience a shear force as well. A 

dielectric contains a number of domains with heterogeneous structures. The domain 

boundaries can be considered as weak regions within the material. A shear force may 

produce “cracks” within the material, where the breakdown phenomenon is initiated.   

2.3.3 Statistical analysis of breakdown data 

Electrical breakdown voltage, as measured in practice, is subject to random variances. 

The breakdown phenomenon is a system failure which occurs when a weak link in the 

system fails. The distribution of structural defects within polymers is random, and 

therefore, each sample may undergo breakdown at different fields even though in 

principle, the samples are of the same material. As a result, it is necessary to analyse the 

breakdown data statistically. Although a number of statistical distribution functions can 

be applied to electrical breakdown, such as the Gumbel and Lognormal [106], the 
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Weibull distribution is the most common function used for the analysis of small or large 

data sets.  

Assuming that the random breakdown process follows the Weibull distribution, the 

Weibull probability density fucntion f(x) indicates the probability of the breakdown 

phenomenon at an applied field x. The overall probability of electrical breakdown of a 

sample under an applied field less than or equal to x can be expressed by the cumulative 

distribution function: 

                    
 

 
 
 

                                                                  

 

 

 

where the scale parameter α is the electric field at which the failure occurs for 63.2% of 

the samples. The shape parameter β indicates the scattering of the data. The higher the 

β, the lower the scatter. To plot the failure probability as a function of the breakdown 

strength, Benard’s approximation of median rank [107] is usually applied to evaluate 

the unreliability of each failure and provide a 50% confidence interval of the true i
th

 

failure among n samples. This method will rank the breakdown data in an increasing 

order before plotting. This approximation is given by: 

       
     

     
                                                                                                                                                                   

2.4 Space charge formation and the pulsed electroacoustic technique 

(PEA) 

In practice, all solid dielectrics are imperfect. Polymeric materials usually contain 

impurities, and/or physical and chemical defects due to the manufacturing and handling 

processes. Such defects contribute a distribution of localised energy states within the 

band gap. However, these states are not extended throughout the crystal but exist in the 

vicinity of chemical and structural defects. These states are termed as traps because 

charge carriers entering these states are not available for conduction and may have to 

require considerable energy to be removed. The traps can be in the form of donors with 

energy levels immediately above the top of the valence band, acceptors with energy 

levels immediately below the bottom of the conduction band, or sites. Depending on the 

energy required to remove carriers, traps can be classified into deep and shallow traps. 
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When charge carriers such as electrons are trapped, space charge will be formed and the 

localised electric field around the trapping sites will be modified. Such field distortion 

can be significant. For example, Gallot-Lavallee et al. [108] considered a 1 mm thick 

film of relative permittivity of 2 and estimated that if the dielectric contains a charge 

density of 1 C/m
3
 (i.e., 1 trapping site per 10

6
 atom in a typical solid, equating to 1 ppm 

of impurities), the electric field can reach a value as high as 50 kV/mm. In reality, 

technical insulations usually contain more than 1 ppm of impurities [109]. The increase 

in the local electric field in the system will lead to a consequent decrease in the 

electrical performance of the material [110-111]. Dissado et al. [112] investigated the 

effect of space charge on the electric field distribution and suggested that space charge 

is the origin of material degradation. 

The mechanisms of space charge formation in the bulk of a dielectric are extremely 

complex, involve charge injection and transport within the material and are strongly 

influenced by various factors, such as the applied stress, humidity, temperature, 

electrode materials, impurities, etc. Charge carriers may be generated inside the material 

by various processes, such as thermal excitation, impurities, ionisation, internal 

dissociation or injection from the electrodes [110]. In general, a dielectric contains only 

a small amount of mobile charge within its bulk. Furthermore, under a high electric 

stress, at the electrodes, electron injection or extraction (hole injection) can occur by 

either Schottky emission or quantum-mechanical tunnelling through the barrier [110]. 

They are referred to as homo-charges. At interfaces between the electrodes and the 

material, there always exists the contact potential, which is defined as the potential 

difference created between two dissimilar materials of different work functions when 

they are brought into intimate contact [110]. The potential barrier height may limit the 

charge transport if its value becomes too high. The magnitude and slope of potential 

barrier height are strongly influenced by polymer electron affinity and the ionisation 

potential [113]. In addition, the dissociation of intrinsic charges in the bulk can produce 

mobile carriers for conduction, or traps that will affect the mobility of charge carriers 

injected from the electrodes. Under the influence of an applied field, charge carries will 

drift across the material and some of them will be trapped in localised states. Therefore, 

the amount of charge moving will decrease. However, the electric field may also modify 

the potential barrier profile of a trap to liberate the trapped charges more easily, a 

process termed field-assisted charge generation [114]. Charge transport can be imagined 
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as bi-polar conduction, due to electrons from one side and positive charges from the 

other side of the material. Therefore, through their motion, there is the recombination of 

opposite charges, which results in the reduction in the amount of charge and effective 

charge carrier mobility. A mobile charge is associated with an effective mobility. 

Charge carrier mobility controls the charge carrier density that can be transported 

through the sample under the presence of low injection potential barriers [114]. Due to 

the difference in these mobility values, recombination may not occur in the middle of 

the bulk, but near the electrodes. The trapped charge plays an important role in the 

electric field distribution and therefore the electrical ageing of insulating materials 

[115]. Charges with the same polarity as the electrode reduce the interfacial field and, 

thus the injection of homo-charges, but increase the field in the bulk, and vice versa. 

The increase in the local field can lead to the local degradation of the material and, 

ultimately, to breakdown. 

The principles of charge carrier injection, transport, trapping and recombination 

described above are modelled by Alison-Hill in a bipolar scheme, as shown in       

Figure 2-8. Mathematically, the model is based on the following basic equations of 

charge transportation in space and time: 

Transport equation:                                                                             

Continuity equation:                                           Equation 2 - 21 

Poisson’s equation:                                                   Equation 2 - 22 

where  is the mobility of carriers, which is a function of time t, while n, the density of 

mobile species, j, the current density, E, the electric field, and , the net charge 

density, are all functions of time t and space x [116].  
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Figure 2-8 Schematic representation of the conduction and trapping model 

[reprinted from 116] 

In principle, this model is fine, but not always applicable. In this model, there is only 

one single level trapping on deep centres, from which the trapped charges cannot escape 

[116-117]. That is, the electric field cannot modify the potential barrier sufficiently to 

liberate the trapped charges. Therefore, these charges can only recombine with the 

oppositely charged carriers. Besides, in the model, a constant effective mobility has 

been assumed. However, in dielectrics such as epoxy resins, there exists a distribution 

of trapping levels as well as a number of various charge carriers with different effective 

mobilities. Detrapping events can occur, that in turn, modify the effective mobility of 

charge carriers. Despite its simplicity, the Alison-Hill model, in principle, describes the 

space charge dynamics in polyethylene materials. According to the model, the transport 

process is dominated by electronic carriers injected from the electrodes. Only charges 

trapped in deep centres are introduced and there is no trap barrier modified by the 

applied field. The recombination is described between the opposite species (electrons 

and holes). Although the model is proposed with some assumptions that are impractical, 

such as the single trapping level and constant mobility, simulations based on it provide 

results that are compatible to experimental data [116-117]. Therefore, the model is a 

useful tool in analyzing the factors that influence space charge dynamics via numerical 

simulation, instead of through experimental discussions only. 
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In practice, the density of trap states in the energy gap can be high and the edges of the 

conduction and valence bands cannot be well-defined, as shown in Figure 2-9. The 

formation, the depths, and the concentration of traps are associated with the conditions 

under which the network is formed. Under the influence of an applied field, given 

sufficient energy, charge carriers can escape from localised states and drift to other 

localised states. However, such conduction in the band gap by this method depends on 

the inter-state distance. Further from the centre of the band gap, the distance between 

states is very small, so it may be possible for electrons to tunnel or hop between sites 

which are close to each other. However, near the centre of the gap where the 

concentration of states is low, it is unlikely that such a form of conduction can take 

place. The mobility of charge carriers in this region is extremely low and this region is 

referred as to the mobility gap. The concept of mobility gap is useful in separating out 

the extended and localised states. Obviously, the inter-state distance is a critical value 

for this form of conduction to occur. The probability of hopping or tunnelling between 

states increases quickly as this value falls below a few nanometers [118].  

 

Figure 2-9 Schematic illustration of localised states (indicated by squares) as a 

function of electron energy, and the mobility for amorphous solids [reprinted from 

118]. Overlapping squares shows states between which charge carriers can 

transport. Although the band edges and band gap are not well defined, a 

reasonable decrease in effective mobility can be detected 
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Because of the important influence of space charge on the performance of insulating 

materials, it is crucial to develop experimental techniques to facilitate the measurement 

of the accumulated space charge inside dielectrics quantitatively [119]. From the history 

of charge measurements, two classes of technique exist: destructive and non-destructive 

techniques. 

Destructive techniques were first developed in the early days of the 20
th

 century, and 

involved the use of powders, a field mill, or an electrostatic probe. However, in these 

methods, the dielectric had to be cut into slabs or slices, which could affect the charge 

distribution. This obvious disadvantage drove the discovery of non-destructive 

techniques. 

The thermal shock method or thermal step method (TSM) was the first non-destructive, 

quantitative method and details of it are described in [120]. Thin electrodes are placed 

on both sides of a flat sample. One side of the sample is then subjected to a temperature 

pulse or step, which will travel as a thermal wave through the dielectric and therefore 

displace the space charge inside the sample slightly. This perturbs the electrode charges 

simultaneously, which results in a small voltage and current. The propagation of the 

thermal wave can be calculated. Then, using convolution techniques, the original space 

charge profile can be deduced. However, this method requires expensive equipment and 

complex mathematical calculations. The pressure wave propagation (PWP) method is 

used more widely [121]. The principles are similar to that of TSM but, instead of the 

thermal pulse, this method uses a pressure pulse of very short duration generated from a 

piezoelectric foil, PVDF. Moreover, as the pulse time is short, there is no need for 

complex convolution techniques to recover the space charge distribution and therefore it 

simplifies the method. The laser-induced pressure pulse (LIPP) method uses a very 

short laser pulse (<<1ns) to irradiate one side of the sample [122]. As a result of the 

energy shock at the surface, the sample generates a pulsed acoustic wave travelling 

through it. The principle is the same as in PWP, but the rise time is shorter. 

The PEA technique is one of the most commonly used non-destructive methods for 

space charge measurement. In this technique, the acoustic wave is internally generated 

by the space charge and propagates through the material. A representation of a PEA 

system is given in Figure 2-10. In principle, the PEA method uses a piezoelectric 

transducer (PVDF foil) to detect the acoustic waves and convert them into electrical 
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signals. The use of a polymeric piezoelectric transducer is based on its properties, 

including high levels of piezo activity, wide frequency range and dynamic response, 

low acoustic impedance, etc [123]. The PEA system includes electrode 1, the dielectric 

sample, electrode 2, the transducer and acoustic absorber in sequence from right to left. 

An amplifier is put across the transducer to transfer the signal to an oscilloscope. A 

pulse source and a dc voltage source are in parallel across both electrodes.  

 

Figure 2-10 Schematic diagram of the PEA system 

When a dc voltage is applied, charges are injected into the sample with total space 

charge density )(x in the bulk. The space charge distribution induces surface sheet 

charges of the same sign but different magnitudes on both electrodes, depending on the 

distance between the space charge and the electrodes. Additionally, the applied field 

also creates opposite charges of equal magnitude at the surfaces of both electrodes. The 

sums of induced charges and generated ones are the surface sheet charges 1 and 2 at 

the electrodes. When a short electrical pulse is put across the sample, the charges, which 

are the electrode charges and accumulated space charges inside the specimen, are 

stimulated by the pulsed field and every charge produces a pulsed electrostatic force. 

These forces generate pressure waves that travel as acoustic waves through the sample 

in two directions due to the slight movements of charges. The wave to the left will be 
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transmitted to electrode 2 and then to the transducer. When the acoustic wave 

propagates through the transducer, a surface charge is induced at the surfaces of the 

transducer due to the piezoelectric effect [123]. The transducer will transform this 

induced surface charge into an electrical voltage signal, which is amplified and shown 

on the oscilloscope. The magnitude of the signal is proportional to the space charge 

density [124]. After passing through the transducer, the wave will be absorbed by the 

acoustic absorber. The wave to the right will travel through the conducting layer and be 

transmitted to electrode 1 and then to the interface where it will be reflected back into 

the system to the left. After that, this wave will be transferred to the transducer later 

than the one to the left. Therefore, there is no overlap of the two generated pressure 

waves [124]. Due to its structural simplicity, ease of implementation and low cost 

compared to other techniques, the PEA method is used commonly to examine space 

charge injection and trapping in dielectric specimens.   

2.5 Infra-red spectroscopy 

It is well known that the energy of a molecule includes translational, rotational, 

vibrational and electronic contributions [125]. Translational and rotational energies 

involve the movement and the rotation of a molecule as a whole respectively. 

Vibrational energy is related to the vibration of constitutional atoms within the 

molecule, whereas electronic energy involves the associated energy of the electrons in 

the molecule. A molecule can only exist in certain discrete energy levels. There exist a 

number of possible vibrational energy levels at each electronic energy level, as shown in 

Figure 2-11. Obviously, it requires more energy to raise the electronic energy level of a 

molecule from the ground state to the excited state than to raise the vibrational energy 

levels.  



Chapter 2: Theory 

 

40 
 

 

Figure 2-11 The simplified representation of the quantized electronic and 

vibrational energy levels of a molecule [126] 

The vibrational energy of a molecule is determined by the shape of the molecule, the 

masses of constitutional atoms and eventually by the interaction between electronic and 

nuclear motions of molecules [127]. Different molecular configurations result in 

specific natural vibrational frequencies. For a simple diatomic molecule, only stretching 

vibrations can be found. For more complex molecules containing a number of 

alternative single and double bonds, conjugation of bonds can perturb the stretching 

frequency. For example, vibrational movements of atoms in simple molecular 

congigurations such as CH2 groups can be classified as stretching and bending 

vibrations. The bending vibrations often include scissoring, rocking, wagging, and 

twisting as shown in Figure 2-12. 
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Figure 2-12 Pictorial illustration of vibrational modes detected using FTIR 

spectroscopy [reprinted from 128] 

When electromagnetic (EM) radiation interacts with molecules, the energy of the 

photon can be taken up by the matter, a process termed absorption. Depending on the 

quantum energy of a particular frequency of EM radiation, several types of physical 

processes can occur, such as ionisation caused by ultraviolet radiation or electronic 

transitions caused by visible light. The quantum energy of infrared (IR) radiation is not 

sufficient to induce electronic transitions and, therefore, absorption of IR is restricted to 

vibrational and rotational states of a molecule, as shown in Figure 2-13. For a molecule 

to absorb IR, the vibrations or rotations must induce a net change in the dipole moment 

of the molecule. It means that only polar molecules containing permanent dipole 

moments can absorb IR. If the frequency of radiation matches the vibrational frequency 

of the molecule then radiation will be absorbed. IR absorption will increase molecular 

vibrational energy. The absorbed energy is quickly dissipated, in terms of kinetic energy 

as a result of collisions or released photons.  
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Figure 2-13 Energy levels of a molecule during absorption of a photon     

[reprinted from 126] 

An IR spectrometer usually measures the radiation intensity as a function of the 

wavelength of the light incident on a sample. At the characteristic vibrational 

frequencies of molecules, IR absorption occurs and, the intensity of the transmitted IR 

will decrease. Consequently, a transmittance or absorbance spectrum plot can be 

obtained. Each type of bond has its own natural vibrational frequency and, so, is 

associated with a certain characteristic infrared absorption region. For example, 

absorption in the range 3000 ± 150 cm
-1

 is usually associated with C-H bonds present in 

the molecule. Another example is the hydroxyl group with its absorption range 3500-

3000 cm
-1

. Even two bonds of the same type in two different compounds are still in 

slightly different environments, and thus, no two molecules with different structures 

produce exactly the same infrared spectrum. Therefore, infrared spectroscopy can be 

used to investigate the molecular structure of samples. By combining the near (14000-

4000 cm
-1

), mid (4000-400 cm
-1

), and far (400-10 cm
-1

) infrared regions, the rotation or 

vibration of molecules, or combinations of these, can be observed and hence, a sample 

can be characterised and chemical bonds present in the sample can, in principle, be 

deduced.  

In addition, IR absorption has been used successfully to determine the actual 

concentration of an analyte using the Beer-Lambert law [129-130]. An overview of this 

law can be found at [131]. This method is based on the linearly proportional relationship 

between peak areas in the infrared spectrum with the analyte concentration. This 

method requires a standard sample of known analyte concentrations for the calibration 
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[132]. However, this law is only restricted to circumstances where absorbance values 

change linearly with concentration, without any chemical effects [133]. 

Dispersive infrared spectrometers produce a beam of IR radiation and then split it into 

two separate beams of the same intensity. One of those two beams will pass through the 

sample and the other passes through a reference. The beams then pass into the 

monochromator that disperses each into a continuous frequency spectrum of IR light. 

The monochromator alternatively passes these two beams to a slowly rotating 

diffraction grating. This grating varies the frequency of radiation directing toward a 

detector. The detector determines the frequencies absorbed by the sample based on the 

ratio between the intensities of the reference and the sample beams. In Fourier transform 

infrared spectrometers (FTIR), the beam of IR radiation passes through an 

interferometer. The interferometer is used to split a beam of IR radiation into two beams 

which will travel different optical distances and, on recombination produce alternating 

interference fringes. The pattern produced contains all the frequencies of the infrared 

spectrum. The interferogram is a measurement of the temporal light intensity against 

optical path difference. Then, the returning signal undergoes FT which will convert a 

signal in the time domain to the frequency domain. Although the resulting spectrum 

should be the same from both FTIR and dispersive instrument, the FTIR can acquire the 

interferogram in less than a second, it offers a better signal-to-noise spectrum by 

operating the FT on the sum of accumulated interferograms. Because the information on 

all frequencies is acquired simultaneously, the FTIR provides faster method than 

conventional IR [132]. In addition, FTIR spectrometers are cheaper than conventional 

ones because it is easier to produce interferometers than monochromators. Because of 

these advantages, virtually, modern IR spectrometers are FTIR instruments. The big 

disadvantage of FTIR is atmospheric peaks, i.e. the spectrum involves the complete path 

length. Dispersive instruments show only the sample.  

The polarity of the oxirane ring makes detection by IR spectroscopy possible. 

Therefore, IR spectroscopy has been used widely to characterise epoxy-based systems. 

For example, Zhang et al. [134] monitored the curing process of an epoxy/anhydride 

system at various heating rates using FTIR. In this work, changes in the concentrations 

of different functional groups were recorded and compared during the curing process. 

The results showed that etherification was not the dominant mechanism. In another 
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example, Preetha et al. [135] applied FTIR spectroscopy to analyse the degradation of 

sample surfaces due to partial discharge activity. The FTIR spectra of the aged epoxy 

samples demonstrated the presence of –C=O from intra molecular hydrogen bonded 

acids and the –CO-OOH bands of peracids.  

2.6 Scanning electron microscopy (SEM) 

Conventional optical microscopes operate with the limited wavelengths of light used 

(around 500 nm), and hence, give relatively poor resolution. In 1935, Max Knoll [136] 

observed the surface of a sample at nanometric scale using scanning electron 

microscopy (SEM). Since then, SEM has been applied frequently to investigate the 

morphology of many different materials. For SEM, the wavelength of electrons can be 

made much shorter than that of visible light, and consequently, the theoretical resolution 

is greatly improved. The relationship between the wavelength λ of an electron and the 

accelerating voltage V is presented in the equation: 

  
  

  
                                                                                                                             

where h is the Planck constant, c is the speed of light in vacuum, and e is the electron 

charge (1.602x10
-19

 C).  

The SEM apparatus is enclosed in a vacuum chamber to avoid the effects of gas during 

operation. An electron beam, which is produced by an electron gun and accelerated 

through a potential difference (5-30 kV), passes through an optical system including 

two pairs of condenser lens and a condenser aperture. After passing through the lens, the 

high-angle electrons of the beam are eliminated using the aperture. The lenses are used 

to form a thin coherent beam passing through an objective lens which is used to focus 

the beam onto the selected area of the sample. The electron beam is then scanned across 

the surface, and the re-emitted electrons are collected by a detector. The signal from the 

detector is then amplified electronically and sent to a monitor screen which is scanned 

identically to the sample [137]. The detector signal controls the brightness while the 

magnification is based on the ratio of two scanning signals. The interaction between the 

incident electrons and those in the sample can be categorised into two main types. The 

first one is due to inelastic collisions, and the result is the emission of low energy 

secondary electrons (10-50 eV) [138]. Due to their low energy, those electrons can only 
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escape from regions near the surface of the sample. The second interaction involves 

higher energy electrons which are released from the deep regions within the sample as 

well as from the surface due to elastic backscattering. In order to avoid the charge 

accumulation at the surface, the SEM samples are usually made electrically conductive 

and grounded. 
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Chapter 3  Sample preparation and the 

experimental set-up 

This chapter sets out to provide information about the component materials used in this 

work, and describes the various experimental set-ups employed to characterise the 

properties of the samples.  

3.1 Base materials 

The resin used in this study was Araldite MY 740 (Huntsman), which is based upon a 

diglycidyl ether of bisphenol-A (DGEBA) and has an EEW of 180-190 g/mol. This was 

cured using an anhydride-based hardener, coupled with a tertiary amine accelerator. The 

hardener used was Aradur HY 906 (Huntsman); this is methyl nadic anhydride and, as 

such, is a dicarboxylic anhydride. The accelerator was DY 073-1 (Huntsman), which is 

a modified amine complex. All these chemicals were used as received. 

Table 3-1 The materials of curing system 

Type Designation Chemical structure 

Epoxy 

resin 

Araldite 

MY 740 
 

Hardener Aradur HY 

906 

 

Accelerator DY 073-1 R3N 

Table 3-1 represents the chemical structure of these organic compounds. This epoxy 

system is used widely in the construction of large coils for magnets and/or rotating 

machines due to its good mechanical and electrical properties at elevated temperatures, 

high thermal shock resistance and excellent radiation resistance. Typical mechanical 
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and electrical properties of this system are summarised in Table 3-2, based on the 

supplier’s datasheet.  

Table 3-2 Typical mechanical and electrical properties of MY 740/HY 906 

Properties Standard Dimensions Value 

Flexural strength ISO 178 MPa 125-135 

Surface strain ISO 178 % 4.4-5.0 

Impact strength ISO 179 kJ/m
2
 15-18 

Glass transition temperature 

(DSC) 

ISO 11357-2 
o
C 140-145 

Breakdown strength IEC 60243-1 kV/mm 26-30 

a. Diglycidyl Ether of Bisphenol A (DGEBA)  

DGEBA is the most common commercial epoxy resin monomer. The resin is 

synthesised from bisphenol-acetone and epichlorohydrin, as shown in Figure 3-1. The 

reaction is always carried out with an excess of epichlorohydrin to create terminal 

epoxy groups, as shown in Figure 3-2. 

This excess is often associated with impurities in the resulting epoxy structure. The 

molecular weight of an epoxy resin can vary from low to high depending on the 

synthesis conditions and the amount of epichlorohydrin used, as shown in Table 3-3. 

The value of n in Figure 3-1 determines the molecular weight and the number of 

hydroxyl groups in the DGEBA monomers. The hydroxyl groups play an important 

catalytic role in the kinetics of the curing process and provide higher viscosity [139]. In 

general, when n is between 0 and 1, the resin is in the liquid phase at room temperature, 

but it is a rubber/solid at room temperature for values of n greater than 2 [32]. 

Commercial epoxy resins are usually a mixture of polymers, whereupon, n represents 

the average value.  
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Figure 3-1 Synthesis of DGEBA resin from bisphenol A and epichlorohydrin [140] 

 

 

Figure 3-2 The chemical structure of DGEBA 

 

Table 3-3 Effect of reactant ratios on molecular weight of epoxy resin [140] 

Mole ratio: 

epichlorohydrin/ 

bisphenol A 

Mole ratio: 

NaOH/ 

epichlorohydrin 

Softerning 

point, 
o
C 

Molecular 

weight    

(g mol
-1

) 

EEW      

(g mol
-1

) 

Epoxy 

groups/ 

molecule 

2.0 1.1 43 451 314 1.39 

1.4 1.3 84 791 592 1.34 

1.33 1.3 90 802 730 1.10 

1.25 1.3 100 1133 862 1.32 

1.2 1.3 112 1420 1176 1.21 

 

Low molecular weight resin monomers with values of n ranging from 0 to 4 are of the 

most significance to industry, due to their ease of processing, high reactivity and high 

crosslinking density [140]. The cured products of these monomers possess high glass 

transition temperatures with good heat, chemical and solvent resistance.  
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b. Anhydrides [140] 

In addition to amines, acid anhydrides constitute an important class of curing agents. 

The reaction between anhydrides and epoxy resins is extremely complex, with a number 

of competing mechanisms, including esterification, etherification and even reactions of 

nascent hydroxyl groups with epoxy rings. At low curing temperatures, ester and ether 

reactions occur at the same rate, while esterification becomes dominant at higher 

temperatures. In addition, accelerators can change the balance of ester-ether linkages, 

while moisture absorption can lead to the hydrolysis of anhydrides to the corresponding 

acids, thereby, changing the curing properties of the systems. Consequently, it is 

necessary to dry fillers before introducing them into an anhydride system.   

c. Fillers 

Nanopox E 470 (Nanoresins) was used to provide the nano-sized fillers. This 

commercially available material is a high performance silica reinforced bisphenol A 

based epoxy resin, containing a SiO2 content around 40 wt%. The silica phase consists 

of surface-modified synthetic SiO2 with an average particle diameter of 20 nm, and 

maximum diameter of 50 nm.  According to the supplier’s technical data sheet, it is an 

agglomerate-free colloidal dispersion of nanoparticles in the resin. Its EEW is 

300 g/mol and it is stated that the nano-silica is dispersed in the resin in the form of 

primary particles. 

In addition, a nanosilica system supplied by 3M was also used in this project; not much 

information exists about this product, although it is believed to include nanosilica 

particles with an average diameter of about 100 nm premixed in the resin at 49.8 wt%, 

as claimed by the supplier. Surface-treated 3M nanosilica is considered to be well 

dispersed in the resin.    

Silbond W12 EST (Quarzwerke) was used as the micro-sized filler. This grade is a 

silanated, ultra-fine silica flour with an average particle diameter of 16 µm and an upper 

grain size of 50 µm. Due to surface-modification, such silica flours can be effectively 

incorporated into appropriate polymer system. Its specific surface area of 0.9 m
2
/g is 

small. Silbond is produced from prepared natural raw minerals. Therefore, Silbond 
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contains only 98.5 wt% SiO2, plus other impurities such as Al2O3, Fe2O3, CaO, MgO, 

Na2O and K2O.   

3.2 Silica 

Silica is the chemical name that represents a large class of materials with the general 

formula of SiO2. Silica is produced by various synthesis processes, depending on the 

required sizes and behaviour of the filler. Silicon dioxide particles have been used 

widely as fillers in epoxy resins to enhance insulation properties and reduce the cost of 

the material. However, the addition of silica fillers into an epoxy resin can degrade 

material properties in the case of poor particle dispersion. Severe filler settling can 

cause cracks and reduce the reliability of the system [36]. Therefore, it is important to 

ensure a good dispersion of fillers. As a result, a fundamental understanding about 

surface chemistry of filler, filler dispersion and liquid-solid interactions plays an 

essential role in producing a good nanocomposite. 

3.2.1 Silica synthesis 

Naturally, silica exists in the form of flint or quartz. However, most industrial silica is a 

synthetic amorphous one. A number of methods are used to synthesise silica fillers, 

depending on the required particle size. The wet chemical route, where the silica is 

formed in the liquid phase, and the dry chemical route, where the silica is formed at a 

high temperature, are the two main ways. The two kinds of silica produced by the dry 

chemical route are fused silica and fumed silica. Fused silica is a noncrystalline form of 

quartz, with a highly crosslinked 3-D structure. It is produced by the fusion of high 

purity sand using an electric arc or a plasma arc furnace at about 2000 
o
C. Therefore, 

chemically bonded water molecules are often absent in the final forms of fused silica. 

Although this fusion process can produce silica particles of different sizes, ranging from 

nanoscopic to microscopic scales, fused silica of defined shape and geometry is usually 

used in the micron range size, with the thermal, mechanical and electrical properties 

comparable with crystalline quartz, as shown in Table 3-4 [141]. On the other hand, 

fumed silica is synthesised by burning SiCl4 with hydrogen and oxygen in a high 

temperature flame, according to the reactions shown in Figure 3-3. 
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Table 3-4 Typical properties of silica [141] 

Property Quartz Fused/Fumed silica 

Density (g/cm
3
) 2.65 2.2 

Thermal conductivity (Wm
-1

K) 1.3 1.4 

Thermal expansion coeff. (10
-6

 K
-1

) 12.3 0.5 

Tensile strength (MPa) 55 110 

Compressive strength (MPa) 2070 690-1380 

Poisson’s ratio 0.17 0.165 

Fracture toughness (MPa) - 0.79 

Melting point (
o
C) 1830 1830 

Modulus of elasticity (GPa) 70 73 

Permittivity * 3.8-5.4 3.8 

Tan (  x 10
4
) * 3 - 

Loss factor * 0.0015 - 

Dielectric field strength (kV/mm) * 15-25 15-40 

Resistivity ( m) * 10
12

-10
16

 >10
18

 

*Dielectric properties at 1 MHz 25 
o
C 

2H2 + O2                2 H2O 

SiCl4 + 2 H2O              SiO2 + 4HCl 

Or 2H2 + O2 + SiCl4  SiO2 + 4HCl 

Figure 3-3 Synthesis of fumed silica using SiCl4 

Fumed white and loose silica powder has a highly disordered random network structure 

formed by SiO4 tetrahedra with strong directional covalent bonds between four oxygen 

atoms at the corners and a silicon atom at the central, as shown in Figure 3-4 [142]. It is 

difficult for fumed silica to change its morphology and to crystallize, even if heated up 

to 1000 
o
C. The primary fumed silica particles of around 7-40 nm form a loose, non-
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isolated network with about 98 vol% air through hydrogen bonds or Van deer Waals 

force. Due to the loose structure, the applications of fumed silica are quite different 

from fused silica, e.g. it cannot be used for epoxy reinforcement. 

Currently, most nano-scale silica is synthesized by the sol-gel method, which is a wet 

chemical route. This process is based on the condensation of tetraethylorthosilicate 

(Si(OC2 H5)4 ; TEOS) in an alcoholic solution of water and ammonia. The sol-gel 

reactions can be considered as a two-step network forming process, including the 

hydrolysis of a metal alkoxide followed by a polycondensation reaction. In the case of 

silica, alkoxysilane such as TEOS has been widely used as a ceramic precursor in the 

sol-gel reactions, as shown in Figure 3-5 [143]. 

 

Figure 3-4 Pictorial representation of a SiO2 atom (left), and the overall structure 

of silicon dioxide (right) [reprinted from 144-145] 

 

Figure 3-5 Sol-gel reactions of alkoxysilane [reprinted from 143] 
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There are a number of factors that influence the kinetics of the hydrolysis and 

condensation reactions, such as catalyst, temperature, etc. Therefore, by controlling the 

relative rate of these reactions in the sol-gel process, the morphology or surface nature 

of the silica phase can be altered, as shown in Figure 3-6 [146]. An acid or base is 

generally used as a catalyst to activate the sol-gel process. Acidic catalysis is found to 

accelerate the hydrolysis of TEOS. As a result, the hydrolysis reaction occurs at higher 

rate than the condensation, so leading to a weakly branched structure such that further 

evolution will provide a gel structure. Finally, a 3-D gel networks of the silica phase 

with characteristic morphological dimensions below 100 nm can be achieved [147]. In 

contrast, under basic catalysis, the polycondensation occurs at a higher rate than the 

hydrolysis. In this case, compact primary particles of highly dense networks with ring 

structure are formed. Further polymerisation will produce large spherical particles of 

highly branched clusters with dimensions much greater than 100 nm, which are 

generally referred to as sol structures. The sol is made of solid particles with a diameter 

of the order of hundreds nanometres, which are suspended in the liquid phase. 

 

Figure 3-6 Polymerisation of silica [reprinted from 147] 
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Nanosilica particles produced by the sol-gel method have a large surface area, covered 

by silanol groups with a hydrophilic nature. Therefore, such silica particles do not 

exhibit good compatibility with epoxy resins. On the contrary, the particles tend to 

attract each other, through hydrogen bonding, to form aggregates. As a result, the 

material properties deteriorate, such that the nanocomposite exhibits a reduced Tg, 

higher moisture absorption, etc.  

To achieve better compatibility and dispersion, surface modification of the particles is 

usually employed. The chemical treatment using silane coupling agents is preferred for 

silica surface modification, due to the polar function groups of the silane. Through this 

modification process, the hydrophilic silanol groups on the particle surface are replaced 

by hydrophobic groups, as shown in Figure 3-7. Consequently, better compatibility 

between the filler and the epoxy matrix is obtained due to the increase in the surface 

tension of SiO2 through hydrogen bonding, or Van der Waals forces, etc. [148]. As a 

result, homogeneous dispersions of nanosilica in the polymer matrix can be produced as 

shown schematically in Figure 3-8. 

 

Figure 3-7 Mechanism of silane treatment to nanosilica surface                 

[reprinted from 141] 
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Figure 3-8 The dispersion of nanosilica  before and after surface modification 

3.2.2 Possible curing mechanisms 

The curing process is a set of chemical reactions that lead to the formation of a highly 

crosslinked 3D network. A number of researchers have studied the curing of epoxy 

resins and anhydrides and suggested different mechanisms and kinetics. For example, 

Fisch and Hofmann [149] proposed that anhydride does not react with epoxy groups 

directly. Instead, in the absence of catalysts, the ring opening reaction between the 

anhydride and hydroxyl groups occurs first, followed by the reaction of the carboxyl 

group of the monoester with the epoxy group, resulting in a diester and a new OH 

group. They also noticed the reaction of epoxy groups with hydroxyls to a minor extent, 

and hence the anhydride requirement was only 0.5 to 0.85 mole per mole of epoxide. 

However, when tertiary amines or other basic catalysts were added to the reacting 

mixture, the authors observed that the formation of esters was accelerated while the 

generation of ethers was suppressed. Moreover, the ring opening reaction was found to 

occur at a faster rate than the others, leading to the accumulation of monoester in the 

reaction mixture. Fischer et al. [150] also found the same effect of catalysts. However, 

he did not assume that the alcoholysis reaction preceded the reaction of the epoxy 

groups itself due to the observation that an increase in the hydroxyl concentration did 

not increase the reaction rate. Similarly, Sorokin et al. [151] studied the curing of epoxy 

resins based on isolated reactions. This work revealed two main reactions occurring 

during curing with and without a catalyst, including the alcoholysis and the reaction of 

the nascent monoester with the epoxy group. However, in this work, he did not observe 

reactions between epoxy groups and hydroxyls. Later on, Kolar et al. [152] studied the 

curing of epoxy resins with maleic anhydride under the catalysis of N,N-dimethyl 

aniline based on the model reactions. He found that curing depended on the hydroxyl 
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content. If this was low, alcoholysis and the reaction rates of monoesters and epoxy 

groups were limited. Conversely, if the concentration of hydroxyls was comparable to 

that of epoxy groups and anhydride, the anhydride was depleted faster than the epoxy 

groups; hence, the kinetics depended on the reaction of monoester and epoxy groups. 

Based on this observation, he concluded that the hydroxyl content of the resins used 

determines the curing mechanism and kinetics. In addition, the work also revealed that 

no reaction between epoxy groups and hydroxyls took place at low temperature. 

Despite such discrepancies in the proposed mechanism and kinetics, in general, three 

steps occur during curing of an epoxy resin and an anhydride, namely initiation, 

propagation and termination. The initiation step can involve the alcoholysis of 

anhydride. Alcoholysis is a nucleophilic reaction, and hence, the presence of tertiary 

amines accelerates the reaction due to the increase in the positive partial charge on the 

carbon next to the nitrogen atom [152], as shown in Figure 3-9. The initiation step can 

also involve the reaction of tertiary amines with epoxy groups, giving rise to a 

zwitterion as proposed by Matejka et al. [153] and Fedtke et al. [154], as shown in         

Figure 3-10. The resultant salt will act as the initiator for the curing process. The 

propagation reaction progresses as a result of transfer of the active centre between the 

epoxy and anhydride molecules in the fashion of chain growth polymerization through 

an esterification reaction, in which the CO
-
 group will open the anhydride ring while the 

COO
-
 group will open the epoxy ring. This reaction is considered to be the dominant 

curing mechanism. However, in practice, homopolymerisation/etherification also occurs 

to some degree during the curing process, in which the CO
-
 group reacts with the epoxy 

group and opens its ring at elevated temperatures, as shown in Figure 3-11. In other 

words, the curing mechanism of an epoxy-anhydride system is complicated with a 

number of possible competing reactions. Depending on imposed conditions, such as 

curing temperatures or mixing ratio, one of these reactions may become predominant 

and determine the final crosslinked structure, and hence, the final properties of the cured 

system.  
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Figure 3-9 Proposed initiation step via catalytic reaction of alcoholysis     

[reprinted from 152] 

 

 

 

 

Figure 3-10 Proposed initiation step by opening epoxy ring [reprinted from 154] 
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(a) 

(b) 

Figure 3-11 Propagation step including (a) esterification and (b) etherification 

[reprinted from 155] 

3.2.3 Calculation of stoichiometric proportion 

From the data sheets of the materials used, some important parameters can be derived as 

follows: 

a. For the unfilled epoxy resin 

- For the base epoxy resin, the average epoxy equivalent weight is EEWave = 

1000/[(5.25+5.55)/2] = 185.185 g/mol. 

 

- For the curing agent, the average molecular weight of the anhydride is MW = 

178.1846 g 

The anhydride equivalent weight is AEW = 178.1846 g/mol. 

Based on the esterification mechanism which is favoured under the curing cycle used 

here, the ratio of the epoxy group to the anhydride group is close to 1:1. 
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Therefore, the amount of anhydride required to cure the epoxy is: 

phr = (178.1846/185.185) * 100 = 96%  

b. For a filled epoxy resin: 

If Nanopox E 470 or the 3M system is added to the base epoxy resin, then the average 

epoxy equivalent weight of the mixture needs to be recalculated, because both Nanopox 

and 3M are silica reinforced epoxy resins with their own EEW.  

The average EEW of the mixture is then calculated as follows: 

           
   

 
 

  
  

    
  

 

                                                                                                                                                                                     

where    and      are the weight and EEW of each component in the mixture. 

According to the above calculation of the stoichiometric ratio for the unfilled epoxy 

resin, the ratio of the base resin to curing agent is 100: 96. However, the recommended 

ratio of the base resin to curing agent to accelerator by the supplier is 100: 80: 1. This 

means that the curing mechanism is not based only on esterification reactions. As 

mentioned in section III.2.2, etherification/homopolymerization reactions can occur 

simultaneously, especially at elevated temperatures. Therefore, the amount of curing 

agent required is reduced to obtain a chemical balance for the whole system. The 

optimum stoichiometry will provide good performance of the end products.  

3.3 Sample preparation and experimental set-up 

3.3.1 Sample preparation 

Initially, the base epoxy resin, the hardener and the Nanopox E470 or 3M, as required, 

were warmed in an oven set to 65 
o
C for at least one hour to reduce their viscosity and, 

hence, ease mixing. The choice of 65 
o
C also provides the uncured epoxy system with a 

long pot life. Pot life is an important parameter for an uncured epoxy system in term of 

working life before the system becomes cured. This temperature must not be too high to 

avoid possible curing reactions during the mixing period. 



Chapter 3: Sample preparation and the experimental set-up 

 

61 
 

The microscopic silica W12 EST was dried to remove physically adsorbed water. It is 

necessary to limit the moisture absorption as much as possible. At the moment, there is 

no paper which details the drying conditions of this type of micro-silica; Zhang and 

Stevens [156] dried nano-alumina powder at 130 
o
C for 4 hrs, whereas Rouyre [157] 

dried micro-silica powder at 130 
o
C for 24 hrs. The key point to note is that the micro-

silica powder used here has been surface-modified, which may itself limit moisture 

absorption. In addition, according to the recommendations provided for this epoxy-

anhydride system by the manufacturer, curing starts at 100 
o
C. Therefore, a temperature 

lower than 100 
o
C and a long drying time seem to be better to avoid the possibility of 

curing during the mixing period. The other point is that heating at a too high 

temperature will affect the surface functionalisation. As a result, the micro-silica was 

dried at 80 
o
C for 24 hrs.  

The sample preparation processes were slightly different case by case, depending on 

whether it was an unfilled epoxy, a nanocomposite, a microcomposite, or a composite 

filled with both nano and micro silica. Nevertheless, in general, four main steps were 

used in the sample preparation process: mixing; degassing; casting; curing. Mixing 

involved using a mechanical stirrer, in combination with an ultrasonic water bath when 

preparing micro-composites, to obtain homogeneous mixtures. Once mixing was 

complete, all specimens were degassed at 65 
o
C at full vacuum until no new bubbles 

appeared. The degassing time always fell within the range 30-45 mins. After degassing, 

the mixtures can be considered free from bubbles. After that, the mixtures were cast into 

the pre-assembled moulds. Each mould is comprised of two steel plates, as shown in 

Figure 3-12. Due to the rigidity and crosslinked nature of the cured samples, a small 

amount of mould release agent QZ13 was applied to these plates prior to casting. The 

release agent was necessary to facilitate disassembly of the mould and sample after 

curing. However, in order to avoid unexpected effects on the chemistry of the samples, 

only an extremely small amount of QZ13 was employed. The thickness of the final 

sheet was controlled using Melinex spacers sandwiched between the two plates. Once 

assembled, the mould was closed but with two ports open on the top plate. The epoxy 

was poured into one side of the mould, which was tilted at an angle of about 30
o
. The 

resin reached the other side due to gravity. Therefore, it was important to warm up the 

epoxy and the mould to retain a suitably low viscosity. The resin was initially at 65 
o
C, 

while the mould was often pre-heated to 80 
o
C prior to casting, due to the higher 
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thermal conductivity of metal compared with the epoxy. Then, the whole system was 

degassed again for about 15 mins until no new bubbles were observed. A four step 

curing cycle that is recommended by the supplier was finally used: 6h at 100 
o
C; 12h at 

135 
o
C; 3h at 160 

o
C; the cured samples were finally allowed to cool slowly to ambient 

temperature within the oven before being removed from the mould.   

 

Figure 3-12 The mould assemble for casting 

For the treeing experiment, the standard mixing and degassing procedures were applied, 

as mentioned above. The liquid mixture then was cast into a block mould. An Ogura 

needle of pin tip radius 5 μm was slowly inserted into the mixture to obtain a pin to 

earth plane separation of ~ 2 mm. The whole system was degassed again to ensure no 

new bubbles prior to applying the curing cycle used above. After curing, treeing 

samples of pin-plane configuration were cut to the required size (6x10x15 mm). 

3.3.2 Preliminary study on preparation conditions and sample quality 

The unfilled epoxy resins were prepared by mixing the base resin with the anhydride 

hardener and the accelerator, in the required ratios, using a mechanical stirrer. The 

mixing time is an important factor, which determines the homogeneity of the mixture. 

Therefore, some experiments were conducted to optimise this parameter. Samples with 

different stoichiometric ratios were prepared under various mixing conditions, i.e. 

mixing time, as shown in Table 3-5. Here, and elsewhere, the compositions are 

specified relative to 100 parts by mass of resin, such that a system containing 100 parts 

of resin plus 70 parts of hardener plus one part of accelerator is designated 100:70:1. 
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Clearly, the Nanopox E470 or 3M contains both nanosilica and epoxy components; the 

resin component from this source has been included within the specified 100 parts of 

resin. To determine the appropriate mixing condition, the samples were characterised to 

evaluate their properties. Here, the thermal and electrical properties were chosen to be 

the standards for the comparison and evaluation of mixing effects. 

Table 3-5 List of unfilled epoxy resin samples under preliminary study 

Sample code Stoichiometric ratio Mixing time (mins) 

Ep70-15 100:70:1 15 

Ep70-30 100:70:1 30 

Ep70-45 100:70:1 45 

Ep80-15 100:80:1 15 

Ep80-30 100:80:1 30 

Ep80-45 100:80:1 45 

Ep90-15 100:90:1 15 

Ep90-30 100:90:1 30 

Ep90-45 100:90:1 45 

Ep100-15 100:100:1 15 

Ep100-30 100:100:1 30 

Ep100-45 100:100:1 45 

 

3.3.2.1 Thermal characterisation - The glass transition and enthalpy relaxation 

3.3.2.1.1 Experimental set-up 

The samples were characterised using DSC. The equipment set-up is shown in      

Figure 3-13. The glass transition temperature (Tg) in this study was measured using a 

Perkin-Elmer DSC7 differential scanning calorimeter (DSC) operating with Pyris 

software; all samples were sealed into aluminium cans.  
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Figure 3-13 Basic set-up of DSC 

The usual calibration procedure of DSC for the temperature axis, using high purity 

indium (the melting temperature: Tm= 156.60 
o
C), was followed prior to the 

experiments. The calibration was conducted at the same heating rate of 10 K/min as in 

all other runs. A water bath was used for the cooling system. Baseline correction was 

also applied to all the experiments described in this project. Prior to performing DSC 

scans of the cured epoxy samples, baseline data were collected by running a scan using 

an empty can of similar mass to the reference one, in the same fashion as for 

experiments involving epoxy-based samples. The DSC scans of epoxy-based samples 

comprised of three steps. First, each sample was held at 50 
o
C for 1 min to reduce 

thermal history effects. Next, a scan from 50 
o
C to 200 

o
C was conducted at the heating 

rate of 10 K/min. Finally, the sample was cooled down to 50 
o
C. In order to remove 

enthalpy relaxation effects, two successive scans were performed for each sample. The 

baseline data were then subtracted from the second scan to remove the heat capacity of 

the metal cans as well as other background effects. The resultant output was the heat 

flow and thermal characteristics of the sample. All DSC data were then further 

normalised, i.e. the data divided by the sample weight and the heating rate, to enable 

meaningful comparisons between samples. The final Tg value was determined as the 

mid-point of the step change in the heat flow of the normalised data.  

3.3.2.1.2 Enthalpy relaxation 

Figure 3-14 presents DSC heat-flow diagrams of the two successive scans for a 

selection of representative samples. From this, it is evident that there are differences in 

the heat flow diagrams from the two successive DSC scans for all the samples shown. 

Specially, there is an endothermic peak superimposed on the glass transition in all first 

runs. These endothermic peaks are ascribed to enthalpy relaxation effects, which are 
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also described as physical ageing [73, 158]. In addition, it is likely that the glass 

transition moves slightly to higher temperature upon the second scan. This suggests that 

post-curing occurs, leading to additional crosslinking between 150 
o
C and 200 

o
C. 

Physical ageing is a structural relaxation that occurs in glassy materials. When an epoxy 

resin is cured, the Tg of the system increases as a result of an increase in the crosslinking 

degree. When Tg reaches the curing temperature, the material vitrifies. At this point, 

there is a physical transformation from a liquid/rubbery state to a glassy state. However, 

the formed glassy epoxies are in a non-equilibrium state. After curing, the samples are 

usually cooled down to a specific temperature for storage, e.g. the ambient temperature 

in this project, which can also considered as an ageing temperature, Ta, where they 

gradually undergo relaxation processes and approach the equilibrium state associated 

with the relevant molecular rearrangement. The presence of a peak after ageing at a 

given storage temperature reveals that some conformational motions are still possible 

even at temperatures much lower than the glass transition temperature.  

A non-equilibrium glassy polymer possesses physical properties with higher values of 

enthalpy, entropy, specific volume or mechanical strength than its equilibrium state [73, 

158]. Thus, it is natural that these qualities gradually approach their equilibrium values 

during physical ageing. Enthalpy relaxation is the physical ageing which involves 

changes in enthalpy H. During ageing, the enthalpy of the material decreases from the 

initial non-equilibrium value towards the equilibrium one. However, in the glassy state, 

the molecular mobility of the material is severely limited. Thus, enthalpy becomes 

nearly constant after a long period of storage. The material is then said to be in a 

metastable equilibrium state. When the aged material is heated up again, its molecular 

mobility increases and the material can reassume its equilibrium enthalpy. If the 

enthalpy recovery happens below Tg, it leads to a sub-Tg endothermic peak. Conversely, 

if enthalpy recovery occurs in the vicinity of Tg, a Tg-overshoot endothermic peak will 

be superimposed on the glass transition. It is worthy of note that due to the high 

mobility of the polymer chains, a material in the rubbery state is likely always to be 

close to its equilibrium state. This is the reason why the second DSC scans give heat 

flow diagrams without any endothermic peaks. The position and magnitude of enthalpy 

recovery peaks depend on the history of ageing, i.e. the ageing time and the ageing 
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temperature. A more comprehensive description and study of enthalpy relaxation can be 

found elsewhere [159-161]. 

 

 

Figure 3-14 Typical DSC scans of unfilled epoxy samples (the traces are off-set) 

In this project, the ageing temperature of all samples was kept nearly the same, i.e. at 

ambient temperature, which is much lower than their glass transition temperatures. In 

this case, when the ageing time increases, the endothermic peaks move to higher 

temperatures and their magnitude increases as well. 

3.3.2.1.3 The glass transition temperature 

Figure 3-15 shows DSC thermograms taken during the second scans of three samples 

mixed for different times. Here and elsewhere, the value of Tg is obtained as the 

temperature corresponding to a mid-point of the step increase in the heat flow of a 

normalised DSC scan. Comparison of these reveals that there is no clear difference in 

the glass transition between the samples formulated with same stoichimetry, indicating 

that the mixing time does not exert a significant impact on the obtained values of Tg. In 
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addition, the results show a singular transition which means that the local environment 

contributing to the glass transition is homogeneous. In an inhomogeneous epoxy 

mixture, there will be some regions that contain a high concentration of curing agent, 

while others contain smaller amounts of hardener. Then, the cured sample will possess a 

heterogeneous structure, including regions of loosely and densely crosslinked networks. 

This would lead to a broadening of the glass transition temperature range.    

 

          

Figure 3-15 Typical DSC scans of unfilled epoxy samples for different 

resin/hardener ratios and different mixing times (the traces are off-set) 

3.3.2.2 AC breakdown measurement 

From the previous section, it would seem that a mixing time of 15 mins is likely to be 

effective in providing a good sample, since longer time periods did not introduce any 

change in Tg. However, the homogeneity of samples may not be inferred reliably from 

information about the glass transition. It is well known that ramp ac electrical 

breakdown testing can provide indirect information on the uniformity of samples and, 
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therefore, ac breakdown measurements were performed to evaluate the effectiveness of 

the imposed processing conditions. 

3.3.2.2.1 Experimental set-up 

AC electrical breakdown is a very common measurement, which is used to characterise 

the insulating properties of materials. Experimentally, this method is simple and 

involves the application of a linearly increasing ac voltage across the sample until 

failure occurs, where the failure voltage is recorded. It operates under ASTM D149-87 

and IEC 60243-1 standards as well as other comparable international standards. The 

voltage ramp tests have the advantage of speed, but the data will be different from 

constant voltage tests. Although the test method used will affect the breakdown data, 

meaningful comparisons can still be achieved, provided that one testing method and 

geometry are applied throughout the whole investigation. Key parameters include ac test 

frequency, ramp rate, sample thickness and electrode configuration [162-163]. 

Breakdown strength measurements were made using a sphere/sphere electrode 

arrangement to avoid flashovers at the edges of the sample, as experienced with the 

plate-plate electrode geometry [164]. Provided that the radius of the curvature of the 

ball bearings is much larger than the sample thickness, then the electrode systems can 

be considered to be parallel plates. It is necessary to note that the electrode geometries 

affect the breakdown data [165-166]. Due to limitations on the voltage range of the 

equipment, thin film specimens ~ 70 µm in thickness were prepared for the unfilled 

epoxies and nanocomposites. The equipment set-up is shown in Figure 3-16. Ball 

bearings 6.3 mm in diameter were used as electrodes, allowing easy replacement before 

pitting could affect the obtained data. To avoid flashover, the sample and electrodes 

were fully immersed in silicone oil, which was replaced periodically to prevent 

contamination from affecting the results. An approximate 50 g load was applied to the 

upper electrode to avoid a film of oil between the ball bearing and the sample [137] and 

the lower electrode was connected to earth. An ac voltage applied to the upper electrode 

was increased at ~ 50 Vs
-1

 until failure occurred. However, for composites containing 

micro silica, specimens 500 µm in thickness were prepared since the size of the micro 

filler particles could be up to 100 μm. For those experiments, a Phenix Technologies 

Automated Dielectric Breakdown Test Set was employed. By utilising a Programmable 

Logic Controller controlled variable autotransformer, this equipment offers a 
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continuously varying 50 Hz output voltage from 5 kV up to 80 kV rms. The voltage 

applied to the sample was increased at an average of 50 Vs
-1

, with the step voltage and 

dwell time set at 0.1 kV and 2 s respectively, until failure occurred. Due to such thick 

samples, ball bearings 16 mm in diameter were chosen and, consequently, large samples 

were required to avoid flashovers. The unfilled epoxies and nanocomposites usually 

have much higher breakdown strength than microcomposites and therefore, the use of 

thick samples was limited to microcomposites and only a few of unfilled epoxies and 

nanocomposites, for comparison.  

 

Figure 3-16 Schematic diagram of electrical breakdown equipment            

[reprinted from 167] 

15-20 breakdown sites were chosen for each sample and the resulting data were 

analysed with Reliasoft Weibull 7++ software, using a two parameter Weibull 

distribution with 90 % maximum likelihood confidence bounds. Two sided bounds are 

used to indicate that the quantity of interest is contained within the bounds with a 

specific confidence [168]. The upper and lower confidence bounds provide more 

accurate method to analyse the variation in breakdown data of a set of samples [169]. 

Confidence bounds have been widely applied for breakdown analysis, such as by 

Vaughan et al. [170] and Mann et al. [171]. There are two types of confidence bounds, 
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including Fisher matrix and maximum likelihood. In this study, the maximum 

likelihood bounds were used. All measurements were conducted at room temperature 

and the ambient temperature during each set of tests was recorded, since the dielectric 

strength is significantly affected by temperature [172].  

3.3.2.2.2 AC breakdown strength data 

Figure 3-17 contains Weibull plots for all the samples under investigation. Unlike the 

glass transition temperature, breakdown measurements reveal a clear dependence of a 

key sample property on mixing time. For all stoichiometric ratios, it is clearly shown 

that there is a slight improvement in the breakdown parameters, α and β, upon 

increasing the mixing time, although no significant difference is observed statistically at 

90% confidence limit. In other words, longer mixing times are likely to produce 

samples with higher breakdown strength and better uniformity.  

In conclusion, based on the preliminary study on thermal and electrical properties, a 

mixing time of 45 mins was chosen as a standard processing condition for the unfilled 

epoxies used in this project.  

In addition, experiments were conducted to determine the effects of sonication on the 

homogeneity of the samples. The unfilled system of 100:80:1 was chosen for the study. 

After mixing for 45 min, the resin mixture was sonicated for various periods of time, 

including 15 min, 30 min and 60 min using an ultrasonic water bath. Since the ac 

breakdown data could provide indirect information on sample quality, electrical 

characterisation was employed in this preliminary investigation. Figure 3-18 presents 

Weibull plots obtained for the samples under study. Obviously, there is no significant 

difference to be observed for all cases. This fact is confirmed in Figure 3-19, which 

compares the Weibull parameters obtained from the ac breakdown measurements of 

different samples. This suggests that the mixing conditions used are effective in 

producing homogeneous mixtures.  
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Figure 3-17 Weibull breakdown data obtained from a range of unfilled samples 
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Figure 3-18 Weibull plots of AC electrical breakdown for unfilled samples of 

100:80:1 resin ratio with different sonication times 

(a)  (b) 

Figure 3-19 Comparison of Weibull parameters against sonication time:               

(a) scale parameter (b) shape parameter 

Based on these preliminary studies, nanocomposites were prepared by mixing the base 

resin with the Nanopox or 3M system in the required proportions for 15 mins, before 

addition of the required quantity of hardener. This was then mixed for 30 mins to ensure 

the mixing time of 45 mins in total before, the accelerator was added and the complete 

resin mixture was stirred for another 30 mins. For composites containing a large amount 

of micro silica, after mixing the base resin with the Nanopox for 15 mins, the hardener 

and micro silica were added simultaneously. The mixture was then mixed for 15 mins 

by hand due to its extremely high viscosity, before using the mechanical stirrer for 30 

mins. The mixture was then sonicated using the water bath for another 30 mins to 
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reduce the possibility of agglomeration of micro fillers. The accelerator was finally 

added and the mixture was mixed for another 30 mins to obtain a homogeneous system. 

All mixing processes were conducted at 65 
o
C. 

3.3.3 Electrical tree growth measurement 

To conduct studies of tree growth, a needle-plate electrode configuration was employed, 

since the resulting electric field enhancement at the needle tip reduces tree initiation 

times. Samples of pin-plane configuration were then immersed in a silicone oil bath and 

electrical trees were grown by applying an ac 50 Hz voltage between 10 to 25 kV rms to 

the pin tip until a tree of certain length formed or complete breakdown occurred. The 

plane electrode was kept at earth potential throughout. A schematic diagram of the 

treeing apparatus used can be seen in Figure 3-20. The initiation and propagation of 

electrical trees were monitored using a Prior Scientific Zoom 65 optical microscope 

equipped with a GXCAM-1.3 digital camera.  

Prior to Raman analysis, samples containing electrical trees or breakdown channels 

were cut open using an RMC MT-7 ultra microtome equipped with a CR-21 cryo-

system set at 0 
o
C. Confocal Raman microprobe spectra were collected with a Leica 

microscope coupled with a Renishaw Raman RM 1000 system; the exciting source was 

a 785 nm CW diode laser with a maximum output power of 25 mW. However, to 

minimise damage to tree structures [173-174], a laser power of 25 % was used. Samples 

were characterised at various positions around the tree/breakdown channels and all data 

were acquired using standard conditions of just 25 10 s extended scans between 3200 

cm
-1

 and 100 cm
-1

. After Raman analysis, sample surfaces were sputter coated with gold 

for SEM examination. 
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Figure 3-20 Schematic diagram of treeing apparatus [reprinted from 175] 

3.3.4 Moisture absorption and drying of samples 

Moisture absorption has been reported to be associated with epoxy resins and their 

composites [176-179]. Zhao and Li [180] reported a significant increase in dielectric 

constant as well as a dramatic decrease in mechanical properties with water absorption 

for alumina filled epoxy nanocomposites. Zou and Fothergill [47] studied the effect of 

water on the dielectric properties of epoxy nanocomposites. The work revealed a 

decrease in the glass transition temperature (Tg) by 20 
o
C when the huminity was 

increased to 100 %.  It is well known that there are two kinds of moisture absorption, 

including physically and chemically bound water. Physically bound water involves 

molecules occupying network free volume or weakly attached to polymeric chains. 

These water molecules can be easily removed from the samples by heating for an 

appropriate period. Conversely, chemically bound water molecules may exist stably in 

an epoxy network due to their strong interaction with particular moieties. For example, 

for epoxy nanocomposites, there is always a certain number of hydroxyl groups located 

along the molecular chain. These hydroxyl groups can form hydrogen bonds with water 

molecules. This bonding is so strong that water molecules cannot be removed by only 

heating, even at 200 
o
C [181]. Although surface treatment of silica particles has been 

found to provide a considerable limitation on moisture adsorption [182-183], the 

presence of water molecules in epoxy resins is likely to be inevitable. It is necessary to 
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eliminate the effects of moisture absorption as much as possible to minimize the 

influence of any absorbed water on the observed behaviour.  

After the curing cycle and cooling process, the samples were taken out of the moulds. 

Their weight was recorded. Then, the cured samples were dried at 65 
o
C at full vacuum 

for time slots of 12 hours. After each slot, the weight was recorded again. If the results 

showed a reduction in weight due to water loss, the drying process was continued until 

the weight became constant. Finally, after taking note of the weights, the dried samples 

were stored in desiccators with silica gel to avoid further moisture absorption. In 

general, the cured samples reached a constant weight after being dried at 65 
o
C for 2 

weeks. Before conducting any characterisation experiments, the dried samples were 

weighed again to compare to their recorded values. If any weight change was observed, 

the samples were dried again. 

3.3.5 Sputter coating of samples 

In some characterisation experiments, such as dielectric spectroscopy, the samples 

needed to be coated with metal to provide good contacts between the material and 

electrodes. Gold sputter coating was chosen, because this is a cold coating method that 

does not affect the specimen. For this, an EMITECH K550X sputter coater was 

employed. The two opposing surfaces of each sample were initially covered by a mask 

of a specific diameter, so that only the desired area was gold coated. Each surface was 

coated at 25 mA for 3 min. The coating layer had a resistance of about 10   [184]. 

3.3.6 Dielectric Spectroscopy 

Dielectric spectroscopy provides a powerful tool for investigating a variety of dielectric 

processes as a function of frequency or time. It is based on the response of a dielectric to 

an applied electric field, and is often expressed in terms of permittivity or impedance. 

Unlike ac breakdown measurements, this is a non-destructive experimental method. 

An SI 1260 impedance/gain-phase analyser connected to a 1296 Solartron Dielectric 

Interface was used in this study to provide dielectric data. To improve sample/electrode 

contacts, sheet samples, 460 m in thickness, were first sputter coated with gold on both 

sides to a diameter of 24 mm, to match the test cell being used. Each sample was then 

mounted in the test cell, as shown in Figure 3-21. The test cell was enclosed in a 



Chapter 3: Sample preparation and the experimental set-up 

 

76 
 

chamber, which was connected to a heater, to shield the sample from electrical noise. 

This configuration allowed temperature dependant behaviour to be investigated by 

controlling the voltage applied to the heater. Although a guard electrode system is 

efficient to eliminate surface currents, no guard ring was used due to limitations on the 

existing equipment. 

The impedance software was employed to collect and analyse data. Although the 

manufacturers indicate that the maximum frequency range of this system ranges from 

10
-2

 to 10
6
 Hz, in practice, the collected data became too noisy to be analysed at 

frequencies above 10
5
 Hz. Two measurement methods were available using this system; 

reference and normal. The reference method compares the dielectric response of the 

sample with the internal capacitor bridge and gives the best-fitted results. Alternatively, 

the normal method measures the dielectric data directly. The latter can be prone to 

errors relating to the capacitance of the cables, and as a consequence of the surrounding 

environment and therefore the reference method was used here to provide the required 

dielectric data. The real and imaginary relative permittivity, and tan delta curves were 

collected for all samples as a function of frequency at different temperatures up to     

160 
0
C. Table 3-6 presents the parameters chosen for the dielectric spectroscopy 

experiments. 

 

Figure 3-21 Schematic dielectric spectroscopy experiment set-up [185] 
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Table 3-6 Parameters used for the dielectric spectroscopy experiments 

Parameter Value or range 

Frequency 0.1* – 100,000 Hz 

AC DC bias 4 V 0 V 

Integration V2 long**, max 50 cycles 

Sample dimension Circular, 24 mm diameter 

Sample thickness 0.46 mm 

*Although the interfacial polarisation effects can be seen more clearly at lower 

frequency, i.e. 0.01 Hz, a lower frequency means a significant increase in the 

experimental time. The measurements were performed at high temperatures up to 

160 
o
C. So, to avoid the possible material degradation, 0.1 Hz was chosen as the 

low frequency limit. 

**Auto integration averages the signals until the standard deviation reaches the 

target value of ± 1% of reading, ± 0.01% of full scale on analyzer for input voltage 

2 

3.3.7 Space charge measurements 

All space charge measurements in this study were conducted using a PEA system 

coupled with a user-defined acquisition and data processing LabVIEW program. The 

PEA setup consists of two electrodes and an enclosed polyvinylidene fluoride (PVDF) 

piezoelectric sensor and amplifier system, as shown in Figure 3-22. The top cylinder 

electrode is connected to a coupling capacitor and a resistor and all these components 

are embedded in epoxy insulation and surrounded by a thick copper wall to avoid 

flashovers. A thin layer 8 mm in diameter, of crosslinked polyethylene loaded with 

carbon black (semiconducting polymer or semicon) is attached to the top electrode. In 

practice, the use of semicon is to achieve a good acoustic wave transfer by matching 

acoustic impedance with the test dielectrics that should ideally be epoxy with this setup. 

However, due to limitations on the existing equipment in the lab, this setup was still 

applied to epoxy-based samples. The LV (ground) electrode is a 10 mm thick block of 

aluminium, to provide the signal with an acoustic time delay to reduce the interference 

with the oscillations from the pulse voltage. The flat sample is placed between the two 

electrodes and the bias dc voltage and pulse voltage are applied to it. The allowed 

maximum applied dc voltage is 10 kV. The pulse voltage operates at 400 Hz with a 
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maximum amplitude of 600 V and a duration of 2-5 ns. The acoustic wave induced by 

the pulse voltage is detected by a piezoelectric sensor in series with two amplifiers. The 

output electrical signal from the amplifiers is acquired and averaged at a sampling 

frequency of 2 GSs
-1

 by a digital oscilloscope. A very thin layer of silicone oil is placed 

on either side of the sample to minimize the reflection and attenuation of acoustic waves 

during propagation. In addition, an absorber is attached to the sensor to delay and 

suppress any acoustic reflection going back to the transducer.  

An overshoot peak next to the peak that represents charges on the ground electrode, as 

shown in Figure 3-23(a), is usually observed in the PEA output signal. In practice, this 

overshoot peak is not the real charge density but a result of limitations in the frequency 

response of the transducer and amplifiers. Hence, a calibration process is important to 

transform the output signal to the charge density value and validate the quantitative 

charge evaluation. The calibration uses a deconvolution method to obtain the transfer 

function of the PEA system. More details about the theory and techniques involving the 

transfer function can be found in the literature [186-187]. Ideally, in a “clean” sample, if 

the PEA system is well constructed, the pulse voltage can be used as a calibration signal 

that avoids the production of bulk charges. However, in this case, the contribution to the 

output signal of the pulse voltage is neglected. Therefore, in the case of low dc applied 

voltage and high pulse voltage, it can cause a considerable error [124]. Moreover, if the 

PEA system is not well constructed, a poor response can occur, due to the system 

response and the penetration of outside noise. One solution to the problem is the 

application of a sufficiently low dc electric field, so that no bulk charge is produced. 

The electric field used for calibration needs to be determined carefully. If the electric 

field is too low, the resultant charge profile may be too noisy, while the use of higher 

electric field may produce charge injection into the sample. An example of the charge 

profile after calibration is shown in Figure 3-23(b).  
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Figure 3-22 Diagram of the PEA set-up [reprinted from 188] 

Previous studies on 200 μm thick LDPE samples have shown that homocharge is 

initiated in the samples at voltages greater than 3 kV dc [124, 189]. The signal measured 

at 2 kV, i.e. 10 kV/mm, has also been shown to give a good calibration for both XLPE 

and epoxy-based samples with no space charge build-up [190-192]. In this study, all 

samples for PEA were prepared to be ~ 220 μm in thickness and were examined prior to 

experiencing any applied fields, and, therefore, contained very small amount of bulk 

charge. Consequently, the above calibration method was employed at the applied dc 

field of 10 kV/mm prior to conducting measurements for each sample.  

In the space charge mearsurements, a 600 V pulse voltage of 5 ns duration was applied 

to generate an acoustic wave. The samples were stressed at various dc electric fields at 

room temperature for 60 mins, after which the dc electric field was removed and the 

electrodes were short-circuited. Data were acquired throughout the poling period and for 

60 mins of depolarization. 

It is well-known that charge injection and trapping in polymers are significantly affected 

by temperature [193-194]. Therefore, care must be taken to control the experimental 

temperature. All measurements were conducted in the controlled environment at close 

to 20 
o
C.  
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Figure 3-23 Charge profiles (a) from PEA output signal; (b) after calibration [188] 

3.3.8 Fourier transform infrared spectroscopy (FTIR) 

FTIR measurements were taken over the range 4000-500 cm
-1 

using a Nicolet 380 

spectrometer. The FTIR data were collected using Omnic software. The sample holder 

arrangement is comprised of a circular crystal and a solid press tip, as shown in     

Figure 3-24. For each sample, 32 scans were run with the background spectra subtracted 

and then averaged to obtain a good signal to noise ratio. Increasing the number of scans 

allows the information collected by the instrument to be better differentiated from the 

noise randomly coming from the operation of the instrument. For solid or powder 

samples, a small amount of the sample was placed on the top of the circular crystal to 

cover the crystal completely. The black tip was used to press the powder. For liquid 

samples, a small amount of the sample was also used to cover the crystal completely. 

However, liquid samples did not require the solid press. After scanning, the data were 

collected in terms of transmittance and absorption as a function of wavenumbers.    
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Figure 3-24 FTIR sample holder 

3.3.9 Scanning electron microscopy (SEM) 

For SEM, cryo-fracture was employed to reveal an internal surface within each sample. 

The cured samples were cooled in liquid nitrogen for about 30 min before fracturing. 

After this, each sample was mounted on an aluminium SEM stub using doubled sided 

sticky tape and gold coated before being examined by a JSM 5910 SEM instrument 

using the JSM 5000 software. All samples were examined using an accelerating voltage 

of 15 kV with a spot size of 39 nm and a working distance between the samples and 

detector of 10 mm, since the larger the working distance, the worse the resolution. 

Although higher accelerating voltages and smaller spot sizes should improve the 

resolution, the resulting high energy/high intensity electron beam could damage the 

sample. This is a drawback of the SEM. Therefore, the working conditions chosen 

should be a compromise to provide as high a resolution as possible, without damaging 

the sample. 
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Chapter 4 Stoichiometry effects on epoxy 

resin and its nanocomposites 

 

4.1 Introduction 

It is well known that the chemical composition and physical structure of a material will 

determine its macroscopic properties. In epoxy-based systems, crosslinking reactions 

occur between the base resin, the curing agent and/or a catalyst and changes in the ratio 

of these reacting components will lead to different molecular architectures. Therefore, a 

detailed investigation into the relationship between the stoichiometry and material 

properties is crucial. Unlike for amine-cured epoxies, where the optimum stoichiometric 

formulation can be defined based on amine and epoxy group concentrations, 

complicated competitive chemical reactions occur in anhydride-cured epoxy system 

and, consequently, a more empirical approach is required.  Although anhydride curing is 

thought to be mainly based on an esterification reaction initiated by the catalyst, 

competing etherification reactions or homopolymerisation of epoxy monomers via 

hydroxyl groups can also occur, which are favoured at high temperatures [5, 155]. Due 

to the complex and competitive curing reactions, a study of the effect of stoichiometry 

on epoxies and their nanocomposites can be considered as the basis for a more advanced 

investigation. The optimum stoichiometry is expected to provide a chemical balance in 

the curing system.  

Although stoichiometry is not a new topic to material science, published papers on this 

subject have concentrated on its effects on the glass transition and the mechanical 

properties of the resulting materials. For example, Wingard and Beatty [195] found that 

the glass transition temperature and the secondary glass transition temperature were 

affected by non-stoichiometric curing. In the work of McCullough et al. [196], a small 

variation in stoichiometry led to a significant change in the elastic modulus and glass 

transition temperature of epoxy resins. Adachi et al. [197] investigated the effect of non-

stoichiometric curing on the dynamic mechanical properties of a bisphenol A-type 

epoxy resin and found that the stress after yielding reduced rapidly in epoxy resins with 
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a lower crosslinking density and at higher strain rate. The investigation described here is 

to address not only the thermal but also the electrical and dielectric properties of 

anhydride-cured epoxies and their nanocomposites.  

4.2 Samples under investigation 

In order to concentrate on the stoichiometric effect, the same loading level of nano-

particles was applied to all the epoxy systems under investigation, to minimise effects 

associated with interfacial percentages. For the purpose of comparison, unfilled epoxies 

with different resin ratios and the corresponding nanocomposites filled with 5 % nano-

silica were prepared using the Nanopox masterbatch system. Table 4-1 lists the samples 

used in this investigation. The ratios specified include the resin component of the 

Nanopox. 

Table 4-1 List of samples under stoichiometry study 

Sample codes Stoichiometric resin ratio % nano-silica (Nanopox) 

Ep40 100:40:1 0 

Ep50 100:50:1 0 

Ep60 100:60:1 0 

Ep70 100:70:1 0 

Ep80 100:80:1 0 

Ep90 100:90:1 0 

Ep100 100:100:1 0 

Pox40-5 100:40:1 5 

Pox50-5 100:50:1 5 

Pox60-5 100:60:1 5 

Pox70-5 100:70:1 5 

Pox80-5 100:80:1 5 

Pox90-5 100:90:1 5 

Pox100-5 100:100:1 5 
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4.3 Fourier Transform Infrared Spectroscopy 

Mid infrared spectroscopy has been widely employed to characterise various organic 

compounds and many spectral libraries have been developed [198-199]. This technique 

has been considered to provide reliable information not only qualitatively but also 

quantitatively. Although there are some limitations on the application of this technique 

to epoxy systems, due to the location and intensity of the oxirane ring absorptions in the 

IR region, it is still the most commonly used method to detect the epoxy group. In 

general, in the mid IR range, which runs from 4000 to 400 cm
-1

, there are two 

characteristic absorptions involving oxirane rings. The first one, at about 915 cm
-1

, is 

attributed to the stretching of the C-O bond of the epoxy ring [200]. The second 

absorption occurs at around 3050 cm
-1

 and is ascribed to the stretching of the C-H of the 

methylene group of the oxirane ring [200]. Although the intensity of this band is low 

and is usually masked by the strong O-H absorptions nearby, it can still be used as a 

qualitative indicative of the presence of oxirane rings from the epoxy monomers and 

oligomers with a low degree of polymerisation. The IR spectra associated with the 

epoxy resins depends on their nature. Figure 4-1 shows the FTIR spectrum of the 

DGEBA-type resin used in this research, MY 740.  

 

 

Figure 4-1FTIR spectrum of MY 740 in the mid range 

3057 cm-1 
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It is clear from Figure 4-1 that the presence of epoxy groups is demonstrated by the 

sharp absorption peak at 913 cm
-1

 and the small peak located at about 3057 cm
-1

. The 

presence of other C-O bonds due to ether linkages in the resin is evinced by peaks in the 

range of 1229-1031 cm
-1

. The broad band located from 3800 to 3400 cm
-1

, which is 

assigned to the stretching of the hydroxyl groups in the resin, reveals the presence of 

dimers or higher molecular weight components in the resin. Similar characteristic IR 

bands of other DGEBA-type resins have been reported elsewhere [199-203]. Table 4-2 

summarises the main IR bands found in this resin.  

Figure 4-2 shows the IR spectra of the host resin MY 740 and the Nanopox E 470. The 

main difference between the two resins is the presence of silica particles in the 

Nanopox, which introduces new chemical bonds into the molecular structure. The broad 

IR bands observed in the spectrum of the Nanopox E 470 around 1080 and 460 cm
-1

 are 

assigned to the stretching mode and the bending mode of Si-O-Si bonds respectively 

[204-205]. In addition, the broad peak in the range 3500-3200 cm
-1

 is, again, attributed 

to the intermolecular H-bonded OH groups.  

During curing, the hardener also plays an important role, since the properties of the final 

product are determined by the chemical reactions between the hardener and the other 

components of the system. Therefore, it is necessary to characterise all reactive 

components present in the curing system. Figures 4-3 and 4-4 show IR spectra of the 

hardener HY 906 and the accelerator DY 073-1 respectively. The hardener HY 906 is a 

nadic methyl anhydride (NMA); the characteristic IR bands of the the C=O of the 

anhydride group can be observed at 1854 and 1770 cm
-1

. These two bands with different 

intensities are characteristic of a cyclic, five-membered ring, and nonconjugated 

anhydride [206]. Other characteristic IR bands of the anhydride at 1220, 1077, 919 and 

894 are assigned to the C-O of the anhydride group.  The characteristic IR band for the 

accelerator DY 073-1, which is a tertiary amine, is at about 1280 cm
-1

 and is related to 

the stretching of the C-N [200]. Here and elsewhere, due to the background shift of the 

equipment, in some cases, such as in Figure 4-5, the transmittance percentage is greater 

than 100%. It suggests that the quantitative information is not reliable; only the 

qualitative information can be used for the analysis of chemical characteristics of 

materials. In addition, the absorption peaks in the range 2000-2300 cm
-1

, as indicated by 

blue arrows in Figure 4-4, are ascribed to the carbon dioxide of the environment [207].  
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Table 4-2 Main characteristic IR bands of MY 740 

Band (cm
-1

) Assignment 

3800-3400 O-H stretching 

3057 Stretching of C-H o f the oxirane ring 

2965-2873 Stretching of C-H present in aromatic and aliphatic 

1606-1445 Aromatic C=C stretch 

1229-1031 Stretching C-O of ethers 

913 Stretching C-O of oxirane rings 

826 Stretching C-O-C of oxirane rings 

770 Rocking CH2 

 

 

Figure 4-2 FTIR spectra of resin MY 740 and Nanopox E 470 

 

 

460 1080 
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Figure 4-3 FTIR spectra of the hardener HY 906 

 

 

 

Figure 4-4 FTIR spectra of the accelerator DY 073-1 
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During the curing process, the associated chemical reactions result in changes in the 

concentration of the functional groups and introduce new chemical bonds. Figure 4-5 

and Table 4-3 show the IR spectrum and some of the main characteristic IR bands of 

cured Ep80. 

 

Figure 4-5 IR spectrum of cured Ep80 

Table 4-3 Some main characteristic IR bands of cured Ep80 

Band (cm
-1

) Assignment 

1734 C=O stretching of ester 

1244-1035 Stretching C-O bonds 

912 Stretching C-O of oxirane rings 

827 Stretching C-O-C of oxirane rings 

Figure 4-5 shows the FTIR spectrum of cured Ep80. From this, it is evident that the IR 

band at around 1734 cm
-1

 due to the C=O stretching is the result of the esterification 

reaction during the curing process. The peaks at 1244-1035 cm
-1

 are assigned to 

stretching of the ether linkages present in the epoxy resin, and the hardener, combined 

with any ether linkage formed by etherification reactions. It is difficult to distinguish 

them separately. In addition, the IR bands at 912 and 827 cm
-1

 reveal the presence of the 
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excess epoxy groups in the cured product. When the Tg of the product becomes higher, 

the molecular mobility is severely restricted and further reactions become diffusion 

controlled. Although the product was post-cured, it is difficult for all the epoxy and 

anhydride groups to diffuse towards each other, to enable esterification and/or 

etherification to occur to completion within the dense network. Therefore, a small 

amount of remnant epoxy groups remains in the cured product.  

Figure 4-6 compares IR spectra obtained from cured Ep80 and cured Ep60, both of 

which contain excess epoxy. No marked differences in the IR spectra of Ep80 and Ep60 

are evident, suggesting that the curing mechanism for both cases is comparable. It is 

likely that the concentration of the C=O of esters in Ep80 is higher than the one in 

Ep60, suggesting that a more densely crosslinked network is formed in Ep80. A higher 

amount of the epoxide groups in Ep60 may be attributed to the excess epoxy in the 

system. However, it is impossible to determine the fraction of C-O that results from 

etherification reactions. The quantitative information cannot be derived from these 

FTIR spectra, due to overlapping of the IR bands and the changes in the stoichiometric 

ratios. This fact can be seen more clearly in Figures 4-7 and 4-8. Figure 4-7 compares 

IR spectra obtained from Ep80 and Ep100. Ep100 contains an excess of anhydride and 

the peak at about 1780 cm
-1

 may therefore, be attributed to the C=O of the unreacted 

anhydride groups. This peak is observed in neither Ep80 nor Ep60. However, the 

increased absorption at about 1735 cm
-1

 in Ep100 contains contributions originating 

from the C=O in both the ester and anhydride groups; C=O stretching in anhydride 

groups always exhibits two bands [203]. Similarly, the increased intensities of IR bands 

in the range 1300-1000 cm
-1

 may be attributed to the higher concentrations of 

anhydride, ester groups, etc. The effect of the C=O of the unreacted anhydride groups 

on the IR spectrum can be seen more clearly in Figure 4-8, which compares spectra 

obtained from different cured epoxy systems all containing 5 wt% nanosilica. The 

absorption behaviour of the Si-O-Si bonds in the three systems can be assumed to be the 

same. However, the Pox100-5 system, which contains the excess anhydride, shows 

much higher absorption in the region ~ 1100-1110 cm
-1

 and at ~ 460 cm
-1

. Therefore, it 

is difficult to derive quantitative information from IR spectra, due to overlapping of IR 

bands originating from the original reacting components and the background shift of the 

equipment.  
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Figures 4-9 to 4-11 show the effect of including 5 wt% of nanosilica within epoxy 

systems formulated with different resin stoichiometric ratios.  

 

Figure 4-6 The IR spectra of Ep60 and Ep80 

 

Figure 4-7 The IR spectra of Ep80 and Ep100 
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Figure 4-8 The IR spectra of epoxy systems containing 5 wt% nanosilica 

 

Figure 4-9 The IR spectra of epoxy system of 100:60:1 and its nanocomposite with 

5 % nanosilica 
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Figure 4-10 The IR spectra of epoxy system of 100:80:1 and its nanocomposite with 

5 % nanosilica 

 

Figure 4-11 The IR spectra of epoxy system of 100:100:1 and its nanocomposite 

with 5 % nanosilica 
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From the above data, it is evident that the incorporation of nanosilica does not markedly 

affect the curing mechanism of the various systems. No new chemical bonds are 

observed within the FTIR spectra, except the Si-O-Si due to the nanosilica itself. 

4.4 Scanning electron microscopy (SEM) 

IR spectra can provide information about the chemical bonds present within materials, 

as well as effects associated with the introduction of nanosilica into the epoxy matrix in 

term of the changes in chemistry. However, IR spectroscopy does not reveal the 

dispersion of fillers in the polymer matrix. For nanocomposites, the dispersion of 

nanoparticles is believed to be a key factor in determining the macroscopic properties of 

the material [34-35, 37-38]. SEM has been widely used in the study of these materials. 

Although the spatial resolution obtained by the SEM cannot be compared to 

transmission electron microscopy (TEM), a major advantage of the SEM concerns ease 

of sample preparation and this has led to its widespread application. For SEM, the 

structure of bulk specimens of the order of millimetres in size, or larger, can be revealed 

using by cryo-fracturing. In contrast, sample preparation for TEM usually involves 

complex ultramicrotomy techniques.  

Figures 4-12 (a)-(c) show low magnification images of fracture surfaces of unfilled 

epoxy systems with different stoichiometries. Elongated fractography features can be 

observed in all three unfilled epoxy specimens, but especially in the case of Ep100. 

Increasing the magnification reveals that the texture of the surface appears granular, as 

shown in Figures 4-13 (a)-(c). In general, there is no difference in the general 

appearance of the three systems, suggesting that the excess of anhydride groups does 

not affect the general matrix morphology. However, the addition of nanosilica 

introduces new features into the fracture surfaces. Figures 4-14 (a)-(c) present low 

magnification images of the surfaces of epoxy systems which contain 5 wt% nanosilica. 

Obviously, at this magnification, the topography of fracture surfaces in nanocomposites 

is different from those observed in the corresponding unfilled systems; a curved 

fractography feature is arrowed. A higher magnification again reveals the dramatic 

effects of the inclusion of nanosilica to the fracture surfaces. Figures 4-15 to 4-17 

exhibit some representative images taken at various locations across the surfaces of 

specimens with different resin stoichiometry. If the presence of nanosilica is considered 



Chapter 4: Stoichiometry effects on epoxy resin and its nanocomposites 

 

95 
 

to affect the topography of the fracture surfaces, it is reasonable to evaluate the 

uniformity of the dispersion based on the variability of the surface texture. It is obvious 

from the Figures 4-15 to 4-17 that the samples are relatively uniform at 5 %wt 

nanosilica loading level, although there are some variations in local concentration of 

nanosilica on the scale of tens to hundreds of micrometers. 

(a) 

(b) 

(c) 

Figure 4-12 Low magnification images of unfilled (a) Ep60, (b) Ep80, (c) Ep100 
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(a) 

(b) 

(c) 

Figure 4-13 High magnification images revealing the granular structure of the 

unfilled systems of (a) Ep60, (b) Ep80, (c) Ep100 
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(a) 

(b) 

(c) 

Figure 4-14 Low magnification images of nanocomposites containing 5 wt% 

nanosilica: (a) Pox60-5, (b) Pox80-5, (c) Pox100-5 
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(a) 

(b) 

(c) 

Figure 4-15 High magnification images obtained at various locations across the 

Pox60-5 revealing nodular inclusions 
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(a) 

(b) 

(c) 

Figure 4-16 High magnification images obtained at various locations across the 

Pox80-5 revealing nodular inclusions 
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(a) 

(b) 

(c) 

Figure 4-17 High magnification images obtained at various locations across the 

Pox100-5 revealing nodular inclusions 
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4.5 Thermal characterisation 

The glass transition temperature can be considered as a basic parameter that defines the 

thermal properties of glassy materials, including epoxies. Previous studies on the 

stoichiometry of epoxy suggest that Tg can be used as a tool to evaluate the 

stoichiometric proportions of a curing system; a number of studies have reported that Tg 

reaches its highest value when the optimum stoichiometry is achieved in the epoxy 

matrix [208] and then falls away from its optimum on both sides, for both an amine-

cured epoxy system [209] and an anhydride-cured one [210]. Research on stoichiometry 

effects have led to this unified conclusion about its effects on the Tg of unfilled epoxies. 

However, little has been extended to related nanocomposites [211].  

Figure 4-18 shows typical examples of DSC thermograms obtained for the extreme 

cases under study. It is clear that while the temperature of the glass transition varies 

with system composition, there is no evidence of multiple transition temperatures or 

extensive broadening, suggesting that, in terms of molecular mobility, all of the systems 

shown are uniform. However, when the epoxy content becomes very high, the curing 

process is observed to be incomplete. Figures 4-18 (b)-(f) show DSC thermograms 

obtained from some systems containing a large excess of epoxy; that is, Ep50, Ep40 and 

Pox40-5. From these figures, it is obvious that after the glass transition, the heat-flow 

into the DSC decreases, indicating that exothermic process is occurring (additional 

curing), especially at about 130 
o
C as arrowed which could be due to both esterification 

and etherification reactions. Since the curing process is incomplete, the Tg of these 

systems are relatively low, falling below 70 
o
C. Therefore, the ratio of 100:60:1 is 

considered to be the limit to obtain full cure using the curing cycle described previously. 

Consequently, the characterisation of material properties shall be conducted only on 

systems containing 60 phr hardener and above. 
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  (a)    (e)  

      (b) (f) 

   (c)     (g) 

     (d)  (h) 

Figure 4-18 DSC scans of unfilled epoxies (a)-(e) and nanocomposites (f)-(h) 
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Table 4-4 summarises the main information extracted from the DSC thermograms. 

Although the width of the glass transition ∆T contains information relating to the 

heterogeneity of the samples, obviously, there is no clear trend for this quantity in the 

table. It is difficult to determine starting and end points of glass transition regions 

accurately, so a considerable uncertainty is introduced. As a consequence, although it is 

likely that incorporating nano-silica fillers into resin matrices introduces a broader glass 

transition width, a sound conclusion cannot be drawn. Nevertheless, the glass transition 

temperature Tg and the change in heat capacity per unit mass of polymer, ∆Cp
*
, show a 

good agreement. Both parameters involve the molecular mobility. The decrease in Tg 

and the corresponding increase in ∆Cp
*
 suggest that a less densely crosslinked structure 

forms at lower hardener concentrations. This relationship has been reported elsewhere 

[73, 176, 212-214]. 

Table 4-4 Thermal characteristics of samples under stoichiometry study 

Sample codes Tg (
o
C) ±2 

o
C ∆T (

o
C) ± 2

o
C ∆Cp

*
 x 10

-1
(J/g

o
C) ±0.05 

Ep40 57 N/A N/A 

Ep50 68 N/A N/A 

Ep60 98 30 7.8 

Ep70 122 26 6.5 

Ep80 147 23 5.5 

Ep90 146 22 5.4 

Ep100 145 25 5.7 

Pox40-5 58 N/A N/A 

Pox50-5 N/A N/A N/A 

Pox60-5 99 30 7.9 

Pox70-5 120 28 6.8 

Pox80-5 140 25 5.9 

Pox90-5 140 25 5.8 

Pox100-5 138 26 6.1 
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Here ∆T is the width of the glass transition; ∆Cp
*
 is the change in heat capacity per unit 

mass of polymer: ΔCp
*
= ΔC/(1-r); in which r is the wt% of filler.   

 

 

Figure 4-19 The glass transition temperature and heat capacity of unfilled samples 

(Standard errors based on 5 samples) 

 

Figure 4-20 The glass transition temperature and heat capacity of samples 

containing 5 wt% nanosilica (Standard errors based on 5 samples) 
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Figures 4-19 and 4-20 present the effects of stoichiometry on Tg and ∆Cp
*
 of the unfilled 

epoxies and nanocomposites respectively. From Figure 4-19, it is evident that the 

highest value of Tg, which corresponds to the optimum stoichiometry for the unfilled 

epoxy, falls close to 80 phr hardener, although the theoretical calculation suggests that 

the optimum formulation is 100:96 phr hardener or 1:1 molar ratio, as mentioned in 

Chapter 3. This means that nearly 20 % of these epoxides are unavailable for anhydride 

reaction due to homopolymerisation, isomerisation or other side reactions. Similar 

observations have been reported by Fisch and Hofmann for the uncatalysed reactions 

[149]. However, the presence of tertiary amine catalysts has been reported largely or 

wholly to suppress the undesirable polymerisation of terminal epoxide groups during 

curing of anhydride-epoxy resin systems, in work conducted by the same group [150]. 

The decreasing requirement of anhydride quantity implies the decreasing quality of cure 

obtained with the resin. This suggests that the resin MY 740 used in the research may 

contain a number of internal epoxides and/or hydroxyl groups which enable side 

reactions to occur [215]. However, according to [152], the tertiary amine R3N could 

open the epoxy ring and facilitate the epoxy-epoxy or epoxy-nascent hydroxyl reactions. 

At low elevated temperatures, both esterification and etherification reactions take place 

at the same rate, whereas at high temperatures, esterification happens more rapidly. The 

curing cycle used in this research included 3 steps: 100 
o
C for 7 hours, followed by 135 

o
C for 13 hours and then post-curing at 160 

o
C for 4 hours. Since etherification could 

occur during the second and final curing steps, a composition containing a slight excess 

of epoxy should lead to a more highly crosslinked network, as reported elsewhere [215-

217]. In the optimum formulation, the anhydride and epoxy groups react together to 

form a network with the highest attainable degree of cross-linking, while minimising the 

unreacted hardener or epoxy. For compositions where the proportion of hardener is 

above the optimum stoichiometry, the basic curing mechanism is dominated by the 

esterification reactions. The homopolymerisation is likely to occur more slowly. The 

dominance of the esterification should favour a higher crosslinking degree in the 

network. However, an excess of hardener and/or both epoxide groups locating internally 

or terminally may increase the probability of the appearance of loops, dangling ends and 

sol as shown in Figure 4-21 [218]. As a consequence, such defects contribute to the free 

volume within the sample, and hence, lower the Tg. 
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Figure 4-21 Ideal network formed after cure (a) and non-ideal network with loops, 

dangling ends and sol after cured (b-c) [218] 

However, in cases where entanglement of very long chains with carboxyl end groups 

takes place, chains become constrained by their neighbours and, so physically this will 

behave like a crosslink. Therefore, only a small decrease in Tg is observed for 

compositions containing an excess of hardener. However, due to the uncertainties of 

measurements, this decrease cannot be concluded. When the proportion of hardener is 

far below the optimum, the use of excess epoxide has the advantage that the rate of 

esterification remains high until almost all anhydride is consumed. However, the 

decreasing amount of anhydride means a decrease in the crosslinking density, which 

leads to a decrease in Tg. Conversely, an excess of epoxy groups may lead to epoxy 

homopolymerisation becoming significant. The etherification reaction of epoxide 

groups could occur to a certain extent, especially in the presence of hydroxyl groups 

[139], so increasing the degree of crosskinking and, hence, Tg [73]. Epoxy 

homopolymerisation usually leads to a branched structure with dangling ends, and 

therefore, a lower crosslinking density than esterification reactions. For example, Garcia 

del Cid et al. [219] reported that the homopolymersation of one DGEBA-type epoxy 

resulted in the network having a Tg at about 88 
o
C, whereas curing this epoxy with a 

diamine hardener returned a highly crosslinked structure with Tg at about 150 
o
C. 

Obviously, the loops, dangling ends and sol (unreacted molecules) contribute more free 

volume to the network and lower the Tg. Indeed, Vanlandingham et al. [220] 

investigated the changes in microstructure and mechanical properties as a function of 

epoxy-amine stoichiometry. In this study, the epoxy-amine system exhibited a two-

phase structure, including a hard microgel phase and a dispersed phase of soft, 

unreacted and/or partially cured molecules. This work found that the stoichiometric 
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sample possessed the highest percentage of the rigid, high density phase and the soft 

phase was dispersed within the microgels. Conversely, the amine-rich sample was 

composed of a microstructure characterised by a broader size distribution of the rigid 

phase, which was surrounded by a larger pool of the soft phase. On the other hand, the 

epoxy-rich sample was comprised of microgel regions of reduced size. The work also 

revealed the effects of post-curing. After post-curing, the stoichiometric sample showed 

the highest Tg. Etherification reactions were found to take place during post-curing, so 

increasing the Tg of the epoxy-rich sample. However, during post-curing, the oxidation 

of unreacted amine groups was also believed to take place, which resulted in changes in 

sample colour. Such oxidation reactions may lead to the deterioration in material 

properties. Depending on the amount of excess epoxy, the effective crosslinking 

efficiency may vary. We suggest that it is this change in the fundamental cure reaction 

that may be the reason why there is a difference in the decreasing rates of Tg to either 

side of the optimum stoichiometry. These results are in a good agreement with other 

observations [73, 211]. 

In order to investigate stoichiometry effects in nanocomposites, 5 %wt nano-silica was 

introduced into the unfilled epoxy matrices. Figure 4-20 shows similar behaviour in 

nanocomposites, compared with the corresponding unfilled epoxies. Again, it confirms 

the relationship between the glass transition temperature and the heat capacity with the 

molecular mobility. However, it is evident from Figure 4-22 that the effect of the 

introduction of the Nanopox into the host resin is not the same for different 

stoichiometric ratios. Although due to the uncertainties inherent in the measurements, 

an absolute conclusion cannot be drawn, it is likely that there is a reduction in Tg for the 

systems containing 80 phr hardener and more, while the observed Tg values stay nearly 

the same for those containing an excess of epoxy. 
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Figure 4-22 Comparison on the glass transition temperature (Standard errors 

based on 5 samples) 

To explain this behaviour, first, we go back to the materials used in the systems. The 

Nanopox has its EEW of 300 with 40 wt% nanosilica. Appying equation 3-1 in Chapter 

3 results in the EEW of the resin employed in the Nanopox being about 180. The EEW 

value of the host resin MY 740 is about 185. Therefore, in principle, these resins are 

supposed to have similar functionality, and hence, require the same amount of hardener 

in the curing reactions. The introduction of the Nanopox into the original resin system 

may lead to changes due to two factors, namely the resin and the nanosilica. Obviously, 

the resin factor can be ignored. As a result, changes in the material behaviour should be 

ascribed to the nanosilica, e.g. the particle surface chemistry and the particle dispersion; 

SEM images of the nanocomposites show a reasonably good dispersion of the filler 

within the resin matrix. Therefore, it is likely that the particle surface plays a key role in 

changes in material properties. A number of studies have claimed a reduction in Tg upon 

introducing nanofillers [141, 209-211]. They explained that the addition of nanofillers 

produced more free volume at the interface between the filler and the resin matrix, so, 

facilitating molecular motions in the interphase regions and thereby reducing Tg. It has 

also been reported that the presence of water on the nanoparticle surface could lead to a 

reduction in Tg [47]. Such interfacial effects will be studied in detail in the following 
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chapter. However, it is necessary to note that if the reduction in Tg depends only on such 

interfacial effects, then the similar reduction should be observed for all the samples 

since all contain the same proportion of nanofiller. Figure 4-22, however, shows that 

different behaviours are obtained by introducing 5 wt% nanosilica into systems with 

different stoichiometries. Therefore, there must be another additional mechanism 

involving the nanosilica, which leads to such a difference in system behaviour. The 

FTIR spectra of the MY740 and the Nanopox in Figure 4-2 show that there are            

H-bonded hydroxyl groups present in the Nanopox. These hydroxyl groups could 

catalyse epoxy homopolymerisation reactions and/or react with the epoxide groups via 

etherification, and hence, reduce the required amount of hardener. In addition, the 

synthesis of the Nanopox masterbatch using the sol-gel process involves acid or basic 

catalysts. The presence of such catalysts and other by-products associated with the 

synthesis of the Nanopox and the surface modification of the nanosilica particles could 

introduce changes in curing reactions. In such cases, the highest attainable crosslinking 

degree will be reduced, and there may be an excess of hardener for some reacting 

systems. The presence of excess hardener will not significantly affect Tg as discussed 

above. Therefore, the inclusion of nanosilica at 5 wt% can produce systems with the 

highest Tg of 140 ± 2 
o
C. The FTIR spectra in Figure 4-11 show that there is a greater 

excess of hardener in Pox100-5 than in Ep100. This observation is likely to support the 

proposed hypothesis. The remaining cases contain excess epoxy. In the presence of 

excess epoxy, the poly-etherification of the epoxide groups through reactions involving 

OH groups may become significant [139]. Xie et al. [221] also found that hydroxyl 

groups on the surface of multiwall nanotubes exert a catalytic effect on epoxy ring 

opening and this was believed to be the source of modified curing. In another study, Tao 

et al. [222] claimed that the high percentage of catalyst particles in the single-wall 

nanotubes raw material is a plausible source for the modification of cure behaviour in its 

early stages. Besides, due to the excess of epoxy, the esterification occurs completely. 

Evidently, compared with the corresponding unfilled systems, these nanocomposites 

contain the same amount of hardener, and hence in principle, the same crosslinking 

degree due to esterification. However, the catalytic effect of hydroxyl groups and/or 

other impurities could accelerate etherification reactions of excess epoxide-epoxide 

groups and epoxide-hydroxyl groups. As a result, the crosslinking density due to 

etherification could be higher than the corresponding unfilled systems. This positive 
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effect compensates for the negative impact on Tg due to the interfacial effects associated 

with nanofillers. Therefore, Tg stays almost the same. Similar observations were 

reported by Garcia del Cid et al. [219], in which the catalytic effects of organically 

modified clay were shown to induce changes in the required stoichiometry of the epoxy 

system, which manifested themselves in reduced Tg and a shift in the optimal chemical 

stoichiometry to a smaller amount of hardener. 

4.6 Space charge behaviour 

Figures 4-23 and 4-24 show space charge profiles obtained from unfilled epoxy systems 

of different stoichiometry, obtained by the PEA method during 1h poling time at an 

intermediate electric field of 30 kV/mm, followed by 1h of short-circuiting.  

It is evident that there is a small amount of homocharges injected from the cathode 

during the 1h charging period for all the cases under investigation. The injected charges 

are trapped and consequently stay in the vicinity of the electrode. There is no internal 

space charge observed at other locations within the bulk of the samples, which implies 

that the injected charges cannot gain enough energy to drift to the other electrode. In 

addition, the quick dissipation of injected charges upon short-circuiting suggests that 

there is a distribution of shallow traps near the surface of the samples [223]. The 

presence of homocharge near the electrode reduces the field at the cathode and hence, 

suppresses the injection of electrons. Similar observations about the space charge 

behaviour of epoxy have been reported previously. For example, Iizuka et al. [224] 

found that there was no internal space charge in epoxy resin without fillers; charges 

appeared close to the electrodes. Another study by Fukunaga et al. [225] also found that 

homocharges were accumulated near the electrodes and that no internal space charge 

was observed at other locations within the bulk of the materials. The accumulation of 

homocharge in the vicinity of electrodes was also observed in the work of Dissado et al. 

[226]. It is necessary to note that all the samples under investigation possess high Tg’s 

(from 100 
o
C upwards) while the space charge measurements are conducted at room 

temperature. Under this experimental condition, the materials are deep in their glassy 

state, and hence, molecular mobility is severely restricted; the polarisation and 

movement of any internal impurities present in the material will also be severely limited 

in such highly crosslinked structures. Furthermore, any ionic conduction is extremely 
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slow due to limited fluctuation of chain segments at this temperature. Therefore, the 

contribution of such effects to the space charge behaviour cannot be observed [227]. 

 

 

Figure 4-23 Space charge profiles of unfilled epoxies containing excess epoxy 

during the charging at 30 kV/mm (upper graph) and discharging (lower graph) 
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Figure 4-24 Space charge profiles of unfilled epoxies containing excess hardener 

during the charging at 30 kV/mm (upper graph) and discharging (lower graph) 
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Due to the uncertainties of the measurements and the noise during the experiments, it is 

difficult to draw a conclusion about the difference in the quantitative information of 

charge injection and trapping for samples of different stoichiometry, although 

significant effects related to the presence of excess anhydride and epoxy groups can be 

detected by FTIR or Tg. With an excess of epoxy, the polymers tend to have hydroxyl 

terminated end groups, while a slight excess of hardener usually produces carboxyl 

termination [150]. These features can contribute more trap states within the samples. 

Although the density of trap states in the energy gap can be higher in these cases, the 

inter-state distance must fall below a critical value, which can be as small as a few 

nanometers, for hopping or tunnelling of electrons between states to occur. In other 

words, the effective mobility of charge carriers is still very low in these cases. As a 

consequence, only a small amount of homocharge is observed near the cathode. On the 

other hand, the injection of charge carriers depends on the potential barrier between the 

electrode material and the sample. All the samples under investigation possess highly 

crosslinked structures, which are formed via ester and ether linkages. At room 

temperature, where the materials are deep in their glassy state, the potential barrier of all 

the samples may be very high for electrons to be injected; once, the injected electrons 

are trapped near the cathode, the build up of homocharge suppresses further injection. 

Figures 4-25 and 4-26 present space charge profiles obtained from epoxy-based systems 

of different stoichiometry containing 5 %wt nanosilica. In general, there is almost no 

difference between the unfilled and the corresponding nanocomposite systems. The 

FTIR spectra of these samples reveal that there are no new chemical bonds formed by 

the introduction of the Nanopox, except the Si-O-Si bonds due to the silica. Therefore, 

in principle, the network structures are still formed through ester and ether linkages. In 

addition, the SEM images illustrate the good dispersion of silica fillers, and hence, with 

the nanosilica particles ranging from 50-200 nm in size, the host resin matrix can be 

considered to be continuous. As such, there is no evidence of significant variations in 

the chemistry or microstructure of these systems. In addition, although the introduction 

of Nanopox can contribute more impurities and defects, and hence, more traps in the 

band gap, the inter-state distance may be still quite far for hoping or tunnelling of 

charge carriers to occur; the mobility of charge carriers for conduction in the band gap 

is still very low. As a result, no changes in the space charge behaviours can be observed. 
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Figure 4-25 Space charge of nanocomposites containing excess epoxy plus 5 wt% 

nanosilica at 30 kV/mm charging (upper graph) and discharging (lower graph) 
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Figure 4-26 Space charge of nanocomposites containing excess hardener plus 5 

wt% nanosilica at 30 kV/mm charging (upper graph); discharging (lower graph) 
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4.7 AC Electrical breakdown 

AC breakdown measurements are commonly used to characterise electrical materials 

and derive the Weibull parameters, which can provide indirect information on the 

uniformity of samples [228]. Figure 4-27 shows representative Weibull plots illustrating 

the effect of resin stoichiometry on the breakdown strength, Eb, of the unfilled 

materials, for cases of both excess epoxy and excess hardener. 

(a) 

(b) 

Figure 4-27 Weibull breakdown distribution of unfilled epoxies; (a) excess epoxy 

and (b) excess hardener 
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Evidently, the Weibull scale parameter, α, stays highest for the Ep80 while it is 

decreasing at the different rates away from this optimum ratio, as shown in Figure 4-28. 

In all cases, the shape parameter, β, is high (> 20), indicating low scatter in the data, as 

shown in Figure 4-29 and Table 4-5. 

 

Figure 4-28 Comparison about Eb of samples (90% confidence intervals) 

 

Figure 4-29 Weibull β parameter of the samples 



Chapter 4: Stoichiometry effects on epoxy resin and its nanocomposites 

 

118 
 

Table 4-5 Weibull parameters of samples under stoichiometry 

Sample code α (kV/mm) β 

Ep60 168.06 28.8 

Ep70 170.1 29.6 

Ep80 173 32.7 

Ep90 166.2 27.2 

Ep100 159.6 25 

Pox60-5 169.26 28.4 

Pox70-5 170.7 29.8 

Pox80-5 164.1 27.6 

Pox90-5 156.6 24.2 

Pox100-5 148.7 24 

A reduction in  indicates increased scatter, which may involve an increased 

heterogeneity due to the excess hardener. The FTIR spectrum of Ep100 in Figure 4-7 

reveals the existence of the C=O due to the excess anhydride groups in the cured 

product. The unreacted hardener is considered to contribute mobile moieties or defects 

due to the oxidation process in the network, so reducing the breakdown strength due to 

an increase in the local polarisation. It is well known that oxidation can lead to the 

degradation of materials. However, due to the uncertainties, no difference in the 

Weibull β parameter can be realised to be statistically significant, as illustrated in  

Figure 4-29. Meanwhile, excess epoxide groups can take part in etherification reactions, 

and hence, the amount of unreacted epoxy molecules which could also be considered to 

be defects is reduced, so the breakdown strength is reduced at a slower rate than that of 

an excess of hardener. Although the space charge profiles suggest that, at room 

temperature, space charge formation is not the reason for any decrease in breakdown 

strength and both ionic and electronic conduction are extremely low, higher fields can 

modify potential barriers and enable electronic conduction through energy states in the 

band gap. Obviously, this kind of conduction depends on the trap distribution and 

mobility of charge carriers. In other words, the more impurities, the higher conduction 
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and the lower breakdown strength are. In addition, the mechanical strain may also play 

an important role in the breakdown behaviour in the glassy state. According to 

Forthergill [229], filamentary electromechanical breakdown occurs when the strain 

energy released under the influence of an applied field, Wem, is greater than the sum of 

surface energy required for fracture, Ws, and plastic deformation energy, Wp, i.e.       

Wem > Ws + Wp. The strain energy released is proportional to the enhanced field at the 

crack tip and inversely proportional to the Young’s modulus Y of materials, whereas the 

surface energy is proportional to the fracture toughness G and the plastic deformation 

energy is proportional to the Young’s modulus Y. A filamentary electromechanical 

breakdown filed,       [229] can be defined as: 

      
          

  
      

   

                                                                                           

where   is the permittivity of free space and   is the relative permittivity of the 

material, and     is the radius of a conducting tubular filamentary crack [229]. A crack 

may be a microvoid, an inclusion, an electrode aberration, an electrical tree or a feature 

of the microstructure such as the morphology [118]. For highly crosslinked networks 

such as epoxies, at temperatures much lower than the glass transition temperature, there 

is no significant difference in the Young modulus. These thermosetting polymers 

undergo little or no plastic deformation, as shown in Figure 4-30. For example, Hsieh et 

al. [230] measured the Young’s modulus of various epoxy systems formed by different 

types of epoxy resin and hardener. He observed a broad range of the glass transition 

temperature of cured products which falls from 70-180 
o
C. However, the Young’s 

modulus is quite similar, falling into the range of 2.9-3.1 GPa. 

 

Figure 4-30 Stress-strain curve of brittle materials 
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It is well known that networks involving a high crosslinking degree are usually brittle. 

The brittleness reduces the fracture toughness, G, of such materials. A lower 

crosslinking degree may lead to an increase in the toughness, G. For example, Hsieh et 

al. [230] found that the toughness was reduced significantly with an increase in the Tg. 

An increase in toughness allows an increase in the plastic deformation, so reducing the 

stress concentration around any crack tips, and increasing the breakdown strength, as 

evinced by Equation 4-1. Obviously, the toughness of materials depends on their 

structures. A linear molecular structure possesses a high toughness (about 20 000 J/m
2
 

for polyethylene [118]), whereas crosslinking and branching make materials become 

more brittle. An excess of hardener may lead to entanglement of long molecules, such 

that the material becomes very brittle with a low toughness, and hence, exhibits a lower 

breakdown strength than systems with either the optimum stoishiometry or an excess of 

epoxy. However, the increase in the chain mobility could involve an increase in the 

conductivity or relaxation of the side chains attached to the polymer backbone, 

especially at high fields and high temperatures. This effect should adversely affect this 

electrical property. The effective breakdown behaviour is the contribution of such 

contradictory factors. Soft materials, therefore, exhibit poor high temperature 

performance due to the dominance of the latter factor. This suggests that the degree of 

crosslinking is not the main factor that determines the insulation strength of the 

materials, but rather the structural architecture. Therefore, an excess of hardener has a 

greater impact on the breakdown strength than does an excess of epoxy, in marked 

contrast to the Tg data presented above, where the glass transition was found to vary 

relatively little when an excess of hardener was introduced. To explore this point 

further, ac breakdown data for nanocomposites loaded with 5 %wt nano-silica was also 

considered. Figure 4-31 contains Weibull plots for such nanocomposites and Table 4-5 

above summarises the derived Weibull parameters obtained for the systems under 

investigation. Figure 4-28 above compares the breakdown strength of the unfilled 

systems and nanocomposites containing 5 wt% silica. 
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Figure 4-31 Weibull distribution of nanocomposites containing 5 wt% silica 

It is evident from Figures 4-28 and 4-31 that there is a reduction in the electrical 

breakdown strength of the nanocomposite containing 80 phr hardener compared with 

the one containing 70 phr hardener. This behaviour is contrary to that seen in the 

corresponding unfilled systems and indicates that adding Nanopox into the unfilled 

system introduces changes in the reacting system. Apart from the interfacial effects, 

which will be investigated in the following chapter, as discussed above, the introduction 

of the Nanopox into the host resin reduces the hardener requirement due to the catalytic 

effects of the OH groups on the etherification of the epoxide groups. In such 

circumstances, the Pox80-5 system may have a certain amount of excess hardener. The 

same hypothesis is applied to the Pox90-5 and the Pox100-5 which contain a larger 

amount of excess hardener than their corresponding unfilled systems Ep90 and Ep100 

respectively. This behaviour can be clarified in the FTIR spectra of the Ep100 and the 

Pox100-5 as illustrated in Figure 4-11. As a result, a significant reduction in Eb can be 

observed. On the other hand, the remaining systems contain an excess of epoxy. The 

presence of the hydroxyl groups and catalytic impurities in the Nanopox masterbatch 

could catalyse the etherification between epoxy-epoxy and/or epoxy-hydroxyl in the 

curing systems. Consequently, the amount of unreacted epoxy molecules is reduced, so, 

improving the Eb. Besides, a decrease in breakdown strength upon incorporating 

nanosilica into the polymer matrix has been reported elsewhere [30, 231-233], which 
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was ascribed to agglomeration of nano particles. However, the SEM images of the 

samples under study here show a good dispersion of nanosilica. In such cases, where the 

nano particles are reasonably well-dispersed, the breakdown strength has been related to 

the interface bonding between the silica particles and the epoxy resin, as proposed in the 

work done by Takahiro Imai et al. [30]. The interfacial effects of nano-fillers shall be 

discussed in detail in the following chapter. On the other hand, the Nanopox 

masterbatch can introduce more impurities and additives which are associated with the 

synthesis process, and hence, introduce more energy states in the band gaps and modify 

the trap distribution. As mentioned above, at high fields, conduction through such trap 

states may be possible, so, reduce Eb. The effective breakdown behaviour should be 

determined by a combination of stoichiometric and interfacial effects.  

4.8 Dielectric response 

Dielectric spectroscopy has been used extensively to analyse the dielectric behaviour of 

thermosets, especially to monitor the curing process of the reacting systems. However, 

this study concentrates on the analysis of the dielectric behaviour of fully cured epoxies, 

which means that the samples are at the highest obtainable crosslinking degree; that is, 

the samples are in the glassy state and are characterised by severely restricted molecular 

mobility. For solid epoxy materials, at low frequencies, two bulk effects dominate the 

dielectric properties: dipole orientation and ionic conductivity. At low temperatures, i.e. 

below the glass transition temperature, the molecules of a glassy state epoxy lose their 

long-range segmental mobility and, thus, dipolar relaxation cannot dominate the 

dielectric response. However, the dipolar orientation of short-range side groups attached 

to the main polymer chain can contribute to the dielectric properties. Therefore, an 

investigation into the temperature dependence of the dielectric response is required. As 

a material is heated, dipoles gain energy and mobility, such that they are progressively 

able to orient in the applied electric field. In addition, residual chloride ions and 

associated corresponding cations always exist in the epoxy, as a consequence of the 

synthesis process of bisphenol A epoxy. They constitute impurity ions within the 

system. The movement of such ions under an electric field can contribute to the ionic 

conductivity. It has been shown that concentrations well below 1 ppm are sufficient to 

cause a significant conduction [234], which increases dramatically with increasing 

temperature due to the increased polymer mobility. Therefore, ionic conductivity and 
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electrode polarisation effects usually dominate the dielectric behaviour at low 

frequencies and high temperatures.  

Figure 4-32 shows plot of the real and imaginary parts of the permittivity for all the 

samples under study, at room temperature. At this temperature, all the samples are deep 

in their glassy state; the contributions of ionic conduction and electrode/interfacial 

polarisation are negligible, due to the restricted segmental motion. However, in such 

cases, the local orientation of polar side groups may contribute to increased permittivity. 

As mentioned above, the Ep80 is likely to be close to the optimum stoichiometry for an 

unfilled system, with the highest crosslinking degree and an extremely small amount of 

unreacted molecules. Therefore, it exhibits the lowest values in both real permittivity 

and loss factor. Conversely, an excess of either anhydride or epoxy, in terms of dangling 

ends, loops or sols, leads to an increase in the permittivity, due to polarisation effects 

associated with unreacted molecules, oxidation products and structural branches; this is 

related to the β-relaxation. The β-relaxation is usually observed at low frequencies and 

low temperatures [81]. It is likely that small peaks arrowed at ~ 0.1 Hz in the imaginary 

permittivity plots of all samples, except for the Ep80, are ascribed to this secondary 

relaxation. Lewis [235] suggested that the β-relaxation in an epoxy resin results from 

the motions of epoxy monomer molecules attached to the network by one end and that 

the magnitude of the β-peak is reduced by an increase in the crosslinking degree and a 

decrease in the concentration of partially reacted molecules. Pogany et al. [236] ascribed 

the β-relaxation in a non-stoichiometric epoxy formulation to the glass transition of a 

proportion of the resin that attains a low crosslinking degree. In this study, the DSC 

thermograms do not exhibit an intensive broad glass transition for non-stoichiometric 

formulations. Therefore, it is likely that the β-relaxation is due to the local orientation of 

polar side groups originating from unreacted and partially reacted anhydride or epoxy 

molecules, in response to the applied electric field. Besides, in the case of Ep60, a broad 

peak is observed at ~ 100 Hz in the imaginary permittivity plot (arrowed). This peak 

may also be due to the β-relaxation of small polar groups such as hydroxyl groups 

attached to the backbone of resin monomers or epoxy sols. Each type of polar groups is 

associated with a characteristic relaxation time, depending on the surrounding 

environment. The Ep60 contains a large excess of epoxy, which can lead to a 

considerable amount of hydroxyl groups and a low crosslinking degree. These small 

polar groups may orient themselves more readily than entangled anhydride/epoxy 
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molecules that exist in terms of dangling ends and loops. Therefore, the relaxation time 

of these polar groups may be shorter than that of other more bulky side groups. 

However, this analysis should not be taken too far, due to the uncertainties in the 

measurements. Kochetov et al. [237] also observed a similar broad β-relaxation ranging 

from 10-1000 Hz in an unfilled epoxy.  

(a)  

(b) 

Figure 4-32 Complex permittivity plots (a) Real (b) Imaginary at room 

temperature 
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The addition of the Nanopox, which contains nanosilca fillers, could introduce more 

impurities/defects/additives in terms of excess hardener/epoxy molecules, or polar 

catalysts associated with the synthesis and the surface treatment of the nano-silica 

particles, and consequently, increase both the permittivity and the loss factor. Peaks 

observed in the imaginary plots at low frequencies are ascribed to the secondary β-

relaxation, as discussed above. In the case of Pox60-5, there is no evidence of the β-

relaxation peak associated with hydroxyl groups or epoxy sols, as that seen in the case 

of Ep60. As mentioned previously, the introduction of the Nanopox may catalyse 

etherification reactions between epoxy groups and hydroxyl groups attached to both the 

particle surface and the monomer backbone. As a result, the amount of “free” hydroxyl 

groups or epoxy sols is significantly reduced. In addition, the local polarisation of any 

loosely bound side branches in the interphase regions between the nanoparticles and the 

host resin matrix may contribute to this polarisation and manifest itself as a broad 

relaxation peak ranging from 0.1-10 Hz. Interfacial effects will be studied in detail in 

the following chapter. To facilitate a meaningful analysis, the temperature has been 

varied and Figure 4-33 shows the resulting temperature dependence of real permittivites 

obtained for all samples under study. It is clear that increasing the temperature leads to 

an increase in permittivity, due to the consequent increased mobility of the molecules in 

the network. 

 

Figure 4-33 Real permittivity as a function of temperature, obtained at 0.1 Hz 
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Figures 4-34 to 4-36 show the real and imaginary parts of relative permittivity plots 

obtained for all samples at 120 
o
C, 140 

o
C, and 160 

o
C. At 120 

o
C, the systems 

containing 80 phr hardener and more are still in the glassy state; the real component is 

almost “flat” in a log-log plot and the imaginary part shows the power law behaviour in 

the low frequency range. Conversely, the Ep60 and Pox60-5 systems are in their 

rubbery state, a dramatic increase in permittivity can be observed. In addition, it is 

likely that a dispersion process start occurring in the range 0.1-1 Hz. It is necessary to 

note that, at 120 
o
C, there is no peak in the imaginary permittivity curves in the 

frequency range under study, which could be due to two reasons. The first relates to 

time/temperature superposition, in which variations in temperature displace relaxation 

processes along the frequency scale. An increase in temperature leads to an increase in 

molecular mobility, which facilitates polarisation and relaxation processes to occur 

faster, i.e. at higher frequencies. The second reason is that an increased contribution of 

the dispersion process at low frequencies and high temperatures may obscure the β-

relaxation that manifests itself as a small and broad peak. A slight increase in the loss 

factor of the Pox80-5 and Pox100-5 compared to the Ep80 and Ep100, respectively, is 

due to the increased amount of impurities/defects/additives and a reduced crosslinking 

degree that is the consequence of the change in stoichiometry as proposed above. The 

continuous increase in temperature leads to the shift of the permittivity plots to the right 

due to the increase in the chain mobility of the network. At 140 
o
C, as the systems 

containing 80 phr hardener and more approach their Tgs, the power law behaviour in the 

low frequency range 0.1-1 Hz exhibits the slopes that are greater than those observed at 

120 
o
C, indicating a loss process occurring at lower frequencies. Especially, at 40 

o
C 

above the Tg, the dispersion process appears more clearly in the systems Ep60 and 

Pox60-5. The dielectric spectra observed in the systems Ep60 and Pox60-5 reveal low 

frequency dispersion (LFD) and mid frequency dispersion (D). LFD occurs in carrier 

dominated systems where charge transport between clusters is possible [238]. However, 

different from dc conduction, in LFD, the charge transport is limited to the 

neighbouring clusters and hence, there is no complete percolation path to connect the 

two electrodes [239]. In addition, when the charge transport between the clusters is not 

possible, a loss peak (D) occurs with fractional power laws [239]. Both LFD and D 

dispersion are shifted to higher frequencies and become more pronounced at elevated 

temperatures. At 160 
o
C, the imaginary part observed in the systems Ep60 and Pox60-5 
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increase steadily at a slope of -1 at frequencies lower than the peak frequency of the 

dispersion D process. This behaviour, together with a sign of an increase in the real 

component of the relative permittivity in the same frequency range, indicates a LFD 

response. The slope smaller than -1 observed in the dispersion D process indicates the 

heterogeneity of large scale clusters and hence, a non-uniform charge transport. 

Moreover, the charge transport between clusters can only occur at temperatures higher 

than Tg, i.e. significant segmental motions are required. In addition, the dc conduction 

may also occur as a parallel process at high temperatures. This behaviour has been 

reported in the work by Dodd et al [240-241]. LFD has been considered as a bulk 

material property, while the dispersion D has been assumed to be an interfacial 

phenomenon [240]. The addition of nanosilica is likely to enhance the charge transport 

between clusters due to the increased cluster size and/or the increased amount of 

clusters. This behaviour is evinced by a broader relaxation of the dispersion D observed 

in the Pox60-5 or a smaller slope of the power law behaviour observed in the Pox100-5 

in the low frequency range, compared to their corresponding unfilled epoxies. It is 

necessary to note that at low frequencies, the loss factor of the Pox60-5 is smaller than 

that of the Ep60, while the remaining nanocomposite systems show higher loss factors 

than their corresponding unfilled ones. This observation is in good agreement with the 

breakdown data concerning the modification of the crosslinking degree due to the 

catalytic effects of the hydroxyl groups or impurities on the epoxy homopolymerisation.  
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(a) 

 (b) 

Figure 4-34 Complex permittivity plots (a) Real (b) Imaginary at 120 
o
C 
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(a) 

 

(b) 

Figure 4-35 Complex permittivity plots (a) Real (b) Imaginary at 140 
o
C 

LFD D 
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(a) 

 

(b) 

Figure 4-36 Complex permittivity plots (a) Real (b) Imaginary at 160 
o
C 

 

 

LFD 

D 
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4.9 Chapter summary 

The stoichiometry markedly influences Tg and the electrical breakdown strength of the 

unfilled epoxies and the nanocomposites. The Tg value peaks at the optimum 

proportion, and decreases at different rates away from the optimum. While an excess of 

hardener exerts no marked effect on Tg, it leads to a dramatic decrease in Eb, probably 

due to oxidation of the unreacted hardener molecules. Conversely, systems containing 

an excess of epoxy show less pronounced effects on Eb, whereas a significant reduction 

in Tg can be observed when compared to the optimum system. This behaviour is shown 

in Figure 4-38. The introduction of Nanopox into the host resin not only increases the 

amount of impurities, but also induces changes in the stoichiometry of the reacting 

systems. As a result, for the systems containing excess epoxy, the Tg stays nearly 

unchanged due to the homopolymerisation reactions, while the ones containing excess 

hardener exhibit reduced Tg’s due to the lower degree of crosslinking. In addition, 

changes in stoichiometry lead to changes in the electrical breakdown strength. At 5 wt% 

nanosilica loading, the samples show a good dispersion of nanofillers in the resin 

matrix, as revealed by SEM. However, the breakdown strength reduces significantly for 

the systems containing 80 phr hardener and more, suggesting that more excess hardener 

is present in these systems. The remaining systems, which contain an excess of epoxy, 

show almost no change in Eb due to the modification of the crosslinking degree as a 

result of the catalytic effects of impurities and/or hydroxyl groups located on the 

nanoparticle surface. There may be a small contribution of interfacial effects to the 

reduction in Tg and Eb upon the addition of nanosilica into the resin matrix. This 

interfacial behaviour of nanofillers will be discussed in the following chapter. The 

existence of excess hardener can be observed in the FTIR spectra.  

Meanwhile, neither changes in stoichiometry nor addition of nanosilica produce a 

significant effect on the space charge behaviour of the samples. Only a small amount of 

homocharge can be observed near the cathode for all the cases, and then the injection is 

likely to be suppressed. No internal space charge can be observed at other locations 

within the bulk of the samples. Moreover, the quick decay of such injected charges 

suggests a distribution of only shallow traps near the sample surfaces. Therefore, one 

can conclude that, in the well-dispersed samples, space charge will not be a major factor 

in influencing electrical properties, at least at room temperature, which is far below Tg. 
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However, the dielectric permittivity values are affected by the stoichiometry and the 

presence of nanosilica. The variations of the real permittivity and loss factor support the 

proposed stoichiometric effect on Tg and Eb behaviours observed above. The excess 

hardener/epoxy systems show increased real and imaginary permittivity values. 

Meanwhile, the systems containing an excess hardener attain a lower crosslinking 

degree, and hence, a reduced Tg and a higher permittivity. The changes in the loss factor 

upon the introduction of the Nanopox also support this explanation about changes in 

stoichiometry and its impact on Eb. The higher the loss factor, the lower the Eb. At 

temperatures much higher than Tg, LFD behaviours can be observed in both the unfilled 

epoxy and nanocomposite. The LFD is shifted to higher frequencies and becomes more 

pronounced at elevated temperatures. In addition, it is likely that the addition of 

nanosilica leads to an increase in the size of clusters and/or in the amount of clusters and 

hence, enhances the inter-cluster charge transport.  

 

Figure 4-37 Effects of stoichiometry on Tg (standard error) and Eb (90% 

confidence interval) of unfilled epoxies 
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Chapter 5 Interfacial effects on epoxy-based 

composites 

 

5.1 Introduction 

In the previous chapter, the effect of stoichiometry on material properties was 

investigated. This work also revealed changes in the performance of unfilled systems 

based on different resin ratios with the introduction of the Nanopox masterbatch at 5 

wt% nanosilica loading level, as a result of changes in the effective stoichiometry of the 

matrix due to reactions with hydroxyl groups on the particle surface and/or catalytic 

impurities present in the masterbatch. These hydroxyl groups and impurities are 

believed to modify the curing mechanism of reacting systems in such a manner so that 

etherification reactions are favoured. However, besides the stoichiometric effect, the 

incorporation of nanosilica particles could exert additional influences on material 

properties due to interactions at the interfaces of the nanofiller with the resin matrix. 

Numerous studies have been conducted with various nano-fillers, including silica, 

carbon nano tubes (CNT), zinc oxide (ZnO), etc. [242-244]. Such investigations have 

revealed that nanocomposites exhibit different behaviours than the bulk polymers and 

their counterpart micro-filled composites [245-246]. The specific properties of 

nanocomposites are believed to be largely associated with interfaces and the formation 

of interphases located between the nanofillers and the unperturbed matrix. 

Investigations have suggested that the thickness of such interphases falls in the 

nanoscopic scale [247-248]. Due to the small size of nanofillers, the dimension of these 

interphases become comparable to those of the nanofillers themselves and, 

consequently, govern the macroscopic properties of the material if the nanofiller 

concentration if sufficiently high. The inclusion of such nano-fillers within a polymer 

matrix could affect material properties in both positive and negative ways. For example, 

Tanaka et al. [249] reported an enhancement in the partial discharge resistance of epoxy 

clay nanocomposite compared to the unfilled system. The electric discharge endurance 

was also found to be improved by the presence of nanofillers [250-251]. Conversely, 
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Wang et al. [252] reported adverse effects on the space charge accumulation of 

nanocomposites filled with SiO2 and Al2O3 compared to the unfilled epoxy. In this 

study, heterocharge was observed near the cathode. Various hypotheses have been 

proposed in an attempt to explain the widespread variations seen in material properties 

on the addition of nanofillers into the polymer matrix, such as the “multi-core model” 

by Tanaka [253], or the model by Lewis [254], or the “water-shell” model [255]. In all 

the proposed models, the role of interfaces and interactions between the polymer matrix 

and nanofillers are highlighted. Therefore, this chapter concentrates on interfacial 

effects, including the size effect, due to the incorporation of nanosilca into the epoxy 

matrix. 

5.2 Samples under investigation 

In order to study interfacial effects in epoxy nanocomposites, two kinds of nano-silica 

have been employed. The Nanopox specifies that the grade used here includes surface 

treated nano-silica with an average diameter of about 20 nm; the 3M master-batch 

contains surface treated particles with an average diameter of about 100 nm. It is 

important to note that there are several methods of surface treatment [143, 146-147] and 

that each method will produce nanofillers with different surface chemistry and, hence, 

different interfacial characteristics. For example, Wu et al. [256] compared the effect of 

different pre-treatments of carbon fibres and concluded that the surface functional 

groups on the fillers produced acceleration effects on the cure mechanism and this effect 

was closely related to the specific surface area of the filler. Following the studies 

conducted in the previous chapter, for the sake of brevity, only the resin stoichiometry 

of 100:80:1 was subsequently used, because this ratio was likely to be the best choice 

from the point of view of insulation performance among the unfilled systems. The nano-

silica was incorporated into the epoxy matrix at various loading levels. In addition, 

microscopic silica particles were also introduced into the epoxy resin, to provide a more 

comprehensive understanding of the effect of filler size. Also, the 3M and Nanopox 

master-batches may contain different epoxy formulations, i.e. different amounts of 

impurities, additives, etc., that may impact on cured properties.  
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Table 5-1 List of samples under interfacial study 

Sample code Resin ratio %wt micro-silica %wt nano-silica Type of 

nanosilica 

Ep80 100:80:1 0 0 N/A 

Pox80-1 100:80:1 0 1 Nanopox 

Pox80-2 100:80:1 0 2 Nanopox 

Pox80-5 100:80:1 0 5 Nanopox 

Pox80-12.5 100:80:1 0 12.5 Nanopox 

3M-1 100:80:1 0 1 3M 

3M-2 100:80:1 0 2 3M 

3M-5 100:80:1 0 5 3M 

3M-12.5 100:80:1 0 12.5 3M 

Ep80-5m 100:80:1 5 0 N/A 

Ep80-12.5m 100:80:1 12.5 0 N/A 

 

5.3 Fourier Transform Infrared Spectroscopy 

Figure 5-1 shows IR spectra of the host resin MY 740, the Nanopox E 470 and the 3M 

master-batch. Again, the main difference between the spectra of the two master-batch 

systems and that of the host resin relates to the presence of silica particles, which 

introduces new chemical bonds in the molecular structure. The IR bands observed at 

around 1082 and 460 cm
-1

 are assigned to the stretching mode and the bending mode of 

Si-O-Si bonds respectively [204-205]. The 3M system contains 49.8 wt% nanosilica, 

while the Nanopox contains about 40 wt%. As a result, the 3M system exhibits higher 

absorption peaks at these IR wavenumbers than the Nanopox, as shown in Figure 5-1. 

The above IR peaks are not observed in the spectrum of the unfilled Ep80. In addition, 

the broad flat peak spanning the range from 3500-3200 cm
-1

 is attributed to the 

intermolecular H-bonded OH groups (arrowed). The existence of this feature indicates 

that more hydroxyl groups are present in the master-batch systems, which may be 

attached to the surface of nanosilica and/or the epoxy monomer backbones. The 
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presence of epoxide groups is confirmed in all the three resin systems by the sharp 

peaks at about 913 cm
-1

 and the small peaks at 3057 cm
-1

 due to stretching of the C-O 

and C-H of the oxirane rings respectively.    

Figures 5-2 and 5-3 show representative FTIR spectra obtained from a number of cured 

nanocomposites. It is evident that the addition of nanosilica does not introduce any new 

curing reactions. No new chemical bonds are observed in the FTIR spectra of the 

nanocomposites compared to the unfilled Ep80, except the Si-O-Si feature at about 

1100-1110 cm
-1

, which is due to the presence of the nanosilica. The IR band at around 

1734 cm
-1

 confirms the existence of the C=O stretching in the ester groups. Meanwhile, 

the bands at 1244-1035 cm
-1 

are assigned to the stretching vibration of C-O linkages 

present in the epoxy resin, hardener, and ester, as well as the ether linkages formed by 

any etherification reactions. Therefore, in principle, the curing mechanism of the 

unfilled epoxy system and the nanocomposites is based on the competition of 

esterification and etherification reactions. However, it is impossible to derive the 

quantitative contribution from each of these two types of reaction, due to the 

overlapping of different IR bands present in the spectra.  

 

 

Figure 5-1 FTIR spectra of resin MY 740, Nanopox E 470 and 3M master-batch 

3057 

1082 460 

913 
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Figure 5-2 FTIR spectra of epoxy-based systems containing Nanopox 

 

 

Figure 5-3 FTIR spectra of epoxy-based systems containing 3M 
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Si-O-Si 

Si-O-Si 
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5.4 Scanning electron microscopy (SEM) 

Figure 5-4(a) shows a low magnification image of an internal fracture surface of 

unfilled Ep80. The surface appears to be relatively flat. Increasing the magnification 

reveals the typical granular matrix structure, as shown in Figure 5-4(b). The addition of 

nanosilica introduces new features to the fracture surfaces. Figure 5-5 shows low 

magnification images of fracture surfaces of epoxy systems that contain Nanopox at 

different loading levels. Evidently, at this magnification, the topography of the fracture 

surfaces in these nanocomposites is different from those observed in the corresponding 

unfilled systems, with the appearance of the curved fractography features (arrowed) or 

rougher surfaces at higher filler loading (arrowed). The higher magnification images 

again reveal the dramatic effects of the inclusion of nanosilica on the texture of the 

fracture surfaces. If the presence of nanosilica is considered to affect the topography of 

the fracture surfaces, it is reasonable to evaluate the uniformity of the dispersion based 

on the variability of the surface texture. It is evident from Figure 5-6 that the samples 

are relatively uniform although there are some variations in local concentration of 

nanosilica on the scale of tens to hundreds of micrometers. The key point is that the 

surface texture gets rougher with larger scale features, which imply agglomeration. 

Indeed, SEM images of the Pox80-12.5 reveal such features with a size up to 500 nm, as 

indicated by the arrows in Figure 5-6.  

The introduction of the 3M master-batch produces surfaces with fracture topographies 

that differ from both the unfilled system and those containing the Nanopox, as shown in 

Figure 5-7. Also, this figure reveals an area damaged by radiation, which is clearly 

visible as a darker rectangle (arrowed) in Figure 5-7(a), after focusing on the bright dust 

particle. However, no cracks or voids are evident in any of these samples. Increasing the 

magnification reveals the good dispersion of the nanosilica in both the 3M-5 and      

3M-12.5, as shown in Figure 5-8. Despite the larger filler size, features less than 500 nm 

in size are observed. This suggests that the dispersion of nanosilica is better in the 3M 

systems than in the Nanopox ones. 

In contrast to the systems described above, the incorporation of micro silica appears to 

have a dramatic effect on dispersion. The micro silica is observed to be deposited at the 

bottom of sample Ep80-12.5m, as shown in Figure 5-9. This indicates a very poor 
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dispersion of the filler within the matrix, due to the incompatibility of the fillers and the 

epoxy. Also, some cracks/voids can be observed in this sample (arrowed), as shown in 

Figure 5-9(d). Increasing the magnification reveals the same fine scale granularity in the 

epoxy matrix, as in the unfilled Ep80. The differences in the dispersion state of the 

fillers, obviously, are expected to induce different effects on the material properties.  

 

(a)  (b) 

Figure 5-4 SEM images of the unfilled Ep80 at (a) low maginification, (b) high 

magnification 

 

(a) (b) 

Figure 5-5 SEM images at low magnification of Pox80-5 with curved fractography 

feature (a)) and Pox80-12.5 with rougher surface (b) 
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(a) (d) 

 

 (b) (e) 

 

(c)  (f) 

Figure 5-6 High magnification SEM images of the Pox80-5 (a)-(c) and Pox80-12.5 

(d)-(f) at different locations 
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(a) (b) 

Figure 5-7 SEM images at low magnification of 3M-5 (a) and 3M-12.5 (b) 

(a) (d)

(b) (e)

(c) (f) 

Figure 5-8 High magnification SEM images of the 3M-5 (a)-(c) and 3M-12.5 (d)-(f) 

at different locations 
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(a)   (b) 

(c)  (d) 

Figure 5-9 SEM images of the Ep80-12.5m at (a)-(c) low maginification, (d) high 

magnification at different locations 

5.5 Thermal characterisation 

The influence of numerous parameters on the glass transition of many different material 

systems has been studied and such work has suggested that, in the case of 

nanostructured systems, interactions at the polymer-filler interface are a key factor that 

affects the glass transition behaviour [257-259]. For example, dielectric studies of 

propylene glycol and two poly(propylene glycol)s (PPGs) of different molecular weight 

confined within controlled pore glasses [260] have revealed a retardation and 

broadening of the α-relaxation process associated with Tg, and the existence of an 

additional relaxation attributed to the interaction of a few layers (hydrogen bonding 

effect) of the confined liquid with the surface of the pore.  Elsewhere, Tg has been found 

to vary in a non-monotonic manner [261], where Tg first decreases and then increases as 

the pore size is reduced, depending upon whether intrinsic size effects or interfacial 

interactions dominate. An initial increase in Tg followed by a reduction in Tg with higher 

filler percentage was observed for a poly(styrene butylacrylate) latex/nano-ZnO 
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composite [262]. Cases have been reported where Tg was found to increase with 

nanofiller loading level [263-265], whereas a decrease in Tg was observed elsewhere 

[266]. A study of the mechanical relaxation behaviour of poly(vinyl 

alcohol)(PVA)/silica nanocomposites revealed two relaxations, which were attributed to 

the glass transition of the PVA matrix (43 
o
C) and segments of PVA chains confined by 

the surface of silica nanoparticles (83 
o
C). This study went on to deduce that the 

thickness of the interfacial immobilised layer was 5-10 nm and dependent upon 

composition [267]. As the filler size is in the nanoscale range, the volume fraction of the 

interaction region increases with the increase in the interfacial area of the polymer and 

nanofillers. This is believed to be the basis for changes in many of the properties of 

nanocomposites.  

Figure 5-10 shows typical DSC scans obtained from some extreme cases. It is evident 

that, while the temperature of the glass transition varies with the loading percentage of 

nano-silica, there is no evidence of multiple transition temperatures or extensive 

broadening of Tg, suggesting that, in terms of molecular mobility, all of the systems 

shown are reasonably uniform. Table 5-2 summarises the important information 

extracted from the DSC scans for the glass transition. Once again, the width of the glass 

transition T shows no clear trend when the uncertainties in the measurements are 

considered, except in the case of Pox80-12.5. Therefore, any comparison should be 

based on other characteristics of the glass transition. The change in heat capacity per 

unit mass of polymer, Cp
*
, reveals a good correlation with the glass transition 

temperature Tg, as shown in Figures 5-11 and 5-12. The reduction in Tg is associated 

with an increase in Cp
*
 and vice versa, which is related to the molecular mobility in the 

system.  
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(a) 

 (b) 

(c) 

Figure 5-10 Typical DSC scans of some samples under interfacial study 
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Table 5-2 Thermal characteristics of samples under interfacial study 

Sample codes Tg (
o
C) ±2 

o
C ∆T (

o
C) ±2 

o
C ∆Cp

*
 x10

-1
(J/g

o
C) ±0.05 

Ep80 147 20 5.5 

Pox80-1 146 22 5.6 

Pox80-2 143 22 6.0 

Pox80-5 140 25 6.5 

Pox80-12.5 135 28 7.1 

3M-1 146 22 5.4 

3M-2 145 22 5.5 

3M-5 145 23 5.6 

3M-12.5 143 23 5.7 

Ep80-5m 146 25 5.6 

Ep80-12.5m 145 25 5.7 

 

 

Figure 5-11 The glass transition temperature and heat capacity of Nanopox 

systems (standard errors based on 5 samples) 
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Figure 5-11 shows the effects on Tg of adding Nanopox into the epoxy system. In 

general, increasing the filler loading level results in a reduction in Tg. Comparable 

behaviour was reported by Sun et al. [182], who found a significant reduction in the Tg 

of nanocomposites, compared with the unfilled epoxy or counterparts filled with micro-

fillers. This behaviour was explained by the surface chemistry of the nanofillers and 

interactions at the filler-resin matrix interfaces; the absorbed water and bonded organics 

on the surface of nanosilica enhanced the polymer dynamics due to the extra free 

volume at the resin-filler interfaces and, hence, reduced Tg and increased the dielectric 

loss. Tomer et al. [268] observed a systematic decrease in Tg with increasing inorganic 

content of both barium titanate and organically modilfied montmorillonite fillers. Such 

a reduction was claimed to be due to disruption of the epoxy crosslinking as a result of 

the fillers. It is well-known that the Tg of a polymer system depends on a number of 

factors, including changes in the tacticity, molecular weight, crosslinking degree and the 

amount of reaction residue acting as a plasticiser [269]. Taking into account the 

stoichiometric effects discussed in chapter 4, the introduction of nanosilica could 

change the chemical balance in the reacting systems due to the catalytic effect of the 

hydroxyl groups and/or impurities present in the Nanopox. These moieties may catalyse 

the etherification of the epoxide groups, so leading to an effective excess of hardener. 

Cheng et al. [270] found that the etherification reaction usually leads to a lower degree 

of curing at gelation. Therefore, homopolymerisation is supposed to produce a structure 

that is characterised by a higher branching degree than the esterification reaction 

between the epoxy and anhydride. As a result of a lower crosslinking degree, the Tg is 

reduced. Therefore, the effective reduction in Tg results from a combination of both 

factors, namely the stoichiometric effect and extra free volume introduced at interfaces. 

As a consequence, the rate of decrease is non-linear with the nano-filler loading 

percentage. Furthermore, at high filler loading levels up to 12.5 %wt, it is likely that the 

decrease in Tg is slowed down, possibly as a result of increasing the degree of 

nanoparticle interaction/aggregation. First, from the point of view of the stoichiometric 

effects, agglomeration of nano-particles may reduce the amount of any hydroxyl groups 

on the particle surface available for etherification reactions with epoxy, so leading to a 

reduced effective excess of hardener. As a result, the decrease in Tg due to this 

stoichiometric effect is smaller. Second, agglomeration of nano-particles will increase 

the effective filler size and, hence, the volume fraction of interphase regions will be 
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reduced. Therefore, the contribution of extra free volume to the reduction of Tg will be 

decreased. Concepts concerning extra free volume are related to the so-called “multi-

core model” proposed by Tanaka [253], which suggests that the introduction of nano-

fillers into a polymer matrix can create a number of distinct interphase regions, each 

with nanometric dimensions. First, chemical interactions between the matrix and the 

nanoparticle might lead to tightly bound regions, in which molecular mobility is 

dramatically reduced. Surrounding this, it is suggested that regions of increased free 

volume may exist. Evidently, from the perspective of Tg, these two factors would act in 

opposite senses; reference to the literature reveals examples where Tg increases on 

introducing nanoparticles [271], where negligible effects were observed [272-273] and 

where Tg was reduced [274-275]. In a study of polyurethane-based systems [276], a 

range of complementary techniques was used to study the glass transition in systems 

including montmorillonite (MMT). Agreement between the various techniques was 

found to be good and suggested that similar molecular dynamics occur in both the pure 

matrix and the nanocomposites. However, this study also showed evidence of the 

existence of a fraction of the polymer in each nanocomposite that made no contribution 

to the glass transition. Evidence for an immobilized interfacial phase that did not affect 

Tg has also been seen in polyamide/layered silicates systems [277-278]. In the case of 

epoxy based systems, Ou and Shiu [279] reported on the effect of adding silica 

nanoparticles of different sizes. This work revealed a pronounced increase in Tg (up to 

20 
o
C) on adding as little as 0.3% of the nanoparticles; the smaller the nanoparticles, the 

greater the elevation in Tg. However, Singha and Thomas [280] reported that the 

addition of even small concentrations of spherical nanoparticles, (titania, alumina and 

ZnO), had entirely the contrary effect. In this study, a decrease in Tg of ~ 8 
o
C was 

reported on adding just 0.5% of nanofiller. Elsewhere, the addition of a functionalised 

MMT to an epoxy resin was shown to accelerate the curing reaction; in this case, the 

observed decrease in Tg was ascribed to alkylammonium cations from the clay acting as 

a plasticizer [281]. It is clear that the effective Tg depends on the relative contributions 

of those distinct phase regions. The existence of such phase regions is expected to 

introduce different glass transitions or, at least, an extensively broad one. However, this 

is not seen clearly in the DSC thermograms obtained for samples studied here. 

Chemically, the unfilled epoxy network was formed by a distribution of ester and ether 

linkages. Etherification is usually associated with the formation of more highly 
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branched molecular architectures than esterification, i.e. less densely crosslinked 

regions. The combination of these regions of different crosslinking degrees leads to a 

glass transition spanning ~ 20 
o
C, as shown in Table 5-2. The addition of nanosilica can 

induce tightly bonded regions and loose ones, according to the “multi-core” model. 

However, due to the surface treatment process, the difference in molecular mobility in 

these regions is small. The span of the glass transition, ∆T, of such loosely bound 

regions may overlap that of regions containing the unperturbed resin matrix formed 

mainly by etherification. Similarly, the ∆T span of tightly bound regions may also 

overlap that of bulk resin regions mainly by esterification reactions. As a result, 

compared with the unfilled Ep80, only a small difference of ~ 5 
o
C in ∆T is observed in 

the case of Pox80-5 and ~ 8 
o
C in the case of Pox80-12.5. However, taking into account 

the uncertainties in the measurements, only the Pox80-12.5 shows this difference. 

The behaviour of the 3M systems, which involve 100 nm-diameter nano-silica, is rather 

different from the Nanopox systems, in that Tg stays unchanged or only slightly 

decreases on introducing the nano-silica up to 12.5 %wt, as shown in Figure 5-12. 

 

 

Figure 5-12 The glass transition temperature and heat capacity of 3M systems 

(standard errors based on 5 samples) 
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For this system, SEM images show a good dispersion of nanosilica in the matrix. In 

addition, the FTIR spectra of the Nanopox and 3M exhibit similar characteristics, 

indicating that hydroxyl groups on the nanosilica in the 3M could also catalyse the 

homopolymerisation and lead to a chemical imbalance in the reacting systems, so 

reducing Tg in the same manner as described above. However, the increase in filler size 

implies a decrease in the interfacial area; consider a spherical nanoparticle having a 

diameter d and an interfacial thickness t, as shown in Figure 5-13. 

 

Figure 5-13 Schematic diagram of a nanoparticle and interface 

Assuming no interphase overlap, the volume fraction of interphase regions can be 

estimated roughly based on an “effective volume fraction” approach that has recently 

been applied to nanocomposites [282-285]: 

      
 

 
                                                                                                              

where   is the mean radius of spherical nanoparticles;    and    are volume fractions of 

interphase regions and nanoparticles respectively. In this approach,   is the thickness of 

the immobilised layer surrounding a nanoparticle. 

For a loading level of 12.5 wt%, the theoretical volume fraction of nanoparticles,   , is 

~ 7.22 vol%, taking the density of silica to be 2.2 g/cm
3
. The Nanopox system contains 

nanosilica particles of average diameter of 20 nm. Zhang et al. [285] estimated the 

average interfacial thickness of silica/epoxy nanocomposites, which were filled with the 

Nanopox XP 22/0314 master batch containing 25 nm diameter silica particles, and 

found that this parameter,  , ranges from ~ 3-11 nm. Petrovicova et al. [282] found that 

this parameter ranges ~ 3.6-22.4 nm for nylon 11/silica (7-12 nm) nanocomposites. 

Chen et al. [267] reported an interfacial immobilised layer of ~ 5-10 nm, depending on 

composition, in poly(vinyl alcohol)(PVA)/silica nanocomposites. So, setting the 
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thickness t = 4-10 nm, then    = 12.6-50.4 vol%. This approach results in similar 

estimations to calculations based on the volume fraction f of interface for a nanoparticle 

provided by Tanaka et al. [253], which can be expressed by the equation 5-2, assuming 

no interphase opverlap: 

   
  

    
    

  

    
  

 

 
 

  

    
 
 

                                                            

Under these assumptions, for a volume fraction of nanofiller at 7.2 vol%, the volume 

fraction of interphase regions would be ~ 2-7 times greater than that of nanofiller. 

Therefore, the characteristics of the interphase regions should dominate those of the 

nano-particles. However, when the average diameter of nanosilica is ~ 100 nm, as in the 

case of the 3M system, the volume fraction of the interphase regions,   , will be reduced 

to ~ 1.9-5.2 vol%, under the same assumptions; that is, only one tenth to one sixth of 

that of the Nanopox system - a significant reduction. As a consequence, the effect of 

interphase regions is less significant in the case of the 3M system than in the case of the 

Nanopox. In addition, it is well-known that the surface chemistry of fillers determines 

interfacial characteristics. If interfaces are characterised by weak filler-matrix 

interactions, the molecular mobility will be enhanced in interphase regions due to 

increased free volume, so leading to a reduction in Tg. This seems likely to be the case 

for the Nanopox-based nanocomposites. Conversely, in the case of the 3M-based 

systems, stronger filler-matrix interactions at interfaces may restrict chain dynamics, 

and hence, increase Tg. For example, Wu et al. [271] reported pronounced increases in 

Tg for both silica and titania-based nanocomposites. In addition, considering an inter-

filler distance (surface to surface distance) D, using equation 5-3 [285-287]:  

    
 

   
 

 
 

                                                                                                             

At    = 7.2 vol%, i.e. 12.5 wt%, nanosilica, the inter-filler distance in the Pox80-12.5 is 

~ 18.7 nm. Therefore, in the case of an interphase thickness being ~ 5 nm, it is unlikely 

that an overlap occurs (    ), while an interphase thickness of ~ 9 nm will lead to an 

overlap of nano-partices (    ). The SEM images of the Pox80-12.5 show a 

possibility of agglomeration of nanosilica; aggregates are less than micrometer scale in 
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size. This suggests that the interphase thickness in the case of Nanopox-based systems 

may fall close to 9 nm. Overlapping of interphase regions will reduce the overall 

interfacial volume fraction in the sample and, lead to a decreased extra free volume. 

Conversely, at the same    = 7.2 vol%, the inter-filler distance is ~ 93.7 nm in the     

3M-12.5, which is much greater than   . Therefore, an overlap of interphase regions is 

unlikely to occur. This is supported by the SEM images shown above. 

A hypothesis that may account for the observed behaviour is that the amount of 

catalytic impurities present in the 3M system may be smaller than that in the Nanopox. 

As a result, the catalytic effect also becomes more limited than in the case of the 

Nanopox. As a result of competition between stoichiometric and interfacial interaction 

effects, only a slight decrease in Tg can be observed in the case of 3M-based 

nanocomposites.  As the size of the filler particles increases into the microsopic range, 

the role of the interphase regions becomes insignificant, such that the introduction of 

micro-silica produces no significant change in Tg compared with the corresponding 

unfilled epoxy, as shown in Table 5-2. 

In general, the Tg behaviour can be explained by factors relating to the size of the 

nanofiller and surface chemistry effects involving moieties on the surface of the nano-

fillers, such as hydroxyl groups or organic molecules that can directly react with species 

in the curing systems.  

5.6 Space charge behaviour 

Figures 5-14 to 5-16 show space charge profiles obtained from nanocomposites 

containing the Nanopox and 3M systems at various loading levels up to a poling time of 

1h and at an intermediate electric field of 30 kV/mm, followed by 1h short-circuiting. It 

is evident again that there is only a small amount of homocharge injected from the 

cathode during the 1 hour charging period for all the cases under investigation. The 

injected charges are trapped and only stay in the vicinity of the electrode; no internal 

space charge is observed at other locations within the bulk of the samples. The presence 

of homocharge near the electrode reduces the local field at the cathode and, hence, 

suppresses the injection of electrons. Moreover, the quick dissipation of injected 

charges upon short-circuiting indicates a distribution of only shallow traps near the 

surface of the samples. The space charge behaviour appears comparable in all the 



Chapter 5: Interfacial effects on epoxy-based composites 

 

152 
 

samples under investigation, including both the Nanopox and 3M systems. This can be 

explained by the following reasons. First, the FTIR spectra indicate that structures with 

similar chemical bonds formed in these samples. It is well-known that charge injection 

depends on the potential barrier between the electrode materials and the specimen, and 

samples of similar chemical structure can be considered to be characterised by similar 

potential barrier heights. The well-dispersed nanosilica fillers of both the Nanopox- and 

the 3M-based nanocomposites do not lead to significant changes in the general chemical 

molecular architecture. Many studies on space charge behaviours in an unfilled epoxy 

resin have reported a small amount of homocharge near the cathode [251, 288-290].    

Similar behaviours are also observed in this study. Second, although the incorporation 

of the Nanopox and 3M systems can introduce more impurities, due to the synthesis and 

surface treatment processes, and/or an effective excess of hardener, as a consequence of 

the stoichiometric effects discussed in the previous chapter, it does not imply increased 

conductivity of charge carriers. Impurities can modify the trap distribution; more trap 

states are present in the energy gap. However, to enable charge carriers to hop or tunnel 

through potential barriers, the inter-state distance is critical, which should fall into the 

nanometer scale, especially at low fields and low temperatures. The SEM images show 

a relatively good dispersion of nanofillers in all samples. Therefore, the probability of 

the existence of such small distances is low. Moreover, all the samples are deep in their 

glassy state under the experimental conditions used here and, therefore, the molecular 

mobility is severely restricted. As a consequence, the dc conductivity is extremely low. 

Therefore, once injected, it becomes difficult for charge carriers to drift to the other 

electrode. Instead, charge carriers are trapped in the vicinity of the injecting electrode 

until further charge injection is suppressed due to reduced effective electric field near 

the electrode. An injection of homocharge close to the electrodes has been reported 

elsewhere [288-289]. Hajiyiannis et al. [290] found that, as the percentage loading of 

nanoalumina increased, the quantity of homocharge formed in the nanocomposties was 

considerably higher than in the unfilled resin. However, this work did not consider the 

dispersion of the nanofillers in the host resin, especially at high loading percentages 

such as 15 wt% nanoalumina. Here, the sample filled with 12.5 wt% micro silica reveals 

a greater accumulation of homocharge near the cathode, as shown in Figure 5-17. The 

presence of micro-sized silica at the surface of the sample could lower the potential 

barrier between the electrode and the composite, and hence, more electrons are injected 
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into the sample. However, SEM images showed that the microsilica fillers are largely 

deposited at the bottom of the specimen. Because only a small amount of filler was 

added, the main structural architecture was the resin matrix, which is comparable to the 

highly crosslinked network of the unfilled epoxy. Consequently, after being injected, 

electrons cannot move to the opposite electrode, and therefore, stay in the vicinity of the 

cathode such that further injection then becomes limited.  

(a) 

(b) 

Figure 5-14 Space charge profiles obtained for nanocomposites containing 1 wt% 

nanosilica 
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 (a) 

(b) 

Figure 5-15 Space charge profiles obtained for nanocomposites containing 5 wt% 

nanosilica 
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(a) 

 

(b) 

Figure 5-16 Space charge profiles obtained for nanocomposites containing 12.5 

wt% nanosilica 
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Figure 5-17 Space charge profile obtained for the system containing 12.5 wt% 

micro silica 

5.7 AC Electrical Breakdown  

Figures 5-18 to 5-19 respectively show Weibull breakdown data obtained from 

nanocomposites filled with the Nanopox and 3M systems at various loading levels. 

Evidently, the introduction of the Nanopox into the epoxy matrix at high filler loadings 

(i.e. > 5 %wt nanosilica) reduces the electric breakdown strength. At low filler loading, 

it is likely that the effect of the nanosilica is not significant. There are some possible 

explanations. First, breakdown phenomenon can be considered to initiate at “weak” 

regions within materials. The Tg results showed a reduction in this parameter due to 

extra free volume introduced by the presence of nanosilica, as suggested by the “multi-

core” model [253]. As the loose interphase layers dominate, they could be considered as 

“weak” regions. This mechanism is related to the quality of surface treatment of the 

nanosilica. Secondly, as discussed in chapter 4, the introduction of the Nanopox at a 

certain level could change the stoichiometry and lead to a chemical imbalance that 

equates to an excess of hardener. The excess hardener could be oxidised at 160 
o
C 

during the post-curing process. The oxidation induces additional impurities into the 

structure and consequently leads to a reduction in the breakdown strength. In addition, 

the synthesis and surface treatment of nanoparticles may introduce impurities/additives 
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and a size distribution of nano-fillers. This may be the reason for the observed reduction 

in the electric breakdown strength. Finally, at high filler loading, the probability of 

silica aggregation increases as shown by the SEM images in Figure 5-6 in the case of    

Pox80-12.5. The nanoparticles may aggregate and, effectively, increase in size. When 

the aggregates become large enough, they may play the role of defects, leading to a 

reduction in breakdown strength. 

 

Figure 5-18 Weibull distribution of Nanopox systems 

 

Figure 5-19 Weibull distribution of 3M systems 
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Table 5-3 Weibull parameters obtained for samples under interfacial study 

Sample code α (kV/mm) β 

Ep80 173 ± 1.8 32.7 

Pox80-1 172.6 ± 2.6 27.4 

Pox80-2 171 ± 2.9 25 

Pox80-5 164.1 ± 2.5 27.6 

Pox80-12.5 158.3 ± 3.0 22.9 

3M-1 172.5 ± 2.5 29.1 

3M-2 171.8 ± 2.7 26.9 

3M-5 169.6  ± 2.8 25.4 

3M-12.5 164.3 ± 2.8 23.7 

Ep80-5m 160.7 ± 3.7 17.8 

Ep80-12.5m 157.9 ± 4.7 13.7 

In general, the 3M systems exhibit similar breakdown behaviour to that shown in Figure 

5-18. However, it is evident from Table 5-3 and Figure 5-20 that the introduction of 

Nanopox produces more dramatic effects on the breakdown strength than the 3M 

system. At a 12.5 wt% nanosilica loading level, only a slight decrease in Eb can be 

observed for the 3M-12.5, whereas a noticeable reduction in Eb is found in the     

Pox80-12.5. The difference in this behaviour could be related to the filler size, the 

different surface functionalization of the two different nanofillers and/or different types 

and quantities of impurities/additives which are associated with the synthesis process. 

The 3M systems may contain the stronger interactions between the organic moieties 

attached to the filler surface and the host resin. The interphase region could therefore be 

more robust than does in the Nanopox systems, so improving the breakdown strength. 

Comparing the results presented above with those described in the literature reveals 

significant differences. For example, Ma et al. [291] explained the higher breakdown 

strength observed in nanocomposites by the modification of titanium dioxide with a 

polar silane coupling agent in terms of a decrease in the charge carrier mobility. In 

another study, Roy et al. [232] found at least a 15% increase in breakdown strength in 
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nanocomposites filled with nanosilica, compared to an unfilled crosslinked polyethylene 

at room temperature. These workers attributed this increase to the reduction in chain 

movement of the polymer chains through physical bonding or confinement, hence 

reducing the Maxwell-Wagner-Sillars interfacial polarisation at the interface of the 

filler-polymer. In contrast, Kim et al. [292] modified the particle surface with 

phosphonic acid groups. This work revealed a reduction in the breakdown strength and 

an increase in dielectric constant of the nanocomposites compared to the unfilled 

polymer, although the aggregation state of the BaTiO3 nanoparticles was improved. 

Similar observations were reported by Li et al. [293]. They claimed that the observed 

decrease in the breakdown strength of poly(vinylidene fluoride) nano-BaTiO3 

composites was due to enhanced charge transport. Obviously, the choice of functional 

groups for the surface modification will affect the interfacial structure and hence, 

influence dielectric properties of nanocomposites. 

The introduction of microscopic silica particles leads to a dramatic decrease in the 

electric breakdown strength and an increase in the scatter of data, as shown in Figure   

5-21 and Table 5-3. The larger particle size leads to a greater field distortion and local 

field enhancement due to the difference in the dielectric permittivity of the silica micro-

fillers in a form of quartz (~ 3.8-5.4 [141]) and the polymer matrix (~ 3.5) [294]. 

Furthermore, these micro-silica fillers are prone to moisture absorption due to poor 

surface treatment. The presence of water can increase the hydrogen bonding of water 

molecules onto the filler particle surfaces, as well as enhancing charge transport in the 

sample. In addition, the aggregation of such micro silica can be considered to introduce 

defect centers into the epoxy matrix. The decrease in the Weibull β parameter, as shown 

in Figure 5-22 upon adding micro-silica, can be attributed to the aggregation of fillers. 

Therefore, the breakdown strength reduces quite significantly. The addition of micron-

sized fillers has been reported to produce a negative impact on breakdown strength 

[295]. The differences in the breakdown behaviours of different nanocomposites and 

micro-composites are due to their interfacial effects and the filler surface chemistry. In 

microcomposites, the composite properties are typically a weighted average of the 

constituent material component properties, whereas in the nanocomposite, the interface 

plays a dominant role. Therefore, at 12.5 wt% loading level, the contribution of micro-

silica fillers to the microcomposite is ~ 14%, while due to the small size of nanosilica, 

the volume fraction of interphase regions can go up to more than 50 vol%. As a 
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consequence, at the same loading level, the nanocomposites show effects of fillers more 

significantly than the microcomposites. However, the higher the percentage of micro-

filler, the larger the distribution of defect centers. Therefore, when the loading level of 

micro-silica becomes predominant to the host resin matrix, the properties of the 

composites will change in such a manner that the micro-filler is the main component of 

the system. More details about such micro-filled composites will be discussed in the 

following chapter. 

 

 

Figure 5-20 The breakdown strength of the systems containing various percentages 

of fillers (error bars correspond to 90% CI) 
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Figure 5-21 Weibull distribution of micro-silica filled composites 

 

 

Figure 5-22 The β Weibull parameter of the systems containing various 

percentages of fillers (error bars correspond to 90% CI) 
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5.8 Dielectric response 

As mentioned in Chapter 4, the incorporation of Nanopox into the unfilled system may 

both modify the stoichiometric balance of the curing systems, and introduce more free 

volume due to interfacial effects. For epoxy/silica composites, the heterogeneity 

introduces an extra complexity to the dielectric properties as a result of interfacial 

relaxations, such as the Maxwell-Wagner-Sillars effect [95]. As a consequence, the 

effective dielectric constant of the composites depends not only on the dielectric 

constant ratio of the fillers and epoxy, but also the interaction between them. Tanaka et 

al. [253] proposed a multi-core model to analyse the dielectric properties of polymer 

nanocomposites. The model suggested that the dielectric properties of composites 

would be most influenced by the bound and loose layers. Obviously, these two layers 

produce effects that are opposite in sense. Therefore, the effective dielectric properties 

depend on the contribution from each layer. Sun et al. [296] found that the dielectric 

constant and the loss factor of nanocomposites filled with silica particles were both 

higher than for unfilled and microsilica-filled epoxy systems, due to the enhanced dc 

conductivity of contaminants caused by the sol-gel synthesis of the nanosilica. 

Conversely, Fothergill et al. [297] observed a decrease in both dielectric constant and 

dielectric loss of nanocomposites compared to corresponding microcomposites and the 

unfilled epoxy. They also found that the dielectric spectroscopy results did not depend 

greatly on the filler material; only the size appeared to be important. Conversely, Zhang 

et al. [156] reported that, under dry conditions, the unfilled resin and nanoalumina filled 

composites showed no significant interfacial polarisation at the filler-resin interfaces. 

This work also revealed a strong dependence of dielectric properties on absorbed water. 

These conflicting observations are believed to depend on the properties of the interface 

regions. For example, Tagami et al. [298] investigated the dielectric properties of 

epoxy/clay and epoxy/silica nanocomposites. This work suggested that weak 

interactions between the clay and the epoxy matrix activated a relaxation above Tg, 

whereas strong bonding between the silica fillers and the resin matrix restricted 

molecular motion. Therefore, it is evident that surface treatment of fillers modifies 

composite properties. In addition, the characteristics of surface organic groups such as 

polarity, mobility, and size could exert a major impact on the dielectric properties of 

nanocomposites [299]. 
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At low temperatures, where these epoxy-based systems are in the glassy state, the 

molecular motions as well as the migration of charge carriers are severely hindered. 

Therefore, the contributions from the different dielectric relaxation and polarisation 

processes are limited. In order to enable the observation of various dielectric responses 

and for the sake of brevity, only dielectric behaviours at high temperatures, i.e. 120 
o
C, 

140 
o
C and 160 

o
C, are presented and analysed. Figures 5-23 to 5-25 show the complex 

permittivity curves of the Nanopox systems at different temperatures. It is evident that 

increasing temperature leads to an increase in both dielectric constant and loss factor 

due to the increased mobility of molecular chains and increased conduction due to 

impurities. 

The dielectric constant of the epoxy matrix,   , is ~ 3.5, whereas this value of silica 

nano-particles,   , is ~ 3.8-4.0. Let   =7.2 vol%, which is equivalent to 12.5 wt%, then 

applying the mixing rules, such as the Lichtenecker (equation 2-16) or the Maxwell-

Garnett (equation 2-17), the effective macroscopic permittivity of the heterogeneous 

system,     , is ~3.53. This indicates that from theory, the addition of nanosilica at the 

loading levels studied here should not result in a significant increase in the macroscopic 

permittivity. The observed increase in dielectric constant and loss factor upon the 

addition of Nanopox can therefore be attributed to the following factors. First, it is well-

known that the α-relaxation is related to molecular mobility. The introduction of the 

Nanopox exhibited a monotonically reduced Tg with increasing filler loading level, due 

to a combination of stoichiometric and interfacial effects, as described in the previous 

sections, which implies increased chain mobility. This suggests that the relaxation time 

of the α-polarisation process is reduced monotonically, i.e. the α-relaxation occurs 

faster, upon adding Nanopox-type nanosilica. The resulting increase in the chain 

mobility leads to an increase in both the real and imaginary parts of the relative 

permittivity, as shown in Figure 5-26. The variations in temperature could move the 

curves along the frequency scale; this is referred to as time/temperature superposition. A 

monotonic increase in permittivity upon adding nano-fillers was reported by Singha and 

Thomas [280, 300] who investigated systems based on the epoxy resin and filled with 

0.1, 0.5 and 1 % of TiO2, ZnO and Al2O3. They found that the higher the filler loading 

level, the higher the observed relative permittivity value. Conversely, Kochetov et al. 

[237] reported a decrease in real permittivity of nanocomposites filled with Al2O3, or 

MgO up to 2 wt%, followed by an increase in real permittivity with further addition of 
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nanofiller. The decrease in real permittivity was explained by immobilised dipolar 

groups in the proximity of nanoparticles. Such differences highlight the importance of 

surface modification and interfacial volume fraction effects. Previous calculations 

showed that a Nanopox-based system containing 12.5 wt% nanosilica can introduce an 

interfacial volume fraction up to 50 vol%, assuming no interphase overlapping and an 

interphase thickness of 10 nm. Although SEM images of the Pox80-12.5 system show a 

possibility of agglomeration of nanosilica, which can reduce the overall interfacial 

volume fraction in the sample, the theoretical inter-filler distance in this case was 

estimated to be ~ 19 nm, i.e. ~ 2t. Therefore, interphase overlapping or agglomeration of 

nanoparticles can only occur up to a certain limit, assuming good sample preparation 

obtained. If organic groups in the interphase region can only interact weakly with the 

epoxy matrix, then the effective permittivity will be increased significantly. This can be 

the case for the Nanopox-based systems studied here. In addition, as discussed in the 

previous chapter, the introduction of Nanopox can change the chemical balance of the 

reacting systems and lead effectively to an excess of hardener. The unreacted hardener 

molecules could contribute to an increase in permittivity in a manner described 

previously, in terms of impurities such as oxidation products, mobile molecules and, 

small dipole moments of side branches. 

At 120 
o
C, i.e. below the Tg of the systems under investigation (Tg ~140 

o
C), the real 

component of the relative permittivity is almost “flat” on the log-log plot, while it is 

likely that a dispersion process starts occurring at low frequencies below 1 Hz. 

Increasing the temperature reveals the power law behaviours in the low frequency 

range, especially for the systems containing a high content of nanosilica. A slope that is 

smaller than -1 indicates a non-uniform charge transport in the heterogeneous systems 

via clusters. Such inter-cluster approach has been proposed as the low frequency 

dispersion (LFD) process [238-239]. The LFD behaviour manifests itself as an increase 

in both the real and imaginary parts of the relative permittivity with decreasing 

frequency, in which                   [238]. This process is thermally activated 

and becomes more pronounced at an elevated temperature, i.e. at 160 
o
C. The presence 

of nanosilica may lead to the increased amount of clusters and/or the bigger cluster sizes 

and hence, enhance the charge transport. As a consequence, at a high loading level of 

nanosilica, the power law behaviour exhibits a greater slope than that observed in the 

other materials. As mentioned in the previous chapter, the LFD can only occur when the 
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segmental motions become significant, at least in the frequency range studied here. For 

example, the systems Ep60 and Pox60-5, which were examined in the previous chapter, 

only revealed two distinct response processes, including the LFD and the dispersion D, 

at 140 
o
C and above, i.e. at least 40 

o
C above their Tg. However, due to the highly 

crosslinked nature of epoxy networks, the samples investigated here possess high Tg (~ 

140 
o
C). As a result, neither clear LFD process nor the dispersion D can be observed, 

even at 160 
o
C.  

(a) 

(b) 

Figure 5-23 Complex permittivity of Nanopox systems at 120 
o
C (a) real and        

(b) imaginary 
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(a)  

 (b) 

Figure 5-24 Complex permittivity of Nanopox systems at 140 
o
C (a) real and         

(b) imaginary 
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(a) 

  (b) 

Figure 5-25 Complex permittivity of Nanopox systems at 160 
o
C (a) real and        

(b) imaginary 
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Figure 5-26 Real permittivity of Nanopox systems increases monotonically with 

filler loading level at different temperatures, obtained at 0.1 Hz 

To explore interfacial effects further, systems based upon the 3M masterbatch (100 nm 

diameter nanosilica) were examined. Figures 5-27 to 5-29 present the relative 

permittivity data obtained from the 3M systems at 120 
o
C, 140 

o
C and 160 

o
C 

respectively. In general, the 3M systems exhibit similar behaviour to that of the 

Nanopox systems, i.e. the power law behaviour that indicates a non-uniform charge 

transport via large scale clusters in the systems. The increase in permittivity upon 

introducing the nanofiller can be explained by the stoichiometric and interfacial effects, 

as in the Nanopox systems. However, the addition of 3M exerts a less pronounced 

impact on the dielectric permittivity than does the incorporation of Nanopox. This 

behaviour can be attributed to the reduced interfacial areas due to the increased particle 

size, as shown in the previous theoretical calculations. Moreover, the level of impurities 

and additives present in the 3M system may be less than that of the Nanopox, depending 

on the synthesis and surface modification processes. An interesting point is that, at low 

concentrations of nanosilica, i.e. ~ 1 wt%, it is likely that the introduction of 3M leads 

to a lower dielectric constant and loss factor compared to the unfilled epoxy, as shown 

in Figure 5-30. This behaviour is contrary to that seen in the Nanopox system. To 

explain this observation, first, a comparison of interfacial volume fraction between the 

Nanopox and the 3M systems is estimated using Equation 5-1, as shown in Table 5-4. 
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Table 5-4 Interfacial volume fraction of Nanopox and 3M systems 

Filler loading 

level 

Nanopox (Assuming t = 10 nm) 3M (Assuming t = 20 nm) 

Wt% Vol% Interphase 

(vol%) 

Interphase:resin 

(vol%) 

Interphase 

(vol%) 

Interphase:resin 

(vol%) 

1 0.6 4.2 1:23 1 1:98 

5 2.9 20.3 1:4 5.1 1:18 

12.5 7.2 50 1:0.86 12.6 1:6 

It is evident from Table 5-4 that, even at a doubled thickness, the interfacial volume 

fraction of interphase regions in the case of 3M systems is much smaller than in the 

Nanopox. At 1 wt% loading level, the contribution of interphase regions to the 3M-1 is 

negligible. In this case, moieties on the particle surface, such as hydroxyl groups, may 

react with epoxide groups remaining in the unfilled Ep80. Due to an extremely low 

concentration of fillers, no excess hardener may be present in this system. As a result, 

the crosslinking degree of the network is slightly improved, so leading to a slight 

reduction in real permittivity. FTIR spectra of the Nanopox (40 wt% nanosilica) and 3M 

(49.8 wt% nanosilica) master batches show similar characteristics. Therefore, in the 

case of Pox80-1, similar stoichiometric effects are expected. However, due to the 

increased interfacial volume fraction, interphase regions containing weak interactions at 

interfaces between the fillers and the resin matrix can cause an increase in permittivity. 

As a result of a combination of the stoichiometric and interfacial effects, a nearly 

unchanged permittivity is observed in the Pox80-1. At higher loading levels, the 

effective permittivity will result from a combination of both effects. Evidently, the 

contribution of interfacial effects to an increase in permittivity is significantly reduced 

in the 3M systems compared to that of the Nanopox. Furthermore, organic groups on 

the nanosilica particle in the 3M master-batch may interact with the host resin matrix 

more strongly than does in the Nanopox. As a result of more robust interfaces, 

interfacial effects could only contribute a slight increase in permittivity. Again, the 

increase in the loss factor at 160 
o
C, which is above the Tg, could also be attributable to 

the increased contribution of the LFD process.   
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(a) 

  (b) 

Figure 5-27 Complex permittivity of 3M systems at 120 
o
C (a) real (b) imaginary 
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(a) 

 (b) 

Figure 5-28 Complex permittivity of 3M systems at 140 
o
C (a) real (b) imaginary 
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(a) 

  (b) 

Figure 5-29 Complex permittivity of 3M systems at 160 
o
C (a) real (b) imaginary 



Chapter 5: Interfacial effects on epoxy-based composites 

 

173 
 

 

Figure 5-30 Real permittivity of 3M systems against filler loading level at different 

temperatures, obtained at 0.1 Hz 

In order to examine size effects, micro-silica was incorporated into the unfilled epoxy. 

SEM images show the aggregation of micro-silica within the resin matrix. The poor 

dispersion of fillers could reduce the electrical properties of the microcomposite as 

discussed above. However, when the size of the filler is increased into the microscopic 

range, interfacial effects can be ignored. In microcomposites, properties are typically a 

weighted average of the constituent material component properties. At 12.5 wt% 

loading level, the microcomposite could have about 14% contribution from the silica. In 

practice, the microsilica particles in quartz have a permittivity of about 3.8-5.4 [141], 

whereas the unfilled resin permittivity is about 3.5. Therefore, the increase in dielectric 

constant is not significant. However, due to poor compatibility between the silica 

particles and the matrix, extra free volume could exist around the micro-particles or 

their aggregates, so providing clusters for charge transport and contribute to the LFD 

process at low frequencies and high temperatures. Conversely, the same loading level of 

nanosilica will be characterised by extremely large interfacial areas, and hence, the 

interfacial effect could become significant as shown in Figures 5-31 to 5-33.  
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(a) 

 (b) 

Figure 5-31 Comparison on complex permittivity at 120 
o
C (a) real (b) imaginary 
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(a) 

  (b) 

Figure 5-32 Comparison on complex permittivity at 140 
o
C (a) real (b) imaginary 
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(a) 

  (b) 

Figure 5-33 Comparison on complex permittivity at 160 
o
C (a) real (b) imaginary  

In summary, the addition of fillers leads to an increase in dielectric constant and loss 

factor due to the stoichiometric and interfacial effects. Both the effects depend on the 

characteristics of any organic surface groups and the interfacial volume fraction. In 
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other words, they depend on the surface treatment and the filler size. When the filler 

size is in the microscopic range, interfacial effects become negligible. In this case, the 

properties of microcomposites are typically a weighted average of the constituent 

material component properties and depend on the dispersion state of fillers within the 

resin matrix.  

5.9 Chapter summary 

The incorporation of fillers markedly influences the properties of the resulting 

composites. In general, the addition of fillers leads to a reduction in Tg, Eb and an 

increase in dielectric constant and loss factor. Apart from the stoichiometric effect, 

interfacial effects can also be observed in the nanocomposites. The multi-core model 

proposed by Tanaka [253] can be applied to explain the behaviour of the 

nanocomposites. This model suggests the presence of three distinct phase regions at the 

interfaces, including the tightly bonded layer (layer 1), the bound layer (layer 2) and the 

loose layer (layer 3). The second and third layers are believed to exert the most worked 

effects on material properties. However, the effects of these two layers act in the 

opposite sense. Therefore, the effective properties depend on the dominant contribution 

from each layer. The surface treatment shows the effects on the loose layer through the 

interaction between the organic surface groups and the host resin matrix. Depending on 

the characteristic of any organic surface groups, robust or weak interfaces could be 

formed, hence, resulting in different dielectric behaviours, as shown in the cases of the 

3M and Nanopox systems. When the filler size is in the microscopic range, interfacial 

effects become negligible, due to the consequent large reduction in the interfacial area. 

The properties of microcomposites are typically a weighted average of the constituent 

material component properties. Micro-fillers can be considered to be defect centers, 

which enhance the local field at the interfaces due to the difference in the dielectric 

permittivity between the filler (about 5.4) and the host resin (about 3.5). The larger the 

filler is, the higher the local field. Therefore, the aggregation of fillers leads to the 

deterioration of the material. Meanwhile, the incorporation of fillers does not result in a 

significant modification to the space charge behaviour of the samples. Only a small 

amount of homocharge can be observed near the cathode in all the cases, whereupon 

injection of further charge is likely to be suppressed. No internal space charge can be 

observed at other locations within the bulk of the samples. Moreover, the quick decay of 
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such injected charges suggests a distribution of only shallow traps near sample surfaces. 

The nanocomposites under study, in principle, possess similar structural networks with 

well-dispersed nanosilica. Although the concentration of defects may be different, the 

inter-trap distance is likely to be too large for conduction by hopping between localised 

states in the band gap to occur. At room temperature, all motions within the matrix are 

severely hindered, so ionic conduction will also be slow. Also, any polarisation process 

is limited at this temperature. Therefore, after being injected from the cathode, the 

electrons cannot move to the anode and stay in the vicinity of the electrode. For the 

microcomposite, poor dispersion was observed in which the bulk of the filler becomes 

deposited at one side of the sample; the remaining material was comparable to the 

unfilled epoxy. Therefore, once electrons are injected, it is difficult for them to move. 

Moreover, the presence of fillers may limit the injection of charges into the sample. In 

conclusion, to explore more about the space charge behaviours, the temperature 

dependence is necessary.    
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Chapter 6 Effects of adding nano-silica and 

micro-silica to epoxy-based systems 

 

6.1 Introduction 

Epoxy resins have been widely used in electrical insulation systems, including in 

indoor, outdoor and enclosed equipment. However, they are relatively costly compared 

to some other insulating materials. Therefore, composites are often employed in 

engineering applications and were introduced for the first time in the 1940’s, mainly in 

the form of plastics reinforced with glass-fibres. The incorporation of inorganic fillers, 

such as silica, alumina, etc, into the polymer formulation helps not only to reduce cost, 

but also to enhance mechanical properties such as tensile modulus, fracture toughness 

[157], or the resistance to dry band arcing and surface discharge [20-21]. For 

conventional composites, the filler size is usually in the range of 15-100 μm. Many 

studies have been conducted to investigate the effect of microscopic fillers on the 

performance of epoxy-based composites employed in HV equipment [301-302]. 

Recently, with advances in nano-technolgy, electrical insulation systems employing 

nano-fillers have often proved to provide better performance than conventional micro-

filled composites, including lower dielectric loss, improved dielectric strength, or 

enhanced resistance to erosion and tracking [20-22]. However, contradictory results 

have also been reported for nanocomposites [26-30]. Obviously, the difference in the 

size of micro and nano particles implies differences in particle mass, interfacial area, 

and inter-particle distance, and hence, new effects are expected upon the introduction of 

nano-fillers. In an attempt to produce electrical insulation materials with effective cost 

and good dielectric performance, the combination of nano-sized and micro-sized fillers 

is expected to incorporate the good properties of each type of filler into the resulting 

composites. This chapter is set out to investigate the effects of adding a small amount of 

nano-silica into epoxy-based composites filled with a larger amount of micro-silica. 
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Such conventional micro-composites have been widely used in engineering 

applications.  

Table 6-1 lists the samples prepared for this investigation, along with their sample 

codes. 

Table 6-1 List of microcomposite samples under study 

Sample code Resin ratio %wt nano-fillers %wt micro-fillers Type of nano-fillers 

Ep80 100:80:1 0 0 N/A 

Pox80-5 100:80:1 5 0 Nanopox 

3M-5 100:80:1 5 0 3M 

65M 100:80:1 0 65 N/A 

60M5N-Pox 100:80:1 5 60 Nanopox 

60M5N-3M 100:80:1 5 60 3M 

   

6.2 FTIR 

Figure 6-1 shows the FTIR spectrum of the micro silica powder that was employed to 

prepare the samples. The presence of silica is demonstrated by the peaks at 1000 and        

460 cm
-1

,
 
which are due to the stretching mode and bending mode of the Si-O-Si bonds.  

 

Figure 6-1 FTIR spectrum of micro silica powder 
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Figure 6-2 compares FTIR spectra obtained from a number of cured micro-composites. 

It is clear that the presence of silica particles is revealed by the peaks at 1000-1100 cm
-1

 

and 460 cm
-1

. The existence of ester groups due to the reaction of epoxy resin and 

hardener is evinced by the peaks at about 1735 cm
-1

, as discussed in the previous 

chapters. In general, the curing mechanism is found to be the same in all three micro-

composites. In addition, the basic chemical bonds present in the composites are similar 

to those in the unfilled epoxy and nanocomposites that were studied in the previous 

chapters, as shown in Figure 6-3. This suggests that the incorporation of microscopic 

silica produces no new curing reactions. However, it is evident from Figures 6-2 and   

6-3 that the presence of Nanopox and 3M is likely to introduce hydroxyl groups, which 

are revealed by the broad flat peak at 3000-3500 cm
-1

. FTIR spectra of the Nanopox 

E470 and the 3M masterbatches also exhibit this broad peak, as demonstrated in the 

previous chapters. However, this feature was not observed in FTIR spectra of cured 

nanocomposites studied in the previous chapter, as shown in Figure 6-3. As discussed in 

chapter 4, OH groups may react with epoxy groups and catalyse etherification 

mechanism. As a result, the presence of OH groups was not evident in the FTIR spectra 

of cured nanocomposites. Conversely, the existence of OH groups in cured micro-nano 

composites may suggest that micro-silica fillers inhibit reactions of OH groups with 

epoxy to a certain limit, possibly leading to hydrogen bonding between OH groups on 

nanoparticle surfaces to form agglomerations.  

 

Figure 6-2 Comparison of FTIR spectra of micro composites 

Features related 

to OH groups 

1735 
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 (a)  

 (b) 

 (c) 

Figure 6-3 Comparison of the FTIR spectra of micro composites with spectra 

obtained from the corresponding resin matrix (a) 65M & Ep80, (b) 60M5N-Pox & 

Pox80-5, (c) 60M5N-3M & 3M-5 

Features related to 

OH groups 

Features related to 

OH groups 

Features related 

to Si-O-Si bond 

Features related 

to Si-O-Si bond 

Features related 

to Si-O-Si bond 
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6.3 SEM 

The addition of micro-fillers results in a fracture propagation process that is completely 

different from the one that occurs in unfilled epoxies and nanocomposites discussed 

previously. The resulting surfaces are found to be extremely rough, on the 50 μm scale, 

irrespective of whether or not nanofillers are present. This fact suggests that the origin 

of the roughness is the micro-fillers incorporated into the resin matrix. This is illustrated 

in Figure 6-4. The examination of low magnification images reveals two distinct 

structural units, namely, the micro particles, which appear as the bright objects, and the 

matrix texture, which appears to be darker, as shown in Figure 6-5. The red arrows in 

Figure 6-5 show some representative regions which contain de-bonding between the 

resin matrix and micro-silica. As a consequence, under fracture processes, cracks 

propagate through such regions. This implies that organic groups on micro-filler 

surfaces can only interact weakly with the resin matrix and consequently, poor 

dispersion of micro-silica in samples results. In addition, some variations in the 

structure of the 60M5N-Pox and 60M5N-3M samples are also evident in Figure 6-5 

b&c. Those regions (indicated by blue arrows) that are devoid of structure and appear 

similar to Figure 6-5(a) and 6-6 suggest that these regions contain no nano-fillers. This 

observation suggests that uniform mixing and dispersion of nanoparticles in these 

systems is more difficult to achieve. As a consequence, the samples studied here are 

typical because the micro-silica has completely settled, as seen in Figure 6-4. However, 

the primary interest in these materials is the structure of the resin matrix and, 

particularly, its variability from place to place. Figures 6-6 to 6-8 contain SEM images 

of these samples obtained at higher magnification. It is evident that all of these systems 

exhibit matrix textures that are similar to those seen in the corresponding unfilled epoxy 

and the nanocomposites discussed in the previous chapters, as shown in Figures 6-6(d), 

6-7(d), and 6-8(d). This reinforces the notion that the change in matrix texture observed 

in the previous chapters upon the incorporation of nano-silica is not an artefact, but is 

rather associated with the presence of the nano-filler. However, it is necessary to bear in 

mind that the images of fracture surfaces result from the combination of microstructure 

and the fracture propagation process. Therefore, artefacts could affect the resultant 

topography. However, the consistent appearance of SEM images should be considered 

to provide reliable information about the effects of nano-fillers and micro-fillers. 
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(a) 

(b) 

(c) 

Figure 6-4 Very low magnification images of micro composites (a) 65M;               

(b) 60M5N-Pox; (c) 60M5N-3M 
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 (a) 

 (b) 

 (c) 

Figure 6-5 Low magnification images of micro composites (a) 65M;                       

(b) 60M5N-Pox; (c) 60M5N-3M 
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(a) (b)

(c) (d) 

Figure 6-6 Representative matrix texture in samples (a)-(c) 65M; (d) Ep80 

(a) (b)   

 (c) (d) 

Figure 6-7 Representative matrix texture in (a)-(c) 60M5N-Pox; (d) Pox80-12.5 
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(a)   (b) 

   (c)  (d) 

Figure 6-8 Representative matrix texture in (a)-(c) 60M5N-3M; (d) 3M-12.5 

6.4 Thermal characterisation 

Figure 6-9 shows the DSC thermograms obtained from the micro-composites under 

investigation, while Table 6-2 summarises the important information extracted from 

such DSC plots together with relevant data obtained in the previous chapters for 

comparison. It is clear that, except for the 60M5N-Pox sample, there is no significant 

difference in Tg of the 65M and 60M5N-3M microcomposites compared to those of the 

unfilled Ep80 and the 3M-12.5 nanocomposite. This implies that, in these two samples, 

the addition of micro silica does not exert a significant effect on the free volume in the 

surrounding matrix. Sun [141] also found a similar effect of micro silica on the unfilled 

epoxy, while the presence of nanosilica led to a significant reduction in Tg. Rouyre et al. 

[157] also observed comparable effects of nanosilica on Tg, but a slight decrease in Tg 

was revealed upon adding micro-silica. Conversely, Hyuga et al. [11] observed a 

decrease in Tg upon adding a small amount of nanofiller, while an increase in Tg was 

obtained on adding a large amount of microfiller to systems with and without co-

addition of a small amount of nanofiller. However, Ma et al. [303] reported an increase 
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in Tg of 10 
o
C when 5 wt% micro silica was replaced by 5 wt% nano silica. Such 

discrepancies can be explained by the following factors. First, microfillers do not exert a 

significant interfacial effect due to their large size. However, the addition of a large 

amount of microfiller dominates sample properties. Obviously, the surface chemistry of 

micro-fillers exerts a certain influence on Tg. The presence of microfiller that strongly 

interacts with the resin matrix may disturb the molecular mobility of the epoxy chains 

so, increase Tg. However, due to the small interfacial areas of microfillers, such effects 

are limited. FTIR spectra of micro silica powder and the 65M sample did not reveal the 

existence of OH groups so, effects due to hydrogen bonding can be considered 

negligible. In addition, SEM images showed regions that may contain weak bonds 

between micro-fillers and resin matrix. Therefore, adding microsilica is likely to cause a 

slight reduction in Tg. Meanwhile, it is likely to appear two glass transitions in the 

60M5N-Pox sample, as arrowed in Figure 6-9(b). As mentioned above, the 

incorporation of a large amount of micro-filler is likely to make the uniform mixing and 

dispersion of nanoparticles more difficult to achieve. SEM images show regions 

containing no fillers, with the implication that there are other regions containing higher 

nanofiller concentrations than would be anticipated based on the material formulation. 

Replacing 5 wt% of microsilica by 5 wt% nanosilica means that the ratio of nanofiller to 

resin matrix is about 14%, which is comparable to nanocomposites containing 12.5 wt% 

nanofillers. For nanocomposites, it is evident that the variation in Tg will depend on a 

number of factors, including the dispersion of the nanofiller, the nano-particle 

chemistry, the characteristics and thickness of interphase regions, etc. Adding nanosilica 

in the form of the 3M system resulted in no significant changes in Tg compared to the 

unfilled Ep80, as discussed in Chapter 5. Therefore, even though the dispersion of 

nanosilica is not uniform in the 60M5N-3M, there are no significant differences 

between the Tg values of various regions within this microcomposite. As a result, 

overlapping of glass transition temperatures from 140 
o
C to 147 

o
C can be seen, so the 

effective glass transition is likely to be 145 
o
C, which is slightly higher than that of the 

3M-12.5. However, due to measurement uncertainties, this increase cannot be 

concluded. Conversely, adding Nanopox nanosilica produced a reduction in Tg of 12 
o
C 

compared to the unfilled Ep80. Therefore, two glass transitions are observed in the 

60M5N-Pox, including one corresponding to the unfilled matrix and another to the 

filled matrices. Moreover, as mentioned above, there should be some regions containing 
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more than 12.5 wt% nanosilica, so the Tg of such regions should be smaller than that of 

the corresponding Pox80-12.5. As a consequence, the first Tg observed is about 130 
o
C, 

while the second one is about 150 
o
C, which is approximately equal to that of the 

unfilled Ep80.  

(a)                     

(b)     

 (c) 

Figure 6-9 DSC obtained for (a) 65M, (b) 60M5N-Pox, (c) 60M5N-3M 
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Table 6-2 Thermal characteristics of microcomposite samples 

Sample codes Tg (
o
C) ±2 

o
C ∆T (

o
C) ±2 

o
C ∆Cp

*
 x10

-1
(J/g

o
C) ±0.05 

Ep80 147 20 5.5 

65M 144 23 5.7 

Pox80-12.5 135 28 7.1 

60M5N-Pox 130 & 150 38 7.4 

3M-12.5 143 23 5.7 

60M5N-3M 145 20 5.9 

 

6.5 Space charge behaviour 

The previous chapters described how only a small amount of homocharges accumulated 

near the cathode in the unfilled epoxies, and epoxy-based systems containing nano-

silica or a small amount of micro-silica. This fact suggests that the incorporation of 

nano-silica seems not significantly to influence the space charge behaviour of these 

systems. However, the addition of an abundant amount of micro-silica induces dramatic 

effects on the space charge properties. Figures 6-10 to 6-12 contain space charge 

profiles obtained from various formulations of the micro-composites under 

investigation, including 65M, 60M5N-Pox, and 60M5N-3M. These space charge data 

were obtained during 1h poling at different electric fields, namely 30 and 50 kV/mm, 

followed by 1h discharging. For all three systems, complicated patterns of space charge 

can be observed. First, due to gravity, microsilica fillers were deposited at the bottom of 

samples during a long curing cycle. This side of each sample was connected to the 

cathode, while the other that contains much less microsilica was connected to the anode 

of the space charge equipment. The presence of a high density layer of micro-silica 

could modify the potential barrier between the sample and the electrode, such that its 

height is reduced and, hence, more electrons are injected into the samples near the 

cathode. Moreover, the settling of microsilica particles led to a multi-layered structure 

in the samples. In such cases, the effects involving the interfaces can account for the 

space charge behaviours. A number of studies have investigated the interfacial 

characteristics of space charge in multi-layered materials and found that charges were 
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blocked at interfaces [304-306]. In this study, the injected electrons could move to the 

anode under the applied field and become blocked at the interfaces. These trapped 

electrons may induce positive charges in the next layer. As a consequence, negative 

charges accumulate near the anode and hence, induce positive charges on the anode. 

Besides, a fraction of trapped electrons may be de-trapped under the applied field and 

across the interface and move to the anode. Obviously, the probability of this 

mechanism depends on the trap levels and the potential height between the two adjacent 

layers. Second, micro fillers, which can be considered as defects/impurities, contribute a 

high density distribution of trap states in the energy gap such that the inter-state distance 

can become very small. Under such circumstances, injected electrons could tunnel or 

hop between trap sites and, drift to the anode. Electrons can be considered to move 

along the microsilica aggregates. Third, at the anode, the density of micro fillers reduces 

significantly such that the inter-state distance becomes larger, so hopping conduction is 

limited. Moreover, at the anode, a layer containing a majority of resin matrix is in 

contact with the electrode. Therefore, the potential height between the sample and the 

anode may increase significantly. Consequently, the exchange of electrons is limited at 

the anode, and hence, the electrons are accumulated here. It is possible that a fraction of 

these electrons is neutralised by holes injected from the anode. The accumulation of 

homocharge reduces the electric field near the electrode and, hence, suppresses charge 

injection, while the opposite behaviour can be obtained for heterocharge accumulation. 

In this study, the samples of ~ 220 μm were used, whereas the average diameter of 

microsilica is ~ 16 μm with the upper grain of 50 μm. In addition, a high content of 

microsilica that can be up to 65 wt% was incorporated into the samples. Therefore, the 

silica layer could account for an observable thickness in the samples. Furthermore, the 

non-uniform mixing made the multi-layer structure become more complex and different 

from sample to sample, place to place. Increasing the electric field will increase the 

amount of injected electrons and the probability of trapped electrons that can across the 

interfaces and move along the microsilica aggregates to the anode. 

Replacing 5 wt% micro-silica by 5 wt% of the 3M nano-silica leads to only a slight 

increase in the amount of heterocharge accumulated at the anode, whereas a dramatic 

increase can be seen in the 60M5N-Pox. Such differences were not observed in the 

corresponding nanocomposites. Many different mechanisms may contribute to the 

effects shown in Figures 6-11 and 6-12. For example, one possibility is ionic 
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conduction. FTIR spectra showed the presence of OH groups in the Nanopox and 3M 

masterbatches. As discussed in chapter 4, these OH groups can react with epoxy groups 

in the nanocomposites. Therefore, no evidence of OH groups can be observed in cured 

nanocomposites. However, the presence of microsilica may inhibit reactions of OH 

groups on the nano-particle surfaces with epoxy, as evinced by FTIR spectra, and make 

uniform mixing and dispersion of nanosilica difficult to achieve, as shown in SEM 

images. Consequently, nanosilica can agglomerate via hydrogen bonding between OH 

groups on filler surfaces. A possible mechanism for intrinsic ionic conduction may 

occur by electron and proton transfer through weakly-bonded hydroxyl groups [118]. 

However, for this type of conduction to occur, the groups must be in energetically 

favourable positions for charge transfer to take place [118]. That is, flexible side 

chains/groups are required. As discussed previously, the 3M masterbatch may produce 

stronger interactions between the nano-silica and the resin matrix than the Nanopox, i.e. 

more robust interfaces resulted. In addition, due to the larger size of nano-particles, the 

probability of OH groups that come into close proximity to form hydrogen bonding is 

lower in the 3M-based systems than in the Nanopox ones. As a result, greater 

accumulations of heterocharge near the anode are observed in the 60M5N-Pox than in 

the 60M5N-3M. In ionic conduction, electrons and positive charges move to the anode 

and cathode respectively and, contribute to the effective space charge profiles. Positive 

charges may be neutralised by the injected electrons at the cathode while the electrons 

could increase the amount of heterocharge at the anode. The amount of space charge is 

the sum of the negative and positive charges at each location across the samples. 

However, unambiguous interpretation of these data in isolation is not possible.  
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(a) 

(b) 

Figure 6-10 Space charge profiles of 65M at (a) 30 kV/mm, (b) 50 kV/mm 
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(a) 

(b) 

Figure 6-11 Space charge profiles of 60M5N-3M at (a) 30 kV/mm (b) 50 kV/mm 
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(a) 

(b) 

Figure 6-12 Space charge profiles of 60M5N-Pox at (a) 30 kV/mm, (b) 50 kV/mm 
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6.6 AC Electrical breakdown  

The following breakdown measurements were performed using 500 µm thick samples. 

Figure 6-13 shows Weibull distribution plots of the data obtained for all the samples 

under study, while Figure 6-14 presents the scale and shape parameters obtained from 

these. Incorporating nano-fillers of either type leads to a decrease in Eb. However, for 

the same loading level, the reduction in Eb is smaller for the 3M-based systems than for 

those containing Nanopox. This observation is consistent with the data reported in 

Chapter 5, where it was ascribed to differences in the surface chemistry of the nano-

particles, the size of the fillers and related stoichiometric effects, and the amount of 

residual impurities associated with the synthesis and surface treatment processes. 

Rouyre et al. [157] performed fracture tests using epoxy nanocomposites containing 

nanosilica particles from the Nanopox masterbatch supplied by Nanoresins and others 

produced using dry nano-silica powder distributed by Sigma Aldrich. This work 

revealed the lower roughness in the premixed nano-silica compounds than in those 

produced using the dry nanosilica. It was suggested that the premixed particles are 

likely not to interact with the polymer chains as strongly as the dry nano-silica due to 

poor bonding of “the surfactant” to polymer chains. 

 

Figure 6-13 Weibull distribution plots (90 % confidence interval) 
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(a)  (b) 

Figure 6-14 Plots of Weibull parameters (a) α and (b) β obtained from various 

samples under study showing decreased Eb and increased scattering upon adding 

micro silica 

It is evident from Figures 6-13 and 6-14 that the addition of a large amount of micro-

silica reduces Eb significantly and increases the scattering in the breakdown data. The 

decrease in Weibull shape parameter β, as shown in Figure 6-14(b), also signifies a 

decrease in the uniformity of the sample due to the presence of the micro-filler. As 

discussed previously, the presence of micro-fillers makes uniform mixing and 

dispersion of nanoparticles difficult to achieve. The above results are, however, 

markedly different from those reported by Rouyre et al. [157], who reported an increase 

in the electrical breakdown strength on incorporating micro-fillers. Similar results were 

reported by Park [307], who observed an increase in Eb upon adding either micro silica 

or both micro silica and a small amount of nano-silicate. In this work, the improvement 

in Eb was suggested to be ascribed to the electron blocking by the sphere-like silica 

particles and sheet-like silicates such that the breakdown rate was retarded. Conversely, 

Iyer et al. [308] observed a slight decrease in Eb upon adding 65 wt% micro-silica. 

However, they found that replacing 5 wt% micro-silica by 5 wt% nano-silica was likely 

to improve Eb of the micro-composite, although the differences in the shape and scale 

parameters were not statistically significant. In this work, it was suggested that the 

presence of nanofillers mitigated space charge build-up in the samples, such that an 

improvement in Eb was obtained upon adding nano silica. However, it is necessary to 

note that these studies did not investigate the dispersion of micro-fillers in samples, 

whereas a complete settling of the micro-silica can be observed in the microcomposites 

under this study. As a consequence of settling of the filler particles, a layered structure 

is considered to be formed in the microcomposites and hence, reducing the effective 
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thickness of the samples. In other words, the effective breakdown electric field is 

reduced. Therefore, discrepancies could be resulted from poor dispersion of micro-

fillers in samples. 

In this study, the incorporation of nano-silica or micro-silica on its own produces an 

observable reduction in Eb. For microcomposites, in addition to settling of the micro-

silica, a number of explanations can be proposed for the negative consequences of 

adding the filler. First, as shown in the previous section, the presence of the micro-silica 

results in the accumulation of heterocharge near the anode, and of homocharge near the 

cathode. This heterocharge will increase the local electric field near the anode, leading 

to the breakdown process being initiated at these regions, close to the electrode. The 

increase in the heterocharge could therefore lead to a decrease in Eb. Second, the 

presence of any impurities associated with the incorporation of micro-fillers could also 

be a factor in reducing Eb. The larger the amount of impurities, the lower Eb is obtained.  

Replacing 5 wt% micro-silica by 5 wt% nano-silica can introduce more residual 

impurities into the samples due to the synthesis method and surface treatment, so 

lowering Eb, as in the cases of 60M5N-Pox and 60M5N-3M. Finally, breakdown can be 

considered to be initiated at ‘weak’ regions. SEM images show that cracks are likely to 

propagate along interfaces between the resin matrix and micro fillers. This suggests that 

these interphase regions could contain weaker bonding than other regions in the resin 

matrix. The breakdown process could be initiated at these interfaces. As a consequence, 

the breakdown strength in the micro-composites is reduced. Relative to 65M, the 

samples 60M5N-Pox and 60M5N-3M contain larger interfacial areas due to the 

presence of the nanoparticle. As discussed previously, interfacial effects in the 

Nanopox-based systems led to a reduction in Eb, whereas these effects were not 

significant in the 3M-based system due to the chemical characteristics of particle 

surfaces and size effects. As a result of a smaller amount of hetero space charge, 

stronger interactions at the interfaces between the nano-silica and the resin, and the 

larger size of the nano-filler, the increased breakdown is obtained in 60M5N-3M, 

compared with 60M5N-Pox. This suggests that the properties of the samples are the 

combined results of effects produced by all structural components, including resin 

mixture, micro-filler and nano-filler.  
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6.7 Dielectric response 

Figures 6-15 to 6-18 show the real and imaginary parts of the relative permittivity 

obtained at various temperatures, namely room temperature, 120 
o
C, 140 

o
C and 160 

o
C 

respectively. It is clear that there exists a dramatic increase in the permittivity values of 

the micro-filled systems compared to the unfilled and nanocomposite samples. Such an 

increase can be explained by a number of factors. First, the micro-filled samples contain 

a large amount of micro-silica of high permittivity (up to 5.4 for quartz) and a smaller 

amount of base resin of lower permittivity (about 3.5). The dominance of micro-silica in 

the formulation leads to an increase in the effective permittivity of the samples. For 

example, let ε of micro-silica is 4-5.4, the effective permittivity of 65M will be ~ 3.7-

4.3, using either Lichtenecker or Maxwell-Garnett mixing rule (Equation 2-16 and       

2-17). The measured value at room temperature is about 4.43 at 0.1 Hz. The difference 

between the theoretical and measured values can also be attributable to the shape and 

size of the filler. In addition, the presence of a high content of the microsilica, together 

with the settling of the filler particles and the non-uniform mixing can lead to a 

significant increase in the amount of clusters and to a broad distribution of cluster size. 

As a consequence, the charge transport between clusters can be enhanced; this is termed 

a LFD process [238-241]. This process is evinced by the power law behaviour observed 

in the imaginary component of the relative permittivity in a log-log plot, especially in 

the low frequency region due to the low mobility of charge carriers. The LFD leads to 

an increase in the real and imaginary parts of relative permittivity in the micro-

composites [238-239]. At room temperature, the peaks observed in the systems Ep80, 

Pox80-5 and 3M-5 are attributed to the instrument response. Differences in the real and 

imaginary permittivity of the systems 65M, 60M5N-Pox and 60M5N-3M could be 

attributed to following factors. First, there exist OH groups and/or hydrogen bonding in 

the samples 60M5N-Pox and 60M5N-3M, as revealed in the FTIR spectra. Under the 

influence of the applied field, these hydroxyl groups can orient and contribute to an 

increase in permittivity. Also, the hydrogen bonding of the OH groups onto the filler 

surfaces can lead to an increased amount and a broader distribution of clusters and 

hence, enhance the inter-cluster charge transport further. Second, the dielectric 

behaviour depends on characteristics of interfaces and interphase regions. The free 

volume existing at interfaces between fillers and the resin matrix will facilitate 

segmental motions of groups or side chains in these regions. From previous discussions, 
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it is likely that the Nanopox system introduce more free volume at interfaces than the 

3M masterbatch due to poorer surface treatment and its smaller particle size. Therefore, 

the permittivity of the 60M5N-Pox is higher than the 60M5N-3M. Again, increasing the 

temperature leads to an increase in both the real and imaginary parts of the relative 

permittivity due to the increased mobility of molecular segments and enhanced transport 

of charge carriers and impurity ions. At high temperatures, the LFD becomes more 

pronounced. Also, a fraction of dc conduction can contribute to an increase in the 

relative permittivity. An increase in the real part and a slope less than -1 in the 

imaginary part indicate a non-uniform charge transport occurring inside the materials 

due to a broad distribution of clusters. This fact suggests that in the micro-filled 

composites, with and without nanofillers, the power law behaviour dominates the 

dielectric behaviour due to inhomogeneity in sample structure.  

   (a) 

 (b) 

Figure 6-15 Complex permittivity of various samples at room temperature:         

(a) real, (b) imaginary 
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(a)  

 (b) 

Figure 6-16 Complex permittivity of various samples at 120 
o
C:                              

(a) real, (b) imaginary 
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(a) 

 (b) 

Figure 6-17 Complex permittivity of various samples at 140 
o
C:                              

(a) real, (b) imaginary 
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(a) 

  (b) 

Figure 6-18 Complex permittivity of various samples at 160 
o
C:                              

(a) real, (b) imaginary 
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6.8 Chapter summary 

The incorporation of a large quantity of micro-silica produces significant changes 

compared to both the unfilled epoxy and related nanocomposites. First, the microfillers 

can be considered to be the origin of the roughness of fracture surfaces. The presence of 

microfillers also makes uniform mixing and dispersion of nanofillers difficult to 

achieve, as shown in the SEM images. Furthermore, it is likely that microfillers inhibit 

reactions of OH groups on nanoparticle surfaces with epoxy groups, so enabling 

hydrogen bonding between hydroxyl groups to occur. The settling of microfillers and 

the non-uniform mixing introduces a multi-layered structure and a broad distribution of 

clusters inside the materials and hence, lead to the complicated patterns of space charge 

formation and cause the power law behaviour or the LFD of the relative permittivity. In 

addition of the higher permittivity of quartz micro-silica, the LFD causes an increase in 

the dielectric constant and dielectric loss. The layered structure with the enhanced 

charge transport between clusters and trap, as well as the existence of impurities, lead to 

a reduction in electrical breakdown strength of micro-filled composites compared to the 

unfilled and nanocomposite samples. The addition of nanofillers into the 

microcomposites introduces further effects due to their large interfacial areas and the 

surface chemistry of nanoparticles. Therefore, the effects imposed on these systems are 

similar to the ones discussed in Chapter 5. Consequently, at the same loading level, the 

microcomposites containing 3M type nanofillers exhibit better performances than the 

ones containing Nanopox. In addition, a key fact that needs to be acknowledged here is 

that these samples are typical because the micro-silica has completely settled. 

Consequently, conclusions about material properties are likely to be limited to these 

samples. 
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Chapter 7 Electrical treeing  

 

7.1 Introduction 

Electrical treeing is a technologically important phenomenon that involves the long-

term degradation of insulation materials and ultimately can lead to catastrophic 

electrical failure. The formation of electrical trees involves three stages [118]. First, the 

formation of a micro void is initiated in a region of high electric field; this stage is 

termed inception. Second, a branched fractal structure composed of elongated fine 

erosion channels develops from such micro voids through subsequent partial discharge 

(PD) activity; this is the propagation stage of electrical trees. Finally, when the growing 

tree channels create a conducting path that completely bridges the insulation, dielectric 

breakdown occurs. Due to its importance, especially for high voltage engineering, many 

studies of electrical treeing in polymeric materials have been conducted for a wide 

range of insulating materials, including polyethylene and epoxy resin [309-312], 

polypropylene [313-314], etc. A number of models have been proposed to describe the 

processes involved in electrical treeing [315-317]. PD activity within the tree has been 

suggested to be the main cause of localised material damage through the progressive 

accumulation of chemical damage caused by molecular excitation/ionisation [318-319] 

or as a result of enhanced local fields at the channel tips that exceed the breakdown 

strength of the material [320-322]. It is well-known that discharge activity, dynamic 

space charge, and the local physical and chemical properties of electrical trees are 

closely interrelated. Due to the local field distribution, which is determined by a number 

of factors including morphology, chemical composition, temperature, etc [313, 323-

324], PD activity occurs in a certain subset of available branches within the tree, so 

different forms of tree, namely conducting and non-conducting structures, have been 

observed [315, 325]. In one form, discharge activity is confined to growth tips, which 

implies that tree channels are sufficiently conducting to prevent PD activity. Those 

conducting channels ultimately create an open branched tree structure. Conversely, a 
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bush-like tree structure is sufficiently insulating for PD discharge to occur throughout 

the body of trees, even within mature tubules.  

In order to understand the formation of electrical trees, it is necessary to understand how 

voids are produced in polymeric materials upon the application of electric fields. 

Electrical treeing involves chemical conversion of polymer macromolecules into 

volatile fragments through the transfer of energy from the electric field [326]. 

Therefore, chemical change is an important factor in understating electrical trees. Many 

studies have concentrated on a number of factors affecting the tree initiation [327] and 

propagation characteristics of electrical trees [313], mainly based on PD measurements 

and optical observations. However, relatively few studies have included the chemical 

analysis of electrical trees. FTIR was first used to characterise trees grown in epoxy 

resin [328-329]. Recently, Vaughan et al. [173-174] reported on the application of 

confocal Raman microprobe spectroscopy (CRMS) to analyse chemical changes within 

electrical trees grown in polyethylene (PE). These studies revealed that CRMS appears 

to be an effective tool in the analysis of electrical trees, albeit that caution must be taken 

during acquisition of Raman spectra and interpretation of data. The studies also revealed 

the presence of three separate components, which were observed at different spatial 

locations within a conducting tree; the common spectrum of PE was seen at the tips of 

tree channels and in the bulk material surrounding the trees, the fluorescence was 

detected in the main body of the tree and the existence of the D and G bands of sp
2
 

hybridised carbon was shown in mature tree channels. Also, these studies revealed the 

presence of PE and increased fluorescence, but no evidence of carbon in the spectra of 

the non-conducting tree. Similar observations concerning the appearance of these three 

separate features of a conducting tree were reported later for silicone rubber [175]. 

This chapter set out to extend the work of Vaughan et al. [173-174] further by 

performing chemical analysis of electrical trees grown in an anhydride cured epoxy 

resin and its nanocomposites. This study investigates the chemical characteristics of 

breakdown channels and tree branches in samples using CRMS and SEM and compares 

the results obtained to those reported previously. In addition, the propagation of 

electrical trees grown in samples is monitored in-situ in order to obtain better 

understanding of the effect of adding nano-silica fillers on the morphology of electrical 

trees. 
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7.2 Raman Microprobe Spectroscopy 

Although the Raman effect was discovered in the 1920’s [330], it has been only used as 

a spectroscopic technique relatively recently, thanks to the development of lasers and 

advances in computing technology. The Raman effect can be described using both a 

quantum mechanical model and a classical one. According to quantum mechanics, when 

monochromatic visible light interacts with a material, molecules will be excited to a 

higher real or virtual state. When these excited molecules relax back into the same 

original states, there is no shift in photon energy/frequency. This is called Rayleigh 

scattering. However, when the molecules relax back into a vibrational state that is 

higher in energy than the original state, there will be a shift of photon to lower 

frequencies. This is termed Stokes Raman scattering. Conversely, a shift to higher 

frequencies occurs when the excited molecule relaxes into a vibrational state that is 

lower in energy than the original state; this is termed anti-Stokes Raman scattering 

[331]. At thermal equilibrium, the number of photons involved in Stokes radiation is 

greater than those associated with anti-Stokes scattering and, hence, a higher intensity of 

the spectral peaks results. As a consequence, Raman spectroscopy generally uses the 

Stokes region of the spectrum. Each bond in the molecules of a material is associated 

with a characteristic frequency/energy shift so, by detecting these shifts, chemical 

composition can be determined. A Raman microscope can achieve a potential lateral 

resolution of ~ 1 μm [332] and, therefore, it is well suited to the study of electrical 

treeing in solid dielectrics [333-334].  

In 1957, Minsky [335] improved conventional Raman microprobe spectroscopy by 

excluding out of focus light, so enabling images of a specific location to be acquired. 

This is known as confocal Raman microprobe spectroscopy. The CRMS technique 

places a small aperture or ‘pin hole’ at the back focal plane of the objective lens. Under 

these conditions, only light from the plane of focus passes through the aperture and 

contributes to the final signal, whereas light from out of focus planes is rejected. CRMS 

is a non-destructive method with high spatial resolution. In addition, it can be used in 

situ and requires no sample preparation. Therefore, CRMS has been widely applied to 

study transparent and translucent materials [173-175]. However, the Raman spectrum 

may be masked by a fluorescent background. In fluorescence, molecules absorb 

electromagnetic radiation at specific wavelengths and are excited. Fluorescence is 
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related to the transition energy between two electronic states whereas virtual states have 

to be considered in the Raman scattering. As a consequence, the fluorescence spectrum 

is much stronger and broader and obscures the Raman peaks. One way to reduce the 

fluorescence effect is to use a laser with a longer excitation wavelength [336]. However, 

this method is relatively costly.  

7.3 Results and discussion 

7.3.1 Morphology and growth dynamics of electrical trees 

Figures 7-1 to 7-3 show a series of images of electrical trees grown at 18 kV in the 

unfilled epoxy and the nanocomposites studied here. The images were obtained at 

various durations after an observable tree was formed at the needle tip, i.e. tree A in all 

figures. It is evident that there exist a number of differences in morphology of these 

electrical trees. In the Ep80, the tree grew to approximately 1300 µm in length and it 

appeared to stagnate and cease growing. The tree was comprised of two main branches 

with a number of short, extremely fine side branches. It appears that the occurrence of 

PD activity is confined to the needle tip. It is likely that the stagnation of the tree is due 

to an insufficiently high electric field at the branch tips to sustain tree growth. PD 

activity only occurs in the existing tree channels and, gradually, a heavily branched tree 

that is more bush-like is formed near the needle tip, as shown in Figure 7-4. Besides, the 

formation of this bush-like tree can be also due to the water ingress into the sample, as 

reported by Champion and Dodd [337]. 

On the other hand, the addition of nano-silica fillers seems to increase the length, the 

growth rate and the degree of branching of electrical trees approaching the earth 

electrode. According to Tanaka [338], treeing occurs in nanocomposites through the 

formation of breakdown paths that propagate between nano particles. The PD activity 

then occurs in the existing tree channels. When tree channels approach the interfaces, 

they cannot continue growing in the same direction. Instead, tree channels will 

propagate along these interfaces, so increasing the degree of branching. The higher the 

filler loading level, the higher the degree of branching. Also, as discussed in previous 

chapters, the Nanopox contains nano-silica particles with weak interactions at 

interfaces. As a consequence, electrical trees grow faster at such weakly bonded 
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interfaces. The presence of nanosilica may also prevent the water ingress into the 

nanocomposite samples. 

 

 

 

Figure 7-1 Optical images showing tree growth in Ep80 taken in situ at various 

durations after tree initiation (note: scale bar is ~ 500 μm and applies to all images) 
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Figure 7-2 Optical images showing tree growth in Pox80-5 taken in situ at various 

durations after tree initiation (note: scale bar applies to all images and is ~ 500 μm) 
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Figure 7-3 Optical images showing tree growth in Pox80-12.5 taken in situ after 

tree initiation (note: scale bar applies to all images and ~ 500 μm) 
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Figure 7-4 Optical image showing a heavily branched tree, which is more bush-

like, grown in Ep80 at 18 kV after 300 mins 

Many studies on material life-time have suggested that the addition of nano-fillers can 

increase the PD erosion resistance and, hence, increase the life-time of materials [15, 

244, 249]. In such cases, PD activity can be considered to be a predominant mechanism 

that leads to material degradation, as shown in Figure 7-5. However, in this study, the 

addition of nano-silica increases not only the degree of branching, but also the tree 

growth rate. In addition to the interfacial characteristics mentioned above, this feature 

can also be explained by the crossover phenomenon that has been proposed by Tanaka 

[338]. According to this proposal, under high electric fields, treeing breakdown is 

related to short-time breakdown mechanisms rather than PD degradation. Under high 

electric fields, electrons will be accelerated if nano particles are positively charged as 

shown in Figure 7-6, such that electrical trees grow faster in nanocomposites than in 

unfilled epoxies. Although this proposal requires further analysis, the results in the 

study are consistent with the breakdown data obtained in the previous chapters. This 

suggests that, at this electric field, short-time breakdown mechanism exerts certain 

effects on treeing behaviours. The crossover phenomenon has been observed in other 

studies [339]. 
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Figure 7-5 Initiation and propagation of trees in material degradation [338] 

 

Figure 7-6 Proposed mechanism for interactions between electrons and nano 

particles under high electric fields by Tanaka 

7.3.2 Chemical analysis of electrical trees 

7.3.2.1 Raman spectroscopy of breakdown channels 

In this study, electrical trees grown at an applied voltage of 18 kV in the Ep80 and 

Pox80-5 were allowed to progress until final failure occurred. The samples were then 

cut open such that the internal walls of the breakdown channels were exposed, which 

were analysed chemically using CRMS at various positions along their length. Figure  

7-7(a) shows part of an exposed breakdown path in Ep80, while Figure 7-7(b) contains 

four Raman spectra, A, B, C and D, which were obtained from the points marked A, B, 

C and D respectively. Trace D is likely to show peaks similar to those we would expect 

in the epoxy resin [340]. However, traces A, B and C show a pronounced fluorescent 
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background. This indicates the degradation process in these channels. However, in 

contrast to results reported elsewhere [173-175], it is difficult to determine the presence 

of the G and D bands of carbon, although it is likely that the G band appears at about 

1580 cm
-1

. Nevertheless, it is difficult to draw an unambiguous conclusion because the 

host resin contains spectral peaks in this region. In addition, as discussed above, the 

Ep80 contains a heavily branched tree, as shown in Figure 7-4. Vaughan et al. [174] 

found that in a non-conducting tree formed in PE, the conversion from degraded 

material to carbonised residues did not occur. This suggests that in the Ep80, the PD 

activity can occur throughout the body of the tree, and may lead to a form of non-

conducting tree. Therefore, more experiments are required to explore the nature of 

electrical trees in this resin, such as the chemical analysis as a function of distance from 

the central axis of the breakdown channel. 

Figure 7-8 shows the exposed path of the breakdown channel in a sample of Pox80-5, 

together with the corresponding Raman spectra acquired at various points marked as A, 

B, C and D. In general, similar characteristics to those of the Ep80 are observed; a 

highly fluorescent background is superimposed upon and masks the spectral peaks of 

the host resin. However, the presence of the G band of carbon appears to be more 

evident, as shown in traces A and B. It suggests that the electrical tree grown in the 

Pox80-5 can be a conducting one. Nevertheless, the D band of disordered carbon, which 

has been observed elsewhere [173-175], is not evident in these Raman spectra, possibly 

due to the weak intensity of the D band and the dominance of resin peaks. Also, in this 

specimen, the presence of the nano-silica would be expected to lead to a large peak 

located at 465 cm
-1

 [341]. However, the results show little or no evidence of this, as 

previously observed by Freebody [340].  
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         (a) 

 (b) 

Figure 7-7 Exposed breakdown channel in Ep80 of (a) micrograph, (b) Raman 

spectra at various points (note: scale bar is equivalent to 100 μm) 
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          (a) 

 

(b) 

Figure 7-8 Exposed breakdown channel in Pox80-5 of (a) micrograph, (b) Raman 

spectra at various points (note: scale bar is equivalent to 100 μm) 

 

 



Chapter 7: Electrical treeing 

 

217 
 

7.3.2.2 Raman spectroscopy of a tree channel 

The chemical nature of a conducting tree in the Pox80-5 was examined using the 

specimen shown in Figure 7-9(a), which was grown at 18 kV. Figure 7-9(b) contains 

Raman spectra obtained at the various points marked as A, B, C and D. The presence of 

the G band of carbon is evident in trace A, albeit that again, the D band of carbon is not 

seen, similar to results obtained from the breakdown channel. In addition, a degree of 

fluorescence is evident in all the obtained spectra. This indicates that although the 

material degradation occurs via physical processes during tree growth, evidence of 

chemical changes is retained until a mature channel is formed. 

The Raman spectra in this study show similar features to those reported previously by 

Vaughan et al. [173-174]. First, the Raman spectrum of the host resin is observed in 

both the tree channel and the surrounding bulk material. Second, a fluorescent 

background is found to be superimposed onto the resin spectrum. Their relative 

intensities vary from place to place within the samples. This indicates degradation of the 

material. Third, for a conducting tree, in the core of mature channels, in addition to 

pronounced fluorescence, the G band of sp
2
 hybridised carbon are observed. However, 

in this study, the presence of the D band of carbon in these Raman spectra is not 

evident. The tree channels can be considered as hollow tubules surrounded by a 

carbonaceous shell that is sufficiently conducting to prevent PD activity. Other tree 

channels are characterised by only the Raman spectrum of the host resin superimposed 

on a reduced fluorescent background. In this case, the tree channels can be considered 

as non-conducting hollow tubules. PD activity can occur inside these channels. For a 

non-conducting tree, it is difficult to observe the G and D bands of carbon, which 

suggests that PD activity can occur throughout the whole tree body. Chemical 

characteristics of breakdown and tree channels grown in the Ep80 and Pox80-5 are 

found to be in line with their morphology analysis. 
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            (a) 

 

b) 

Figure 7-9 Exposed treeing channel in Pox80-5 of (a) micrograph, (b) Raman 

spectra at various points (note: scale bar is equivalent to 30 μm) 
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7.3.3 SEM analysis 

Figures 7-10 to 7-12 show a selection of typical SEM images revealing the internal 

structure of main breakdown channels and a tree channel grown in Ep80 and Pox80-5, 

together with the corresponding SEM micrographs obtained for the bulk materials for 

comparison. It is clear from Figure 7-10 that, in the Ep80, the morphology of the 

breakdown channel is similar to that of the bulk resin matrix. Although the channel 

surfaces are rougher, which may relate to material degradation, there is no evidence to 

suggest the existence of graphitic material deposited at the interior walls. This 

observation supports the Raman spectra obtained for the non-conducting tree grown in 

the Ep80. Vaughan et al. [174] reported similar results for an etched non-conducting 

tree grown in PE. In this study, the texture of PE was apparent within tree channels 

without evidence of graphitic material. Conversely, Figure 7-11 shows a coated nodular 

texture on the channel surface, which is different from the corresponding bulk resin 

matrix. Although the addition of nano-silica also leads to a nodular texture in the 

Pox80-5, this feature can only be observed at much higher magnifications, as discussed 

in the previous chapters. Therefore, at this intermediate magnification, the nodular 

feature in the morphology of the channel wall must be related to other mechanisms and 

is not associated with nano-silica particles alone. The Raman spectra obtained from the 

breakdown channel in the Pox80-5 suggested the presence of a carbonaceous shell on 

the interior walls. Similar observations have been reported by Vaughan et al. [174] and 

Freebody [340], who suggested that carbonaceous residues make up the nodular 

structures with sizes up to approximately 10 μm. Besides, during PD activity, nanosilica 

particles will be left in the tree channels, which will agglomerate and also contribute to 

a nodular structure.  

To explore this further, a section of a tree channel in the Pox80-5 was examined using 

SEM. Again, a nodular texture is observed at an intermediate magnification. This 

reinforces the idea that the formation of a carbonaceous shell on interior walls occurs 

during propagation of tree channels, as discussed above. In addition, it would appear 

from Figure 7-12(b) that the matrix texture surrounding the tree channel (as indicated by 

the arrow) is different from that of the bulk. In this region, which may extend as far as      

10 μm, it is likely that the resin matrix is damaged, probably due to electrical activity 
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such as PD and Joule heating. Similar observations have previously been reported by 

Vaughan et al. [174].  

(a) (b) 

Figure 7-10 SEM images revealing granular textures in (a) the internal wall of a 

breakdown channel and (b) the bulk resin in the Ep80

(a) (b) 

Figure 7-11 SEM images of (a) the nodular texture of the internal wall of a 

breakdown channel and (b) the bulk material in the Pox80-5

(a) (b) 

Figure 7-12 SEM images revealing (a) a section of tree channel, and (b) nodular 

texture of this section in the Pox80-5 
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7.4 Conclusions 

This chapter describes an optical and chemical study of electrical trees grown in the 

unfilled epoxy and its nanocomposites. From the results obtained, the following 

conclusions can be drawn: 

 A heavily branched tree that is more bush-like is grown in the unfilled epoxy, 

while the addition of nanosilica increases not only the degree of branching, but 

also the growth rate and length of electrical trees. The increase in the growth rate 

may be due to the crossover phenomenon. At high electric fields, treeing 

breakdown seems to be dominated by short-time breakdown mechanisms rather 

than PD activity. The processes are influenced by the interfacial characteristics 

of the nano particles, including interactions between organic surface groups and 

the resin matrix, and charges on the nano-particles. 

 As reported previously by Vaughan et al. [173-174], in a conducting 

breakdown/tree channel, there exist three components; the common Raman 

spectrum of the host resin superimposed on a pronounced fluorescent 

background, which indicates material degradation, plus the G band of sp
2
 

hybridised carbon. It is this carbonaceous shell that is sufficiently conducting to 

prevent PD activity. However, the presence of the D band of carbon is not 

evident in these samples. On the other hand, in a more bush-like tree, the 

degradation of material is still evinced by a highly fluorescent background. 

However, it is difficult to observe the existence of the G and D bands of carbon, 

which indicates the non-conducting nature of the breakdown channel. As a 

consequence, PD activity can occur throughout the tree body, leading to a more 

bush-like shape. The Raman spectra indicating the presence of carbonaceous 

material are supported by SEM images. 
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Chapter 8 General Discussion 

 

This chapter sets out to generalise the common factors that affect the system 

performance. 

8.1 Effects of stoichiometry 

For non-stoichiometric formulations, excess hardener and/or excess epoxy molecules 

can exist in terms of dangling ends, loops or sols in the epoxy network. Consequently, 

extra free volume can be introduced into the network and hence, reduce the Tg. In the 

case of an excess of hardener, the entanglement of long chains, probably via hydrogen 

bonding of terminal carboxyl groups, can produce the effects similar to the crosslinking 

and therefore, the reduction in Tg is not significant. Conversely, for an excess of epoxy, 

the decreased quantity of hardener used for curing an epoxy leads to a reduced 

crosslinking degree and hence, a dramatically reduced Tg. However, the effects of 

stoichiometry on the Eb are in marked contrast to those on the Tg. The unreacted 

hardener molecules may be oxidised during post-curing and consequently, introduce 

more impurities in the materials. Oxidation can lead to the material degradation and 

reduce the Eb. In addition, the materials with an excess of hardener are hard and brittle. 

The electromechanical breakdown mechanism can occur in these materials. On the other 

hand, the materials with an excess of epoxy are softer due to a decrease in the 

crosslinking degree and lead to an increase in the toughness. An increase in toughness 

allows an increase in the plastic deformation, so reducing the stress concentration 

around any crack tips, and increasing the breakdown strength. The effects of 

stoichiometry on the Tg and Eb behaviours of unfilled epoxy can be summarised in 

Figure 8-1. However, the chemical morphology of unfilled epoxy systems is similar, 

including ester and ether linkages. Therefore, no significant difference in space charge 

formation can be observed at room temperature. An amount of homocharge can be 

observed at the cathode and no internal space charge in the bulk of materials. Epoxy 

resins are usually associated with a heterogeneous structure that contains different 

domains. Therefore, the power law behaviour with a slope less than -1 can be observed 
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in the relative permittivity due to the non-uniform charge transport. At temperatures 

much higher than the Tg, two distinct processes can be observed, including the LFD and 

the dispersion D. The LFD is ascribed to the charge transport between clusters, while 

the dispersion D describes the process where the inter-cluster charge transport is not 

possible. 

 

Figure 8-1 Stoichiometry effects on Tg and Eb of unfilled epoxy systems 

 

Figure 8-2 Relative permittivity of an unfilled epoxy (resin ratio 100:60:1) at 60 
o
C 

above its Tg 

LFD 

D 
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8.2 Effects of adding nanosilica 

The incorporation of nanosilica of either Nanopox or 3M master-batch induces changes 

in the system performance. First, the Nanopox and 3M can contain different quantities 

of impurities and additives that are associated with the synthesis and surface treatment 

processes. Such impurities and additives will put certain impacts on the material 

properties, such as a reduction in Eb and an increase in the relative permittivity. Second, 

the hydroxyl groups on the nanosilica surfaces and/or residual catalytic impurities can 

catalyse the homopolymerisation of epoxy groups and/or react with epoxy groups via 

the etherification reactions. Consequently, an effective excess of hardener can be 

resulted in some formulations, which can deteriorate the material properties. 

Conversely, for the systems containing an excess of epoxy, this effect can reduce the 

amount of unreacted epoxy molecules and increase the crosslinking degree; so, improve 

the material performance, as shown in Figure 8-3. 

(a) (b) 

Figure 8-3 The hydroxyl groups on nano-particle surfaces induces different 

catalytic effects on (a) Tg, (b) Eb, depending on the resin ratio 

Finally, for nanocomposites, due to the small size, the interfacial area becomes very 

large. In such cases, the volume fraction of interphase regions can become comparable 

to that of the fillers and resin. If organic surface groups on the nano-particles can only 

react weakly with the resin matrix, the Tg and Eb will be reduced. Conversely, a strong 

interaction between the nano-particles and the resin matrix will improve the system 

performance. As long as the fillers are in the nanoscopic scale and well-dispersed in the 

samples, the characteristics of interphase regions will play a key role in determining the 

material properties, rather than the filler size, as shown in Figures 8-4 and 8-5. Concepts 

about the characteristics of interphase regions are related to the so-called “multi-core 

model” proposed by Tanaka [253], which suggests that the introduction of nano-fillers 
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into a polymer matrix can create a number of distinct interphase regions, each with 

nanometric dimensions. First, chemical interactions between the matrix and the 

nanoparticle might lead to tightly bound regions, in which molecular mobility is 

dramatically reduced. Surrounding this, it is suggested that regions of increased free 

volume may exist. Evidently, from the perspective of Tg, these two factors would act in 

opposite senses. On the other hand, the presence of nanosilica can increase the amount 

and the size of clusters, so enhancing the charge transport between clusters in the 

samples. Therefore, the power law behaviour that indicates a non-uniform charge 

transport can be observed in the relative permittivity, especially for the systems 

containing a high loading level of nanosilica at high temperatures, as shown in Figure  

8-6. In addition, due to a good dispersion of nano-fillers, no significant difference in 

space charge behaviours can be observed at room temperature. 

(a) (b) 

Figure 8-4 Effects of organic surface groups and characteristics of interphase 

regions on Tg: (a) using Nanopox (d=20 nm), (b) using 3M (d=100 nm) 

 

Figure 8-5 Effects of organic surface groups and characteristics of interphase 

regions on Eb: (a) using Nanopox (d=20 nm), (b) using 3M (d=100 nm) 
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(a) (b) 

Figure 8-6 The power law behaviour and LFD indicating a non-uniform charge 

transport between clusters at 160 
o
C: (a) real part, (b) imaginary part 

8.3 Effects of adding a large amount of microsilica 

When the filler size is in the microscopic range, interfacial effects become negligible, 

due to the consequent large reduction in the interfacial area. The properties of 

microcomposites are typically a weighted average of the constituent material component 

properties. The incorporation of a large quantity of micro-silica produces significant 

changes compared to both the unfilled epoxy and related nanocomposites. First, the 

microfillers can be considered to be the origin of the roughness of fracture surfaces. The 

presence of microfillers also makes uniform mixing and dispersion of nanofillers 

difficult to achieve, as shown in Figure 8-7. Furthermore, it is likely that microfillers 

inhibit reactions of OH groups on nanoparticle surfaces with epoxy groups, so enabling 

hydrogen bonding between hydroxyl groups to occur, as seen in Figure 8-8. The settling 

of microfillers and the non-uniform mixing introduces a multi-layered structure and a 

broad distribution of clusters inside the materials and hence, lead to the complicated 

patterns of space charge formation and cause the power law behaviour or the LFD of the 

relative permittivity. In addition of the higher permittivity of quartz micro-silica, the 

LFD causes an increase in the dielectric constant and dielectric loss. In addition, the 

presence of a large quantity of microsilica, together with the poor dispersion of fillers, 

can reduce the inter-trap distance in the band gap such that electrons can hop or tunnel 

through the potential heights; so, facilitate the charge transport inside the materials. The 

enhanced charge transport via clusters and traps, as well as impurities, lead to a 

reduction in electrical breakdown strength of micro-filled composites compared to the 

unfilled and nanocomposite samples. Also, a layered structure will reduce the effective 

thickness of the samples and hence, reduce the Eb. The addition of nanofillers into the 
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conventional microcomposites introduces further effects due to their large interfacial 

areas and the surface chemistry of nanoparticles, as well as the possible synergy 

between the micro- and nano-silica fillers. 

 

(a)  (b) 

Figure 8-7 Non-uniform mixing: (a) SEM image, (b) two glass transition in DSC 

diagram 

 

 

(a) (b) 

Figure 8-8 FTIR spectra of micro-filled composites: (a) no OH groups, (b) presence 

of OH groups due to the presence of nanosilica 

Related to OH 

groups 
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Figure 8-9 Complicated patterns of space charge due to the settling of microsilica 

and non-uniform mixing 

(a) 

(b) 

Figure 8-10 Relative permittivity showing a LFD with the slope less than -1 due to 

non-uniform charge transport between large scale clusters 
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Chapter 9 Conclusions and Future Works 

 

This chapter sets out to summarise the main conclusions drawn from this project and 

suggest potential work in order to expand the research further. 

9.1 Conclusions 

The aim of the thesis is to investigate effects involving the addition of nano-silica 

particles of different size on properties of anhydride cured epoxy-based systems, 

including unfilled epoxy and conventional microcomposites. These nano-silica particles 

are premixed in the commercial masterbatches, namely the Nanopox and 3M systems. 

From SEM images, the use of the above masterbatches has been proven to lead to 

samples containing a reasonable dispersion of nano-particles, so limiting the effect of 

filler agglomeration on material properties. However, the study has revealed that the 

addition of nano-silica particles exerts a significant impact on material properties 

through changes in the resin stoichiometry and as a result of the interfacial interactions 

between the polymer matrices and the fillers. The stoichiometry of the unfilled epoxy 

systems markedly influences Tg and Eb. The Tg value peaks at the optimum proportion, 

and decreases at different rates away from the optimum. While an excess of hardener 

exerts no marked effect on Tg, it leads to a dramatic decrease in Eb, probably due to 

oxidation of unreacted hardener molecules during thermal processing. Conversely, 

systems containing an excess of epoxy show less pronounced effects on Eb, whereas a 

significant reduction in Tg can be observed when compared to the optimum system. 

Based on these fundamental behaviours, the introduction of Nanopox into the host resin 

has been shown to induce changes in the stoichiometry of the reacting systems, and 

hence, the curing mechanisms. At a 5 wt% loading level of nanosilica, systems 

containing an excess of epoxy exhibited unchanged Tg and Eb. Conversely, materials 

based upon the epoxy plus 80 phr hardener and more have shown reduced Tg’s and a 

significant decrease in Eb. It has been suggested that impurities and/or hydroxyl groups 

located on the nanoparticle surface, which depend on the synthesis and surface 

treatment processes of nano-fillers, have modified the curing mechanisms through 

catalytic effects on homopolymerisation reactions, so leading to an effective excess of 
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hardener. The existence of excess hardener can be observed in the FTIR spectra. The 

dielectric permittivity values have also been affected by the stoichiometry and the 

presence of nanosilica. The excess hardener/epoxy systems show increased real and 

imaginary permittivity values. Due to the stoichiometric effect, upon the addition of 

nano-silica, the systems containing an excess hardener attain a lower crosslinking 

degree, and hence, a reduced Tg and a higher permittivity. The changes in the loss factor 

upon the introduction of the Nanopox also support this explanation about changes in 

stoichiometry and its impact on Eb. The higher loss factor, the lower Eb.  

Apart from the above stoichiometric effect, interfacial effects have also been observed 

in the nanocomposites. The incorporation of fillers has significantly influenced the 

properties of the resulting composites. In general, the addition of fillers leads to a 

reduction in Tg, Eb and an increase in dielectric constant and loss factor. The surface 

treatment shows the effects on the loose layer through the interaction between the 

organic surface groups and the host resin matrix. Depending on the characteristic of any 

organic surface groups, robust or weak interfaces could be formed, hence, resulting in 

different dielectric behaviours. In this study, the 3M-based samples have exhibited 

better performance than the Nanopox-based ones. The superior properties of the 3M-

based nanocomposites have been explained by a reduction in the interphase volume due 

to the increased particle size, and more robust interfaces as a result of stronger 

interactions between the organic surface groups and the host resin matrix, whereas 

loosely bound interfacial layers have been supposed to exist in the Nanopox-based 

samples. The average diameter of nano-silica particles in the Nanopox system is 20 nm, 

while that of the 3M masterbatch is 100 nm. Therefore, the study has suggested that as 

long as a good dispersion of nano-fillers is achieved and the size of nano-fillers is in the 

nanometric range, the interfacial characteristics exert a more marked influence on 

material properties than the filler size.  

Meanwhile, neither changes in stoichiometry nor addition of nanosilica have produced a 

significant effect on the space charge behaviour of the samples. Only a small amount of 

homocharge was observed near the cathode in all the systems, and then the injection is 

likely to be suppressed. No internal space charge can be observed at other locations 

within the bulk of the samples. Moreover, the quick decay of such injected charges 

suggests a distribution of only shallow traps near the sample surfaces. The 
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nanocomposites under study, in principle, possess similar structural networks with well-

dispersed nanosilica. Although the concentration of defects may be different, inter-trap 

distances are likely to be too large for conduction in the band gap to occur. At room 

temperature, all molecular motion within the matrix is severely hindered, so ionic 

conduction is also likely to be slow and any polarisation process is limited at this 

temperature. After being injected from the cathode, electrons cannot move to the anode 

and remain in the vicinity of the electrode. Therefore, one can conclude that, in these 

well-dispersed samples, space charge will not be a major factor in influencing electrical 

properties, at least at room temperature, which is far below Tg.  

When the filler size is in the microscopic range, interfacial effects become negligible, 

due to the consequent large reduction in the interfacial area. The properties of 

microcomposites are typically a weighted average of the constituent material component 

properties. Micro-fillers can be considered to be defect centers, which reduce Eb. 

Therefore, the aggregation of fillers leads to the deterioration in material performance. 

The incorporation of a large quantity of micro-silica filler has led to significant changes 

compared to both the unfilled epoxy and the nanocomposites. The fracture surfaces 

have been found to be extremely rough. The micro-fillers have been considered to be 

the cause of this roughness. The presence of microfillers also makes uniform mixing 

and dispersion of nanofillers difficult to achieve, as shown in the SEM images. As a 

consequence, the microsilica particles were completely settled in the microcomposite 

samples studied here. In addition, the FTIR spectra of samples containing both nano and 

micro silica have suggested that the micro-fillers may inhibit reactions of OH groups on 

nanoparticle surfaces with epoxy groups; so hydrogen bonds between hydroxyl groups 

can be formed. The presence of micro-fillers, which act as charge defects, can 

contribute to a type of conduction in the band gap and the formation of homocharge 

near the cathode and heterocharge near the anode. Furthermore, the higher permittivity 

of quartz micro-silica (5.4) slightly increases the dielectric constant and dielectric loss, 

according to the Lichtenecker and Maxwell-Garnett mixing rules. The settling of 

microfillers and the non-uniform mixing introduces a multi-layered structure and a 

broad distribution of clusters inside the materials and hence, lead to the complicated 

patterns of space charge formation and cause the power law behaviour or the LFD of the 

relative permittivity. In addition of the higher permittivity of quartz micro-silica, the 

LFD causes an increase in the dielectric constant and dielectric loss. All these factors, 
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including space charge formation, enhanced inter-cluster charge transport and 

impurities, lead to a reduction in electrical breakdown strength of micro-filled 

composites compared to the unfilled and nanocomposite samples. The addition of 

nanofillers into the microcomposites introduces further effects due to the large 

interfacial areas that result, the surface chemistry of the nanoparticles, and other 

possible effects due to the synergy between nano and micro fillers. Consequently, at the 

same loading level, microcomposites containing 3M type nanofillers exhibit better 

performance than those containing Nanopox.  

The addition of nanosilica particles also exerts certain effects on electrical treeing in 

epoxy resin and its nanocomposites. It is likely that the addition of nanosilica particles 

leads to an increase in the extent of the tree. The interfacial characteristics of nano-

particles, i.e. interactions between organic surface groups and resin matrix, and charges 

on nano-particles, can influence the growth rate of electrical trees, according to the 

crossover phenomenon proposed by Tanaka [338]. The crossover phenomenon suggests 

that at high electric fields, treeing breakdown is dominated by short-time breakdown 

mechanisms rather than PD activity.  

Raman spectroscopy has been proven to be an effective tool in analysing electrical trees 

chemically. In general, in a conducting breakdown/tree channel, three components are 

observed in the spectrum; the common Raman spectrum of the host resin superimposed 

on a pronounced fluorescent background that is indicative of material degradation, plus 

the G band of sp
2
 hybridised carbons. Their relative intensities vary from place to place. 

The carbonaceous shell is conducting in nature and is thought to prevent PD activity. 

On the other hand, in a more bush-like tree, the degradation of material is still evinced 

by a highly fluorescent background. However, the presence of the G and D bands of 

carbon is not apparent. Such trees are thought to be non-conducting, thereby allowing 

PD activity to occur throughout the tree body. The Raman spectra indicating the 

presence of carbonaceous material are supported by SEM images. 
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9.2 Future works 

Several areas of this project present potential for further study, some of them are 

detailed as follows: 

 Functionalisation of nano-silica particles should be conducted. The surface of 

functionalised nano-particles can be then analysed chemically prior to preparing 

nanocomposites. This allows more precise investigation of the influence of 

interfacial characteristics on material properties, including the stoichiometric 

effect;  

 Samples filled with nano-silica particles of different sizes should be 

characterised to evaluate the size effect on material performances. From this 

study, the upper limit in nanoscale size of particles can be determined, i.e. the 

size range in which nano-particles provide nanoscale properties; 

 Experiments such as AC breakdown, DC breakdown and space charge should be 

conducted as a function of environmental factors such as moisture and 

temperature to approach the performance in service conditions; 

 A more wide ranging tree study should be conducted involving more detailed 

structural and chemical analysis, including different types of electrical tree and 

effects of temperature and moisture; 

 PD activity should be monitored during propagation of different types of 

electrical tree to obtain the relationship between type of tree, PD activity and 

possible associated chemical changes in the material; 

 The crossover phenomenon should be clarified. To do this, electrical trees 

should be grown at various voltages ranging from low to high magnitude. 
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