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Abstract

In consumer lending the traditional approach is to develop a credit scorecard which ranks borrowers according to their risk of defaulting. Bads have a high risk of default and Goods a low risk. To maximise the profitability of credit card customers, a second classification between Revolvers and Transactors becomes important. Building a Transactor/Revolver scorecard together with a Good/Bad scorecard over the Revolvers, gives rise to a risk decision system whose ranking of risk is comparable with the standard approach. The paper develops a profitability model of card users including the Transactor/Revolver score leads. This gives more accurate profitability estimates than models which ignore the transactor/revolver split.

Keywords: Pricing; Risk decision analysis; Credit scoring

\* Corresponding author. Contact phone number: +44 (0)23 8059 8964
E-mail addresses: m.so@soton.ac.uk (M. So) l.thomas@soton.ac.uk (L. Thomas) hsin-vonn.seow@nottingham.edu.my (H-V.Seow) c.mues@soton.ac.uk (C.Mues)
1. Introduction

For many years credit card organisations have split users into transactors and revolvers [8]. Transactors are credit card users who pay off their balance every month and so incur no interest charges. Revolvers are credit card users who do, occasionally or regularly, pay off only part of their monthly balance and so do incur interest charges. Credit card companies currently do not attempt to make this distinction when initially deciding whether to give an applicant a credit card. Instead they estimate the probability the applicant will be Bad – i.e. default or be written off within a given period, usually 12 months. Applicants who are not Bad are considered Good. Lenders develop application scorecards which estimate the probability of the applicant being Good.

The Transactor/Revolver split affects these Good/Bad estimates because if a Transactor pays the balance off every month for a period which is longer than the performance period in the Good/Bad definition then all Transactors must be Goods. Thus Transactor/Revolver is a useful segmentation of the population in terms of default risk. In terms of profitability the Transactor/Revolver split is even more important. Transactors do not produce any income to the lender from the interest charged on the card. On the other hand, transactors tend to use their card to fund more expensive purchases than revolvers. Thus for pricing decisions a Transactor/Revolver scorecard will improve the underlying profitability model.

This paper proposes that lenders develop a Transactor/Revolver score as well as a Good/Bad score to aid their decision on what “price” or interest rate to charge and which applicants to accept for a card. We show how such a Transactor/Revolver score can be built using logistic regression by applying it to a real credit card data set. Using such a score together with a Good/Bad score based on the revolver segment of the population produces a risk assessment system that compares well with the standard approach of building a Good/Bad scorecard on the whole population.
We also build a profitability model for the portfolio of potential credit card applicants. This model includes the chance that the applicants will take the credit card offered and this take probability depends on the interest rate charged on the card and on the riskiness of the applicants. The profitability model is applied both with and without a transactor/revolver score available. We compare the outcomes of these two models on the same numerical example. The results show how much more sophisticated the accept/reject policy is when the transactor/revolver score is available compared with when it is not available. Moreover the resultant model is more representative of the real situation because the model without a transactor/revolver score overestimates the profits by assuming that all transactors take a long time to pay off their balances. Thus the pricing decision of what interest rate to charge is more robust if the underlying model has a transactor/revolver score.

The standard approach to building scorecards [1] involves univariate analysis and stepwise regression to identify the borrower characteristics that most impact on the borrower’s subsequent Good/Bad status. The important characteristics are then modified using coarse classification. Over the last twenty years, numerous regression, mathematical programming or machine learning techniques have been used by researchers in the final step of combining the characteristics into a scorecard that estimate default risk [12, 14, 17]. In practice, logistic regression is still the most popular techniques [23]. Since the focus of this paper is to propose a new mechanism for making credit and pricing decision but not to benchmark the performance of various techniques, we build all the scorecards using logistic regression.

References to transactors and revolvers are common in the financial press but less so in the academic literature. Field and Walker [8] outlined the difference between revolver and transactor. They and other writers commented on the lack of precision in the definition of transactor. Over what period should a borrower repay fully every month the balance on his credit card to be deemed a transactor? More recently the financial press has looked at whether lenders are favouring transactors [6] or revolvers [4]. The Federal Reserve Bank of Philadelphia [11] studied the characteristics of revolvers and transactors and not surprisingly found transactors to be older and richer than revolvers.
Kim and DeVaney [15] looked at who had credit cards and then among credit card holders what were the characteristics of revolvers and transactors. They applied a Heckman two stage model to identify the important characteristics. The data were taken from the 1998 Survey of Consumer Finances and so many of the important variables were ones that are not available to credit card lenders. These included the amount of liquid and investment assets, the attitudes of the borrowers to using credit for different expenses, and their income expectations. Our transactor/revolver scorecard uses the information normally supplied on a credit card application form or held by a credit bureau. So and Thomas [20] examined the different ways changes in economic conditions affected the default risk of revolvers and transactors. For example the default risk of revolvers reacts much more to changes in the unemployment rate than that of transactors.

Zinman [24] built a neoclassical choice model to explain why some consumers use debit cards while others act as credit card transactors. Initially it would appear the latter is a much more rational choice than the former because of the interest free period that it allows. The paper looks at reasons why it might be rational for a consumer to prefer the former to the latter. Further work on this problem was undertaken by Sprenger and Stavins [21]. Using data from the 2004 Survey of Consumer Finance, they showed that credit card revolvers are more likely to using debit cards if they can.

There is a literature on modelling credit card profitability, but with one exception, the models do not involve the Transactor/Revolver split. The papers split into ones which model the cash flow between a credit card user and the lender and those which use a sample of credit card users to estimate the relationship between spend or profit over a given period and the characteristics of the users and their behaviour.

In the first camp, Hussain [13] is the only paper which includes the transactor/revolver split in its model. It includes profit from interest payments, merchant service charges, and a fixed fee. However, it assumes that revolvers repay the cost of a purchase over an infinite number of periods and sets the
cost of default as a fixed amount for each user. Moreover the model is applied only at the portfolio level. Our model starts at the individual user level and so allows analysis of the optimal accept/reject initial decision on each potential applicant. Oliver and Oliver [16] introduced the take probability of whether a potential user will accept the credit card given the rate of interest offered. This is also a feature of our model, but the cost structure of the Oliver model is of a one-off loan rather than a credit card.

The second stream of papers model the profit and the spending using data from a card portfolio. Stewart [22] assumes spend is a function of risk grade and that the profit depends on spend and default risk. A spend model is built for each default risk band. Singh et al. [19] use a DEA (Dynamic Envelopment Analysis) approach where the outputs are the revenues from the interest rate charged, the merchant service charge and the fixed fees. The mean and variance of the fixed fees is considerably smaller than the other two sources of income.

Finlay [9] and Andreeva et al. [2] estimate credit card profitability by first estimating two other quantities and then combining them in a profit formula. Finlay [9] builds a regression model where the dependent variable is a combination of the average payments made in a period and the balance of the account when in arrears. This is compared with a standard default risk based scorecard based. The former gives more accurate rankings in terms of the actual profits than the latter. This approach of estimating the individual aspects of profitability before combining then in a profit formula was expanded further in Finlay [10]. In that paper the default probability, the bad debt levels and the revenue are estimated using genetic algorithms and neural nets as well as logistic regression. These are combined in a profitability formula and the results compared with those from using the standard default risk scorecards. Andreeva et al. [2] looked at a sample of a retailer’s credit card accounts. They used the proportional hazards models to estimate the time to default and the time to the next purchase in terms of the user characteristics. The net present value of revenue was then estimated using regression based on the estimates of these two times. Not surprisingly this proved to give a more accurate ranking than that based on a default risk scorecard.
The book by Phillips [18] and the book chapter by Caufield [5] describe the current position of credit cards pricing both theoretically and at a practical level. The “price” of credit cards is essentially the interest rate charged, though it could involve the fixed fees if they are charged. Neither Phillips [18] nor Caufield [5] refer to credit card models which involve a transactor/revolver split.

The profitability model we propose assumes the lender thinks of a revolver as paying off debts in the order they are incurred. The lender first sets any payment to repay the oldest debt, and then the second oldest debt and so on until the payment is used up. This is exactly the ordering that credit card companies use when dealing with balance transfer to a new credit card. They set the payments against the balance transferred before using them to pay off the new purchases on the credit card. This approach implies revolvers pay off the interest caused by a specific purchase after a few periods provided they have not defaulted in the meantime. Any other assumption would be equivalent to a borrower paying off the interest on a purchase which they have already paid for. Other models in the literature either assume the interest is paid indefinitely or ignore the interest. Both approaches are unrealistic. Our model also includes the take probability which is how likely applicants will accept the credit card offer made. This is important when considering what optimal interest rate to charge. We will show the profitability for a few interest rates and we concentrate on finding the most profitable cut-off score on the Good/Bad scorecard under these different interest rates. This allows us to find the optimal interest rate to charge.

In the next section, we build a Good/Bad scorecard on a credit card data set from Hong Kong. This will be used as a comparator for the approach to default risk using the Transactor/Revolver scorecard. In section 3, we build a Transactor/Revolver scorecard on the same data set. In section 4 we develop a Good/Bad scorecard built only on revolvers. This together with the Transactor/Revolver scorecard produces a risk assessment system. We compare this risk assessment system with the standard approach of section 2. In section 5, we describe the credit card profitability model when we do not distinguish between transactors and revolvers. We derive the cut-off score that maximises profitability.
and apply the model to a numerical example. Although there is no analytic expression for the optimal interest rate to charge we can find this by calculating the profitability for different interest rates. In section 6 we extend the profitability model to the case where a Transactor/Revolver score is available. We again find the Good/Bad cut-off strategy which maximises the profitability of the portfolio. This is more complicated since the cut-off score is a function of the transactor score. We apply this model to a numerical example which reduces to the numerical example in section 5 if the transactor/revolver split is ignored. Finally in section 7 we draw some conclusions from our analysis and some areas for future research concerning the use of transactor/revolver scorecards.

2. Building Good/Bad scorecards

The traditional approach in credit scoring is to build an application scorecard which estimates the probability of an applicant not defaulting within a given time period. The lender chooses a suitable time period, usually one year, and classifies all those who default or otherwise perform unsatisfactorily in that period as Bads (B). The remaining applicants are classified as Goods (G). A classification technique like logistic regression is then used to relate the characteristics, $x$, of the applicant to their subsequent Good/Bad status. With logistic regression, the resulting score $s(x)$ is a log odds score where

$$s_0(x) = \ln \left( \frac{P(G | x)}{P(B | x)} \right)$$

(1)

We now apply this to real data to compare the discrimination of this system with one that involves building a Transactor/Revolver scorecard.

Model 1: A standard scorecard

We used credit card data from a major Hong Kong financial institution to conduct the analysis. Accounts opened on or after January 1st, 2002 and before January 1st, 2005 were selected for this analysis. Bads are defined as those who defaulted or were written off by the lender between January
1st and December 31st, 2006. There were 1,577 such defaulted accounts. There were 4,731 non-default accounts (Goods) from the same period. Table 1 shows the list of variables\textsuperscript{1} used in this study:

[Table 1 about here]

We examined the weight of evidence to assess the relative default risk of various attributes for all categorical variables (the first five variables listed in Table 1). For continuous variables, we split the variable into a large number of intervals. We use weight of evidence to coarse-classify these variables into bins with similar default risk by combining adjacent intervals where appropriate \cite{1}. Finally the overall coefficients were obtained using logistic regression with characteristics entering and leaving the scorecard in a stepwise fashion. We use ten-fold cross validation to obtain unbiased results. We split the dataset into deciles and applied cross validation, by repeatedly leaving out one decile to test the results and building a scorecard on the remaining nine deciles.

[Table 2 about here]

The average regression coefficients of all ten scorecards and the corresponding standard deviation for the standard scorecard are presented in Table 2. Annual Income was not selected by the stepwise logistic regression in any of the cases. In all ten runs, the coefficients of Age were small and negative which is counter-intuitive and thus it was removed from the model. Employment Status was chosen in only three of the models and in the others was less significant than the other characteristics. In calculating the mean and standard deviation, we assume the coefficient of Employment Status for the rest of the seven scorecards to equal zero. This explains the high standard deviation for the coefficient of Employment Status.

\textsuperscript{1} We have used characteristic selection to come up with this list of variables. Since the focus of this paper is to develop a new risk decision mechanism, we do not discuss the selection process in details. Details of variables selection can be found in Anderson \cite{1}. 
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Testing the scorecard on the ten holdout datasets gives an average Gini coefficient of 0.522, as shown in the last row of Table 3. Such a value suggests this is a fairly good application scorecard as application scorecards are considered acceptable if they have Gini coefficients of 0.5 or more [3].

3. Building a Transactor/Revolver Scorecard

There have been few attempts to systematically predict in advance which applicants are likely to be Transactors (T) and which are likely to be Revolvers (R). One can define a Transactor as someone who pays off their balance every month during the performance period. Those who are not Transactors are Revolvers. One way of predicting who is a transactor is to build a Transactor/Revolver scorecard in the same way as a Good/Bad scorecard was built in the previous section. This will lead to a log odds score which determines the probability of someone being a Transactor in terms of their application characteristics \( x \). This score \( s_t(x) \) satisfies

\[
s_t(x) = \ln \left( \frac{P(T \mid x)}{P(R \mid x)} \right) \Rightarrow P(T \mid x) = \frac{1}{1 + e^{-s_t(x)}} \quad \text{and} \quad P(R \mid x) = \frac{1}{1 + e^{s_t(x)}}
\]

(2)

In fact, to keep the expressions relatively straightforward we will use \( t(x) = P(T \mid x) \) rather than the transactor score, \( s_t(x) \). It is obvious from (2) that we can interchange them at will.

Model 2: A Transactor/Revolver scorecard

Using the same set of data as that in Model 1, we built a Transactor/Revolver scorecard where we take the definition of a transactor to be a card holder who pays off the balance for at least 12 months before the sampling time, provided the card holder has at least one year history, or pays the balance off every period of their history if this is less than 12 months. The distribution of Transactor-Revolver and Good-Bad customers on the whole data set is shown in Table 4. In this dataset, Revolvers (53%) are slightly more common than Transactors (47%).
The result for this transactor-revolver scorecard is shown in the second column of Table 2. In this model (Model 2), the variable “Age” and “Annual Income” are included in this scorecard. Herbst-Murphy [11] found “Age” to be a variable whose values were significantly different between transactors and revolvers. All the other characteristics were also significant in the transactor/revolver scorecard. The average Gini for the Transactor/Revolver scorecard is lower than those of Model 1. However, there is no benchmark to evaluate the performance of this type of scorecard and it will be used in conjunction with a Good/Bad scorecard on the revolvers.

4. Risk Assessment System Using a Transactor/Revolver Scorecard

Since transactors pay off all their balance each period, they cannot default and so all Transactors must be Goods. We can then use this to build a new estimate of the risk of default. What is then needed is a Good/Bad score restricted to the Revolvers. Define this as

$$s_{R}(x) = \ln \left( \frac{P(G | x, R)}{P(B | x, R)} \right) \Rightarrow P(G | x, R) = \frac{1}{1 + e^{-s_{R}(x)}} \quad \text{and} \quad P(B | x, R) = \frac{1}{1 + e^{s_{R}(x)}}$$ (3)

**Model 3: A Good/Bad scorecard restricted to revolvers**

We then develop this Good/Bad scorecard restricted only to revolvers in the same way as the previous scorecards. The average and standard deviation of the coefficients are shown in Model 3 of Table 2. As on Model 1, the coefficients of Age in all ten run were negative and thus it was removed from Model 3. The result also shows that, for Revolvers, Annual Income and Employment Status are no longer significant when predicting Good/Bad as they were not picked up by the stepwise models. The discrimination of this scorecard (an average Gini coefficient of 0.519) is slightly less than that of the Good/Bad scorecard on the full data set (Gini coefficient 0.522). This is not surprising because the Transactors who are the easy cases to recognise as Good have been removed in building this scorecard.
Model 4: The risk assessment system based on the transactor/revolver scorecard

With these two scores - Transactor/Revolver and Good/Bad restricted to revolvers - we can now estimate the chance of an applicant being Good. The point is that no transactor can default. One can then create a “score which gives the probability the new customer is likely to be Good as follows

\[ P(G \mid x) = P(T \mid x) + P(R \mid x)P(G \mid x, R) \]

Substituting (2) and (3) into the equation, we have

\[ P(G \mid x) = \frac{1}{1 + e^{-s_T(x)}} + \frac{1}{1 + e^{s_T(x)}} \frac{1}{1 + e^{-s_R(x)}} \]  \hspace{1cm} (4)

This gives an ordering of the applicants and so we can compare the results with the ordering under the original \( s_0(x) \) scorecard. The results are shown as Model 4 in Table 2. The average Gini coefficients of 0.522 mean it gives reasonable discrimination and is exactly the same as that of Model 1. We have compared Model 1 and Model 4 using the DeLong, DeLong and Clarke-Pearson test [7], as shown in the last column of Table 3. This shows that the difference in their Gini coefficients is not statistically significant in all ten scorecards. Figure 1 shows the Receiver Operating Characteristic (ROC) curves\(^2\) for Model 1 and Model 4 when applied to Validation 1 and Validation 4. Not surprisingly the ROC curves are almost the same for the two models.

5. Credit Card Profitability Model

The two main revenue streams from a credit card are the merchant service charge, and the interest charged on the card balance. The former is a fraction of the value of the purchases made. The latter is charged if the balance is not paid off fully within a given time after the monthly statement being sent. Some cards have other revenue streams, such as an annual fee which may be charged on each card or payment protection which is a monthly fee to cover the premium for an insurance to cover the balance

\(^2\) ROC curve plots Sensitivity (True Positive) against 1-Specificity (False Negative). It is a popular tool in credit scoring to measure the performance of a scorecard. Details are in Anderson [1] or Thomas [23].
outstanding on the card if the card holder becomes unemployed. However, fees tend to be charged by a minority of cards while payment protection has led to mis-selling scandals and so is now discouraged. Our model only has interchange fees and interest on the balance.

The interchange fee paid is a fraction \( m \) of the value of the purchases made using the credit cards. On most cards the time between the purchase and the time when its payment is first due is interest free. Thereafter, if the balance is not paid off completely, interest will be charged at a rate of \( r \) per billing period (which is usually a month). For simplicity, we take that first interest free period also to be one month. We assume the risk free rate for borrowing money by the credit card company is \( r_F \) per month. This is also the rate at which future payments are discounted.

To calculate the expected profit on a purchase of a $1, we look at the income stream and the costs that this $1 brings to the lender. To do this, we define \( N \) to be the average number of periods before the $1 is paid off where the assumption is that at each repayment the oldest debt is paid off first, then the next oldest debt and so on. Define

\[
B \quad \text{- average balance carried over per period per customer}
\]
\[
P \quad \text{- average amount purchased per period per customer}
\]
\[
C \quad \text{- average repayment amount per period per customer}
\]

Since in the long run the balance on a card must remain finite, we can assume the average expenditure plus the interest paid each month must equal the average repayment, namely

\[
rB + P = C \quad \text{(5)}
\]

Moreover, if the customer makes a purchase of \( P \) in a period, we assume the user pays off the costs in the order they are incurred. So the customer must pay-off \((1+r)B\) before the cost of the purchase \( P \) is repaid. This implies the user pays off the balance at the start of the month of the purchase and then the interest on the balance for that month before paying off the purchase (it is as if the purchase is made at the end of the month). See Figure 1 for an illustration. Thus

\[
(1+r)B + P = CN \quad \text{(6)}
\]
So the cost of a purchase stays in the balance for $N$ months. The first of these periods is interest free and an interest rate $r$ is charges on the remaining $N-1$ periods.

[Figure 1 about here]

The credit score for a credit card user on an unsegmented population can, under assumptions of stationarity, be translated into a hazard probability $p$ that the user will not default in any given period given that they have not defaulted in the previous periods. This means the chance the card user will not default during $N$ periods is $p^N$. If the credit card user defaults, the loss given default – the fraction of the balance that will eventually be lost at the end of the recovery process – is $l_D$. Thus the expected profit from the $P$ of purchases using the card in a period is calculated as follows. In the period of the purchase one subtracts the cost of the purchase but adds on the merchant service charge. Then one has the repayment of the $P$ plus the interest accrued on it over $N$ period provided the borrower has not defaulted. If the borrower defaults during those $N$ periods then the repayment is the percentage of the defaulted amount that is recovered subsequently. Using the standard definition of loss given default, we will assume this percentage recovered on the defaulted amount is assumed to have occurred after the $N$ periods. The expected profit on one month’s purchase using the credit card is $e(r,p)$, where $r$ is the interest rate per period of the credit card and $p$ is the stationary hazard rate of the borrower not defaulting in the next period (staying Good) given that he has not defaulted so far. Then

$$e(r,p) = P \left( (m-1) + \frac{(1+r)^{N-1}p^N}{(1+r_D)^N} + \frac{(1-l_D)(1+r)^{N-1}(1-p^N)}{(1+r_D)^N} \right)$$

$$= P(m-1) + P(1+r)^{N-1}d(p) \text{ where } d(p) = \frac{(1-l_D + l_Dp^N)}{(1+r_D)^N} \quad (7)$$

The first term is the cost of purchase less merchant service charge; the second term is the value of the repayment if the user has not defaulted in the $N$ periods before the purchase is repaid and the third term is the repayment via the collections process if the user has defaulted before the purchase is repaid.

The interest charged on the credit card affects the probability that the borrower will take the credit card in the first place. So it is more sensible to look at the expected monthly profit averaged over every
potential card user including those who refused the credit card when it was offered. Assume that the take function \( q(r,p) \) is the probability that a potential borrower whose credit score leads to a hazard rate \( p \) of being Good will take a credit card and the interest rate offered is \( r \), then the potential profit for this borrower is \( q(r,p)e(r,p) \).

In order to optimise the profit a lender can make from a credit card portfolio, we must also estimate the Good-Bad distribution among the potential card owner population. Take the distribution of the Good hazard rates to be \( f(p) \), \( 0 \leq p \leq 1 \), then the expected profit each month from the credit card spend by those in the prospective credit card portfolio is \( E(r) \), where

\[
E(r) = \int_0^1 \max\{e(r,p),0\}q(r,p)f(p)dp
\]

(8)

The maximum function (i.e. \( \max\{e(r,p),0\} \)) reflects the fact that the lender needs not offer the card to those consumers from whom there is no profit.

In operating such a credit card portfolio so as to maximise profit, the main decisions are what interest rate to charge on the card and which applicants to accept and which to reject. The latter is done by choosing a cut-off level \( p^* \) of the hazard rate of being Good and only accepting those above this cut-off. This is implemented by calculating the corresponding cut-off score \( (s^*) \) on the Good-Bad scorecard, i.e.

\[
p^* = \left( \frac{1}{1 + e^{-s}} \right)^{1/M}
\]

(9)

where the Good-Bad scorecard assumes a Good is someone who does not default over the next \( M \) periods.

The optimal cut-off probability \( p^* \) must satisfy \( e(r,p^*)=0 \). Substituting this into equation (7) gives

\[
m-1 + \frac{(1+r)^{N-1}}{(1+r_p)^N}\left(1 - l_D + l_D p^N\right) = 0 \implies p^* = \left( \frac{(1-m)(1+r_p)^N}{l_D(1+r)^{N-1} + l_D - 1} \right)^{1/N}
\]

(10)
where
\[ N = \frac{(1 + r)B + P}{C} = \frac{B + C}{C} \]
by (5) and (6).

If the interest rate on the cards is \( r \), the corresponding profit from the possible spend each period in the portfolio of potential credit card customers is \( E(r) \) where
\[
E(r) = \int_{0}^{1} e(r, p)q(r, p)f(p)dp
\]
(11)

One cannot get an analytic expression for the optimal rate to charge as this integral is too complicated to differentiate with respect to \( r \). However, we can repeat the calculation for different interest rates and hence find the optimal one.

**Example 1: Profit Model with No Transactor/Revolver Scorecard**

This is the profit model we use to make a comparison with the transactor/revolver profit model. We can calculate the optimal cut-off probability, the profit per period from the portfolio of potential customers and hence the optimal interest rate to charge. Phillips [18] and Thomas [23] suggested the simplest form for \( q(r, p) \) is the linear one:
\[
q(r, p) = \max\{1 - 10r + 2(1-p), 0\} = 3 - 10r - 2p, \text{ i.e. } a=3, b=10, c=2.
\]
(12)

This means everyone will take the card if the interest rate is 0% and all those who are certain to default (i.e. \( p=0 \)) will take the card if the interest rate is 20%. More realistically, if the rate is 3%, then the take rate among those whose Good hazard rate is 0.9 per month is 90%.

For this example, the other parameters are:
\[ m=0.02 \text{ (merchant service charge)} \]
\( r = 0.03 \) (interest rate charged per period)

\( r_F = 0.01 \) (interest rate at which lender can borrow money each period)

\( l_D = 0.6 \) (percentage final loss of balance at default on credit card)

\( P = 51 \) (average purchase per period using the credit card)

\( C = 60 \) (average repayment per period)

\( B = 300 \) (average balance each period)

The above values for \( m, r, r_F \) and \( l_D \) reflect the current typical credit values. Also, \( P, B \) and \( C \) are ballpark figures based on the normalised averages from the credit card dataset.

The distribution of risk in the potential card population is given by \( F(p) \) the distribution function on \( p \) the Good hazard rate. Let it be

\[
F(p) = \begin{cases} 
0, & p < 0.5 \\ 
2p^2 - 2p + 0.5, & 0.5 \leq p < 1, \\ 
1, & p = 1 
\end{cases}
\]

(13)

This means there is a 50% chance a user has a hazard rate of 1 and a 50% chance the hazard rate is between 0.5 and 1. This is the marginal p-distribution of the \((p, t)\) distribution which is used and explained more fully in Example 2.

Substituting in the parameter values in \( E(r, p) \) s for the case \( r = 0.03 \) gives

\[
e(.03, p) = 51\left(-0.98 + \frac{(1.03)^5(0.4 + 0.6p^6)}{(1.01)^6}\right)
\]

(14)

Table 5 gives the results of these calculations. In fact, we calculate \( p^* \) and \( E(r) \) not just for \( r = 0.03 \) but also for other interest rates. For the other values of \( r \), we make \( B = (C - P)/r = 9/r \), so that (5) still holds.

Table 5 about here

Results show that if the interest rate on the credit card is set at 3%, then the optimal cut-off corresponds to a hazard probability of 0.969. Assuming that the definition of Good/Bad in the scorecard covers a period of 12 months, then column three describes the optimal cut-off in terms of the
probability of being a good, \((p^*)^{1/2}\), which is 0.687. The final column gives the expected monthly profit per month to the credit card organisation on each potential card holder in the population. Note that some of these potential users will refuse to accept cards because the interest rate may be too high. We tried other integer value interest rates namely 2% and 4%. The corresponding expected monthly profits are lower than that of 3%. So an interest rate of 3% roughly achieves the optimal maximum profit.

This model overestimates the true values, because the majority of users who have very high probabilities of being Good \((p=1\) say) are transactors. These users will not pay any interest on their card but as the model does not discriminate between revolvers and transactors, it assumes they all pay interest for 6 months if \(r=0.03\). In the next section, we extend the model by allowing estimates of how likely a user is to be a transactor. This will allow us to calculate a numerical example which has essentially the same data as this one.

6. Credit card model if a transactor/revolver score is available

As was argued previously, the reality is that credit card users split into two groups – transactors who only use the card as a payment mechanism and pay off the balance on the card every period and revolvers who do use the card for credit and so do not pay off all the balance each month. In section 3, we showed that one could construct a score \(s_t(x)\) which can be translated into the probability, \(t(x)=P(T|x)\) is an applicant with characteristics \(x\) will be a transactor. How would the advent of such a transactor/revolver score affect the model of the optimal profit of the credit cards and which customers should be accepted or rejected? This then lets us calculate what is the optimal interest rate to charge.

Recall that in the general model, one assumes that any money borrowed on the credit card will take \(N\) periods before it is repaid. For transactors, by definition, \(N\) will be 1 period as they pay off the balance in the period they receive the credit card statement. Assume that for revolvers it is \(N_R\) periods before they pay off. It is also quite possible the average amount purchased each period is different for Transactors than Revolvers. Similarly the outstanding balance and the average repayment each period
will be very different for Transactors compared with Revolvers. We define the relationships between these amounts as follows:

Using the same notation as in section 4, let

\[ B_R \] and \[ B_T \] - average balance carried over per period per revolver and transactor respectively;

\[ P_R \] and \[ P_T \] - average amount purchased per period per revolver and transactor respectively;

\[ C_R \] and \[ C_T \] - average repayment amount per period per revolver and transactor respectively.

So for revolvers

\[
(1 + r)B_R + P_R = C_R N_R
\]

(15)

While for transactors,

\[
B_T = 0,
C_T = P_T \implies N_T = 1
\]

(16)

These values can be connected to the equivalent average values on the whole portfolio, where \( P(T) \) is the percentage of borrowers who are transactors. Let the average balance be \( B \), the average purchase per period be \( P \), the average repayment amount be \( C \) and the average number of periods between a purchase and when it is paid off the credit card be \( N \). Then

\[
P = P_T P(T) + P_R (1 - P(T)),
C = C_T P(T) + C_R (1 - P(T)),
B = B_R (1 - P(T)),
\]

\[
N = \alpha N_R + (1 - \alpha) \text{ where } \alpha = \frac{C_R (1 - P(T))}{C_T P(T) + C_R (1 - P(T))}
\]

(17)

Consider the expected profit to the lender on an applicant whose transactor score is \( t \) and whose Good/Bad score on the revolver segment of the population translates to a Good hazard rate of \( p_R \) (just as in Section 2). Let this be \( e(p_R, t) \). This satisfies

\[
e(p_R, t) = \frac{1}{1 + e^{-x}} P_T \left( m-1 + \frac{1}{1 + r_T} \right) + \frac{1}{1 + e^{x}} P_R \left( m-1 + \frac{(1+r)^{N-1} P_R^{N_x} + (1-L_R)(1+r)^{N-1} (1-P_R^{N_x})}{(1+r_T)^{N_x}} \right)
\]

\[
= tP_T \left( m-1 + \frac{1}{1 + r_T} \right) + (1-t)P_R \left( m-1 + \frac{(1+r)^{N-1} P_R^{N_x} + (1-L_R)(1+r)^{N-1} (1-P_R^{N_x})}{(1+r_T)^{N_x}} \right)
\]

(18)
Hereafter, we use $t$ rather than $s_t$ in our analysis. The accept/reject decision is still straightforward. Only accept those who give positive profit. However, the choice of which $p$ to take now depends on the transactor “score” $t$. So the cut-off curve is $p_R^*(t)$ where $e(p_R^*(t), t) = 0$ from (18), this corresponds to

$$
\frac{(1+r_T)^{N_x}}{(1+r)^{N_x-1}} \left( \frac{tP_T}{(1-t)P_R} \left( 1 - m - \frac{1}{1+r_F} \right) \right) = (m-1) \left( \frac{(1+r_F)^{N_x}}{(1+r)^{N_x}} \right) + 1 - l_D + l_Dp_R^*(t)^{N_x}.
$$

$$
p_R^*(t)^{N_x} = \frac{(1+r_T)^{N_x}}{l_D(1+r)^{N_x-1}} \left( \frac{tP_T}{(1-t)P_R} \left( 1 - m - \frac{1}{1+r_F} \right) + 1 - m \right) + \frac{l_D-1}{l_D}^{1/N_x}.
$$

To calculate the corresponding profit from the possible spend each period in the portfolio of potential credit card customers, one needs to know the distribution of Good/Bad and Transactor/Revolver in the portfolio. Assume this is given by a density function/probability mass function $f(p, t)$. If the interest rate charged is $r$ then the profit per potential customer is $E(r)$ where

$$
E(r) = \int_{-\infty}^{\infty} dt \int_{p_R^*(t)}^{1} e(r, p) q(r, p) f(p, t) dp
$$

We calculate this profit for a numerical example which is essentially the same as Example 1. We will then be able to compare the profits and optimal decisions in the two models. The parameters are as follows.

**Example 2. Profit Model with Transactor/Revolver Scorecard**

We use the same take function as those of Example 1:

$$
q(r, p) = \max \{ 1-10r+2(1-p), 0 \} = 3-10r-2p, \text{ i.e. } a=3, b=10, c=2.
$$

The other parameters are
\( m = 0.02 \) (merchant service charge)

\( r = 0.03 \) (interest rate charged per period)

The distribution of risk in the potential card population is given by \( f(p,t) \) a joint distribution function on both \( t \), the probability of being a transactor and \( p \) the hazard probability of remaining a Good for one more period. Let it be

\[
F(p,t) = \begin{cases} 
0, & p < 0.5 \\
2p^2 - 2p + 0.5, & 0.5 \leq p < 1 \text{ and } 2p - 1 > t \\
2tp - t - 0.5t^2, & 0.5 \geq p < 1 \text{ and } 2p - 1 \leq t \\
1, & p = 1, t = 1
\end{cases}
\]  

(22)

This distribution has a point mass of 0.5 at the point \( p = 1, t = 1 \), which describes the transactors. The remaining 0.5 is uniformly distributed in the triangular region between \((t=0, p=0.5)\), \((t=0, p=1)\) and \((t=1, p=1)\). The percentage of transactors in the whole population is on average \( \bar{T} \) where

\[
\bar{T} = \frac{1}{3} \int_0^1 \int_0^1 f(p,t)dp = 0.5 \times 1 + \frac{1}{3} t(2(0.5 - 0.5t))dt = 0.5 + 0.1666 = \frac{2}{3}
\]  

(23)

We want to match the average value of purchases and payments to those in Example 1 where we had for the case when \( r = 0.03 \)

\[
P = 51 \text{ (average purchase per period using the credit card)}
\]

\[
C = 60 \text{ (average repayment per period)}
\]

\[
B = 300 = (C - P)/r \text{ (average balance each period)}
\]

Since \( \bar{T} = 2/3 \), we set

\[
P_R = 9 \text{ (average purchase per period using the credit card)}
\]

\[
C_R = 36 \text{ (average repayment per period)}
\]

\[
B_R = 900 \text{ (average balance each period)}
\]

\[
P_T = 72 \text{ (average purchase per period using the credit card)}
\]

\[
C_T = 72 \text{ (average repayment per period)}
\]

\[
B_T = 0 \text{ (average balance each period)}
\]

These are again ball park figures guided by the averages in the data set.
Average purchase = \( \bar{t}P_T + (1 - \bar{t})P_R = (2/3)72 + (1/3)9 = 51 \)

Average payment = \( \bar{t}C_T + (1 - \bar{t})C_R = (2/3)72 + (1/3)36 = 60 \)  

(24)

We can then put these parameter values into (18) and (19) to get the following

\[
E(p_r, t) = 72 t \left( -0.98 + \frac{1}{1.01} \right) + 9(1-t) \left( -0.98 + \frac{(1.03)^{35} p^{36}}{(1.01)^{36}} + \frac{(0.4)(1.03)^{35} (1-p^{36})}{(1.01)^{36}} \right)
\]  

(25)

Note that there is not one cut off probability (or Good/Bad score) but a curve of them depending on the probability of the applicant being a potential transactor.

These are obtained from the calculation

\[
p_R^*(t) = \left( \frac{(1.01)^{26}}{0.6(1.03)^{25}} \left( \frac{72 t}{9(1-t)} \left( -0.98 - \frac{1}{1.01} \right) + 0.98 \right) - \frac{0.4}{0.6} \right)^{1/26}
\]  

(26)

The results are shown in Table 6 both for the case \( r=0.03 \) and the cases \( r=0.02 \) and \( r=0.04 \). In all cases, the cut off probability \( p_R^*(t) \) drops from 0.96 at \( t=0 \) to 0 at \( t=1 \). For all interest rates shown one accepts everyone whose Transactor probability is at least 0.9 and when the interest rate is 4%, all those whose transactor probability is 0.7 or more are accepted. This makes sense since the higher the transactor score the less important is the Good/Bad probability calculated on revolvers. The cut-off Good/Bad probability drops gently when the Transactor probability is low, but then drops much more steeply until it reaches zero, when the transactor probabilities are higher. The expected optimal profit per month on each potential user is around 0.3 compared with the 2.0 found in Example 1. This is not saying that using the transactor/revolver score leads to lower profits but that it gives a much more accurate model. This model does not overestimate the profit by assuming transactors repay their purchase over the same period as revolvers. The difference shows the significance of the error of not including the transactor/revolver effect has on the original model. In this case, the rate (assuming an integer value) which maximises profitability is 4% with a profit of 0.399. Note this is higher than the optimal 3% of Example 2. In that 3% case, the cut-off probability \((p^*)^{1/2}\) when one will accept an applicant is 0.687. In the transactor/revolver model one is willing to take more risky applicants in
terms of their revolver Good rate no matter what their probability of being a transactor. Even if \( t=0 \) (i.e. the applicants are revolvers) in the second example one takes more potential applicants than in the first example. This is because the second model correctly recognises how much longer revolvers pay interest on their purchases compared with the average card user. So one can increase the chance of default slightly to allow for this extra revenue. It does seem from this second example that lenders should have a larger portfolio and can charge slightly higher interest rates than those suggested by the first example – 4% rather than 3%.

[Table 6 about here]

7. Conclusions

The idea of thinking of credit card users as transactors or revolvers has been used by practitioners for some time. However, this is the first paper to show how to build a scorecard to estimate the chance of each applicant being a transactor and how that makes a difference to profitability modelling. Using a real credit card data set we have built and tested such a scorecard. We show how such a scorecard can be part of a default risk assessment system. The resulting system is comparable, with very similar results, to the standard Good/Bad scorecard approach based on the whole population. The similarity of the ROC curves in Figure 2 confirms this.

The great improvement in using a Transactor/Revolver scorecard is in estimating the profitability of potential applicants. The paper develops a new profitability model for credit cards users which reflects the length of time the cost of purchases stays in the balance. Previous models have either ignored this altogether or assumed the repayment is for ever.

We have shown by numerical examples how the results of a profitability model which includes estimates of the probability of an applicant being a transactor compare with the results if the model does not have such estimates. We find the latter overestimates the profitability of an applicant because it believes the Good applicants will take longer to pay back than is the case. The latter model also leads to a much cruder choice of accept/reject decision. The optimal interest rate it suggests is lower
than that when one includes the transactor/revolver effect. The advantage of the transactor/revolver model when choosing optimal overall pricing decisions is significant. If the transactor/revolver scorecard is used in making the initial accept decision, then it leads to a more exact model of the profitability of the applicants and a more sophisticated acceptance criterion. That in turn means the lender will accept more applicants and so have a larger and more profitable portfolio.

One issue when developing transactor/revolver scorecards is what is the most useful definition of a transactor. If it is someone who has paid off the balance every month over a period, what is an appropriate period? Should the definition of a transactor allow for users who occasionally forget to pay on time, make errors in the amount to repay, or refuse to pay initially for some purchase they are questioning? So should one weaken the definition of transactor to allow one or two months where not all the balance is paid off during that period. This is an area for further research.

It is not unusual for a credit scoring system to segment the population into segments according to the values of a characteristic like age and to build separate scorecards for each segment. In the data set used here, age and income are significant for the transactor/revolver model but not for the Good/Bad model for revolvers or the Good/Bad model on the whole data set. So maybe splitting on characteristics like age in a standard scoring system could be a surrogate way of dealing with the transactor/revolver split.

It would also be interesting to investigate how a Transactor/Revolver score would improve churn predictions. Is it transactors or revolvers who are more likely to churn? So there are a number of avenues to follow from this development of transactor/revolver scorecards.
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<table>
<thead>
<tr>
<th>Variables</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occupation</td>
<td>C1 (7.4%), C2 (6.8%), C3 (3.7%), C4 (4.3%), C5 (7.9%), C6 (57.6%), Unknown (12.3%)</td>
</tr>
<tr>
<td>Education type</td>
<td>Primary (1.7%), Secondary (27.4%), Tertiary (9.6%), Postgraduate (13.9%), Unknown (47.4%)</td>
</tr>
<tr>
<td>Citizenship</td>
<td>Yes (67.2%), No (26.2%), Unknown (6.6%)</td>
</tr>
<tr>
<td>Residential type</td>
<td>Rent private (6.8%), Rent public (5.1%), Mortgage (9.9%), Owned (10.4%), Living with parents (16.0%), Company housing (2.2%), Others/Unknown (49.7%)</td>
</tr>
<tr>
<td>Employment status</td>
<td>Part-time (0.2%), Full-time (85%), Housewife (3.5%), Retired (1%), Self-employed (2.8%), Student (1.7%), Others/Unknown (6.2%)</td>
</tr>
<tr>
<td>Annual income</td>
<td>Annual income at application (in HK$1,000)</td>
</tr>
<tr>
<td>Months with bank</td>
<td>Total number of months with the lender at application</td>
</tr>
<tr>
<td>Age</td>
<td>Card holder’s age at application</td>
</tr>
</tbody>
</table>

Table 1. List of variables used in the analysis
<table>
<thead>
<tr>
<th>Variable (WoE)</th>
<th>Model 1 (Event=Good)</th>
<th>Model 2 (Event=Transactor)</th>
<th>Model 3 (Event=Good)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (Mean)</td>
<td>Coefficient (S.D.)</td>
<td>Coefficient (Mean)</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.3929*** 0.0072</td>
<td>-0.1254** 0.0053</td>
<td>0.4291*** 0.0125</td>
</tr>
<tr>
<td>Occupation</td>
<td>0.7796*** 0.0292</td>
<td>0.5994*** 0.0209</td>
<td>0.5287*** 0.0328</td>
</tr>
<tr>
<td>Education type</td>
<td>1.3961*** 0.0678</td>
<td>0.4701** 0.0556</td>
<td>1.4056*** 0.0745</td>
</tr>
<tr>
<td>Citizenship</td>
<td>1.2286*** 0.0743</td>
<td>0.9286*** 0.0255</td>
<td>0.8748** 0.0850</td>
</tr>
<tr>
<td>Residential type</td>
<td>1.1147*** 0.0578</td>
<td>0.6864*** 0.0391</td>
<td>0.7486*** 0.0707</td>
</tr>
<tr>
<td>Employment status</td>
<td>0.1146**# 0.1848</td>
<td>0.3951** 0.0430</td>
<td>-</td>
</tr>
<tr>
<td>Months with bank</td>
<td>1.1741*** 0.0187</td>
<td>0.7998*** 0.0209</td>
<td>0.8240*** 0.0259</td>
</tr>
<tr>
<td>Annual income</td>
<td>-</td>
<td>0.2150** 0.0290</td>
<td>-</td>
</tr>
<tr>
<td>Age</td>
<td>-</td>
<td>0.2660** 0.0291</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2. Statistical results for different models (Note that all variables are encoded using weight-of-evidence)

Notes: *** significant at 0.0001;  
** significant at 0.05;  
* significant at 0.1;  
#selected by three models only. For models do not pick up the variable, we assume the coefficients equal 0.
<table>
<thead>
<tr>
<th>Validation</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>ROC Contrast Test Results between Model 1 and Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validation 1</td>
<td>0.592</td>
<td>0.45</td>
<td>0.596</td>
<td>0.592</td>
<td>0.039(0.8434)</td>
</tr>
<tr>
<td>Validation 2</td>
<td>0.47</td>
<td>0.394</td>
<td>0.47</td>
<td>0.474</td>
<td>0.5008(0.4791)</td>
</tr>
<tr>
<td>Validation 3</td>
<td>0.556</td>
<td>0.45</td>
<td>0.542</td>
<td>0.558</td>
<td>0.0488(0.8251)</td>
</tr>
<tr>
<td>Validation 4</td>
<td>0.52</td>
<td>0.42</td>
<td>0.518</td>
<td>0.511</td>
<td>2.1165(0.1457)</td>
</tr>
<tr>
<td>Validation 5</td>
<td>0.482</td>
<td>0.426</td>
<td>0.486</td>
<td>0.48</td>
<td>0.0789(0.7788)</td>
</tr>
<tr>
<td>Validation 6</td>
<td>0.526</td>
<td>0.4</td>
<td>0.53</td>
<td>0.53</td>
<td>0.3427(0.5583)</td>
</tr>
<tr>
<td>Validation 7</td>
<td>0.512</td>
<td>0.428</td>
<td>0.506</td>
<td>0.508</td>
<td>0.9092(0.3403)</td>
</tr>
<tr>
<td>Validation 8</td>
<td>0.524</td>
<td>0.44</td>
<td>0.522</td>
<td>0.532</td>
<td>0.057(0.8114)</td>
</tr>
<tr>
<td>Validation 9</td>
<td>0.548</td>
<td>0.432</td>
<td>0.54</td>
<td>0.542</td>
<td>0.8449(0.358)</td>
</tr>
<tr>
<td>Validation 10</td>
<td>0.484</td>
<td>0.47</td>
<td>0.48</td>
<td>0.49</td>
<td>1.2506(0.2634)</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.522</strong></td>
<td><strong>0.431</strong></td>
<td><strong>0.519</strong></td>
<td><strong>0.522</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Cross-validation results.
<table>
<thead>
<tr>
<th></th>
<th>Good</th>
<th>Bad</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transactor (count and column %)</td>
<td>2958</td>
<td>0</td>
<td>2958</td>
</tr>
<tr>
<td></td>
<td>62.5%</td>
<td>0%</td>
<td>46.9%</td>
</tr>
<tr>
<td>Revolver (count and column %)</td>
<td>1773</td>
<td>1577</td>
<td>3350</td>
</tr>
<tr>
<td></td>
<td>37.5%</td>
<td>100%</td>
<td>53.1%</td>
</tr>
<tr>
<td>Total (count)</td>
<td>4731</td>
<td>1577</td>
<td>6308</td>
</tr>
</tbody>
</table>

Table 4. Distribution of Transactors and Revolvers in the sample dataset
Figure 1. The average balance, average repayment and average cost
Figure 2. ROC curves for Model 1 and Model 4: (a.) Validation 1 (b.) Validation 4.
Table 5. Expected profit (i.e. $E(r)$) and cut-off probabilities (i.e. $p^*$) as a function of the interest rates (i.e. $r$) charged for Example 1 (without the revolver/transactor scorecard). Assuming that the definition of Good/Bad in the scorecard covers a period of 12 months, then $(p^*)^{12}$ describes the corresponding optimal cut-off.

<table>
<thead>
<tr>
<th>$r$</th>
<th>$p^*$</th>
<th>$(p^*)^{12}$</th>
<th>$E(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>0.969</td>
<td>0.687</td>
<td>2.084</td>
</tr>
<tr>
<td>0.02</td>
<td>0.983</td>
<td>0.817</td>
<td>1.783</td>
</tr>
<tr>
<td>0.04</td>
<td>0.957</td>
<td>0.590</td>
<td>2.040</td>
</tr>
<tr>
<td>$r$</td>
<td>$t$</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>-----</td>
<td>------</td>
</tr>
<tr>
<td>0.03</td>
<td>$p^*$</td>
<td>0.960</td>
<td>0.959</td>
</tr>
<tr>
<td></td>
<td>$(p^*)^{12}$</td>
<td>0.611</td>
<td>0.603</td>
</tr>
<tr>
<td>0.04</td>
<td>$p^*$</td>
<td>0.924</td>
<td>0.922</td>
</tr>
<tr>
<td></td>
<td>$(p^*)^{12}$</td>
<td>0.386</td>
<td>0.375</td>
</tr>
<tr>
<td>0.02</td>
<td>$p^*$</td>
<td>0.982</td>
<td>0.981</td>
</tr>
<tr>
<td></td>
<td>$(p^*)^{12}$</td>
<td>0.804</td>
<td>0.797</td>
</tr>
</tbody>
</table>

Table 6: Expected profit (i.e. $E(r)$) and cut-off probabilities (i.e. $p^*$) as a function of interest rates charged (i.e. $r$) and transactor probability (i.e. $t$) for Example 2 with a revolver/transactor scorecard. Assuming that the definition of Good/Bad in the scorecard covers a period of 12 months, then $(p^*)^{12}$ describes the corresponding optimal cut-off.