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#### Abstract

Given a sufficiently numerous set of vectorexponential trajectories of a conservative port-Hamiltonian system and the supply rate, we compute a corresponding set of state trajectories by factorizing a constant Pick-like matrix. State equations are then obtained by solving a system of linear equations involving the system trajectories and the computed state ones. If a factorization of only a principal submatrix of the Pick matrix is performed, our procedure yields a lower-order conservative port-Hamiltonian model obtained by projection of the full-order one. We also describe a similar approach to identification and model-order reduction for self-adjoint Hamiltonian systems.


Index Terms-conservative port-Hamiltonian systems; selfadjoint Hamiltonian systems; behaviors; quadratic differential forms; rank-revealing factorization.

## I. Introduction

Denote by $\exp (\lambda)$ the exponential function whose value at $t \in \mathbb{R}$ is $e^{\lambda t}$; given $N$ (input, output) vector-exponential trajectories

$$
\left\{\left.\left[\begin{array}{l}
u_{i}  \tag{1}\\
y_{i}
\end{array}\right] \exp \left(\lambda_{i}\right) \right\rvert\, u_{i}, y_{i} \in \mathfrak{C}^{\infty}\left(\mathbb{R}, \mathbb{R}^{m}\right)\right\}_{i=1, \ldots, N}
$$

originating from a conservative linear port-Hamiltonian system (see for the precise definition later on), we want to identify a state-space model

$$
\begin{align*}
\frac{d}{d t} x & =A x+B u \\
y & =C x+D u \tag{2}
\end{align*}
$$

compatible with the data. In this paper we show that in order to do this, we can first compute vectors $x_{i} \in \mathbb{C}^{n}$ such that for $i=1, \ldots, N, x_{i} \exp \left(\lambda_{i}\right), u_{i} \exp \left(\lambda_{i}\right), y_{i} \exp \left(\lambda_{i}\right)$ satisfy (2). These are obtained by factorizing in a rank-revealing way the Pick matrix, i.e. the Hermitian matrix whose $(i, j)$-th entry is

$$
P_{i, j}:=\frac{\left[\begin{array}{ll}
u_{i}^{*} & y_{i}^{*}
\end{array}\right]\left[\begin{array}{cc}
0_{m \times m} & I_{m}  \tag{3}\\
I_{m} & 0_{m \times m}
\end{array}\right]\left[\begin{array}{l}
u_{i} \\
y_{i}
\end{array}\right]}{\lambda_{i}^{*}+\lambda_{j}}
$$

i.e. $P=\left[\begin{array}{lll}x_{1} & \ldots & x_{N}\end{array}\right]^{*} Q\left[\begin{array}{lll}x_{1} & \ldots & x_{N}\end{array}\right]$. To determine the matrices $A, B, C, D$, we then solve the system of $N+m$ equations

$$
\left[\begin{array}{ccc}
x_{1} \lambda_{1} & \ldots & x_{N} \lambda_{N}  \tag{4}\\
y_{1} & \ldots & y_{N}
\end{array}\right]=\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{lll}
x_{1} & \ldots & x_{N} \\
u_{1} & \ldots & u_{N}
\end{array}\right]
$$
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Among the solutions $A, B, C, D$ of (4) there are matrices corresponding to a state-space realisation of a conservative port-Hamiltonian system associated with the data $u_{i}, y_{i}$, $i=1, \ldots, N$. Consequently if $N<n$, our procedure yields a reduced-order conservative port-Hamiltonian model of McMillan degree $N$, whose matrices $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$ are obtained by projecting the state matrices $A, B, C, D$ of a full-order state representation.

Compared with standard identification algorithms (e.g. the family of subspace identification algorithms, see [9]) and with recent work on structure-preserving model-order reduction based on interpolation techniques (see [1], [11]), the approach presented in this paper is novel in two aspects. From the identification point of view, we compute state trajectories exploiting the existence of a bilinear form on the external (i.e. input-output) variables of the system; such bilinear form is structurally connected to a bilinear form on the internal (i.e. state) variables. Contrast this approach with standard subspace identification algorithms, whose foundation is essentially the time-invariant nature of the system.
From the model reduction point of view, our starting point is not a given (state- or otherwise) representation of the system, but rather data gathered in controlled experiments on the unknown system.

In this paper we will use the behavioral framework, see [10], [13]; the calculus of quadratic differential forms (QDFs), see [18]; and the framework of port-Hamiltonian systems and Dirac structures, see [15], [14], [11]. A summary of the relevant notions is given in Section II and Appendix VIII. In Section III we investigate some properties of the Pick matrix (3); in Sections IV and V we illustrate our approach to the identification and model-order reduction of conservative port-Hamiltonian systems. Finally, we extend the framework to self-adjoint Hamiltonian systems in Section VI.

## Notation

The space of real vectors with $n$ components is denoted by $\mathbb{R}^{n}$, and the space of $n \times m$ real matrices by $\mathbb{R}^{m \times n}$. If $A_{1}, \ldots, A_{n}$ are matrices with the same number of columns, we denote by $\operatorname{col}\left(A_{1}, \ldots, A_{n}\right)$ the matrix obtained by stacking $A_{i}, i=1 \ldots, n$ on top of each other. The ring of polynomials with real coefficients in the indeterminate $\xi$ is denoted by $\mathbb{R}[\xi]$; the ring of two-variable polynomials with real coefficients in the indeterminates $\zeta$ and $\eta$ is denoted by $\mathbb{R}[\zeta, \eta] . \mathbb{R}^{n \times m}[\xi]$ is the space of $n \times m$ polynomial matrices in $\xi$, and the space of $n \times m$ polynomial matrices in $\zeta$ and $\eta$ is denoted by $\mathbb{R}^{n \times m}[\zeta, \eta]$. The set of infinitely-differentiable functions from $\mathbb{R}$ to $\mathbb{R}^{w}$ is denoted by $\mathfrak{C}^{\infty}\left(\mathbb{R}, \mathbb{R}^{w}\right)$.

## II. BACKGROUND

## A. Behaviors

We consider systems represented in image representation, i.e. there exists $M \in \mathbb{R}^{2 m \times m}[\xi]$ such that $w=\left[\begin{array}{l}u \\ y\end{array}\right] \in$ $\mathfrak{C}^{\infty}\left(\mathbb{R}, \mathbb{R}^{m+m}\right)$ belongs to the system if and only if there exists $\ell \in \mathfrak{C}^{\infty}\left(\mathbb{R}, \mathbb{R}^{m}\right)$ such that

$$
\begin{equation*}
w=M\left(\frac{d}{d t}\right) \ell \tag{5}
\end{equation*}
$$

We assume that the polynomial matrix $M(\lambda) \in \mathbb{C}^{2 m \times m}$ has full column rank $m$ for all $\lambda \in \mathbb{C}$. We also assume that $u$ is an input-, and $y$ an output variable; then we can write

$$
M=\left[\begin{array}{l}
D  \tag{6}\\
N
\end{array}\right]
$$

with $D \in \mathbb{R}^{m \times m}[\xi]$ nonsingular.
For any $X \in \mathbb{R}^{n \times m}[\xi]$ the differential operator $X\left(\frac{d}{d t}\right)$ : $\mathfrak{C}^{\infty}\left(\mathbb{R}, \mathbb{R}^{m}\right) \rightarrow \mathfrak{C}^{\infty}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ given by $x=X\left(\frac{d}{d t}\right) \ell$ is a state map for the set of trajectories described by (5) if for all $\left[\begin{array}{l}u_{i} \\ y_{i}\end{array}\right]$ with associated latent variable trajectories $\ell_{i}$ satisfying (5), $i=1,2$ and corresponding $x_{i}=X\left(\frac{d}{d t}\right) \ell_{i}, i=1,2$, the state property holds [13], [16]. In this case $x:=X\left(\frac{d}{d t}\right) \ell$ is called a state variable. If $n$ is minimal among all the state dimensions, then $X\left(\frac{d}{d t}\right)$ is a minimal state map, and the number of its rows is the McMillan degree of the system.

## B. Quadratic differential forms

Let $\Phi \in \mathbb{R}^{\mathrm{W} \times \mathrm{w}}[\zeta, \eta]$ be a two-variable polynomial matrix, i.e. $\Phi(\zeta, \eta)=\sum_{k, \ell=0} \Phi_{k, \ell} \zeta^{k} \eta^{\ell}$, where $\Phi_{k, \ell} \in \mathbb{R}^{\mathrm{w} \times \mathrm{w}}$, $k, \ell \in \mathbb{N}$, and the sum extends over a finite set of indices. The quadratic differential form (QDF) $Q_{\Phi}: \mathfrak{C}^{\infty}\left(\mathbb{R}, \mathbb{R}^{\mathrm{w}}\right) \rightarrow$ associated with $\Phi(\zeta, \eta)$ is defined by

$$
w \mapsto Q_{\Phi}(w)=\sum_{k, \ell}\left(\frac{d^{k}}{d t^{k}} w\right)^{\top} \Phi_{k, \ell}\left(\frac{d^{\ell}}{d t^{\ell}} w\right) .
$$

In the following without loss of generality we assume that $\Phi(\zeta, \eta)=\Phi(\eta, \zeta)^{\top}$, i.e. that $\Phi(\zeta, \eta)$ is symmetric. The derivative $\frac{d}{d t} Q_{\Phi}=: Q_{\Phi}$ of a QDF $Q_{\Phi}$ is also a QDF, and the associated two-variable polynomial matrix is $(\zeta+\eta) \Phi(\zeta, \eta)$.

## C. Conservative port-Hamiltonian systems

Consider the non-degenerate bilinear form $Q_{e}$ on $\mathbb{R}^{2 m}$

$$
Q_{e}=\left[\begin{array}{ll}
0_{m} & I_{m}  \tag{7}\\
I_{m} & 0_{m}
\end{array}\right]
$$

induced, see Appendix VIII, by the Euclidean inner product on $\mathbb{R}^{m}$. This gives rise to a non-degenerate bilinear form on the set $\mathcal{C}\left(\mathbb{R}, \mathbb{R}^{2 m}\right)$ of piecewise right-continuous functions $w: \mathbb{R} \rightarrow \mathbb{R}^{2 m}$ with compact support:

$$
\begin{equation*}
\left\langle\left\langle w_{1}, w_{2}\right\rangle\right\rangle:=\int_{-\infty}^{\infty} w_{1}^{T}(t) Q_{e} w_{2}(t) d t \tag{8}
\end{equation*}
$$

Recall from Appendix VIII the definition of a Dirac structure; the definition of a linear conservative linear port-Hamiltonian system is the following (see [16]).

Definition 1: Consider the image representation (5); $\operatorname{im} M\left(\frac{d}{d t}\right)$ is a conservative port-Hamiltonian system if it is a Dirac structure with respect to the bilinear form $\langle\langle\cdot, \cdot\rangle\rangle$ on the linear space $\mathcal{C}\left(\mathbb{R}, \mathbb{R}^{2 m}\right)$.
Thus if im $M\left(\frac{d}{d t}\right)$ is conservative port-Hamiltonian then

$$
\begin{align*}
& {\left[u(t)^{\top} \quad y(t)^{\top}\right] Q_{e}\left[\begin{array}{l}
u(t) \\
y(t)
\end{array}\right] d t}  \tag{9}\\
& =\int_{-\infty}^{\infty}\left(M\left(\frac{d}{d t}\right) \ell_{1}(t)\right)^{\top} Q_{e} M\left(\frac{d}{d t}\right) \ell_{2}(t)=0
\end{align*}
$$

for all $\ell_{1}, \ell_{2}$ with compact support, and furthermore the system is maximal with regard to this property. The following theorem is a reformulation of the results presented in [16], more suitable to the purposes of this paper.

Theorem 1: Let $X \in \mathbb{R}^{n \times m}[\xi]$ be a minimal state map for the system represented by (5). Assume that im $M\left(\frac{d}{d t}\right)$ is conservative port-Hamiltonian. Then there exists an invertible $Q=Q^{\top} \in \mathbb{R}^{n \times n}$ such that $M(\zeta)^{\top} J M(\eta)=$ $(\zeta+\eta) X(\zeta)^{\top} Q X(\eta)$.
Theorem 1 implies that for every $\operatorname{col}\left(u_{i}, y_{i}\right)=M\left(\frac{d}{d t}\right) \ell_{i}$ with state trajectories $x_{i}:=X\left(\frac{d}{d t}\right) \ell_{i}, i=1,2$

$$
\begin{equation*}
\frac{d}{d t} x_{1}^{T} Q x_{2}=\operatorname{col}\left(u_{1}, y_{1}\right)^{\top} Q_{e} \operatorname{col}\left(u_{2}, y_{2}\right) \tag{10}
\end{equation*}
$$

The quadratic form $\frac{1}{2} x^{T} Q x$ defines the energy of the system, $\frac{1}{2} \operatorname{col}(u, y)^{\top} Q_{e} \operatorname{col}(u, y)$ defines the standard passivity supply rate, while (10) amounts to the energy balance

$$
\begin{equation*}
\frac{d}{d t} \frac{1}{2} x^{\top} Q x=\frac{1}{2}\left(u^{\top} y+y^{\top} u\right)=u^{T} y \tag{11}
\end{equation*}
$$

A minimal input-state-output representation of a conservative port-Hamiltonian system takes the form [15], [14], [6], [16]

$$
\begin{align*}
\frac{d}{d t} x & =J Q x+B u \\
y & =B^{\top} Q x+M u \tag{12}
\end{align*}
$$

where $J=-J^{\top} \in \mathbb{R}^{n \times n}$ and $M=-M^{\top} \in \mathbb{R}^{m \times m}$.

## III. The Pick matrix and its properties

We are given $N$ pairs $\left(\lambda_{i}, v_{i}\right), i=1, \ldots, N$, where $v_{i} \in$ $\mathbb{C}^{m}, \lambda_{i} \in \mathbb{C}$ with the property that $\lambda_{i}$ does not lie on the imaginary axis, $\lambda_{i} \neq \lambda_{j}$ for $i \neq j$, and $\lambda_{j}=\lambda_{i}^{*} \Rightarrow v_{j}=\overline{v_{i}}$. Given the observable image representation (5) partitioned as in (6), our data-set is defined by

$$
\left\{\left[\begin{array}{l}
u_{i}  \tag{13}\\
y_{i}
\end{array}\right] \exp \left(\lambda_{i}\right):=M\left(\lambda_{i}\right) v_{i} \exp \left(\lambda_{i}\right)\right\}_{i=1, \ldots, N}
$$

For every $M$ it is known [3] that the Pick matrix satisfies a Lyapunov matrix equation; we give a direct proof based on the calculus of QDFs.

Proposition 1: Consider $M$ partitioned as in (6), and define

$$
\begin{align*}
\Lambda & :=\operatorname{diag}\left(\lambda_{i}\right)_{i=1, \ldots, N} \\
U & :=\left[D\left(\lambda_{i}\right) v_{i}\right]_{i=1, \ldots, N} \\
Y & :=\left[N\left(\lambda_{i}\right) v_{i}\right]_{i=1, \ldots, N} \tag{14}
\end{align*}
$$

then $P$ satisfies the equation

$$
\begin{equation*}
P \Lambda+\Lambda^{*} P=U^{*} Y+Y^{*} U \tag{15}
\end{equation*}
$$

Proof:

$$
\begin{aligned}
& D(\zeta)^{\top} N(\eta)+N(\zeta)^{\top} D(\eta) \\
& =\zeta \frac{D(\zeta)^{\top} N(\eta)+N(\zeta)^{\top} D(\eta)}{\zeta+\eta} \\
+ & \eta \frac{D(\zeta)^{\top} N(\eta)+N(\zeta)^{\top} D(\eta)}{\zeta+\eta} .
\end{aligned}
$$

Substituting $\zeta$ with $\lambda_{i}{ }^{*}, \eta$ with $\lambda_{j}$, and multiplying on the left by $v_{i}^{*}$ and on the right by $v_{j}$ we obtain the claim.
In case $M$ defines a conservative port-Hamiltonian system the Pick matrix (3) enjoys the following important property.

Proposition 2: Let $X\left(\frac{d}{d t}\right)$ be a minimal state map for the system, and let $Q$ be the invertible energy matrix defined by (11). Define

$$
Z:=\left[\begin{array}{lll}
X\left(\lambda_{1}\right) v_{1} & \ldots & X\left(\lambda_{N}\right) v_{N} \tag{16}
\end{array}\right] \in \mathbb{C}^{n \times N}
$$

then

$$
\begin{equation*}
P=Z^{*} Q Z \tag{17}
\end{equation*}
$$

Consequently, if $N \leq n$ then $P$ is nonsingular. The maximal possible rank of $P$ is $n$.

Proof: Use Th. 1 and (11) to conclude that for all $1 \leq i, j \leq N$ it holds that $\left(M\left(\lambda_{i}\right) v_{i}\right)^{*} Q_{e} M\left(\lambda_{j}\right) v_{j}=\left(\lambda_{i}{ }^{*}+\right.$ $\left.\lambda_{j}\right)\left(X\left(\lambda_{i}\right) v_{i}\right)^{*} Q X\left(\lambda_{j}\right) v_{j}$. From this (17) follows.

We prove that $Z$ has full rank; the rest of the claims easily follows. Let $N \leq n$, and assume by contradiction that $\operatorname{rank}(Z)<N$; then there exist $\alpha_{i} \in \mathbb{C}, i=1, \ldots, N$, not all zero, such that $Z \operatorname{col}\left(\alpha_{i}\right)_{i=1, \ldots, N}=0$. Consider the trajectory $\hat{\ell}:=\sum_{i=1}^{N} \alpha_{i} v_{i} \exp \left(\lambda_{i}\right)$. Let $F \in \mathbb{R}^{m \times m}[\xi]$ be such that ker $\left(F\left(\frac{d}{d t}\right)\right)$ equals the subspace of $\mathfrak{C}^{\infty}\left(\mathbb{R}, \mathbb{R}^{m}\right)$ spanned by $v_{i} \exp \lambda_{i}, i=1, \ldots, N$; such $F$ always exists (see section XV of [17]). Now consider the following equations:

$$
\begin{equation*}
w=M\left(\frac{d}{d t}\right) \ell, x=X\left(\frac{d}{d t}\right) \ell, 0=F\left(\frac{d}{d t}\right) \ell \tag{18}
\end{equation*}
$$

The external behavior $\mathfrak{B}^{\prime}$ described by these equations is autonomous (see [10]), of dimension $N$. Moreover $X\left(\frac{d}{d t}\right)$ is a state map for $\mathfrak{B}^{\prime}$, since it is a state map for $\operatorname{im} M\left(\frac{d}{d t}\right) \supset$ $\mathfrak{B}^{\prime}$. Choose $\ell=\hat{\ell}$ in (18); then the value of $\hat{x}:=X\left(\frac{d}{d t}\right) \hat{\ell}$ at $t=0$ is zero. Since $\mathfrak{B}^{\prime}$ is autonomous, it follows that $\hat{w}:=M\left(\frac{d}{d t}\right) \hat{\ell}$ is also zero. From full rank of $M$ it follows that $\hat{\ell}=0$, which is in contradiction with the assumption that not all $\alpha_{i}$ 's are equal to zero. Thus $Z$ has rank $N$.

## IV. Identification of conservative PORT-HAMILTONIAN SYSTEMS

The result of Proposition 2 suggests that when the number of data $N$ in (13) is larger than or equal to the minimal dimension of the state space $n$, a set of state trajectories $x_{i} \exp \left(\lambda_{i}\right)$ can be computed as follows. Let $P=Z^{*} Q Z$ be a rank-revealing factorization of $P$, i.e. $Z \in \mathbb{C}^{n \times N}$ and $Q \in \mathbb{R}^{n \times n}$ have full row rank, equal to $n=\operatorname{rank} P$; then the $i$-th column of $Z$ is the required vector $x_{i} \in \mathbb{C}^{n}$.

Now assume that $N=n$; we show that the subspace of $\mathbb{C}^{2 n+2 m}$ defined by

$$
\mathcal{D}:=\operatorname{span}\left\{\left[\begin{array}{c}
u  \tag{19}\\
Q x_{i} \\
y_{i} \\
-\lambda_{i} x_{i}
\end{array}\right]=\left[\begin{array}{c}
D\left(\lambda_{i}\right) v_{i} \\
Q X\left(\lambda_{i}\right) v_{i} \\
N\left(\lambda_{i}\right) v_{i} \\
-\lambda_{i} X\left(\lambda_{i}\right) v_{i}
\end{array}\right]\right\}_{i=1, \cdots, N}
$$

can be "completed" to a Dirac structure.
Proposition 3: Define $\mathcal{D}$ by (19). Then there exists a $m$ dimensional subspace $\mathcal{V} \subset \mathbb{C}^{2 n}$ such that $\mathcal{D} \oplus \mathcal{V}$ is a (complex) Dirac structure.

Proof: The system associated with the data $u_{i}, y_{i}$ and the corresponding state vectors $x_{i}$ is of the form (12). Consequently, $\mathcal{D}$ is contained in the graph of the skewsymmetric map defined by

$$
\begin{aligned}
L: \mathbb{C}^{n+m} & \rightarrow \mathbb{C}^{n+m} \\
{\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right] } & \mapsto\left[\begin{array}{cc}
-J & -B \\
B^{\top} & M
\end{array}\right]\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right] .
\end{aligned}
$$

It follows (see section 1.1 of [4]) that a suitable $\mathcal{V}$ can be found so that $\mathcal{D} \oplus \mathcal{V}$ is a Dirac structure.

The following result gives a parametrization of all skewsymmetric maps whose graph contains $\mathcal{D}$. For simplicity of exposition we will assume that $Q>0$ (corresponding to a lossless port-Hamiltonian system). This means that a rankrevealing factorization of $P$ can be taken to be $P=Z^{*} Z$.

Proposition 4: Assume that $N=n$, and let $P=Z^{*} Z$ be a rank-revealing factorization of $P$. Define $U, Y$ as in (14). The following statements are equivalent:

1) The matrices $A^{\prime} \in \mathbb{R}^{n \times n}, B^{\prime} \in \mathbb{R}^{n \times m}, M^{\prime} \in \mathbb{R}^{m \times m}$ satisfy

$$
\left[\begin{array}{c}
-Z \Lambda  \tag{20}\\
Y
\end{array}\right]=\left[\begin{array}{ll}
A^{\prime} & B^{\prime} \\
C^{\prime} & M^{\prime}
\end{array}\right]\left[\begin{array}{l}
Z \\
U
\end{array}\right]
$$

and moreover $\left[\begin{array}{cc}A^{\prime} & B^{\prime} \\ C^{\prime} & M^{\prime}\end{array}\right]$ is skew-symmetric;
2) There exist $X=-X^{\top} \in \mathbb{R}^{m \times m}$ such that

$$
\left.\left.\begin{array}{c}
{\left[\begin{array}{ll}
A^{\prime} & B^{\prime}
\end{array}\right]=\left[-Z \Lambda Z^{-1}\right.} \\
\left.0_{N \times m}\right]+K\left[U Z^{-1}\right.  \tag{21}\\
\hline\left[\begin{array}{ll}
C^{\prime} & D^{\prime}
\end{array}\right]=\left[\begin{array}{ll}
Y Z^{-1} & 0_{m \times m}
\end{array}\right]+X\left[U Z^{-1}\right. \\
\hline
\end{array}\right]=I_{m}\right]\left[\begin{array}{ll}
\end{array}\right]
$$

where $K:=-Z^{-*} Y^{\top}-Z^{-*} U^{\top} X^{\top}$.
Proof: It is a matter of straightforward verification to check that $A^{\prime} \in \mathbb{R}^{n \times n}, B^{\prime} \in \mathbb{R}^{n \times m}, M^{\prime} \in \mathbb{R}^{m \times m}$ satisfy (20) if and only if they are of the form (21) for some choice of arbitrary matrices $X$ and $K$. The skew-symmetry in (20) occurs if and only if $X$ is skew-symmetric, and $K=-Z^{-*} Y^{\top}-Z^{-*} U^{\top} X^{\top}$.

Remark 1: Using the terminology of ([17]), we say that the set consisting of quadruples $\left(A^{\prime}, B^{\prime}, C^{\prime}, M^{\prime}\right)$ parametrized as in statement 2) of Proposition 4 is the set of unfalsified models of the data $x_{i} \exp \left(\lambda_{i}\right),\left[\begin{array}{l}u_{i} \\ y_{i}\end{array}\right] \exp \left(\lambda_{i}\right)$, $i=1, \ldots, N$, in the model class of conservative, input-stateoutput port-Hamiltonian systems.

Remark 2: Note that the unfalsified models are parametrized by the feedthrough term $X$, and that among the unfalsified models there exists precisely one such that $M^{\prime}=M$, the feedthrough term in (12).

Remark 3: The need for rank-revealing factorisations arises in may areas, and the symmetric case is especially relevant in signal processing and optimization theory. Numerically speaking, the singular-value decomposition (SVD) is the most accurate way of performing such factorisation; however, alternative faster algorithms are available although not as informative or as accurate as the SVD. The standard reference on the SVD is the book [7]; the papers [2], [5], [8] illustrate alternative rank-revealing factorization algorithms. The application of these numerical procedures in our approach is a matter of ongoing investigation.

## V. DATA-DRIVEN REDUCED-ORDER MODELING OF CONSERVATIVE PORT-HAMILTONIAN SYSTEMS

In the previous section we assumed that the number $N$ of trajectories of the system was equal to $n$, the minimal dimension of the state space. In this section we consider the case $N<n$, i.e. we consider a subset of $N^{\prime}<n$ data points. We partition the matrices $U$ and $Y$ and $Z$ as

$$
U=\left[\begin{array}{ll}
U_{a} & U_{b}
\end{array}\right], Y=\left[\begin{array}{ll}
Y_{a} & Y_{b}
\end{array}\right], Z=\left[\begin{array}{ll}
Z_{a} & Z_{b} \tag{22}
\end{array}\right]
$$

where $U_{a}, Y_{a} \in \mathbb{C}^{m \times N^{\prime}}, Z_{a} \in \mathbb{C}^{n \times N^{\prime}}$. We also partition $P$ and $\Lambda$ accordingly, i.e.

$$
P=\left[\begin{array}{ll}
P_{a a} & P_{a b} \\
P_{b a} & P_{b b}
\end{array}\right], \Lambda=\operatorname{diag}\left(\Lambda_{a}, \Lambda_{b}\right) .
$$

Straightforward verification shows that the 'reduced' Pick matrix $P_{a a} \in \mathbb{C}^{N^{\prime} \times N^{\prime}}$ satisfies the Lyapunov equation

$$
\begin{equation*}
P_{a a} \Lambda_{a}+\Lambda_{a}^{*} P_{a a}=U_{a}^{*} Y_{a}+Y_{a}^{*} U_{a} \tag{23}
\end{equation*}
$$

Evidently, $P_{a a}=Z_{a}^{*} Z_{a}$; now consider a rank-revealing factorization of $P_{a a}$ as

$$
\begin{equation*}
P_{a a}=Z^{\prime *} Z^{\prime} \tag{24}
\end{equation*}
$$

where $\operatorname{rank} P=\operatorname{rank} Z^{\prime}=: N^{\prime} \leq n$, and denote the columns of $Z^{\prime} \in \mathbb{C}^{N^{\prime} \times N^{\prime}}$ with $z_{i}, i=1, \ldots, N^{\prime}$.

We now show that the subspace of $\mathbb{C}^{2 N^{\prime}+2 m}$ defined by

$$
\mathcal{D}^{\prime}:=\operatorname{span}\left\{\left[\begin{array}{c}
u  \tag{25}\\
z_{i}^{\prime} \\
y_{i} \\
-\lambda_{i} z_{i}^{\prime}
\end{array}\right]\right\}_{i=1, \cdots, N^{\prime}}
$$

is contained in the graph of a skew-symmetric map, and consequently can be completed to a Dirac structure. In proving this statement, we also show that among the skewsymmetric maps whose graph contains $\mathcal{D}^{\prime}$ there exists one which is obtained by projecting the matrices $J, B$, and $M$ of the data-generating representation (12).

Proposition 5: Define $\mathcal{D}^{\prime}$ by (25); there exists a skewsymmetric matrix $L \in \mathbb{R}^{\left(N^{\prime}+m\right) \times\left(N^{\prime}+m\right)}$ such that $\mathcal{D}^{\prime}$ is contained in the graph of $L$. Moreover, one such $L$ is

$$
L=\left[\begin{array}{cc}
-Z^{\prime-*} Z_{a}^{*} J Z_{a} Z^{\prime-1} & -Z^{\prime-*} Z_{a}^{*} B  \tag{26}\\
-B^{\top} Z_{a} Z^{\prime-1} & M
\end{array}\right]
$$

where $Z_{a}$ is defined by (22), $Z^{\prime}$ is any matrix arising from a rank-revealing factorisation (24) of $P_{a a}$, and $J, B$ and $M$ are as in (12).

Proof: Since $P_{a a}=Z_{a}^{*} Z_{a}=Z^{*} Z^{\prime}$, and since $Z^{\prime}$ is nonsingular, we write

$$
\begin{equation*}
Z^{\prime}=Z^{\prime-*} Z_{a}^{*} Z_{a} \tag{27}
\end{equation*}
$$

From this equation it follows that

$$
\begin{aligned}
-Z^{\prime} \Lambda & =-Z^{\prime-*} Z_{a}^{*} Z_{a} \Lambda=Z^{\prime-*} Z_{a}^{*} \cdot\left(-J Z_{a}-B U\right) \\
& =-Z^{\prime-*} Z_{a}^{*} J Z_{a}-Z^{\prime-*} Z_{a}^{*} B U \\
& =-\underbrace{Z^{\prime-*} Z_{a}^{*} J Z_{a} Z^{\prime-1}}_{=: J^{\prime}} Z^{\prime}-\underbrace{Z^{\prime-*} Z_{a}^{*} B U}_{=: B^{\prime}}
\end{aligned}
$$

Observe that $J^{\prime}$ is skew-symmetric.
Since $Y=C Z_{a}+M U$ where $C=-B^{\top}$, it follows that

$$
Y=-\underbrace{B^{\top} Z_{a} Z^{\prime-1}}_{=B^{\prime \top}} Z^{\prime}+D U=B^{\prime \top} Z^{\prime}+M U
$$

Consequently, $\mathcal{D}^{\prime}$ is contained in the graph of the skewsymmetric map defined by (26).

It follows from the considerations gathered in Remark 1 and Remark 2 that the reduced-order representation associated with the skew-symmetric matrix $L$ defined in (26) is precisely that associated with the choice of $X=-M$, where $X$ is the parameter defined in Prop. 4, and $M$ is the feedthrough term of the data-producing system equations (12). The following result is a straightforward consequence of these considerations.

Corollary 1: Define $\mathcal{D}^{\prime}$ by (25). A skew-symmetric matrix $L \in \mathbb{R}^{\left(N^{\prime}+m\right) \times\left(N^{\prime}+m\right)}$ whose graph contains $\mathcal{D}^{\prime}$ is $L=$ : $\left[\begin{array}{cc}L_{11} & L_{12} \\ -L_{12}^{\top} & L_{22}\end{array}\right]$, where

$$
\begin{align*}
& L_{11}:=-Z^{\prime} \Lambda Z^{\prime-1}-Z^{\prime-\top} Y^{\top}-Z^{\prime-\top} U^{\top} M U Z^{\prime-1} \\
& L_{12}:=-Z^{\prime-\top} Y^{\top}-Z^{\prime-\top} U^{\top} M \\
& L_{22}:=M . \tag{28}
\end{align*}
$$

## VI. The self-adjoint Hamiltonian case

In this section we will sketch how the theory developed in the previous sections can be extended to self-adjoint Hamiltonian systems. This entails the introduction of a skewsymmetric version of the Pick matrix, and the replacement of Dirac structures by Lagrangian subspaces, see Appendix VIII.

## A. Self-adjoint Hamiltonian systems

Consider on the space of outputs and inputs the standard symplectic form defined by

$$
\Omega_{e}=\left[\begin{array}{cc}
0_{m} & I_{m}  \tag{29}\\
-I_{m} & 0_{m}
\end{array}\right]
$$

Then a system given in image representation (5) is called a self-adjoint Hamiltonian system if

$$
\int_{-\infty}^{+\infty}\left[u(t)^{\top} \quad y(t)^{\top}\right] \Omega_{e}\left[\begin{array}{l}
u(t) \\
y(t)
\end{array}\right] d t=0
$$

for all compact-support trajectories $\operatorname{col}(u, y)$. It can be shown [16] that this holds if and only if there exists $\Psi \in$ $\mathbb{R}^{m \times m}[\zeta, \eta]$ such that

$$
\begin{align*}
M(\zeta)^{T} \Omega_{e} M(\eta) & =D(\zeta)^{T} N(\eta)-N(\zeta)^{T} D(\eta)  \tag{30}\\
& =(\zeta+\eta) \Psi(\zeta, \eta)
\end{align*}
$$

We obtain the following statement paralleling Theorem 1.
Theorem 2: Let $X\left(\frac{d}{d t}\right)$ be a minimal state map for the system represented by (5). Assume that the system is selfadjoint Hamiltonian, and let $Q_{\Psi}$ be its storage function. There exists an invertible $\Omega=-\Omega^{\top} \in \mathbb{R}^{n \times n}$ such that for all $(\operatorname{col}(u, y), \ell)$ satisfying (5) and corresponding $x:=X\left(\frac{d}{d t}\right) \ell$, it holds that $Q_{\Psi}(w)=\left(X\left(\frac{d}{d t}\right) \ell\right)^{\top} \Omega\left(X\left(\frac{d}{d t}\right) \ell\right)$.

It can be shown [16] that the state space representation of a self-adjoint Hamiltonian system is given as

$$
\begin{align*}
\Omega \frac{d}{d t} x & =-Q x-C^{T} u \\
y & =C^{\top} x+M u \tag{31}
\end{align*}
$$

where $J=-J^{\top} \in \mathbb{R}^{n \times n}, Q=Q^{\top} \in \mathbb{R}^{n \times n}$, and $M=M^{\top} \in \mathbb{R}^{m \times m}$. Here $\frac{1}{2} x^{T} Q x$ represents the internal Hamiltonian of the system. It follows that

$$
\begin{equation*}
\frac{d}{d t} x_{1}^{\top} \Omega x_{2}=u_{1}^{\top} y_{2}-y_{1}^{\top} u_{2} \tag{32}
\end{equation*}
$$

showing that instead of an energy balance as in (11) the fundamental property of any self-adjoint Hamiltonian system is the relation between the internal symplectic form $\Omega$ with the external symplectic form $\Omega_{e}$. Note in this respect that, since $\Omega$ has full rank, there always exist state space coordinates (called canonical coordinates) in which $\Omega$ takes the form

$$
\Omega=\left[\begin{array}{cc}
0_{n} & I_{n}  \tag{33}\\
-I_{n} & 0_{n}
\end{array}\right]
$$

## B. The skew-symmetric Pick matrix

The above system class motivates to introduce the following skew-symmetric version of the Pick matrix. Consider as before $N$ pairs $\left(\lambda_{i}, v_{i}\right), i=1, \ldots, N$, where $v_{i} \in \mathbb{C}^{m}$, $\lambda_{i} \in \mathbb{C}$ with the property that $\lambda_{i}$ does not lie on the imaginary axis, $\lambda_{i} \neq \lambda_{j}$ for $i \neq j$, and $\lambda_{j}=\lambda_{i}^{*} \Rightarrow v_{j}=\overline{v_{i}}$, with data-set defined by (13).

Define instead of the standard Pick matrix the skewsymmetric Pick matrix as the skew-Hermitian matrix whose $(i, j)$-th entry is

$$
S_{i, j}:=\frac{\left[\begin{array}{ll}
u_{i}^{*} & y_{i}^{*}
\end{array}\right]\left[\begin{array}{cc}
0_{m \times m} & I_{m}  \tag{34}\\
-I_{m} & 0_{m \times m}
\end{array}\right]\left[\begin{array}{l}
u_{i} \\
y_{i}
\end{array}\right]}{\lambda_{i}^{*}+\lambda_{j}}
$$

Also the skew-symmetric Pick matrix $S$ defined from this data set satisfies a Lyapunov matrix equation. In fact for any (not necessarily self-adjoint Hamiltonian) system we have

Proposition 6: Consider $M$ partitioned as in (6), and define $\Lambda, U, Y$ as in (14) Then the skew-symmetric Pick matrix $S$ defined by (34) satisfies

$$
\begin{equation*}
S \Lambda+\Lambda^{*} S=U^{*} Y-Y^{*} U \tag{35}
\end{equation*}
$$

Proof:

$$
\begin{aligned}
& D(\zeta)^{\top} N(\eta)-N(\zeta)^{\top} D(\eta) \\
& =\zeta \frac{D(\zeta)^{\top} N(\eta)-N(\zeta)^{\top} D(\eta)}{\zeta+\eta} \\
+\quad & \eta \frac{D(\zeta)^{\top} N(\eta)-N(\zeta)^{\top} D(\eta)}{\zeta+\eta}
\end{aligned}
$$

Substituting $\zeta$ with $\lambda_{i}{ }^{*}, \eta$ with $\lambda_{j}$, and multiplying on the left by $v_{i}^{*}$ and on the right by $v_{j}$ we obtain the claim.
For a self-adjoint Hamiltonian system the skew-symmetric Pick matrix (34) enjoys the following property paralleling Proposition 2.

Proposition 7: Let $X\left(\frac{d}{d t}\right)$ be a minimal state map for the system, and let $\Omega$ be the symplectic matrix defined by (32). Define

$$
Z:=\left[\begin{array}{lll}
X\left(\lambda_{1}\right) v_{1} & \ldots & X\left(\lambda_{N}\right) v_{N} \tag{36}
\end{array}\right] \in \mathbb{C}^{n \times N}
$$

then

$$
\begin{equation*}
P=Z^{*} \Omega Z \tag{37}
\end{equation*}
$$

Consequently, if $N \leq n$ then $P$ is nonsingular. The maximal possible rank of $P$ is $n$.

## C. Identification of self-adjoint Hamiltonian systems

The identification theory for self-adjoint Hamiltonian systems parallels the one for conservative port-Hamiltonian systems. Let $S=Z^{*} \Omega Z$ be a rank-revealing factorization of $S$, i.e. $Z \in \mathbb{C}^{n \times N}$ and $\Lambda \in \mathbb{C}^{n \times n}$ have full row rank, equal to $n=\operatorname{rank} S$; then the $i$-th column of $Z$ is the required vector $x_{i} \in \mathbb{C}^{n}$. It follows that (35) can be written in the following form

$$
\begin{equation*}
Z^{*}(\Omega Z) \Lambda-\Lambda^{*}(\Omega Z)^{*} Z=U^{*} Y-Y^{*} U \tag{38}
\end{equation*}
$$

This means that the Dirac structure formulation as given before for conservative port-Hamiltonian systems is replaced by a Lagrangian subspace formulation. (See the Appendix VIII for the definition of a complex Lagrangian subspace.)
Indeed, assume as before that $N=n$; then we show that the subspace of $\mathbb{C}^{2 n+2 m}$ defined by

$$
\mathcal{L}:=\operatorname{span}\left\{\left[\begin{array}{c}
u_{i}  \tag{39}\\
x_{i} \\
y_{i} \\
-\lambda_{i} \Omega x_{i}
\end{array}\right]=\left[\begin{array}{c}
D\left(\lambda_{i}\right) v_{i} \\
X\left(\lambda_{i}\right) v_{i} \\
N\left(\lambda_{i}\right) v_{i} \\
-\lambda_{i} \Omega X\left(\lambda_{i}\right) v_{i}
\end{array}\right]\right\}_{i=1, \cdots, N}
$$

can be "completed" to a Lagrangian subspace.
Proposition 8: Define $\mathcal{L}$ by (39). Then there exists a $m$ dimensional subspace $\mathcal{V} \subset \mathbb{C}^{2 n}$ such that $\mathcal{L} \oplus \mathcal{V}$ is a Lagrangian subspace.

Proof: The system associated with the data $u_{i}, y_{i}$ and the corresponding state vectors $x_{i}$ is of the form (31). Consequently, $\mathcal{L}$ is contained in the graph of the symmetric map defined by

$$
\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right] \mapsto\left[\begin{array}{cc}
Q & B \\
B^{\top} & M
\end{array}\right]\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right]
$$

It follows that a suitable $\mathcal{V}$ can be found so that $\mathcal{L} \oplus \mathcal{V}$ is a Lagrangian subspace.

A parametrisation of all symmetric maps whose graph contains $\mathcal{L}$ can be given along the same lines as the parametrisation given for the conservative port-Hamiltonian case in Proposition 4. Also the data-driven reduced-order modelling of self-adjoint Hamiltonian systems can be performed in a similar way. Because of space limitations, we will not enter into such details.

## VII. Conclusions

Our approach to system identification and model order reduction is based on exploiting the connection between the external structure of the system, associated with a bilinear form on the inputs and outputs, and its internal structure, associated with a bilinear form on the state variables. If the external structure is known, state trajectories corresponding to the given data can be computed factorising certain constant matrices computed from the data.

Several issues are a matter of ongoing investigation. We need to clarify the relation of the approach presented here to other ones based on interpolation (see [1]), or specifically used for port-Hamiltonian systems (see [11]). We need to study the approximating properties (for example error-bounds) of the reduced-order systems defined by our procedures. In order for our method to be practical in real application, we need to investigate the numerically robust and computationally efficient implementation of the algorithms (see Remark 3). Finally, we need to investigate the potential of this approach to deal with dissipative systems.

## VIII. Appendix

For completeness we slightly adapt the definition of a Dirac structure as given in [4], [15], [14] to a real linear space $\mathcal{V}$ with inner product $\langle\cdot \mid \cdot\rangle$. Define on $\mathcal{V} \times \mathcal{V}$ the bilinear form

$$
\ll\left(f^{a}, e^{a}\right),\left(f^{b}, e^{b}\right) \gg:=\left\langle e^{a} \mid f^{b}\right\rangle+\left\langle e^{b} \mid f^{a}\right\rangle
$$

with $\left(f^{a}, e^{a}\right),\left(f^{b}, e^{b}\right) \in \mathcal{V} \times \mathcal{V}$. Then $\mathcal{D} \subset \mathcal{V} \times \mathcal{V}$ is a Dirac structure with respect to the bilinear form $\ll \cdot \cdot \cdot \gg$ if $\mathcal{D}=\mathcal{D}^{\Perp}$, where ${ }^{\Perp}$ is with respect to $\ll \cdot, \gg$. For a finitedimensional linear space $\mathcal{V}$ this is equivalent to $\operatorname{dim} \mathcal{D}=$ $\operatorname{dim} \mathcal{V}$ and $\langle e \mid f\rangle=0$ for all $(f, e) \in \mathcal{D}$.

This definition can be extended to the complex case as follows.

Definition 2: Consider $\mathbb{C}^{n}$ (or any linear space over $\mathbb{C}$ ) with complex inner product $\langle\cdot \mid \cdot\rangle$. Define on $\mathbb{C}^{n} \times \mathbb{C}^{n}$ the sesquilinear form

$$
\ll\left(f^{a}, e^{a}\right),\left(f^{b}, e^{b}\right) \gg:=\left\langle e^{a} \mid f^{b}\right\rangle+\left\langle e^{b} \mid f^{a}\right\rangle,
$$

with $\left(f^{a}, e^{a}\right),\left(f^{b}, e^{b}\right) \in \mathbb{C}^{n} \times \mathbb{C}^{n}$, and $\langle\cdot \mid \cdot\rangle$ the complex inner product. Then $\mathcal{D} \subset \mathbb{C}^{n} \times \mathbb{C}^{n}$ is a complex Dirac structure if $\mathcal{D}=\mathcal{D}^{\Perp}$ where $\Perp$ is with respect to the sesquilinear form. This is equivalent to $\operatorname{dim} \mathcal{D}=n$ and $\langle e \mid f\rangle=0$ for all $(f, e) \in \mathcal{D}$.

Similarly, a complex Lagrangian subspace is defined as follows:

Definition 3: Consider $\mathbb{C}^{n}$ (or any linear space over $\mathbb{C}$ ) with complex inner product $\langle\cdot \mid \cdot\rangle$. Define on $\mathbb{C}^{n} \times \mathbb{C}^{n}$ the sesquilinear form

$$
\ll\left(f^{a}, e^{a}\right),\left(f^{b}, e^{b}\right) \gg:=\left\langle e^{a} \mid f^{b}\right\rangle-\left\langle e^{b} \mid f^{a}\right\rangle
$$

with $\left(f^{a}, e^{a}\right),\left(f^{b}, e^{b}\right) \in \mathbb{C}^{n} \times \mathbb{C}^{n}$. Then $\mathcal{L} \subset \mathbb{C}^{n} \times \mathbb{C}^{n}$ is a complex Lagrangian subspace if $\mathcal{L}=\mathcal{L}^{\Perp}$, where ${ }^{\Perp}$ is with respect to the sesquilinear form. This implies $\operatorname{dim} \mathcal{L}=n$.
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