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Abstract— Layered video coding is capable of progressively
refining the reconstructed video quality with the aid of multiple
layers of unequal importance. When the base layer (BL) is
corrupted or lost due to channel impairments, the enhancement
layers (ELs) must be discarded by the video decoder, regardless
whether they are perfectly decoded or not, which implies that the
transmission power assigned to the ELs is wasted. To circumvent
this problem, we proposed a bit-level inter-layer forward error
correction (IL-FEC) scheme for layered video transmission in
our previous work, which implanted the systematic bits of the BL
into the systematic bits of the ELs using exclusive-OR operations
(XOR). This allowed the receiver to exploit the implanted bits
of the ELs for assisting the BL’s decoding and hence improved
the overall system performance of our IL-FEC aided layered
video scheme. In this treatise, we find the specific FEC coding
rates in a real-time on-line fashion for the sake optimizing the
overall system performance. The proposed procedure is widely
applicable to diverse wireless transceivers and FEC codecs. Our
simulation results show that the proposed optimized IL-FEC
system outperforms the traditional optimal UEP by about 1.9
dB of Eb/N0 at a peak signal-to-noise ratio (PSNR) of 38 dB.
Viewing the improvements in terms of the video quality, 3.3 dB
of PSNR improvement is attained at an Eb/N0 of 10 dB, when
employing a recursive systematic convolutional (RSC) code.

I. INTRODUCTION

In recent years, low-delay lip-synchronized wireless video
communications became a reality and the road to this is
detailed in [1]. Layered video coding [2] has been widely
adopted by the existing video coding standards [3]–[6], which
is capable of generating multiple layers of unequal importance.
The most important layers are referred to as the base layer
(BL), while the less important layers depend on the BL and
are referred to as enhancement layers (ELs). As an inherent
component of layered video coding standards, partitioned
mode video coding [5] encodes each video-frame slice into at
most three partitions, namely partition A, B and C according
to the error sensitivity of the bistreams, where partition A
may be deemed to be the BL, while partitions B and C
are treated as ELs. Furthermore, the moving picture expert
group (MPEG)’s [1] developed a multiview profile (MVP)
[3], where the left view and right view are encoded as a BL
and an EL, respectively. Another recent layered video coding
standard, referred to as scalable video coding (SVC) [4], [5]
was designed as an extension of H.264/AVC [5]. In SVC, a
video sequence is encoded into a stream containing multiple
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dependent layers, where a number of subset layers may be
extracted and hence the bitrate may be controlled according
to the users’ specific requirements in practical video services.
A common characteristic of layered video coding scheme
is that the ELs may be assigned a lower priority than the
BL and hence may be discarded in the scenario of network
congestion or buffer overflow [7]. Moreover, when the related
BL is corrupted or lost due to channel impairments, the layered
video decoder has to discard the corresponding ELs, regardless
whether they are correctly recovered or not.

Unequal error protection (UEP) was first proposed in [8],
where a stronger forward error correction (FEC) code was
allocated to the more important data and a weaker FEC code
was allocated to the less important data. In [9] UEP was
achieved by optimizing the transmission power assigned to
individual source bits according to their importance. Addi-
tionally, UEP using convolutional codes was investigated in
[10], where the rate-compatible convolutional codes (RCPC)
proposed in [11] were employed. Moreover, a number of UEP
techniques based on low-density parity-check (LDPC) codes
were studied in [12]–[15], where the more important bits were
more strongly protected than the less important bits. Moreover,
most of the above-mentioned UEP contributions considered
artificial signals, rather than realistic video signals, which may
not be directly extended to the scenario of flawless, low-delay,
lip-synchronized video communications.

In layered video coded bitstreams different layers have
a different importance, which implies that employing UEP
techniques would substantially improve the reconstructed
video quality. Generally, these UEP techniques [16]–[31] may
be classified into two categories1, namely the packet-level
schemes [18], [20], [23]–[27], [30] and bit-level schemes
[16], [17], [19], [21], [22], [28], [29], [31]. Specifically, the
packet-level contributions [18], [20], [23]–[27], [30] mitigate
the packet loss events as exemplified by the packets lost in
Internet-routers [32], while the bit-level ones are devoted to
eliminating bit-errors of wireless scenarios [33]. Let us con-
tinue by considering the family of packet-level UEP schemes
first [18], [20], [25], [26]. An UEP scheme was conceived for
object-based video communications in [18] for achieving the
best attainable system performance under specific bitrate and
delay constraints in an error-prone network environment. A
novel UEP method using Reed-Solomon codes was proposed
in [20] for SVC video transmission over networks inflicting
packet-loss events. Firstly, the layer-weighted expected zone
of error propagation (LW-EZEP) was defined as an efficient
performance metric for quantifying the error propagation ef-

1Thanks to an anonymous reviewer for this valuable suggestion.
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fects imposed by packet loss events. Then, the corresponding
Reed-Solomon (RS) coding rates were assigned based on LW-
EZEP for minimizing the expected video distortion. Cross-
layer operation aided scalable video streaming designed for
error-prone channels was investigated in [25], where the RS
coded UEP was optimized for robust video delivery. The
expected video quality was evaluated based on both the avail-
able bandwidth and the packet loss ratio (PLR) encountered,
which was then further improved by employing content-aware
bitrate allocation. Finally, an error concealment method was
invoked at the receiver. The authors of [26] studied an UEP
scheme using Luby Transform (LT) codes for recovering the
video packets lost owing to network congestions. The above-
mentioned UEP methodologies tended to employ hard decoded
FEC [34] codes and dispensed with soft-information exchange
in the decoding process, since they are carried out at the
application layer. Similarly, bit-level UEP techniques have
also been widely investigated [16], [17], [19], [21], [22],
[29]. In [17], an UEP scheme using a turbo transceiver was
optimized for wireless video telephony. The UEP performance
of data-partitioned [5] H.264/AVC video streaming systems
using recursive systematic convolutional (RSC) codes was
evaluated in [29], while turbo coded modulation based UEP
was investigated in [19], where both the cutoff rates and the
channel capacity of each of the UEP levels was determined.
The authors of [21] considered the unequal importance of
both the video-frames in a group of pictures (GOP) and the
significance of the diverse macroblocks (MB) in a video frame
for transmission over wireless channels, where a prompt and
efficient fast rate allocation scheme was also investigated.
However, only three protection classes were discussed in [21],
which limits the attainable system performance. The same
authors also considered the different importance of the intra-
coded (I) frame and of the predicted (P) frames within a
GOP in [22], where the video bits of different importance
were mapped to the different-integrity modulation constella-
tion points of hierarchical quadrature amplitude modulation
(QAM). These bit-level schemes tended to employ physical
layer FEC codes [35] and perform soft decoding [34] for
wireless video communications.

In the traditional UEP scheme conceived for layered video
communication, variable-rate FEC codes were assigned to
the different-sensitivity layers for improving the reconstructed
video quality. However, when the BL is corrupted or lost, the
ELs have to be discarded by the video decoder, regardless
whether they are perfectly decoded or not, which implies
that both the transmission power and the bandwidth assigned
to the ELs is wasted. Hence it is beneficial improve the
protection of the more important BL with the aid of the ELs.
Hence, the authors of [24] proposed a packet-level solution
based on fountain codes [23] for scalable video multicast
over networks inflicting packet loss events, where ELs con-
veyed parity information protecting the more important BL.
By contrast, hierarchical network coding [27] and general-
ized network coding [30] techniques were also proposed for
combating packet-loss events, when transmitting information
of unequal importance. Furthermore, a bit-level layer-aware
FEC (LA-FEC) philosophy using a hard-decoded Raptor code

was designed for scalable video transmission over the binary
erasure channels (BEC) in [28], [36]. The Raptor encoder
generated the parity bits right across the BL and the ELs
at the transmitter. As a benefit, the parity bits of the ELs
may be utilized for assisting in correcting the errors residing
in the BL at the receiver. Motivated by these advances, we
developed a bit-level inter-layer coded FEC (IL-FEC) scheme
layered video telephony over wireless fading channels relying
on a soft-decoded systematic FEC code in [31], where the
systematic bits of the BL are implanted into the ELs at
the transmitter. At the receiver, the BL’s bits implanted into
the ELs may be utilized for correcting the BL. The above-
mentioned IL-FEC technique of [31] was also combined with
the UEP philosophy for the sake of further improving the
attainable system performance. In [31], a number of coding
rates were tested for the sake of proving the benefits of the
proposed IL technique, where the code rates arrangements
were determined empirically. However, in practical scenarios,
different configurations of video codecs and different video se-
quences may have different characteristics, which may require
different channel coding rates for achieving the best system
performance.

Against this background, in this treatise, we propose a
technique for finding the optimized coding rates for coded
bitstreams “on-the-fly” at the transmitter, which optimizes the
IL-FEC coded system performance. Specifically, we find the
coding rates achieving the minimum video quality distortion
with the aid of the mutual information (MI) between the log-
likelihood ratios (LLRs) and the corresponding video bits. In
this context, the soft-decoding metric of the FEC codec and
of the demodulator are characterized by lookup tables (LUTs),
since these cannot be characterized theoretically. Finally, the
widely employed SVC-H.264 codec will be utilized for the
sake of benchmarking our proposed system. In a nutshell, we
focus our attention on the optimization of bit-level IL-FEC
encoded scalable video communications over wireless fading
channels. Specifically, our proposed technique is significantly
different from the existing contributions [16], [20], [21], [23],
[25], [26], [28] in the following aspects. Firstly, our technique
is proposed for layered video communication over wireless
channels, while the packet-level contributions of [20], [23],
[25], [26] consider networks, which inflict packet-loss events
or on networks modeled by the BEC. Secondly, IL-FEC relies
on bit-level soft-decoding aided channel decoders, such as
an RSC code, while [20], [23], [25], [26], [28] considered
hard-decoded Reed-Solomon or fountain codes. Moreover, we
propose a solution employing near-continuous coding rates,
while only three protection rates - namely low-order, medium-
order and high-order protection - were utilized in [16], [21],
which limits the system’s performance. Finally, we find the
optimized coding rates for the IL-FEC aided UEP system of
[31], where the basic principle of IL-FEC was conceived, but
the assisted focus and the system optimization was set aside
for further research. Against this background, the rationale and
novelty of this paper is summarized as follows.

1) We set out to optimize soft-decoding bit-level IL-FEC

encoded scalable video communication over wireless



3

fading channels relying on a new objective function (OF)

for the sake of finding the best code rate. Specifically,

our technique relies on the MI and LUTs for finding the

optimized coding rates in a real-time, online fashion,

while minimizing video quality distortion. In contrast

to the packet-level contributions of [20], [23], [25],

[26], where the authors considered hard-decoded video

streams transmitted over networks, which inflict packet-

loss events or networks modelled by BEC, we con-

sider transmission over non-dispersive Rayleigh fading

wireless channels, where the layered video stream is

protected by FEC codes and then soft-decoded at the

receiver.

2) We utilize the MI and LUTs for the sake of optimizing

the proposed system’s performance, where we show an

Eb/N0 gain of 1.9 dB at a PSNR of 38 dB. Alternatively,

viewing the improvements in terms of the attainable

video quality, or a PSNR gain of 3.3 dB is achieved

at an Eb/N0 of 10 dB over the benchmarker of [21].
3) A general solution is proposed for optimizing the coding

rate allocation for arbitrary non-iterative FEC codes

protecting, arbitrary layered video codecs. More explic-

itly, our solution is applicable to arbitrary transceivers

provided that the receiver is capable of generating near-

Gaussian distributed soft-information.

We use the SVC-H.264/AVC scheme in our simulations, but
our proposed scheme is not limited to SVC, it can be readily
applied in any arbitrary system relying on layered video
coding, such as the partitioned video coding regime of [31].
The rest of this paper is organized as follows. Section II details
our proposed IL-FEC system model and the related video
transmission techniques. Then the coding-rate optimization of
the system is detailed in Section III. The performance of our
optimized IL-FEC scheme using a RSC codec is benchmarked
in Section IV using two video sequences having different
motion characteristics. Finally, we offer our conclusions in
Section V.

II. SYSTEM OVERVIEW

In this section, we briefly introduce the architecture of
the inter-layer FEC scheme conceived for scalable video
transmission, while further details on this technique may be
found in [31]. The architecture of the system is displayed
in Fig. 1, where the SVC mode of H.264 [5] is employed.
Moreover, two layers, namely the BL L0 and the EL L1 are
assumed to be generated by the SVC encoder, noting that more
complex scenarios may be readily applied - we simply use two
layers here for ease of explanation2. The variable node decoder
(VND) and check node decoder (CND) [37] used in Fig. 1 are
illustrated in Fig. 2. Both the VND and CND blocks accept a
number of soft information inputs and generate the related soft
information outputs for iteratively exploiting the deliberately
imposed inter-dependencies between the coded layers L0 and
L1. Specifically, assuming that u1, u2 and u3 = u1 ⊕ u2 are
random binary variables, the VND of Fig. 2 sums two LLR

2In our results in Section IV, we show how our proposed techniques work
for SVC encoder using three layers.

Lo2(u1)

Li3(u1)

Li1(u1)

Li2(u1)

Lo1(u1)

Lo3(u1)

(a) VND

Lo(u3)

Lo(u2)

Li(u3)

Li(u2)

Li(u1)

Lo(u1)

(b) CND

Fig. 2: The structure of VND and CND, where ⊕ and ⊞

represent the addition and boxplus action, respectively. Li (·)
and Lo (·) represent the input and output LLR, respectively.

inputs for generating an improved LLR output, which may
be formulated as Lo3(u1) = Li1(u1) + Li2(u1). Given the
confidence of the bits u1 and u2, the boxplus operation of
L(u3 = u1 ⊕ u2) = L(u1) ⊞ L(u2) [38] may be utilized for
deriving the confidence of the bit u3. Specifically, the boxplus
operation ⊞ may be formulated as follows [39]

L(u1)⊞ L(u2) = log
1 + eL(u1)eL(u2)

eL(u1) + eL(u2)

=sign [L(u1)] · sign [L(u2)] ·min [|L(u1)|, |L(u2)|]

+ log
[

1 + e−|L(u1)+L(u2)|
]

− log
[

1 + e−|L(u1)−L(u2)|
]

.

(1)

In contrast to the VND block, the CND operation of Fig. 2
may be expressed as Lo(u3) = Li(u1)⊞Li(u2) for calculating
the LLR of bit u3, given the LLR input of the bits u1 and u2.

In Section II-A, the IL-FEC encoding techniques invoked
at the transmitter are illustrated followed by our IL-FEC
decoding techniques in Section II-B, where we emphasize on
how the VND and the CND can exploit the IL information
for improving the overall system performance. In Section II-
A and II-B, we assume that the layers L0 and L1 contain an
identical number of bits for simplifying our explanations, but
our algorithm may be readily applied to the scenario of having
an unequal number of bits as in [31].

A. Transmitter Model

At the transmitter of Fig. 1, the video source signal s is com-
pressed using the SVC of the H.264 encoder, generating layers
L0 and L1. Then the output bitstream x is de-multiplexed into
the bitstreams of x0 and x1 by the DEMUX block of Fig. 1,
where x0 and x1 represent the bitstream of the BL L0 and of
the EL L1, respectively. Afterwards, the resultant two layers
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Fig. 1: Block diagram of the proposed IL-FEC coded SVC H.264/AVC coded video system, where r0 and r1 represent the
code rates for FEC encoder 0 and 1, respectively. The “Code Rate Optimization” block will be detailed in Section III.

are encoded as follows:

1) The BL bit sequence x0 representing L0 will be encoded
by the FEC encoder 0 of Fig. 1, which results in the
encoded bits containing the systematic bits x0 and parity
bits x0,p.

2) The bit sequence of the EL x1 representing L1 will
firstly be encoded into the systematic bits x1 and the
parity bits x1,p by the FEC encoder 1. Then the XOR
operation will be utilized for implanting the systematic
information of x0 into the systematic information of x1,
which is carried out without changing the parity bits
x1,p of the EL L1, as shown in Fig. 1. Specifically,
the implantation process results in the check bits of
xi
01 = xi

0 ⊕ xi
1. After this procedure, both the check

bits xi
01 and the parity bits x1,p are output.

Finally, the bit sequences x0, x0,p, x01 and x1,p are concate-
nated into a joint bitstream for transmission. Note however that
the layers x0 and x1 may contain a different number of bits.
Additionally, the interleavers π1 are employed for interleaving
the BL x0, before its XOR-based implantation into the EL
x1. Following the IL-FEC encoding procedure, the resultant
bits are modulated by the binary phase-shift keying (BPSK)
modulator of Fig. 1 and then transmitted over non-dispersive

uncorrelated Rayleigh fading wireless channels.

B. Receiver Model

In this section, we exemplify the IL decoding process using
the BL L0 and the EL L1. At the receiver3, BPSK demodu-
lation is performed, which generates the LLRs containing the
systematic information y0, y01 and the parity information y0,p
and y1,p, for the layers L0 and L1, respectively. Following

3The deinterleavers π−1 is not shown in the receiver of Fig. 1 for the sake
of simplifying the system architecture.

the demodulator, the IL-FEC decoder of Fig. 1 is invoked for
exchanging extrinsic information across the two layers. Firstly,
the FEC decoder 0 will decode the received information y0
and y0,p for estimating the LLRs of the bits x0 of the BL
L0. Then, the resultant extrinsic LLR information of the BL
L0 will be input to the "VND1-VND3-CND-VND2" block of
Fig. 1 for extracting the a-priori LLRs La(x

i
1)

4 of the EL L1,
which is carried out by following the processing of the LLRs
in the VND 1, VND 3, CND and VND 2 components of Fig.
2. Specifically, the "VND1-VND3-CND-VND2" block of Fig.
1 performs the following operations step-by-step:

1) VND 1 generates the information of BL L0 for VND
3. The extrinsic LLR Le

(

xi
0

)

generated by the FEC
decoder 0 is input to the VND 1 block of Fig. 1,
which extracts the extrinsic LLR information Le

(

xi
0

)

and forwards it to the VND 3 block of Fig. 1. Since
VND 1 has two input branches, it simply duplicates the
soft information Le

(

xi
0

)

.
2) VND 3 generates the information of BL L0 for CND.

Generally, the summation of the soft information y0 and
the extrinsic LLR Le

(

xi
0

)

from VND 1 will be output
to CND.

3) CND generates the information of layer L1 for VND 2.
The LLR information Le

(

xi
0

)

and the received check
information y01 is input to the CND block of Fig. 1 for
extracting the LLR information of the systematic bit xi

1,
namely the soft input La

(

xi
1

)

of VND 2.
4) VND 2 generates the information of EL L1 for FEC

decoder 1. The LLR information La

(

xi
1

)

extracted by
the CND is input to the VND 2 block of Fig. 1, which
extracts the LLR information La

(

xi
1

)

input to the FEC
decoder 1 of Fig. 1.

4The subscripts "a" and "e" in La and Le stand for the apriori information
and extrinsic information [40], respectively.
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Then, the FEC decoder 1 of Fig. 1 will decode the EL L1

with the aid of the resultant a-priori LLR La(x
i
1) and of

the soft parity information received from the channel, namely
y1,p of Fig. 1. Similar to the "VND1-VND3-CND-VND2"
process, the "VND2-CND-VND3-VND1" process is capable
of generating the soft information for the BL. With the aid
of the "VND1-VND3-CND-VND2" process and the "VND2-
CND-VND3-VND1" process, the FEC decoder 0 and FEC
decoder 1 may exchange extrinsic information with each other,
which constitute an iteration, where the iterative IL decoding
process continues until the affordable number of iterations is
exhausted or the BL L0 is perfectly recovered.

III. OPTIMIZED FEC CODING RATES

In this section, we focus our attention on the “Code Rate
Optimization” block of our scalable video system seen in Fig.
1, where IL-FEC coded UEP is employed for the sake of
achieving an improved video quality. Specifically, the “Code
Rate Optimization” block of Fig. 1 characterizes the receiver
of Fig. 1 and assists the transmitter in finding the specific
FEC coding rates for the layers L0 and L1 by minimizing the
video distortion. Additionally, although having only two layers
is assumed in Section II, more complex coding scenarios may
be readily considered, as evidenced by the results of Section
IV. Moreover, in our system each layer will be mapped to a
single packet. Specifically, in the SVC of H.264 coded video
scenario, a network abstraction layer unit (NALU) is packed
into a single packet, but the different NALUs may carry a
different number of bits. Note that in practice several NALUs
may be encapsulated into a single packet, depending on the
specific requirements of the network.

Below, we will use a classic RSC codec for describing
the proposed solution, which aims for minimizing the recon-
structed video distortion at the receiver. This is achieved by
characterizing the behavior of the receiver seen in Fig. 1.
However, the employment of our proposed techniques is not
limited to the RSC codec. Firstly, we define the following
notations that will aid our analysis:

• d(L0): the video distortion induced by the corruption of
the BL L0, which is measured using the peak signal-to-
noise ratio (PSNR);

• d(L1): the PSNR distortion, when the BL L0 is correct
while the EL L1 is corrupted;

• |Li|: the length of the bitstream of layer Li, 0 ≤ i ≤ 1;
• R: the overall coding rate of the system shown in Fig. 1;
• ri: the coding rate of layer Li, 0 ≤ i ≤ 1;
• p (L0): the packet error ratio (PER) of layer L0;
• p (L1): the PER of layer L1, when the layer L0 is

correctly decoded.

According to the IL-FEC decoding process detailed in Section
II, both the FEC decoders 0 and 1 of Fig. 1 affect the PER
p(L0), where FEC decoder 1 feeds back a-priori information
about BL L0 to the FEC decoder 0 through the “VND2-CND-
VND3-VND1” blocks of Fig. 1. Specifically, the performance
of the FEC decoder 0 depends on SNR, r0, |L0|, while the
performance of the FEC decoder 1 depends on SNR, r1, |L1|.
Hence p(L0) depends on the parameters SNR, |L0|, |L1|, r0

FEC
Decod. 0

FEC
Decod. 1

p(L0) p(L1)

SNRr0 |L0| r1|L1|

CND
VND

E[d(L0, L1)]

d(L1)d(L0)

Fig. 3: Dependency chains for calculating the expected distor-
tion formulated in Eq. (4).

and r1, which can be expressed as

p(L0) = f0 (SNR, |L0|, |L1|, r0, r1) . (2)

On the other hand, p(L1) purely depends on the FEC decoder
1, hence it is determined by the parameters SNR, |L1| and
r1, which may be expressed as

p(L1) = f1 (SNR, |L1|, r1) . (3)

Given the specific layers L0 and L1, d(Li) may be calculated
experimentally as the PSNR degrades due to the erasure of
layer Li [20]. Then the expected PSNR distortion induced by
BL L0 may be estimated as p(L0) ·d(L0). Additionally, when
BL L0 is correctly decoded, the expected PSNR distortion
induced by EL L1 may be estimated as p(L1) · d(L1). Hence
the expected distortion jointly induced by the decoded layers
L0 and L1, denoted as E [d(L0,L1)], may be estimated as

E [d(L0,L1)] = p(L0)·d(L0)+[1− p(L0)]·p(L1)·d(L1). (4)

Based on the above discussions, the expected distortion
E [d(L0,L1)] may be calculated by following the dependency
chains displayed in Fig. 3, which relies on the parameters
SNR, |L0|, d (L0), r0, |L1|, d (L1) and r1. Among these
parameters, SNR, |L0|, |L1| are determined by the specific
layers L0, L1 and the specific transmit power, while d (L0) and
d (L1) are gleaned from experiments [20]. Hence the coding
rates r0, r1 determine the distortion E [d(L0,L1)] expected
for the layers L0, L1. Therefore, the objective of the “Code

Rate Optimization” block seen in Fig. 1 is to find the specific

rates r0 and r1 capable of minimizing the expected distortion

E [d(L0,L1)] of Eq. (4), which may be expressed as

arg
r0,r1

min {E [d(L0,L1)]} , (5)

subject to the condition of

|L0|

r0
+

|L1|

r1
=

|L0|+ |L1|

R
. (6)

As illustrated in Fig. 3, Eq. (4) relies on the PER definitions
of Eqs. (2) and (3), which cannot be theoretically solved.
Below we propose our solution of Eqs. (2) and (3) with the
assistance of LUTs and the MI, where LUTs are employed
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for characterizing the system components of Fig. 1 and MI
is employed for numerically quantifying the reliability of the
LLRs. Specifically, Section III-A introduces the preliminaries
of solving Eqs. (2) and (3), including the LUTs, the MI flow of
the VND and CND, followed by the PER estimation of the BL
and EL in Section III-B. Then, we exploit both the estimated
PERs p(·) and the video distortions d(·) for determining the
optimized coding rates in Section III-C. Finally, Section III-D
discusses the overheads imposed by the proposed techniques.

A. Preliminaries

The receiver of Fig. 1 consists of the following components:
demodulator, FEC decoder, VND, CND. The characteristics of
these components jointly determine the PER p(L0) and p(L1),
as shown in Fig. 3. However, neither the demodulator and nor
the FEC decoder may be readily characterized theoretically for
diverse system configurations, such as different transceivers,
FEC generator polynomials, decoding metrics etc. In order to
propose a more universal solution, below LUTs are employed
for the sake of characterizing both the demodulator and the
FEC decoder, while the MI flow of the VND and CND will
be detailed afterwards.

1) Lookup Tables: In our analysis we consider a RSC-
coded BPSK-modulated system for transmissions over a non-

dispersive uncorrelated Rayleigh fading wireless channel.
Specifically, we model BPSK based transmissions over a
Rayleigh fading wireless channel as a function of the channel
SNR and generate the demodulator’s output LLRs, where
LLRs are quantified by the MI value, as in [41]. Furthermore,
since the MI invoked for quantifying the reliability of the soft

information can be applied for Gaussian distributed LLRs [41]

generated by arbitrary transceivers, our procedure may be

deemed generically applicable, provided that the transceivers

generate near-Gaussian distributed LLRs5. By contrast, the
RSC codec is modeled as a function of the SNR, of the
LLRs of the systematic bits and of the coding rate, while
generating the RSC decoder’s output extrinsic LLRs and
estimating the PER of the RSC decoded packets, where the
LLRs are quantified by the MI value. The following LUTs are
created for modeling the transceiver and the RSC codec:

• Tb (SNR): The MI value of the LLRs output by the
BPSK demodulator for variable channel SNRs, as exem-
plified in Table IIa. Since this table relies on the SNR
only, it may be stored in a one-dimensional space, where
the LUTs’ size requirements will be detailed in Section
III-D.

• Te(SNR, Is, r): The MI value of the extrinsic LLR
output of the RSC decoder recorded for variable channel
SNRs, as exemplified in Table IIb, where Is represents
the MI value between the a-priori LLRs of the systematic
information and the corresponding information bits, while
r represents the coding rate of the RSC codec. Since
this table relies on three parameters, it may be visualized

5Our experiments, not included here for reasons of space-economy, suggest
that higher order Quadrature Amplitude Modulation (QAM) can be readily
applied for transmission over Rayleigh fading wireless channels, since it
generates near-Gaussian distributed LLRs.

in a three-dimensional space, where the LUTs’ size
requirements will also be detailed in Section III-D.

• Tp(SNR, Is, r): The PER value associated with the
LLRs output by the RSC decoder at diverse channel
SNRs, as exemplified in Table IIb, where Is represents
the MI between the a-priori LLRs of the systematic
information and the corresponding information bits, while
r represents the coding rate of the RSC codec. Note that
this LUT may be generated simultaneously with the LUT
Te(SNR, Is, r), since they have the same input variables.

2) MI Flow of the VND: As seen in Fig. 2a, the op-
eration of the VND may be characterized as Lo3(u1) =
Li1(u1) + Li2(u1). Assuming that the inputs Li1(u1) and
Li2(u1) of the VND have the MI values of Ii1 [u1;Li1(u1)]
and Ii2 [u1;Li2(u1)] respectively, the MI value of the output
Lo3(u1) may be expressed as [42]

Io3 [u1;Lo3(u1)]

= J

(

√

J−1 (Ii1 [u1;Li1 (u1)])
2 + J−1 (Ii2 [u1;Li2 (u1)])

2

)

,
(7)

where J(·) and J−1(·) are defined in [37].
3) MI Flow of the CND: Below, we firstly discuss the MI

flow of the CND of Fig. 2b, which is designed for the layers
L0 and L1, both carrying the same number of bits. Then we
will discuss the practical CND employed for realistic unequal
length layers.

As seen in Fig. 2b, the action of the CND can be expressed
as L(u3 = u1 ⊕ u2) = L(u1) ⊞ L(u2) [38], where u1, u2

and u3 = u1⊕u2 are random binary variables. Assuming that
the inputs Li(u1), Li(u2) of the CND have the MI values
of Ii [u1;L(u1)] and Ii [u2;L(u2)] respectively, the MI value
Io [u3;L(u3)] of u3 has not been theoretically derived in the
literature and since this is not the focus of our work, we model
Io [u3;L(u3)] as

Io [u3;L(u3)] = TI (Ii [u1;L(u1)] , Ii [u2;L(u2)]) , (8)

which is also characterized using LUT.
Given the MI Io [u3;L(u3)] in Eq. (8), we now discuss

the practical scenario of the CND, where L0 and L1 may
contain an unequal number of bits. As detailed in [31], the
encoding architecture of L0 and L1 may be categorized into
two scenarios, namely |L0| > |L1| and |L1| > |L0|. Below we
consider the scenario of generating L(xi

1), when |L0| > |L1|,
which can be generalized to other scenarios. As detailed in
[31], the bit xi

01 may be generated as

xi
01 = xi

1 ⊕

n
∑

⊕
j=1

xj
0, (9)

where ⊕ denotes the binary XOR operation. Additionally,
since on average6 |L0| bits of L0 were allocated to the
|L1| bits of L1 for generating the bits x01, we have n ∈

{
⌈

|L0|
|L1|

⌉

,
⌈

|L0|
|L1|

⌉

− 1} [31] for Eq. (9). More specifically,
(

N − |L0|
|L1|

)

proportion of the bits in the EL L1 are encoded
based on Eq. (9) using n = N − 1, while the remaining bits
of the EL L1 are encoded based on Eq. (9) relying on n = N ,

6On average, each bit of L1 is encoded by |L0|
|L1|

bits of L0 for generating
a single bit of x01, as detailed in [31].
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where we have N =
⌈

|L0|
|L1|

⌉

.
Based on Eq. (9), the corresponding LLRs L(x1) of the EL

L1 may be expressed as

L
(

xi
1

)

= L
(

xi
01

)

⊞

n
∑

⊞

j=1

L
(

xj
0

)

. (10)

Then, the LLRs of L(x1) are constituted by a mixture of
LLRs LN(x1) and LN−1(x1), which are calculated based
on Eq. (10) in conjunction with n = N and n =
N − 1, respectively. We denote the MI values correspond-
ing to the LLRs LN(x1) and LN−1(x1) as IN [x1;L(x1)]
and IN−1 [x1;L(x1)]. Based on Eq. (8), the MI values
IN [x1;L(x1)] and IN−1 [x1;L(x1)] may be recursively cal-
culated as in Eq. (11), where 1 ≤ k ≤ N . Empirically,
we assume that the LLRs LN (x1) and LN−1(x1) are near-
Gaussian distributed, while their variance may be denoted
as J−1

(

IN [x1;L(x1)]
)

and J−1
(

IN−1 [x1;L(x1)]
)

, respec-
tively [37]. Again we assume that L(x1) exhibits near-
Gaussian distribution, hence the variance of L(x1) may be
formulated as

σ2 = D (L(x1))

=

(

1−N +
|L0|

|L1|

)

·D
(

LN(x1)
)

+

(

N −
|L0|

|L1|

)

·D
(

LN−1(x1)
)

=

(

1−N +
|L0|

|L1|

)

· J−1
(

IN [x1;L(x1)]
)2

+

(

N −
|L0|

|L1|

)

· J−1
(

IN−1 [x1;L(x1)]
)2

.

(12)

Finally, the MI value of L(x1) may be expressed using the J
function as in Eq. (13).

B. PER Estimation

The PER of the decoded BL and EL having coding rates
of r0 and r1 will be estimated in Section III-B.1 and Section
III-B.2, respectively.

1) IL-FEC Coded BL: As shown in Fig. 3, the PER of the
BL L0 depends on the characteristics of the IL-FEC decoder,
including the generator polynomials, the trellis decoding tech-
niques employed, as well as the VND and the CND of Fig. 2.
Below we propose our solution conceived for estimating the
PER of Eq. (3) with the aid of the LUTs defined in Section
III-A.1.

The PER estimation flow-chart of the IL-FEC coded BL
is illustrated in Fig. 4, which follows the decoding process
detailed in Section II. Given the SNR, the MI value Is of
y0 can be generated by the LUT Tb(SNR). Furthermore,
the MI value of the extrinsic LLR gleaned from the RSC
decoder 0 may be expressed as Te [SNR, Tb(SNR), r0]. Then
the "VND1-VND3-CND-VND2" process of Fig. 4 is capable
of calculating the MI value Ia(x1) of La(x

i
1). Afterwards,

based on the LUT Te(SNR, Is, r) of the RSC decoder 1, the
MI value Ie(x1) of the extrinsic information may be readily
expressed as

Ie(x1) = Te [SNR, Tb(SNR), r1] . (14)

Affordable
?

Iter

VND 1

VND 3

Ia(x0)

Tb(SNR)

VND 1

SNR r1r0

VND 3

Ia(x1)

Is

Ie(x1)

Ia(x0) Ie(x0)

VND 2CND

Ie(x1)

Ia(x1)

Ie(x0)

Ie(x0)

Ia(x0)no

Inter-Layer Feedback

VND 1

VND 2CND

Ie(x0)

Ia(x0)

yes Te[SNR, Ia(x0), r0]

Te[SNR, Ia(x1), r1]

Ia(x0)

LUTs

p(L0) = 1− [1− p(l)]|L0|/l

p(l)

Tp[SNR, Ia(x0), r0]

Fig. 4: Flow-chart of the PER estimation for the IL-FEC
coded BL L0, where p(L0) will be employed by the “Code
Rate Optimization” block of Fig. 1 for resolving the objective
function of Eq. (5).

Then, following the "VND2-CND-VND3-VND1" process
of Fig. 4, the improved MI value Ia(x0) of La(x

i
0) can be cal-

culated. Finally, the PER associated with the packet length of
l7, denoted as p(l), may be estimated as Tp [SNR, Ia(x0), r0],
which is also shown in Fig. 4. Below, we now detail the
method of deriving the PER p(L0) of the BL L0 from p(l) =
Tp [SNR, Ia(x0), r0].

The burst error distribution of RSC codec has been inves-
tigated in [43], which is independent of the packet length.
Let us consider a RSC-decoded packet having a length of
(n1 × n2) bits. Then this packet may be partitioned in two
ways, as displayed in Fig. 5. Specifically, it may be divided
into n1 packets, each carrying n2 bits or n2 packets associated
with n1 bits each. Assuming that p(ni) indicates the PER of
the ni-bit packet, based on Fig. 5a the PER p (n1 · n2) may

7The packet containing l bits is employed for generating the LUT
Tp [SNR, Ia(x0), r0].
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Ik [x1;L(x1)] =

{

TI (I [x0;L(x0)] , I [x01;L(x01)]) , k = 1,

TI

(

Ik−1 [x1;L(x1)] , TI (I [x0;L(x0)] , I [x01;L(x01)])
)

, k > 1.
(11)

I [x1;L(x1)] = J(σ) = J

(
√

(

1−N +
|L0|

|L1|

)

· J−1 (IN [x1;L(x1)])
2
+

(

N −
|L0|

|L1|

)

· J−1 (IN−1 [x1;L(x1)])
2

)

. (13)

n1

n2 n2

(a) n1 × n2

n1n1

n2

(b) n2 × n1

Fig. 5: A packet having a length of (n1 × n2) bits may be
divided into n1/n2 shorter packets with a length of n2/n1

bits.

be estimated as

p (n1 · n2) = 1− [1− p(n2)]
n1 , (15)

where p(n2) is the PER of the n1 packets of Fig. 5a. Similarly,
we have p (n1 · n2) = 1− [1− p(n1)]

n2 based on Fig. 5b.
Then, for arbitrary numerical values of n1, n2 we have

p (n1) = 1− [1− p(n2)]
n1/n2 . (16)

Upon assuming that n1, n2 of Eq. (16) are given by |L0| and
l, respectively, the PER p(L0) of the BL L0 may be estimated
as

p(L0) = f0 (SNR, |L0|, |L1|, r0, r1)

= 1− [1− Tp [SNR, Ia(x0), r0]]
|L0|/l ,

(17)

where l is the packet length employed for generating the LUT
Tp.

For visualizing the accuracy of our proposed PER estimation
for the BL, we assume |L0| = 2000, r0 = 0.5 and R =
0.5, while the RSC codec is configured by the generator
polynomials of [1011, 1101, 1111]. Diverse EL packet length
of L1 are tested. The resultant simulated and estimated PERs
of the BL L0 are displayed in Fig. 6 for different SNR values.
As observed in Fig. 6, the estimated PER does not perfectly
match the simulated PER, but it closely follows the same trend,
especially in the PER region above 10−2, which is our area
of interest. Note that the estimation error may be introduced
both by the LUTs and by the near-Gaussian distributed LLRs
output by the demodulator.

2) FEC Coded EL: When the BL L0 is correctly decoded,
infinite LLRs will be input to the CND 3 of Fig. 1 [31], hence
the LLRs having the MI value of Is will be input to the VND

10
-3
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1

P
E
R

0 2 4 6 8 10

Eb/N0 (dB)

|L0|=2000, r0=0.5, R=0.5

Simulated-|L1|=500

Simulated-|L1|=2000

Simulated-|L1|=4000

Simulated-|L1|=6000

Simulated-|L1|=8000

Simulated-|L1|=10000

Simulated-|L1|=20000

Estimated-|L1|=500

Estimated-|L1|=2000

Estimated-|L1|=4000

Estimated-|L1|=6000

Estimated-|L1|=8000

Estimated-|L1|=1000

Estimated-|L1|=20000

Fig. 6: Comparison of the simulated and estimated PER of the
BL, where the parameters |L0| = 2000, r0 = 0.5, R = 0.5
are employed.

2 by the CND. Therefore the PER of the EL having a length
of C bits may be estimated as Tp(SNR, Is, r1) with the aid
of the LUT Tp. Then, similar to the Eq. (17), the PER p(L1)
of the EL L1 may be finally estimated as

p(L1) = f1 (SNR, |L1|, r1)

= 1− [1− Tp(SNR, Is, r1)]
|L1|/l ,

(18)

where l is the packet length employed for generating the LUT
Tp.

For visualizing the accuracy of our proposed EL PER
estimation, we assume r1 = 0.33, while the RSC codec is
configured by the generator polynomials of [1011, 1101, 1111].
Moreover, we consider |L1| values ranging from 80 to 4000,
while the LUT Tp(SNR, Is, r1) is generated based on l =
1000. The resultant simulated and estimated PER of the EL
L1 is displayed in Fig. 7. Observe in Fig. 7 that the estimation
error is much smaller than that in Fig. 6 due to the fact that the
EL is protected by an RSC codec without using IL techniques.

C. Optimized Coding Rates

Based on Section III-B, the PERs of L0 and L1 are
estimated according to the specified coding rates of r0 and r1
for the BL and EL, respectively. Hence the expected distortion
E [d(L0,L1)] imposed by the wireless transmission using rates
of r0 and r1 may be readily calculated using Eq. (4). In order
to find the rates r0, r1 minimizing the distortion E [d(L0,L1)]
in Eq. (5), a full search of the coding rate space may be
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Fig. 7: Comparison of the simulated and estimated PER for the
EL, where the parameters l = 1000, r1 = 0.33 are employed.

performed. Note that r1 is determined by Eq. (6) for a given
r0, hence the full search is performed in a one-dimensional
space to find the optimal r0.

To elaborate a little further, we consider the scenario of
SNR = 10dB, R = 1/3, |L0| = |L1| = 100, d(L0) = 20,
d(L1) = 10. Based on the conditions formulated in Eq. (6),
the coding rate r1 of L1 is determined as follows:

r1 =
|L1|

|L0|+|L1|
R − |L0|

r0

=
r0

6 · r0 − 1

r0 ≤ 1, r1 ≤ 1.

(19)

Then, based on Eqs. (2), (3) and (4) the expected value of
E [d(L0,L1)] in Eq. (5) may be formulated as

E [d(L0,L1)]

= p(L0) · d(L0) + [1− p(L0)] · p(L1) · d(L1)

= 20 · f0

(

10, 100, 100, r0,
r0

6 · r0 − 1

)

+ 10 ·

[

1− f0

(

10, 100, 100, r0,
r0

6 · r0 − 1

)]

· f1

(

10, 100,
r0

6 · r0 − 1

)

= g(r0),

(20)

where the functions f0 and f1 are discussed in the ’PER
Estimation’ Section III-B. Note that we introduced the short-
hand of E [d(L0,L1)] = g(r0) in Eq. (20) for simplicity. Based
on Eq. (19), we can readily arrive at 1

5 ≤ r0 ≤ 1. Then we
artificially limit r0 to the following discrete practical values
[0.2 : 0.05 : 1]8. Finally, the solution r0 of the objective
function argmin {E [d(L0,L1)]} in Eq. (5) may be readily
found to be:

{

r0|arg
r0

min g(r0),r0 ∈ {0.2 : 0.05 : 1}

}

, (21)

which can be solved by performing a one-dimensional full

8The value of r0 ranges from 0.2 to 1 with a constant step of 0.05.

search. Then, given r0 the coding rate r1 may be readily
expressed from Eq. (19) .

D. Overheads

All the optimization operations detailed in Section III are
carried out at the transmitter. Below, we discuss the overheads
imposed at the transmitter, while the overheads imposed at
the receiver are given in [31]. The overheads imposed at
the transmitter include the estimation of d(·), the generation
of LUTs, the estimation of p(·), the imposed frame delay
and the full search detailed in Section III-C. Among these
overheads, the generation of LUTs only imposes extra off-
line design-time, while the estimation of d(·), p(·) and the
full search impose extra on-line run-time complexity. For
notational simplicity, we use nsnr, nI , nr to denote the
number of the parameters SNR, Is, r, respectively, which
are used for generating the LUTs. For example, if the values
of Is range from 0 to 1 with a step size of 0.01, we have
nI = 101. In the following, we will analyze these overheads
in order to validate our system.

1) Estimation of d(·): d(Li) is estimated in a similar
manner to the procedure of [20], where the distortion d(L0)
may be obtained by decoding the bitstream in the presence of
a corrupted BL L0. Alternatively, the solutions of [21], [25],
[44] may be applied in our system.

2) Generation of LUTs: Three LUTs were generated in
our proposed solution. The LUT Tb(SNR) characterizes the
channel and transceiver, hence this table has to be regenerated
when the channel or the transceiver are changed. However,
this LUT only has a single variable, hence it is straight-
farward to generate the LUT Tb(SNR). Additionally, the
LUTs Te(SNR, Is, r) and Tp(SNR, Is, r) can be simulta-
neously generated by simulations, since they have the same
variables. However, they are independent of the channel and
transceiver, but they are dependent on the configuration of the
FEC code. Hence the LUTs Te and Tp have to be regenerated,
when the FEC is reconfigured. Note that all the LUTs are

independent of the video sequences and that these LUTs are

generated during the design process. The size of these LUTs
depends on the variables, hence the LUTs Tb, Te, Tp have
sizes of nsnr, (nsnr · nI · nr), (nsnr · nI · nr), respectively.

3) Estimation of p(·): The CND and VND are involved in
the PER estimation process, as well as in the search through
the LUTs. As detailed in Section III-A, the MI flows of the
VND and CND impose a low computational complexity. Fur-
thermore, in our system the values of each variable are chosen
using a constant step-size, which guarantees low complexity,
while searching through the LUTs. For example, let us assume
that the vector [0 : 0.01 : 1] is employed for representing the
values of Is for generating the LUTs. In this case, the Is value
of 0.5 can be directly located at index 50.

4) Full Search of r0: nr coding rates of r0 may be
tentatively tested, while r1 is determined by Eq. (6) for a
given r0. Hence the complexity of the full search may be
expressed as O(C × nr), where C is a constant, representing
the complexity of estimating p(Li). However, when more
layers are encapsulated in the source bitstream, the full-search
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Football Foreman

Representation YUV 4:2:0 YUV 4:2:0

Format QCIF QCIF

Bits Per Pixel 8 8

FPS 15 30

Number of Frames 30 30

Video Codec SVC-H.264 SVC-H.264

Bitrate 2297 kbps 218 kbps

Error-Free PSNR 38.8 dB 37.3 dB

Error Concealment Frame-Copy Frame-Copy

TABLE I: The parameters of the video sequences employed.

based complexity increases exponentially, leading to a multi-
dimensional optimization problem, which has been widely
studied in the literature [45]–[47]. Specifically, the adaptive
particle swarm optimization (APSO) technique of [47] may
be readily employed for finding the global optimum in real-
time. Note that in the scenarios where as few as 2-4 layers in
the range of 2 to 4 are generated, even elite-force full-search
is realistic at a modest complexity.

5) Delay: Our technique is implemented using the SVC
of H.264 as detailed in Section IV, where each video frame
can be encoded into a single BL and multiple ELs. Since the
IL encoding and decoding process is performed within each
frame, no extra delay is imposed by our proposed technique.
Hence, the system can be applied in low-delay applications.

IV. SYSTEM PERFORMANCE

In this section, we benchmark our proposed Optimized-IL-
RSC system against an identical RSC-aided system employing
the traditional UEP technique. The generator polynomials
of [1011, 1101, 1111] are employed for configuring the RSC
codec. Moreover, BPSK modulated signals were transmitted
through non-dispersive uncorrelated Rayleigh fading wireless

channels. The 30-frame Foreman and Football video clips
represented in (176× 144)-pixel quarter common intermediate
format (QCIF) and 4:2:0 YUV format were encoded by the
JSVM H.264/AVC reference video codec. The Football and
Foreman sequences exhibit different motion-activity, hence
they allow us to demonstrate the universal nature of our
proposed system. These sequences were scanned at 15 and 30
FPS, respectively. The "frame-copy" based error concealment
tool built into the JSVM H.264/AVC reference codec was
activated for combating the effects of channel impairments.
The GOP duration was set to 15, hence an Intra-frame-coded
(I) picture was inserted every 15 frames. Correspondingly,
both of the two video sequences were encoded into GOPs,
consisting of an I frame, followed by 14 predicted (P) frames.

Since the bi-directionally predicted (B) frames may impose
error propagation on their forward- and backward-predicted
dependent-frames, the B frames are disabled in our JSVM
configuration. Additionally, only the Medium Grain Scalability
(MGS) [4], [48] feature is enabled, when encoding the video
sequences into three different-quality ELs, namely into the
layers L0, L1 and L2 using the standardized quantization
parameters (QP) of 40, 32 and 24, respectively. Furthermore,
each frame will be encoded into a single BL and two ELs,
resulting in three network abstraction layer units (NALUs).
These configurations jointly result in a bitrate of 2297 kbps and
a PSNR of 38.8 dB for the Football sequence in the absence
of transmission errors, while achieving 37.3 dB PSNR at 218
kbps for the Foreman sequence. The system parameters are
listed in Table I.

Moreover, each SVC H.264/AVC-compressed bitstream was
channel encoded and transmitted on a NALU by NALU [5]
basis, which is the smallest unit to be decoded by the SVC
decoder. Each NALU was protected by CRC codes. At the
receiver, each decoded NALU failing to pass the CRC check
process was removed before the SVC video decoding process.
In all of our experiments, the compressed bitstreams were
transmitted 300 times in order to generate statistically sound
performance curves.

A. Off-line LUTs Generation

In our experiments, the vectors of [0 : 0.5 : 15],
[0 : 0.01 : 1], [0.33 : 0.02 : 1]9 are utilized for the variables
SNR, Is, r, respectively, for generating the LUTs, which
result in nsnr = 31, nI = 101, nr = 33. Firstly, we recorded
the MI values of the LLRs output by the BPSK demodulator
for the SNR values of [0 : 0.5 : 15] for the sake of generating
the LUT Tb (SNR). Then for each SNR, the MI values
[0 : 0.01 : 1] for Is and the coding rates [0.33 : 0.02 : 1] for
r were utilized for generating the LUTs Te(SNR, Is, r)
and Tp(SNR, Is, r), simultaneously. Furthermore, 8-byte
floating values were utilized for storing the LUTs in memory.
Correspondingly, the LUTs Tb, Te and Tp require memory
sizes of about 248 bytes, 800 KB and 800 KB, respectively.
Finally, nr = 33 results in a full search complexity of
(

C × n2
r = C · 1089

)

, thereby finding the optimized coding
rates of r0, r1 and r2. A number of entries of the LUTs
generated for our system are displayed in Table II.

B. System Performance

In this section, we benchmark our system against the tradi-
tional equal error protection (EEP) system, which is referred
to as EEP-RSC. Furthermore, the traditional optimal UEP-
RSC (Opt-UEP-RSC) system is also presented, which is the
system of [20] applied in the scenario of an RSC coded system,
where all the layers are unequally protected by an RSC code
dispensing with the IL technique. Moreover, the IL aided EEP
system (EEP-IL-RSC) is also considered.

The BER curves of the L0, L1 and L2 layers of the Football
sequence are displayed in Figs. 8a, 8b and 8c, respectively,

9These values can be stored as floats in 8 bytes each.
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Fig. 8: BER and PSNR versus Eb/N0 performance comparison of the proposed system and the benchmarkers, namely the
EEP-RSC scheme, the Opt-UEP-RSC scheme [20], the EEP-IL-RSC scheme and the Opt-UEP-IL-RSC scheme for the Football

and Foreman sequences. Non-dispersive uncorrelated Rayleigh fading wireless channels

where the Opt-UEP-IL-RSC system always outperforms the
Opt-UEP-RSC system. Moreover, as seen in Fig. 8c, the EEP
schemes outperform the Opt-UEP-IL-RSC and Opt-UEP-RSC
schemes in the lower Eb/N0 range. This is due to the fact
that the coding-rate of layer L2 is sacrificed for the sake of
protecting the L0 and L1 layers. Similar trends were observed
for the Foreman sequence, which are not included here owing
to space-economy.

The PSNR versus Eb/N0 performance recorded for the
Football sequence is displayed in Fig. 8d, where we observe
that the EEP-IL-RSC scheme substantially outperforms the
EEP-RSC system, while it only slightly outperforms the
Opt-UEP-RSC scheme. However, by optimizing the coding
rates, the Opt-UEP-IL-RSC scheme becomes capable of sub-
stantially outperforming the Opt-UEP-RSC system. In the
low Eb/N0 range, the Opt-UEP-IL-RSC and Opt-UEP-RSC
schemes have a similar PSNR performance and tend to exhibit
a residual error floor. This is due to the fact that these two
systems endeavor to protect the BL L0 by sacrificing the
protection of the ELs, where the ELs are unlikely to be

recovered before reaching Eb/N0 = 10 dB. This error floor
becomes explicit in the BER curves of L2 displayed in Fig.
8c. On the other hand, the Opt-UEP-RSC scheme outperforms
the EEP-RSC scheme by about Eb/N0 = 1.3 dB at a PSNR
of 38 dB. The Opt-UEP-IL-RSC scheme achieves an Eb/N0

reduction of about 1.9 dB compared to the Opt-UEP-RSC
scheme at a PSNR of 38 dB. Alternatively, about 3.3 dB of
PSNR video quality improvement is observed at an Eb/N0 of
10 dB. A subjective comparison of the benchmarkers recorded
for the Football sequence is presented in Fig. 9.

For providing further insights for video scenes having dif-
ferent motion-activity, the PSNR versus Eb/N0 performance
of the Opt-UEP-IL-RSC is portrayed in Fig. 8e using the
Foreman sequence. The Opt-UEP-RSC scheme outperforms
the EEP-RSC system by about Eb/N0 = 0.8 dB at a PSNR of
37 dB. Moreover, about 1.7 dB of power reduction is achieved
by the Opt-UEP-IL-RSC scheme compared to the Opt-UEP-
RSC scheme at a PSNR of 37 dB. Alternatively, about 1.6 dB
of PSNR video quality improvement may be observed at an
Eb/N0 of 10 dB.
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Fig. 9: Comparison of frames at Eb/N0 of 10 dB for the Football sequences. The five columns (from left to right) indicate
frames of the original video, the EEP-RSC scheme, the Opt-UEP-RSC [20] scheme, the EEP-IL-RSC scheme and the Opt-
UEP-IL-RSC scheme, respectively.

SNR Is
...

...
1 0.45
2 0.50
3 0.56
4 0.62
5 0.67
6 0.72
7 0.76
8 0.80
...

...

(a) Tb (SNR)

SNR Ia r Ie p(l)

...
...

...
...

...
3 0.67 0.87 0.81 0.93
3 0.67 0.88 0.83 0.89
3 0.67 0.89 0.85 0.84
3 0.67 0.90 0.87 0.77
3 0.67 0.91 0.89 0.69
3 0.67 0.92 0.91 0.57
3 0.67 0.93 0.93 0.46
3 0.67 0.94 0.94 0.33
...

...
...

...
...

(b) Te(SNR, Is, r) and Tp(SNR, Is, r)

TABLE II: Example of the LUTs.

C. Optimized Coding Rates

The optimized coding rates found by our proposed regime
for the Football sequence are shown in Fig. 10 in comparison
to the benchmarkers. Specifically, the y axis of Fig. 10
indicates the averaged coding rates of all frames. Furthermore,
the coding rates of L0 and L2 are presented, while the curves
of L1 are similar to those of the BL L0. Observe in Fig. 10 that
in the low Eb/N0 range the coding rates of the BL L0 of the
Opt-UEP-RSC and Opt-UEP-IL-RSC schemes are lower than
the overall coding rate of 0.5. The reason of this observation is
that the protection of the layers L1 and L2 is sacrificed for the
sake of protecting the more important BL L0. At high Eb/N0

values, the coding rates of the BL L0 are increased due to the
fact that L0 is more likely to be corrected at high coding rates,
when favorable channel conditions prevail. In comparison to
the BL L0, the coding rates of L2 are reduced upon increasing
Eb/N0.

V. CONCLUSIONS

We proposed an optimization technique for bit-level IL-
FEC coded scalable video transmission over wireless channels,
where soft-decoding aided FEC is utilized. Firstly, LUTs were
generated for the sake of optimizing the wireless transceivers
and the FEC codec, which relied on exploiting the off-line
training based MI. Moreover, the MI exchange of the VND
and CND of Fig. 2 was exploited for realistic video systems,
where both the PERs of the IL-FEC coded BL and of the
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Fig. 10: Coding rates comparison of the benchmarkers, namely
the EEP-RSC scheme, the Opt-UEP-RSC [20] scheme, the
EEP-IL-RSC scheme and the Opt-UEP-IL-RSC scheme, for
the Football sequence. Non-dispersive uncorrelated Rayleigh

fading wireless channels

FEC coded ELs were estimated, based on the knowledgeable
specific coding rates of all the scalable video layers. Then the
expected PSNR distortion was minimized by performing a full
search. BPSK modulation, an RSC FEC code and the SVC-
H.264 video codec were employed in our design example, but
our solution may be readily applied for arbitrary transceivers
generating near-Gaussian distributed LLRs, for arbitrary non-
iteratively decoded channel codes and for arbitrary layered
video transmissions. Our simulation results show that the
proposed optimized IL-FEC system outperforms the traditional
optimal UEP system by about 1.9 dB of Eb/N0 or 3.3 dB of
PSNR, when employing a RSC code.

In our future work, we will incorporate the IL-FEC scheme
into multiview video coding and we will also carry out further
investigations for applying our solution to more advanced FEC
codes, such as turbo codecs [34], LDPC codes, BICM, BICM-
ID, TCM aided TTCM schemes.
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