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Abstract

We investigate how well methods based on empirical orthogonal functions (EOFs) can reconstruct global mean sea level (GMSL). We first explore the analytical solution of the method and then perform a series of numerical experiments using modeled data. In addition, we present a new GMSL reconstruction for the period 1900–2011 computed both with and without a spatially uniform EOF (EOF0). The method without the EOF0 uses global information, which leads to a better reconstruction of the variability, though with some underestimation. The trend, however, is not captured, which motivates the use of the EOF0. When the EOF0 is used the method reduces to the generalized weighted mean with regularization of altimetry records at tide-gauge locations, and thus it uses no global information. This results in a poor reconstruction of the variability. Although the trend is better captured (biases smaller than ±25%) with the EOF0, using the covariance matrix of deseasonalized monthly time series as the basis for determining the contribution of each tide gauge to the trend is dubious because it assumes that the interannual variability and the trend are driven by the same mechanisms. A significant fraction of the interannual to decadal variability (∼4 mm peak-to-peak and ∼2 mm standard error) in the new GMSL reconstruction without the EOF0 is consistent with land hydrology changes associated with the El Niño-Southern Oscillation (ENSO). When the EOF0 is used, we find no correlation with either the ENSO or land hydrology changes, and decadal fluctuations are ∼5 times greater.

1. Introduction

Sea level is one of the most useful variables for monitoring climate change and variability as it reflects both mass addition from melting ice sheets and heat content increase in the oceans. At the same time, it is a notoriously difficult variable to explain because it is a function of all physical and dynamic processes occurring within and among various components of the climate system, including air-sea heat and freshwater fluxes, changes in winds and ocean circulation, melting of water from ice sheets and glaciers, and responses of the solid earth to the redistribution of water mass. Over the past decades, substantial efforts have been devoted to better understand how each of these processes have contributed to sea level changes in the past with the aim of producing better projections of future sea level rise. This, however, has proved to be a complex task because, in addition to the several factors affecting sea level, considerable regional variability occurring over a wide range of temporal scales has been found.

In principle, resolving the problem would require the use of accurate measurements of sea level as well as the contributing parameters with good spatial and temporal coverage. What we have instead is a handful of tide gauges that provide sea level measurements for 100 years or longer, predominantly located on continental boundaries around Europe and North America. The number of suitable tide-gauge records increases gradually with time, especially after 1950 when measurements from islands in the middle of the oceans and in the Southern hemisphere become increasingly available (Figure 1). However, the first nearly global measurements of sea level were not available until the late 1980s with the advent of routine satellite altimeter measurements, and these were not precise enough until 1992 with the launch of the TOPEX/Poseidon mission. Note, however, that even these measurements do not cover the oceans fully and oceanic regions further north/south of around 66° N/66° S are not sampled. Notably, the altimetric measurements do not extend to the coast but stop being useful at distances around 30 km from the coast.

Despite the lack of measurements, which is by no means unique to sea level research, several efforts have been made to synthesize the available measurements to produce a global sea level average. Earlier efforts
were based on averaging of tide gauges per region or selective averaging of the most reliable tide gauges. The development of altimetric measurements with near-global coverage created the opportunity to combine the relationship between tide gauges and altimetry over the common period of operation and produce reconstructions of sea level based on the spatial patterns evidenced by the altimetric measurements with the variability from long tide-gauge records [Chambers et al., 2002; Church et al., 2004; Church and White, 2011 (hereinafter CW2011); Berge-Nguyen et al., 2008; Calafat and Gomis, 2009; Llovel et al., 2009; Calafat and Jorda, 2011; Hamlington et al., 2011, 2012; Ray and Douglas, 2011; Meysignac et al., 2012]. The most widely used technique to reconstruct sea level is the reduced space optimal interpolation (RSOI) described by Kaplan et al. [1997, 2000]. This technique was originally developed for the purpose of filling gaps to atmospheric observational fields like sea level atmospheric pressure. However the technique can, at least numerically, be extended to any sparse field. For sea level, the technique involves the calculation of empirical orthogonal functions (EOFs) from a spatially dense data set (e.g., satellite altimetry), which are then fitted, in a weighted least square sense, to a set of tide-gauge records. To account for uniform sea level changes, Church et al. [2004] modified the technique by adding a spatially uniform EOF (also called EOF0) to the EOF basis used in their reconstruction. Since then, most EOF reconstructions have been calculated with the addition of the EOF0.

While sea level reconstructions have been routinely used to determine past sea level variability, to date little quantitative research has been done on the reliability of the sea level reconstructions, especially for determining interannual to multidecadal variability in global mean sea level (GMSL). All GMSL reconstructions exhibit variability at multidecadal (>30 year) periods, but all differ significantly, and it is not clear whether the variability is truly a global variation or reflects sampling of larger regional variability [e.g., Chambers et al., 2012]. Our aim here is to assess how well the GMSL variability can be reconstructed using the RSOI method and to explore the various factors that affect the performance of the method, including the use of the EOF0.

There are various factors that contribute to errors in the EOF-based sea level reconstructions. First, the RSOI assumes that the EOFs calculated in the altimetry period are stationary in time. However, significant decadal and multidecadal sea level variability observed in many tide-gauge records around the world [Firing et al., 2004; Miller and Douglas, 2007; Merrifield, 2011; Calafat et al., 2012; Chambers et al., 2012; Marcos et al., 2012; Calafat et al., 2013; Dangendorf et al., 2013; Wahl et al., 2013] indicates that the spatial patterns of sea level variability fluctuate significantly at time scales much longer than those resolved by the altimetry data. A potential solution to this issue is the use of EOFs calculated from numerical models [Llovel et al., 2009; Meysignac et al., 2012]. However, using patterns from a model assumes the model accurately represents patterns of sea level variability in the past, which is difficult to assess.

Additional sources of uncertainty are the poor spatial sampling of the tide-gauge data set, its uneven distribution around the world, and the way in which the distribution changes over time, all of which can lead to biased estimates of the GMSL. The method in essence assumes that the changes available at a number of tide gauges, even if these are <10, or spatially restricted, have information for the EOFs globally. This, of course, implies that the coastal information available at tide gauges is related to what happens in the open
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ocean. This assumption may be reasonable when one considers GMSL changes of the order of tens of metres over thousand of years. However, the variability at tide gauges is in many regions uncorrelated with the variability in the open ocean on seasonal [Vinogradov and Ponte, 2010] to decadal [Bingham and Hughes, 2012; Calafat et al., 2012] timescales, and hence this assumption may not be true. Physical factors contributing to the differences between coastal and deep ocean sea level are strong boundary currents, wind-driven upwelling/downwelling, propagation of coastally trapped waves, complex topography, and sharp gradients in atmospheric surface fluxes at the land-ocean boundary, among others. An additional shortcoming is that, in some regions, the sea level variability at tide gauges is largely driven by coastal and shelf-sea processes that are not captured by altimetry. This results in significant differences between tide gauges and nearby altimetry.

To date, the only serious published attempt (to the best of our knowledge) to assess the reliability of the GMSL computed from EOF-based reconstructions is that of Christiansen et al. [2010] (hereinafter C2010). C2010 used an ensemble of surrogate sea level fields and synthetic tide gauges based on a climate model simulation to quantify the performance of various EOF-based methods in reconstructing the GMSL. They found that including the EOF0 improved the skill of the RSOI method in reconstructing both the trend and the interannual variability. According to their results, the RSOI method with the EOF0 could reconstruct the GMSL trend with a negative bias of <10% and the interannual variability with correlations of up to 0.5. Nevertheless, none of the interpolation methods was better, as regards the reconstruction of the long-term trend, than a simple average of the tide gauges. They also found that the magnitude of the variability was overestimated by all methods.

The study of C2010 was an important first step to help us understand the strengths and weaknesses of the GMSL reconstructions. However, as we will show, some of their results differ from what is found in GMSL reconstructions derived from observations, which suggests that some of their conclusions may not apply to reality. A possible explanation for the discrepancies could be that C2010 used an ensemble of surrogates based on an ocean model with a spatial resolution of about 5° (longitude) × 4° (latitude) with only 1850 ocean grid points. This spatial resolution is insufficient to resolve the complex shelf-sea and coastal processes which control the sea level variability at the tide gauges. Another possibility could be that C2010 used synthetic tide gauges obtained from the model grid points. As a result, these are consistent with the coastal sea level from the model, a similarity that does not hold when tide gauges are compared with nearby altimetry. In addition to this, the model used by C2010 did not account for the contribution of continental ice loss/gain to sea level. This contribution is not spatially uniform [Riva et al., 2010] and dominates the century-scale trend in GMSL [Cazenave and Llovel, 2010], and thus ignoring it may lead to biased results with regards to the reconstruction of the long-term trend.

It should be noted also that the EOF0 was primarily included so that the secular trend could be captured, and thus, in principle, one would expect the variability described by the EOF basis to be better captured without the EOF0. However, C2010 have suggested that the phase of the variability is better captured with the EOF0 rather than without it. As GMSL reconstructions are routinely used to explore not only the trend but also accelerations and multidecadal variability, which are both affected by the reconstructed variability, it is necessary to implement a complete assessment of the fidelity of the variability in GMSL reconstructions.

Our aim here is to assess the reliability of the reconstructed variability by exploring the analytical solution of the RSOI and performing a series of numerical experiments using both sea level observations and modeled data. Section 2 describes the data used in the numerical experiments and the statistical parameters used to assess the fidelity of the reconstruction. In section 3, we present a theoretical analysis of the RSOI solution. In particular, we rewrite the analytical solution for the RSOI in a notation that facilitates the interpretation of the numerical results presented later in the paper and brings out the strengths and weaknesses of the RSOI in reconstructing the GMSL. The results of the numerical experiments are presented in section 4. We use the ensemble approach described by C2010, but with some modifications. The model used here has a much higher spatial resolution (1° × 1°) than that used by C2010, which, in principle, provides a better resolution of the processes controlling coastal sea level variability. In addition, our model accounts for the contribution of continental ice loss/gain and land hydrology to sea level. A new GMSL reconstruction with and without the EOF0 for the period 1900–2011 is presented in section 5. We compare our GMSL reconstruction with other previously published reconstructions and also with various climate indices and for different time-scales. Finally, section 6 summarizes and discusses the main results of the paper.
2. Data and Methods

2.1. Tide-Gauge Data

In this study, we use tide-gauge records of monthly averaged time series of sea level from the Revised Local Reference (RLR) data archive of the Permanent Service for Mean Sea Level (PSMSL) [Woodworth and Player, 2003]. The RLR data set was downloaded in January 2013 and contains 1364 stations of varying length and quality. The selection of the tide-gauge stations used in the reconstruction is made following similar criteria as those by Church et al. [2004]. First, monthly values that are flagged by the PSMSL are rejected. Note that the PSMSL performs quality checks on the tide-gauge data and assigns a quality flag to each station (“N” or “Y,” where “Y” indicates that the entire station is flagged for attention) and also to each monthly value (“000” and “001,” where a value of “001” indicates problems with the corresponding monthly value). In this first step, we reject monthly values that have been assigned a value of “001”. There are 91 tide-gauge records in the RLR data set with at least one flagged monthly value. Second, gaps of 1–2 months are filled using cubic spline interpolation. Third, tide-gauge records are broken into separate sections whenever there is a month-to-month change >250 mm, but only when the number of such changes over the whole record does not exceed 10. The reason for using a threshold value is that when a tide-gauge record undergoes a considerable number of jumps >250 mm (there are 48 records with 50 or more of such jumps over their time span), we consider such jumps to relate to regional sea level variability rather than to datum shifts. Although the choice of a threshold value of 10 is somewhat arbitrary, it has little effect on the results as most of the records having this problem (86%) have 10 or less jumps >250 mm. Fourth, continuous sections shorter than 2 years are rejected. Fifth, tide-gauge records showing absolute linear trends >10 mm/yr are rejected (93 tide-gauge records are rejected). However the inclusion of the records with absolute trend values larger than 10 mm/yr does not change the value of the GMSL trend significantly. Finally, all tide-gauge records are inspected visually to detect obvious outliers or datum shifts, paying particular attention to records that are flagged for attention by the PSMSL (i.e., those having a quality flag with a value of “Y”). Tide-gauge records that are too noisy or that are located at the mouth of a river are rejected during the visual inspection. After the selection procedure, a total of 892 records remained for use in the reconstruction.

The selected tide-gauge records are corrected for Glacial Isostatic Adjustment (GIA) using the solutions of the ICE-5G (VM2) model described in the work of Peltier [2004]. The GIA values are freely available on the PSMSL website. Tide-gauge records are also corrected for the effect of atmospheric pressure changes using the inverse barometer (IB) correction. The sea level pressure (SLP) data used to compute the IB correction are obtained from the near real-time update of the Hadley Centre Sea Level Pressure (HadSLP2r with reduced variance) data set [Allan and Ansell, 2006]. HadSLP2r combines marine and land pressure observations using a reduced-space optimal interpolation analysis and is available on a 5° latitude-longitude grid from 1850 to present. Finally, since our focus is on interannual and longer timescales, the annual and semi-annual cycles are computed and removed from each tide-gauge record by means of a harmonic analysis. Ideally, the seasonal cycle should be calculated over a common period for all records since it is known to be temporally variable [Marcos and Tsimplis, 2007], however the fact that tide-gauge records span different time periods makes that unfeasible. Hence, the seasonal cycle has been calculated over the entire period covered by each record.

Because the sea level reconstruction is produced on a 1° × 1° grid we generate a set of composite records by finding the nearest grid point for each tide gauge, noting that tide gauges are averaged to produce a single time series where more than one tide gauge is found. Following Church et al. [2004], tide gauges whose nearest grid point is further than 250 km are rejected. The locations of all composite records together with the number of records over time are shown in Figure 1 (for the altimetry grid). Note that the number of tide gauges is much larger in the Northern Hemisphere than in the Southern Hemisphere. It is also interesting to note that the number of tide gauges decreases significantly as we move backward in time. In particular, the number of composite records is 31 in 1900, increases to 125 in 1950, and peaks at 346 in November 1992.

2.2. Satellite Altimetry Data

Gridded monthly mean sea level anomalies with a spatial resolution of 1° × 1° for the period January 1993 to November 2012 were obtained from the CSIRO web site (http://www.cmar.csiro.au/sealevel/sl_data_cmar.html). The gridded anomalies were produced using a combination of TOPEX/Poseidon, Jason-1, and
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2.3. Climate Indices

2.4. Model Data

Simulated sea level data are obtained from the Simple Ocean Data Assimilation (SODA) reanalysis version 2.2.4 [Carton and Giese, 2008; Giese and Ray, 2011]. SODA is based on the Parallel Ocean Program (POP) model with an average horizontal resolution of 0.25° × 0.4° and 40 vertical levels unevenly distributed with a resolution varying from 10 m near the surface to 250 m at the bottom. The model covers the entire global oceans and spans the period 1871–2008. The model output is provided in the form of monthly mean fields mapped onto a regular global 0.5° × 0.5° grid. For the vertical mixing a K-Profile Parameterization is used, while horizontal diffusion is modeled using a biharmonic mixing scheme. Rivers are included with climatological seasonal discharge. The atmospheric forcing is provided by the 20th Century Reanalysis [Compo et al., 2011]. SODA assimilates all available temperature (T) and salinity (S) observations from hydrographic stations, XBTs, MBTs, and floats. In particular, surface T data are obtained from the ICOADS 2.5 data set, while subsurface T and S data are obtained from the World Ocean Database 2009 (WOD09) [Boyer et al., 2009]. For specific details of the SODA assimilation system, the reader is referred to Carton and Giese [2008]. Because the model is formulated under the Boussinesq approximation, it conserves volume but not mass, and hence it does not properly represent GMSL changes due to the expansion/contraction of the water column (i.e., steric effects), or caused by the exchange of water mass between oceans and land-based reservoirs. A simple way to correct for the missing steric effects is to add, at each time step, a spatially uniform but time varying sea level signal computed as the averaged steric height changes (calculated from the model density fields) over the global oceans [Greatbatch, 1994; Ponte, 1999]. After this correction, the sea level from the model accounts for steric effects (both regional and global) and mass redistribution, but not for water mass exchange between oceans and land.

Continental ice loss (from glaciers and ice sheets) is an important contributor to long-term trends in GMSL [Cazenave and Llovel, 2010]. We incorporate a model of ice mass contribution to sea level using fingerprints of the sea level response to ice mass losses from glaciers, Greenland, and Antarctica, as computed by Riva et al. [2010]. This is provided on a 0.5° × 0.5° grid, which is added to the model. The fingerprint represents secular sea level trends due to continental ice loss/gain and is based on direct observations from the Gravity Recovery and Climate Experiment (GRACE) satellites. It has been obtained by assuming an equilibrium ocean with homogenous density, and thus it is complementary to our ocean model. Note that this approach assumes that the spatial pattern of sea level trends associated with water mass exchange between land and oceans does not change over time, and thus it is the same for both the GRACE period and the period covered by SODA.

Changes in land hydrology can also induce significant changes in the GMSL, although these affect primarily the interannual and interdecadal variability. We use the Climate Prediction Center (CPC) global monthly soil moisture data set [Fan and van den Dool, 2004] to produce an estimate of this contribution, assuming that water mass exchanges between oceans and land act as a barotropic load on the ocean. The CPC soil moisture data set is provided on a regular 0.5° × 0.5° grid and spans the period 1948–2012. The sea level changes associated with land hydrology changes are estimated as a spatially uniform but time varying sea level signal, \( \eta_{\text{L}}(t) \), given by

\[ \eta_{\text{L}}(t) = \frac{1}{A} \int_{A} \rho_{L}(x,y,t) \, dx \, dy \]

where \( A \) is the area of the land, and \( \rho_{L}(x,y,t) \) is the density of the land.
\[ \eta_h(t) = -\frac{1}{A_{\text{Ocean}}} \int_{A_{\text{Land}}} F \, dA \]  

where \( A_{\text{Ocean}} \) and \( A_{\text{Land}} \) are the surface area of the global oceans and the continents, respectively, and \( F \) is the soil moisture (detrended). The signal \( \eta_h(t) \) is, then, basically spread over the whole global oceans by adding it, at each time step, to the sea level fields from the model [Ponte, 1999].

Ideally, we would like \( \eta_h(t) \) to span the whole period covered by the ocean model (1871–2008), but unfortunately the CPC soil moisture data start in 1948. To extend the time series \( \eta_h(t) \) back in time to 1871, we use a phase-randomized Fourier-transform algorithm. The algorithm consists of Fourier transforming the original time series \( \eta_h(t) \), randomize the phases by rotating them at each frequency by an independent uniform random number in the range \([0–2\pi]\), and then invert the transform [Pritchard and Theiler, 1994]. The resulting time series, \( \tilde{\eta}_h(t) \), has the same length, power spectrum, and autocorrelation function as the original time series \( \eta_h(t) \). We apply the algorithm 2 times to obtain two surrogate time series, \( \tilde{\eta}^1_h(t) \) and \( \tilde{\eta}^2_h(t) \), spanning the periods 1871–1882 and 1883–1947. Then, the original and the two surrogate time series are concatenated to form a single long time series spanning the period 1871–2008.

The modeled sea level fields from SODA (with all the above additional signals applied) are interpolated onto a coarser global \( 1^\circ \times 1^\circ \) grid (with 34,171 ocean grid points) and the seasonal cycle (computed over the period 1871–2008) is removed from each grid point by means of a harmonic analysis.

Figure 2a shows the correlation between the sea level from SODA (with the added components) and that at various tide gauges from around the world. We note that SODA performs quite well along the Western coast of the United States, in open sea islands, along the Australian coast, and in the North and Baltic Seas, with correlations above 0.7 at many stations. There are, however, various regions where its performance is significantly worse, such as along the western boundary of the Atlantic and Pacific Oceans (i.e., Eastern U.S. and Japanese coasts). Interestingly, the correlation between satellite altimetry and tide gauges shows an almost identical spatial pattern (Figure 2b). We find significant differences between tide gauges and nearby altimetry in the same regions where the model shows its worse performance. This is an indication that, in those regions, the sea level variability at the tide gauges is dominated by coastal processes that are not captured by either the model or altimetry.

Note, however, that this issue is, in principle, limited to the coast and does not necessarily translate into a poor performance of the model in the deep ocean. A comparison in terms of the correlation between the model and altimetry shows that the model
does, in fact, a good job in some regions of the world oceans but a poor job in others (i.e., Southern Ocean and South Atlantic) (Figure 2c).

In order to reduce the impact of possible model adjustments to the initial conditions, we use data from 1900 onward only. The GMSL from the simulation over the period 1900–2008 is shown in Figure 3. It has a trend of 1.1 mm/yr over the whole period and it shows significant interannual and decadal variability, in particular a drop in 1965 and an increased rate of GMSL rise from 1965 onward. This is related to an increase in the mean thermosteric component of sea level in SODA.

Overall SODA appears representative of the variability and long-term trend in GMSL reconstructions and shows regional agreement with coastal tide-gauge measurements, and so we consider it reasonable for our purposes.

2.5. Ensemble of Sea Level Fields and Synthetic Tide Gauges

Surrogate sea level fields are generated from SODA using an extension to multivariate data of the phase-randomized Fourier-transform algorithm [Prichard and Theiler, 1994; Christiansen et al., 2009]. Briefly, the local trend and acceleration are removed from each grid point by means of a third-order polynomial fit. Then, the Fourier transform of the SODA sea level fields is calculated at each grid point, and the phases are then randomized by rotating them at each frequency by an independent uniform random number in the range [0–2π], using the same random number for all grid points. This preserves all linear autocorrelations and cross correlations. In the final step, we perform an inverse Fourier transform and add the estimated third-order polynomial back to each grid point. The surrogate sea level fields generated using this algorithm have the same autocorrelations and cross correlations as the original data set [Prichard and Theiler, 1994]. Our ensemble contains 100 realizations.

Note that, in essence, the surrogate sea level fields represent the sea level variability from the original SODA fields but with different phases for all signals except the long-term trend and acceleration. The surrogate sea level fields can then be used to test the reconstruction of the fields under different tide-gauge distributions and different configurations of the RSOI method. We use synthetic tide gauges and EOFs from the surrogate sea level fields to reconstruct the GMSL. The skill of the reconstruction is then assessed by comparing the reconstructed GMSL with the average of the sea level grids over the global oceans, which is considered to be the true GMSL. The synthetic tide gauges are the model grid points where real tide gauges are available (see section 2.1 and Figure 1).

2.6. Reconstruction Details and Statistical Parameters

Sea level fields are reconstructed using the RSOI described by Kaplan et al. [1997, 2000]. The reconstruction methodology is briefly described in Appendix A. The first step of the RSOI method involves computing the EOFs. For the ensemble tests, EOFs are obtained from the last 20 years (1989–2008) whereas for the reconstruction with observations EOFs are calculated over the whole altimetric period (January 1993 to November 2012). We test the reconstruction for the cases with and without the EOF0 (hereinafter referred to as OIH and OI, respectively). Note that a local trend is removed from each grid point prior to the computation of the EOFs, both for OIH and OI. The eigenvalue associated with the EOF0 (λ0) is set to infinity, as in C2010. We will show in section 3 that this is the optimal setting.

The number of retained EOFs in the reconstruction is set to 10 (choosing 10 or 20 EOFs has a only a small effect on the reconstruction). We will show in section 3 that, when including the EOF0, the reconstructed GMSL does not depend on the number of retained EOFs. The observational error is set equal to 2 cm.
In addition to the methodology described in Appendix A, GMSL is also reconstructed as a weighted average of the tide gauges (hereinafter referred to as TG), with the weight being proportional to the cosine of the latitude where the tide gauge is located.

In order to assess the skill of the reconstruction we use three parameters: correlation between the reconstructed GMSL and the target (i.e., the true GMSL from the simulation), relative amplitude, and relative trend. Both the correlation and the relative amplitude are computed for detrended time series of annual values. Unless otherwise stated, correlations are significant at the 95% confidence level. The relative amplitude is calculated as \( \frac{(\sigma_{\text{recon}} - \sigma_{\text{tar}})}{\sigma_{\text{tar}}} \), where \( \sigma_{\text{tar}} \) and \( \sigma_{\text{recon}} \) represent the standard deviation of the target and the reconstruction, respectively. The relative trend is calculated as \( \frac{(T_{\text{recon}} - T_{\text{tar}})}{T_{\text{tar}}} \), where \( T_{\text{tar}} \) and \( T_{\text{recon}} \) are the trends of the target and the reconstruction, respectively.

For the ensemble based on SODA, the parameters are calculated for the period 1900–1988. Thus, the calibration period (the last 20 years) is excluded. Finally, uncertainty associated with the reconstructed GMSL (i.e., the error bands in the figures) is calculated as the ensemble mean root-mean-square difference (RMSD).

### 3. Theoretical Analysis of the RSOI Solution

#### 3.1. Derivation of GMSL Expressions for the Cases With and Without the EOF0

In this section, we rewrite equation (A5) (see Appendix A) in a notation that facilitates the interpretation of the numerical results presented later in the paper and brings out the strengths and weaknesses of the RSOI in reconstructing the GMSL. We will derive separate GMSL equations for the cases with and without the EOF0. Here we adopt the same notation as in Appendix A. Let us define the following matrices

\[ U_j \equiv H_j E \quad U_i \equiv H_i E \]

Using this notation, the RSOI solution (A5) can be written as

\[ \mathbf{x}_j = (\mathbf{A}^{-1} + \mathbf{U}_i^T \mathbf{R}_i^{-1} \mathbf{U}_i)^{-1} \mathbf{U}_i^T \mathbf{R}_i^{-1} \mathbf{T}_0 \]

Rearranging (2) gives

\[ \mathbf{x}_j = (\mathbf{A}^{-1} (I + \mathbf{U}_i^T \mathbf{R}_i^{-1} \mathbf{U}_i))^{-1} \mathbf{U}_i^T \mathbf{R}_i^{-1} \mathbf{T}_0 \]

where \( I \) is the identity matrix of order \( L \). Then applying the identity \( (\mathbf{AB})^{-1} = \mathbf{B}^{-1} \mathbf{A}^{-1} \) to (3) yields

\[ \mathbf{x}_j = (I + \mathbf{U}_i^T \mathbf{R}_i^{-1} \mathbf{U}_i)^{-1} \mathbf{A} = \mathbf{A}^{-1} \]

which, by applying the identity \( (I + \mathbf{AB})^{-1} \mathbf{A} = \mathbf{A}(I + \mathbf{BA})^{-1} \), takes the form

\[ \mathbf{x}_j = \mathbf{A} \mathbf{U}_i^T (I + \mathbf{R}_i^{-1} \mathbf{U}_i \mathbf{A} \mathbf{U}_i^T)^{-1} \mathbf{R}_i^{-1} \mathbf{T}_0 \]

Then making use of the identity \( (\mathbf{AB})^{-1} = \mathbf{B}^{-1} \mathbf{A}^{-1} \), (5) can be expressed as

\[ \mathbf{x}_j = \mathbf{A} \mathbf{U}_i^T \mathbf{R}_0 (I + \mathbf{U}_i \mathbf{A} \mathbf{U}_i^T)^{-1} \mathbf{T}_0 \]

Next, substituting equation (A4) into (6) gives

\[ \mathbf{x}_j = \mathbf{A} \mathbf{U}_i^T \mathbf{R}_0 (I + \mathbf{U}_i^T \mathbf{A} \mathbf{U}_i^T + \mathbf{U}_i \mathbf{A} \mathbf{U}_i^T)^{-1} \mathbf{T}_0 \]

The first matrix \( \mathbf{R}_0 = \mathbf{I} \) inside the parentheses in (7) is a diagonal matrix containing the observational error of the tide gauges. Interestingly, the sum of the other two matrices \( \mathbf{U}_i^T \mathbf{A} \mathbf{U}_i^T + \mathbf{U}_i \mathbf{A} \mathbf{U}_i^T \) is nothing but the...
covariance matrix, $\Sigma$, of the altimetry (or model) data only at those grid points where tide-gauge observations are available at time $i$ (i.e., $\Sigma$ is an $N \times N$ matrix, where $N$ is the number of tide gauges available at time $i$). Note that when including the EOF0 the sum $U^T \Sigma U + U \Lambda U^T$ does not exactly coincide with the covariance matrix $\Sigma$, because it contains a contribution from the EOF0. By separating the contribution of the EOF0 from that of the other EOFs, the preceding sum can be written as $\Sigma_{i} + \lambda_0 u^T_0 J$, where $\lambda_0$ is the eigenvalue associated with the EOF0, $u_0$ is the value of any element of the EOF0 (recall that in the EOF0 all elements have the same value), and $J$ is an $N \times N$ matrix of ones. This result will be used later.

Note also that when the EOF0 is included in the reconstruction, the spatial-average of all other EOFs is set to zero (EOFs are later renormalized). This adjustment has a very small impact on the variance of the sea level at tide-gauge locations is, on average, two orders of magnitude larger than that of the GMSL. As an illustration, the correlation between two GMSL reconstructions, one in which the spatial-average of all EOFs has been removed and another one in which it has not, is 0.96 for the period 1900–2011. No significant difference in the secular trends is found either.

Let us now return to equation (7). We assume now, as C2010 did, that the observational error of the tide gauges is zero (i.e., $R_g$ is a zero matrix). We will show later that this assumption does not limit the generality of the subsequent analysis. Let us also drop the temporal subscript $i$ to simplify notation. Next, we express the OI solution $\alpha$ as a linear combination of the tide gauges contained by the column vector $t^o \equiv T^o_j$. We do this separately for the reconstruction with and without the EOF0.

For the case without the EOF0, (7) can be simply written as

$$\alpha = AU^T \Sigma^{-1} t^o$$

(8)

After some algebraic manipulation, (8) can be expressed in terms of the elements of $\Sigma^{-1} = (\rho_1)$:

$$x_q = \left( \lambda_q \sum_{i=1}^{N} u_{q} \rho_{1i} \right) t^o_1 + \left( \lambda_q \sum_{i=1}^{N} u_{q} \rho_{12} \right) t^o_2 + \ldots + \left( \lambda_q \sum_{i=1}^{N} u_{q} \rho_{1N} \right) t^o_N \quad q = 1, \ldots, L$$

(9)

where $x_q$ is the temporal amplitude associated with the EOF mode $q$ (i.e., the EOF $U_{q} \theta_q$), $t^o_i$ is the $i$th element of the vector of tide-gauge observations $t^o$, $\lambda_q$ is the $q$th diagonal element of $\Lambda$, and $u_{qk}$ is the $(i, q)$ entry of the EOFs matrix $U$ (i.e., the value of the EOF mode $q$ at the location of the $i$th tide gauge). The quantities within the parenthesis in (9) can be seen as the “weights” or “loadings” associated with each tide-gauge observation. It is also interesting to observe that the solution $x_q$ for each EOF mode $q$ is independent of the number of retained EOFs, $L$, in the reconstruction.

Next, we deal with the case where the EOF0 is included. In this case, the RSOI solution is given by

$$\alpha = AU^T (\Sigma + \lambda_0 u^T_0 J)^{-1} t^o$$

(10)

The problem here is to find a simple expression for the inverse of $\Sigma + \lambda_0 u^T_0 J$ in terms of $\Sigma^{-1}$. By observing that the $N \times N$ matrix $J$ has ones everywhere, and hence is of rank one, we can make use of the following Lemma [Miller, 1981]:

$$(G + H)^{-1} = G^{-1} - \frac{1}{1 + g} G^{-1} H G^{-1}$$

(11)

where $G$ is an arbitrary nonsingular square matrix, $H$ is a square matrix of rank one, and $g = \text{tr} (HG^{-1})$. Because the amplitude of the EOF0, $x_0$, is the only one relevant to the GMSL, as it will be shown later, we restrict our attention to $x_0$. By (11) and after some algebra the RSOI solution for the temporal amplitude of the EOF0 (10) can be written as:
Finally, it is convenient to write an expression for the GMSL for the cases both with and without the EOF0. In general, the GMSL is computed at each time step by

$$\text{GMSL} = \sum_{i=0}^{L} E \cdot \mathbf{z}_i$$

(13)

where the overbar denotes average along the first dimension of the corresponding matrix (i.e., spatial average over the global oceans). When the EOF0 is not included in the reconstruction, the GMSL is calculated using the truncated EOF expansion (13), with the temporal amplitudes given by (9). However, in the case with the EOF0, we should recall that the spatial average of all EOFs except that of the EOF0 is set to zero (i.e., $E_j = 0$ for $j \neq 0$), which implies that (13) reduces to $\text{GMSL} = E \cdot \mathbf{z}_0 = u_0 \mathbf{x}_0$. Now using (12), the GMSL for the case with the EOF0 can be written as

$$\text{GMSL} = \frac{\hat{\lambda}_0 u_0^2}{1 + \hat{\lambda}_0 u_0^2} \left( t_0^2 \sum_{i=1}^{N} \rho_{i1} + t_0^2 \sum_{i=1}^{N} \rho_{i2} + \ldots + t_0^2 \sum_{i=1}^{N} \rho_{iN} \right)$$

(14)

### 3.2. Interpretation of the GMSL Equations

The covariance matrix $\Sigma$ is always positive semidefinite thus its inverse is also positive semidefinite and hence $\sum_{i=1}^{N} \sum_{j=1}^{N} \rho_{ij} \geq 0$. This implies that the factor in front of the parentheses in (14) is a monotonically increasing function of $\hat{\lambda}_0$, which is always positive and asymptotically approaches $\frac{1}{\sum_{i=1}^{N} \sum_{j=1}^{N} \rho_{ij}}$ as $\hat{\lambda}_0 \to \infty$. This asymptotic behavior explains why previous studies have found that, for sufficiently large values of $\hat{\lambda}_0$ (i.e., $\hat{\lambda}_0 \sum_{i=1}^{N} \sum_{j=1}^{N} \rho_{ij} \gg 1$), increasing the value of $\hat{\lambda}_0$ has almost no effect on the reconstruction of the GMSL. Since, in general, $\hat{\lambda}_0$ is chosen so that $\hat{\lambda}_0 u_0^2 \sum_{i=1}^{N} \sum_{j=1}^{N} \rho_{ij} \gg 1$, (14) can be approximated by

$$\text{GMSL} = \sum_{i=1}^{N} w_i t_i^2$$

(15)

where $w_i = \frac{\sum_{j=1}^{N} \rho_{ij}}{\sum_{j=1}^{N} \sum_{k=1}^{N} \rho_{jk}}$ and obviously $\sum_{i=1}^{N} w_i = 1$.

We observe now that the weights $w_i$ in (15) are simply the solution of the generalized weighted mean problem [McLean et al., 2011] of the altimetry records at locations where tide gauges are available. In other words, the weights $w_i$ are determined so that the weighted mean $\sum_{i=1}^{N} w_i t_i^2$ has the smallest variance of all unbiased estimators, where $t_i$ represents the altimetry observations at the location of the $i$th tide gauge. Note that although here we refer to the values $w_i$ as weights, such values can in fact be negative. Expression (15) can be written in matrix form [McLean et al., 2011]:

$$\text{GMSL} = \frac{1^T \Sigma^{-1} \mathbf{e}}{1^T \Sigma^{-1} 1}$$

(16)

where $1$ is a $N \times 1$ column vector of ones. It is worth noting that, if we are only interested in the GMSL, using (16) is computationally much faster and more memory-efficient than the usual algorithm (A5) since it avoids the computation of the singular value decomposition of the global altimetry data.

Note that, because the covariance matrix $\Sigma$ that appears in the expression for the generalized weighted mean (equations (15) and (16)) is derived from altimetry records rather than tide-gauge records, which can
differ significantly (i.e., $t_i^0 \neq t_i^1$), the weights $w_i$ in (15) minimize the variance of the weighted mean $\sum_{i=1}^{N} w_i t_i^0$ but not necessarily that of the weighted mean $\sum_{i=1}^{N} w_i t_i^1$. Therefore, although the variance of the generalized weighted mean is given by $1 / (1^T \Sigma^{-1} 1)$, such expression will not yield the true variance of $\sum_{i=1}^{N} w_i t_i^0$, but only that of $\sum_{i=1}^{N} t_i^0$. Perhaps, a more consistent approach would be to replace the inverse of the covariance matrix, $\Sigma^{-1}$, from altimetry records at tide-gauge locations by that from the tide-gauge records themselves. This would ensure that (16) is the weighted mean with minimum variance (i.e., the generalized weighted mean) for the tide-gauge records. Moreover, with this approach one could calculate $\Sigma$ over the whole reconstruction period, which would result in a more robust weighted mean. The problem of this approach is that it is possible only if a constant tide-gauge distribution is used.

Another important feature of (16) is that it contains no information on the global covariance structure of the sea level. In other words, when the EOF0 is included, the method does not benefit from the near-global coverage provided by satellite altimetry. Recall that $\Sigma^{-1}$ is calculated from altimetry data only at locations where tide gauges are available. Although, strictly speaking, the method includes some information on the correlation between the altimetry records and the GMSL when setting the spatial average of all EOFs equal to zero (this is equivalent to subtracting the GMSL from the sea level at each grid point prior to the computation of the EOFs), this correction, as commented above, results in practically the same covariance matrix $\Sigma$, and hence in the same GMSL.

Therefore, there are important differences between the case when the EOF0 is used and when it is not. First, the reconstructed GMSL without the EOF0 does include information on the global covariance structure provided by altimetry, as represented by the factors $u_i q$ in (9), but the reconstruction with the EOF0 does not. Second, the reconstructed GMSL with the EOF0 is independent of the number of retained EOFs, $L$, whereas that without the EOF0 is not.

When including the EOF0, the reconstruction of the GMSL is simply a weighted mean of tide gauges based on information from altimetry records only at tide-gauge locations. Recalling that $\Sigma^{-1}$ represents the inverse of the covariance matrix of altimetry records at tide-gauge locations, its elements, $\rho_{ij}$, have a convenient interpretation in terms of linear regression. The diagonal elements $\rho_{ii}$ can be expressed as $\rho_{ii} = \frac{1}{\sigma_i^2}$, where $\sigma_i^2$ is the variance of the altimetry record at the $i$th tide-gauge location. The off-diagonal elements, $\rho_{ij}$, are related to the coefficients, $b_{ij}$, in the aforementioned regression by $\rho_{ij} = -b_{ij} \rho_{jk}$, where $b_{ij}$ is the regression coefficient associated with the altimetry record at the $j$th tide-gauge location. Hence the factors determining the contribution of each tide-gauge record to the GMSL in (15) can be written as

$$\sum_{j=1}^{N} \rho_{ij} = \frac{1}{(1 - R^2) \sigma_i^2} \left(1 - \sum_{j \neq i} \rho_{ij}\right)$$

From (17), we observe that, in general, tide-gauge locations where altimetry records show high correlation with other altimetry records, either from nearby or distant grid points, will result in higher values of $R^2$ and hence in larger weights, especially where records have relatively small variance. Note that as $R^2$ nears 1 the factor $\frac{1}{(1 - R^2) \sigma_i^2}$ increases quickly. Nearby tide-gauge records are in general highly correlated with each other. Hence regions with a high density of stations and with reasonably good agreement with altimetry will be given a large weight in the reconstruction whether or not they are representative of the open-ocean sea level variability. This may result in a poor reconstruction of the GMSL variability and the trend if a specific area is subject to regional forcing not linked with GMSL and/or if, for example, GIA models have significant errors in these areas. In addition, because (16) is a weighted mean of tide gauges, the reconstructed GMSL with the EOF0 will, in general, overestimate the variability when compared with the reconstruction without the EOF0 because tide-gauge records tend to show relatively large variability.

When the EOF0 is not used in the reconstruction the factors $u_i q$ in (9) include information on the variance explained by the global EOF mode $q$ at the $i$th tide gauge and the aforementioned problems are removed.
For instance, we know that a significant fraction of the interannual GMSL variability from altimetry is associated with the ENSO, which is represented by the EOF1. When the EOF0 is not included, (9) uses this global information contained in the EOF1 by giving less weight to locations that are not correlated with the ENSO, which results in a better reconstruction of the GMSL variability linked to the ENSO.

An issue that affects the reconstruction both with and without the EOF0 is the fact that very small (near zero) eigenvalues of the covariance matrix $\Sigma$ have a very large contribution to $\Sigma^{-1}$. This can be seen by rewriting (17) in terms of the eigenvalues, $s_k$, and eigenvectors, $D=(d_k)$, of $\Sigma$:

$$\sum_{i=1}^{N} \rho_{ij} = \sum_{i=1}^{N} \sum_{k=1}^{N} d_i d_k \frac{1}{s_k}$$

From (18), it is obvious that near zero eigenvalues will have the largest influence. Now note that because the smallest eigenvalues are those with larger uncertainty in their estimate, their influence on $\Sigma^{-1}$ can significantly degrade the performance of the GMSL reconstruction. Recall that, in general, the EOFs associated with the lowest eigenvalues represent small-scale variability, or in the case where there is nonuniform distribution of tide gauges may also represent regional-scale variability. Naturally, we do not want $\Sigma^{-1}$, and thus the estimate of the weights, to be dominated by the noisy smallest-scale structures but we would want tide gauges which are the sole information in large parts of the ocean to be given appropriate weight. One remedy to this problem is to truncate the small eigenvalues in the calculation of $\Sigma$ and then diagonally load the estimated covariance matrix to ensure that $\Sigma$ is invertible. However, this is not necessary if we realize that a similar effect is achieved when the observational error contained by the diagonal elements of $R_0$ is set to a nonzero value. This is in essence equivalent to diagonal loading of the covariance matrix and has the effect of greatly reducing the influence of those near zero eigenvalues over inversion. Setting the diagonal elements of $R_0$ to a nonzero value can also be interpreted as a type of regularization, a ridge-like regularization to be more precise [Hoerl and Kennard, 1970], since its effect is that of adding a constant to the diagonal of the covariance matrix $\Sigma$. Therefore, all conclusions and equations presented in this section are still valid when $R_0 \neq 0$ as long as one replaces $\rho_j = \sum_{k=1}^{N} d_k d_k / s_k$ by $\rho_j = \sum_{k=1}^{N} d_k d_k / s_k + r_0$. Note that, if $R_0 \neq 0$, the weights $w_i$ in (15) are the solution of the generalized weighted mean problem with regularization, in which the level of regularization depends on the value of $r_0$.

4. Numerical Experiments

Here we present the results of various numerical experiments aimed at verifying some of the conclusions derived from the analysis of the RSOI solution as well as assessing the skill of the RSOI in reconstructing the GMSL. Before proceeding to the results based on the ensemble of sea level fields described in section 2.5, it is convenient to first look at a comparison of the GMSL from altimetry with the estimates provided by OI and OIH (using real tide gauge and altimetry observations) after the trend for 1993 to 2011 is removed (Figure 4). A noticeable feature is that OIH shows no correlation with altimetry and overestimates the GMSL variability with a relative amplitude of 1.2, in spite of the fact that the comparison is for the calibration period. Although strictly speaking the OIH solution is not statistically incorrect since the curve from altimetry is mostly within the uncertainty band associated with OIH, it is important to note that, as we showed in section 3, part of the difference between the two curves is due to deficiencies in the methodology when including...
the EOF0. Conversely, OI captures both the variability observed in altimetry and its magnitude with a significant correlation of 0.61 and a relative amplitude of −0.2.

We proceed now to the results of the numerical experiments based on the ensemble of sea level fields. We begin by testing the reconstruction under different tide-gauge distributions. In particular, we select 10 different tide-gauge distributions from the set of composite records described in section 2.1. In this first experiment, the tide-gauge distribution does not change over time (i.e., the number and location of tide gauges is the same for each month). Note, however, that in practice the GMSL is usually reconstructed using a time-varying tide-gauge distribution, in which both the location and the number of tide gauges change over time. It is, therefore, important to assess whether this has an effect on the skill of the reconstruction. To do this, we will conduct a second experiment using a time-varying tide gauge based on the actual distribution for each month shown in Figure 1.

Figure 5 shows the ensemble mean correlation, relative amplitude and relative trend for OIH, OI, and TG and for each of the 10 constant tide-gauge distributions. In terms of the correlation (Figure 5a), OIH performs better than both OI and TG for all tide-gauge distributions, with ensemble mean correlations ranging from 0.50 to 0.75. OI and TG show similar correlations with ensemble mean values ranging from 0.25 to 0.45. Note that these correlations are statistically significant.

The ensemble mean relative amplitude ranges from 0.2 to 0.6 for OIH, 2.0 to 4.0 for OI, and 2.7 to 2.8 for TG (Figure 5b). Looking at the relative trend (Figure 5c) shows that OI underestimates the GMSL trend significantly, with an ensemble mean worse than −80% for all tide-gauge distributions. However, OIH capture the trend much better, with an ensemble mean relative trend ranging from −23 to 0% for the last eight distributions. The underestimation is larger (~35%) for the first two distributions and it appears increasing again for the two largest distributions. Finally, TG appears to perform slightly better than OIH with an ensemble mean relative trend ranging from −11 to 4% for all distributions.

Note that the relatively strong underestimation of the trend in OIH for the first two distributions simply reflects the fact that the influence that each tide gauge has on the reconstructed trend is determined on the basis of a covariance matrix derived from deseasonalized monthly time series. It turns out that for these two distributions, tide gauges with smaller trends are given the largest weights, which results in an underestimation of the trend.
Overall, these results are consistent with those of C2010, who also found that OIH outperformed both OI and TG in terms of the reconstruction of the interannual variability. The overestimation of the variability (as given by the relative amplitude) by OIH is somehow larger in the study of C2010. This is in part due to the fact that, unlike us, C2010 set the value of the observational error ($r_0$) equal to zero, which, we have found, results in a larger variability of the reconstructed GMSL. They also found that all methods underestimated the long-term trend, and neither OIH nor OI were better than TG. Nevertheless, it is important to recall that when observations are used instead of synthetic tide gauges, OI outperforms OIH in terms of capturing the interannual variability (Figure 4).

The main reason for this inconsistency between the results based on models here and in C2010 and reconstructions where observations are used is that, in the model, coastal and deep-ocean sea level are more highly correlated than in the real world, which results in a higher correlation between synthetic tide gauges and GMSL. Note from (15) and (17) that records with relative small variances and that are correlated with other records are given positive large weights regardless of whether they show negative or no correlation with the GMSL. This, of course, results in a poor reconstruction of the GMSL variability. As discussed in section 3, this is not necessarily the case when the EOF0 is not used as long as the processes causing the negative correlation between the tide gauges and the GMSL are represented by the retained EOFs.

It is also interesting to note that because the largest weights in (15) are usually positive, the reconstructed GMSL when using the EOF0 will be, in general, correlated with the average of the tide gauges, at least much more so than when not using the EOF0. As an example of this, we have found that for the constant distribution with 289 tide gauges, the ensemble mean correlation between the OIH and TG is 0.72, whereas it is only 0.38 between OI and TG.

In an attempt to reduce the differences between synthetic and real tide gauges, we perturb the synthetic tide gauges in SODA so that they have exactly the same correlation with the GMSL as real tide gauges. This is done as follows. Let $y_i$ and $g$ be the $i$th synthetic tide-gauge record and the GMSL from SODA (both detrended), respectively. Then the corresponding perturbed synthetic tide gauge, $\tilde{y}_i$, is obtained as

\[
\tilde{y}_i = \sigma_i \left( \frac{\eta}{\sigma_\eta} + r_i \sqrt{1 - \rho_{real}^2} \right)
\]

where $\sigma_i$ and $\sigma_\eta$ are, respectively, the standard deviations of $y_i$ and $\eta$. $\rho_{real}$ is the correlation between the corresponding $i$th real tide-gauge record and the GMSL from altimetry, and $r_i$ is the residual from the simple linear regression of $y_i$ on $\frac{\eta}{\sigma_\eta}$. Similar approaches have been used in pseudoproxy experiments of climate reconstructions where pseudoproxies are perturbed to mimic the characteristics of real proxies [Christiansen and Ljungqvist, 2012; Smerdon, 2012]. Transformation (19) ensures that $\tilde{y}_i$ and $\eta$ have correlation $\rho_{real}$ and that the part of $\tilde{y}_i$ that is not correlated with $\eta$ is still related to the unperurbed tide-gauge record $y_i$. It also ensures that $y_i$ and $\tilde{y}_i$ have nearly the same variance. Once $\tilde{y}_i$ has been calculated we add back the long-term trend so that it has the same trend as the unperurbed synthetic tide gauge. As an illustration of the effect of this modification, we have compared the correlation of the GMSL from SODA with both unperturbed and perturbed tide gauges (Figure 6). As commented above, unperturbed tide gauges show, in general, much higher positive and less negative correlations with the GMSL than perturbed (and real) tide gauges. Note however that (19) changes the variability of the synthetic tide gauges only

![Figure 6](image-url). Correlation between perturbed and unperturbed synthetic tide gauges (black), and between unperturbed (orange)/perturbed (blue) synthetic tide gauges and the GMSL from SODA over the period 1900–2008. Correlation has been computed for detrended time series of annual values. Perturbed synthetic tide gauges have been obtained using equation (19).
slightly, as exemplified by the high correlation (>0.8) between the unperturbed and perturbed tide gauges (Figure 6).

Next, we repeat the experiments for the 10 constant tide-gauge distributions but using now the perturbed tide gauges. Note that this approach assumes that the processes driving the sea level variability at the timescales resolved by altimetry are similar to those at longer timescales (i.e., multidecadal). Results of the experiments are shown in Figure 7. We observe that, after perturbing the tide gauges, OI performs quite well in capturing the GMSL variability with an ensemble mean correlation of ~0.7 for all distributions. Conversely, OIH now shows much smaller correlations than for the case with unperturbed tide gauge. Regarding the relative amplitude, OIH shows values ranging from 0.1 to 0.7, whereas OI shows values of about −0.4 for all distributions. We can conclude, therefore, that errors in the OI estimate are primarily due to a difference in the amplitude of the variations (i.e., OI captures the variability reasonably well but underestimates its magnitude), whereas those in the OIH estimates are due to a difference in both the amplitude and the phase of the variations. Finally, results for the reconstruction of the long-term trend are similar to those with unperturbed tide gauges. OIH gives a reasonable estimate of the trend with an ensemble mean trend difference ranging from −25% to 10% for all distributions whereas OI completely underestimates it for all distributions. It is worth noting that OIH does not always underestimate the trend but, in some cases, it can also overestimate it.

Let us now explore the reconstruction when using the time-varying tide-gauge distribution with perturbed tide-gauge records. We begin by showing a comparison between the target and the OIH estimate for one of the ensemble realizations (Figure 8). For this particular realization, the correlation between the target and the reconstructed GMSL is 0.3, the relative amplitude is 0.3, and the relative trend is −11%. We note that, although both curves exhibit significant decadal and multidecadal variability, such variability is not well captured by the reconstruction. For instance, there are various periods (e.g., 1900–1920 and 1940–1960) in which the target is outside the error band associated with the OIH curve, reflecting the fact that its decadal and multidecadal variability differs significantly from that of OIH. It is also interesting to note that the variability shown by OIH, especially prior to 1960, is significantly larger than that shown by the target, confirming that OIH tends to overestimate the variability.

Ensemble averages for the case of a time-varying distribution show that, in terms of the correlation, OI gives the best result with an ensemble mean value of 0.71 ± 0.13 as compared to a value of 0.33 ± 0.15 for OIH. The ensemble mean relative amplitude is −0.45 ± 0.11 for OI and 0.29 ± 0.15 for OIH. With regards to the
trend, OIH shows a underestimation of the trend of $-12\%$ whereas OI completely underestimate it. Note that the correlation for OIH is rather at the lower end of the range of the 10 constant distributions, which indicates that, when including the EOF0, using a time-varying tide-gauge distribution slightly degrades the skill of the reconstruction.

5. GMSL Reconstruction for the Period 1900–2011

Here the GMSL is reconstructed both with and without the EOF0 and using the whole set of real tide gauges described in section 2.1 (i.e., a time-varying tide-gauge distribution) for the period 1900–2011. EOFs are computed from satellite altimetry over the whole period (January 1993 to November 2012). We use 10 EOFs and a value of 2 cm for the observational error. In order to avoid issues with different datum levels in the real tide-gauge data, and following Church et al. [2004], here we use sea level differences.

In section 3, we have shown that, in general, only OI is able to capture the GMSL interannual variability from altimetry (see also Figure 4). It is well known that interannual variations in GMSL are significantly correlated with the ENSO index [Nerem et al., 2010]. The signals associated with the ENSO are primarily represented in the altimetry data by the first EOF, which explains why OI is able to capture such signals. In essence, tide-gauge locations that are more affected by the ENSO are given larger weights in the estimate of $a_1$ through the factors $u_{iq}$ in (9). Note that other climate signals may also be captured by OI as long as they are represented by the retained EOFs. The fact that (16) does not represent spatially weighted averages and does not identify which tide gauges are more influenced by climate signals like the ENSO explains why OIH does not capture such signals.

We can, therefore, use time series of the ENSO index as a proxy for the interannual GMSL variability to validate the reconstruction for the period not covered by altimetry, similar to Chambers et al. [2002]. Note, however, that this approach assumes that the relationship between GMSL and the ENSO remain unchanged before the altimetry period. As evidence of the relationship between GMSL and the ENSO index, we have found correlations of 0.65 (annual values) and 0.40 (monthly values) between detrended time series from altimetry and the ENSO index for the period 1993–2011 (both significant at the 95% confidence level). Similarly, we can also use time series of land hydrology changes as provided by (1) using the CPC global monthly soil moisture data set as they have been shown to be significantly correlated with the GMSL form altimetry [Cazenave et al., 2012]. Changes in land hydrology are closely linked to the ENSO and they provide an estimate not only of the sea level variability but also of its magnitude. As an example of their relationship with the GMSL, we find that land hydrology changes account for $\approx 40\%$ of the variance in the GMSL from altimetry for annual values.

A comparison between our OI estimate and the ENSO index for the period 1900–2011 is shown in Figure 9a. Features associated with long timescales have been removed by applying a high-pass filter with a cut-off period of 10 years to both time series. The OI estimate and the ENSO index agree very well with a correlation of 0.80 (0.60 for unfiltered annual values) over the period 1900–2011. We also note that the agreement between the two curves does not degrade significantly as we move backward in time and, hence, as the number of tide gauges decreases. In particular, the correlations for the first (1900–1955) and last (1956–2011) 56 years are 0.71 and 0.87, respectively. A similar result was obtained by Chambers et al. [2002] for the period 1950–2001. Moreover, they verified the relationship in the 1980s during the large La Niña event of 1987 using independent Geosat altimeter measurements. There is no significant correlation between OIH and the ENSO index.

OI is also in good agreement with changes in land hydrology over the period 1948–2011 on all timescales (Figure 9b), with correlations of 0.72 and 0.87 for annual and low-pass filtered (5 year cutoff) values,
respectively. Changes, however, are ~40% smaller in OI, suggesting an underestimation. The good agreement between land hydrology changes and altimetry suggests that these multidecadal fluctuations in OI may very well be a true GMSL signal of hydrological origin. Note also that the magnitude of the variability in our low-pass filtered OI estimate (peak-to-peak fluctuations of ~2 mm) is similar to that in the reconstructed GMSL of Chambers et al. [2002]. Finally, as expected, there is no significant correlation between OIH and land hydrology changes.

To further investigate the decadal and multidecadal variations shown by OI and also land hydrology changes we have conducted some comparison with various climate indices. We have first compared the low-pass filtered (10 year moving average and detrended) time series of the reconstructed GMSL with the ENSO index, but we have found no significant correlation over the period 1900–2011, neither for OIH nor for OI. We have found, however, a significant correlation of 0.78 between OI and the AMO index (Figure 9c). Both OI and the AMO index show a quasi 60 year oscillation (~2 mm peak-to-peak) with minimum values around 1920 and 1980, consistent with the results of Chambers et al. [2012]. Note that, although the 60 year oscillations in OI and in the curves of Chambers et al. [2012] coincide in phase, the magnitude of the oscillations in the latter is an order of magnitude larger. Surprisingly, OIH shows a nonsignificant negative correlation of ~0.44 with the AMO index.

Finally, we have compared our OIH estimate with the GMSL estimates of CW2011 and Jevrejeva et al. [2008] over the period 1900–2011 (not shown). The long-term trends over the common period 1900–2002 are 1.9 ± 0.2 mm/yr, 1.6 ± 0.2 mm/yr, and 1.9 ± 0.2 mm/yr for our OIH estimate, CW2011, and Jevrejeva et al. [2008], respectively. Our OIH estimate of the GMSL trend is in good agreement with that of Jevrejeva et al. [2008] and larger than that of CW2011. After the removal of a linear trend, our OIH estimate is very similar to those of CW2011 and Jevrejeva et al. [2008], with correlations of 0.76 and 0.69, respectively. Finally, it is worth commenting that decadal fluctuations in the OIH estimate and also in the reconstructions of CW2011 and Jevrejeva et al. [2008] are ~5 times greater than those in both our OI estimate and the reconstructed GMSL of Chambers et al. [2002].

6. Conclusions and Discussion

In this study, we have explored the skill of the RSOI method in reconstructing the GMSL. Our goal has been to assess how well the GMSL variability can be reconstructed and to explore the sensitivity of the method
to different configurations, including the use of the EOF0. The EOF0 was first introduced by Church et al. [2004] in order to account for uniform sea level changes. While adding the EOF0 certainly improves the reconstruction of the long-term trend, it alters the reconstruction of the interannual and decadal variability significantly.

In section 3, we have presented a theoretical analysis of the RSOI solution for the cases both with and without the EOF0. We have found that when the EOF0 is used the GMSL is essentially a weighted mean of the available tide gauges with the weights being the solution of the generalized weighted mean problem (with regularization when K0 ̸= 0) of the altimetry records at the tide gauge locations, and thus the GMSL contains no information on the global covariance structure of sea level. The weights in the weighted mean are determined based on the relative variances and correlations among tide gauges at interannual timescales. In particular, tide-gauge records that have relatively small variance and significant correlation with other tide gauges are given the largest weights whether or not they are representative of the open-ocean sea level (see equations (15) and (17)). As a result, when the EOF0 is used, the reconstructed GMSL is unable to capture climate signals like those associated with the ENSO, which tend to be represented by the leading global EOFs. Our analysis indicates that the decadal and multidecadal variability in the GMSL reconstructions with the EOF0 reflects regional coastal variability as seen by the tide gauges rather than a true global variation. In other words, the reconstructed GMSL does not properly account for the internal climate variability. When the EOF0 is not used, the reconstructed GMSL uses information on the global covariance structure provided by altimetry, as represented by the factors ωq in (9), and thus climate signals such as those associated with the ENSO are, in principle, well captured by the reconstruction method.

It is also important to observe that, although the long-term trend seems to be reasonably well captured when using the EOF0, using the covariance matrix of deseasonalized monthly time series as the basis for determining the contribution of each tide gauge to the trend is dubious because it assumes that the interannual variability and the trend are driven by the same mechanisms. Nevertheless, it is worth commenting that the biases in trend estimates with the EOF0 are usually no larger than 25% in absolute value.

The numerical experiments performed in section 4 have confirmed the conclusions from the theoretical analysis of the RSOI solution. Comparing the GMSL from altimetry with the reconstructed GMSL shows that not including the EOF0 results in a better reconstruction of the interannual variability. Including the EOF0 leads to a GMSL reconstruction that overestimates the interannual variability and has no significant correlation with the GMSL from altimetry. The results from the ensemble of sea level fields based on SODA have confirmed these results. When using synthetic tide gauges from SODA, results suggest that both the variability and the long-term trend are better reconstructed with the EOF0, but this is only because synthetic tide gauges in the model are more representative of the open-ocean sea level variability than real tide gauges. After perturbing the synthetic tide gauges so that their variability is more consistent with that of real tide gauges, results show that not including the EOF0 leads to a better reconstruction of the variability. It is also worth commenting that, while the long-term trend is much better reconstructed when using the EOF0, even in this case a simple average of tide gauges seems to provide a better estimate of the trend. Finally, we have also found that using a time-varying tide-gauge distribution slightly degrades the skill of the reconstruction.

In this study, we have also presented a GMSL reconstruction for the period 1900–2011. We have used long time series of the ENSO index as a proxy for GMSL interannual variability, similar to Chambers et al. [2002]. Our estimate of the GMSL without the EOF0 shows, at interannual timescales, a significant correlation (0.80) with the ENSO index for the period 1900–2011. Conversely, no significant correlation with the ENSO index is found when the EOF0 is included. This confirms that climate signals like the ENSO, whose effect on the GMSL from altimetry is so remarkable [Nerem et al., 2010; Llovel et al., 2011], are only captured when the EOF0 is not included.

The skill of the reconstruction on decadal or longer timescales has been assessed by comparing the GMSL with time series of land hydrology changes, which we know explain a significant fraction of the GMSL from altimetry. We have found a good agreement between the reconstruction without the EOF0 and land hydrology changes over the period 1948–2011 at all timescales, including decadal and multidecadal. We note, however, that OI may underestimate the amplitude of the variations by about 40%. No correlation has been found for the reconstruction with the EOF0. We have also found a significant correlation (0.78) between the low-pass filtered GMSL without the EOF0 and the AMO index for the period 1900–2011. Both the
reconstructed GMSL and the AMO index show a quasi 60 year oscillation with minimum values around 1920 and 1980, consistent with the results of Chambers et al. [2012]. Interestingly, the GMSL with the EOF0 also shows a quasi 60 year oscillation (not shown), however, the maximum and minimum of such oscillation do not coincide with those of the AMO index and their magnitude is ~5 times greater. We have also compared our GMSL with the EOF0 with the estimates of CW2011 and Jevrejeva et al. [2008]. In terms of their interannual and interdecadal variability, all estimates agree very well with correlations above 0.70.

Our results raise doubts about the reliability of the interannual to multidecadal variability in the GMSL reconstructions that use the EOF0. The theoretical and numerical results presented here suggest that the multidecadal variability in such reconstructions reflects regional variability (primarily associated with changes in atmospheric forcing) as seen by the tide gauges, rather than a true global signal. Such variability can have a significant effect on estimates of acceleration in the rate of GMSL rise since it can largely mask a possible underlying mean acceleration due to global warming or can result in the detection of spurious accelerations. This should be considered when attempting to interpret accelerations in the rate of GMSL rise derived from sea level reconstructions.

The deficiencies of the tide-gauge network in terms of spatial nonuniformity and the changing in time numbers of available tide gauges cannot be overcome by the statistical reconstruction of GMSL and the limitations of such estimates should be kept on mind when statements about global sea level trend and acceleration are made.

Appendix A

In this appendix, we briefly describe the details of the reconstruction methodology. Basically, the first step of the method involves calculation of the EOFs from a spatially dense data set (e.g., satellite altimetry). Then, for each time step (months) the temporal amplitudes of a truncated set of EOFs (the reduced space) are estimated by minimizing a cost function that fits, in a weighted least square sense, a linear model to a set of long but spatially sparse observations (i.e., tide gauges).

In the following, we describe the reconstruction methodology, using the same notation as in Kaplan et al. [2000] and C2010. Let the \( n \times m \) matrix \( X \) denote a set of spatially dense sea level observations (e.g., from altimetry) with \( n \) variables (i.e., grid points) and \( m \) temporal samples. The longer but spatially sparser set of tide-gauge observations is arranged in an \( N \times M \) matrix \( T \) that consists of \( M \) temporal samples at \( N \) different locations.

We begin by calculating the covariance matrix of the data matrix \( X \), represented by the \( n \times n \) matrix \( C \), in its canonical form:

\[
C = E \Lambda E^T + E \Lambda^T E^T
\]

(A1)

where \( \Lambda \) is a diagonal matrix of order \( L \) that contains the \( L \) largest eigenvalues, and \( \Lambda' \) is diagonal matrix of order \( n-L \) containing the \( n-L \) discarded eigenvalues. In addition, \( E \) and \( E' \) are \( n \times L \) and \( n \times (n-L) \) matrices whose columns are the EOFs corresponding to the eigenvalues contained in \( \Lambda \) and \( \Lambda' \), respectively. The superscript \(^T\) denotes matrix transpose. Then, the sea level field \( T \) \((n \times M)\) can be approximated by a sum of the contributions of the retained EOFs modes \( E \), each weighted by the corresponding temporal amplitude \( \alpha \) \((L \times M)\),

\[
T = E \alpha
\]

(A2)

Now the amplitudes of the retained EOFs, \( \alpha \) \((L \times M)\), are estimated for each time step \( i \) (i.e., each month) by minimizing the optimal interpolation cost function

\[
S[\alpha] = (H, E \alpha, -T_{ij})^T R^{-1} (H, E \alpha, -T_{ij}) + \sum_{j} \alpha_{ij}^2 \Lambda^{-1} \alpha_{ij}
\]

(A3)

where the notation \( A_{ij} \) denotes the \( j \)th column vector of the matrix \( A \), and \( H_i \) is an \( n \times n \) matrix containing only 1s and 0s that samples the grid points of the field \( T \) where tide-gauge observations are available at
time $i$. Note that the tide-gauge distribution may vary from 1 month to another, and hence $H_i$ (and also $N$) will vary accordingly. Further, $R_i$ is an $N \times N$ matrix that consists of the sum of the observational ($R_o$) and truncation ($H_i E i H_i^T$) error covariance matrices at time $i$:

$$R_i = R_o + H_i E i H_i^T \quad (A4)$$

where here $R_o$ is a diagonal matrix of order $N$.

Finally, minimizing the cost function $S$ gives the optimal interpolation solution

$$\alpha_j = P_j E_i H_j R_j^{-1} T_j \quad (A5)$$

with $P_j = (A^{-1} + E_i H_i R_i^{-1} E_i^T)^{-1}$.
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