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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF PHYSICAL SCIENCES AND ENGINEERING

SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

CO-LOCATED AND DISTRIBUTED MULTICARRIER SPACE-TIME SHIFT KEYING

FOR WIDEBAND CHANNELS

by Mohammad Ismat Kadir

Multicarrier (MC) transmissions are proposed for the space-time shift keying (STSK) concept.

Specifically, OFDM, MC-CDMA and OFDMA/SC-FDMA-aided STSK are proposed for transmissions

over dispersive wireless channels. Additionally, a successive relaying (SR) aided cooperative MC STSK

scheme is conceived for gleaning cooperative space-time diversity and for mitigating the half-duplex

throughput loss of conventional relaying. Furthermore, a multiple-symbol differential sphere decoding

(MSDSD) aided multicarrier STSK arrangement is proposed to dispense with channel estimation (CE).

We design a novel modality of realizing STSK amalgamated with OFDM for facilitating high-rate

data-transmissions through a number of low-rate parallel subchannels, thus overcoming the dispersion

induced by broadband channels. A MC-CDMA aided STSK system is also proposed for mitigat-

ing the channel-induced dispersion, while providing additional frequency-domain (FD) diversity and

supporting multiuser transmissions. As a further advance, we design OFDMA and SC-FDMA-aided

STSK systems, which are capable of communicating in dispersive multiuser scenarios, whilst maintain-

ing a low peak-to-average power ratio (PAPR) in the SC-FDMA-aided STSK uplink. Additionally,

complexity reduction techniques are proposed for OFDMA/SC-FDMA-aided STSK.

We also conceive the concept of SR aided cooperative multicarrier STSK for frequency-selective

channels for mitigating the typical 50% throughput loss of conventional half-duplex relaying in the

context of MC-CDMA and for reducing the SR-induced interferences. We additionally propose a dif-

ferentially encoded cooperative MC-CDMA STSK scheme for facilitating communications over hostile

dispersive channels without requiring CE.

Finally, the noncoherent multicarrier STSK arrangement is further developed by using MSDSD.

The conventional differential detection suffers from a typical 3-dB performance loss, which is further

aggravated in the presence of high Doppler frequencies. Hence, for the sake of mitigating this per-

formance loss in the face of high-Doppler scenarios, while maintaining a modest decoding complexity,

both a hard-decision-based as well as an iterative soft-decision multiple-symbol differential sphere

decoding aided multicarrier STSK arrangement is developed.
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Chapter 1
Introduction

Multiple-input multiple-output (MIMO) wireless communication systems have

attracted substantial research interests over the last two decades as a benefit

of mainly their capability to provide reliable high-throughput communications

without extending the bandwidth of a single-antenna system. Against the background of the

explosive expansion of the Internet and of the continued dramatically increased demand for

high-speed multimedia wireless systems, a flexible and spectrally efficient transceiver technol-

ogy is essential. In this context, MIMO systems, which employ multiple antennas at both the

transmitter and the receiver ends, are very much important, because they provide a very high

capacity without increasing the bandwidth requirement of the system. The throughput of a

MIMO system may be increased linearly with the number of antennas [1]. Apart from this

multiplexing gain, MIMOs are also capable of benefitting from a spatial diversity gain that

is attained by the spatially separated antennas in a dense multipath scattering environment,

provided that the antenna-elements are sufficiently far apart for the sake of experiencing in-

dependent fading. Thus MIMO systems have the potential of improving both the spectral

efficiency and the link reliability of future wireless communications systems.

A particularly promising candidate for the next generation fixed and mobile wireless sys-

tems is the combination of MIMO technology with the family of multicarrier communications

systems. Realistic wireless channels are dispersive by nature. Dispersive MIMO channels po-

tentially exhibit frequency diversity due to the channel’s delay-spread, where the subcarriers

of a multicarrier system may fade independently. Alternatively, this phenomenon may also

be viewed as the independent fading of the channel impulse response (CIR) taps. A multi-

carrier system effectively converts the wideband channels into a number of low-rate parallel

narrowband frequency-flat subchannels. The subcarriers are required to maintain a minimum

frequency separation in order to maintain orthogonality, but the signal spectra corresponding

to the different subcarriers may overlap in frequency-domain. Hence, the available frequency

1
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spectrum can be efficiently utilized. Furthermore, multicarrier systems are capable of signifi-

cantly reducing the receiver complexity in broadband channels with the aid of using single-tap

frequency-domain (FD) equalization. Field tests of wideband MIMO multicarrier systems have

revealed that while increased capacity and reliability can be achieved by employing MIMO

techniques [2], multicarrier transmissions make equalization more efficient [3, 4]. Thus MIMO

systems combined with multicarrier communications appear to be a promising solution for

broadband wireless communications systems, which motivates the investigations of this thesis.

1.1 Classification of MIMO Systems

In this section, we would like to commence with a brief classification of MIMO systems according

to the applications they are employed in. Again, MIMO systems may be employed for achieving

high-rate transmissions with the aid of spatial multiplexing as well as for attaining spatial

diversity for the sake of combatting the deliterious effects of the hostile fading channels. In

general, MIMO schemes employing M transmit as well as N receive antenna elements may be

described by the block-based MIMO model:

Y [i] = H [i] S [i] + V [i] , (1.1)

where Y [i] is a (N × T )-element matrix corresponding to block i, whose nth row represents

the signal received by the nth antenna over T consecutive symbol periods. Furthermore, H [i]

is a (N × M)-element matrix, whose elements represent the fading between a transmit-receive

antenna pair, S [i] is the (N × T )-element MIMO signal block and i is the block index. The

fading is assumed to be constant over a MIMO-symbol interval, and changes independently

from block to block in an uncorrelated manner. Finally, V [i] is a (N × T )-element matrix,

whose nth row represents the additive white Gaussian noise (AWGN) at the nth receive antenna

over the MIMO symbol period T , which is modelled as an i.i.d AWGN process with zero mean

and a variance of N0/2 per dimension.

To be more specific, MIMO systems may be classified into four categories [5], namely the

diversity architecture, the multiplexing architecture, the multiple access architecture and the

beamforming architecture. These four categories of MIMOs are briefly summarized below.

1.1.1 Spatial Diversity

Spatial diversity is used in wireless communications systems for combatting small scale fading

and thereby for improving the link’s reliability. The basic principle is that several replicas of the

same information sequence are independently transmitted and received by employing multiple

antennas and thereby increasing the probability that at least some of the links will not be
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Figure 1.1: Simplified spatial transmit diversity scheme, where M transmit AEs transmit the same

signal s1 through a number of M independent transmission path.

subjected to deep fading. For the sake of experiencing independent fading, the antennas have

to be spaced as far apart as possible. More specifically, the signals transmitted from or received

at the antennas that are spaced more than say five times the wavelength may be expected to

be independent.

Spatial diversity schemes fall into two main categories: receive diversity and transmit di-

versity arrangements. Receive diversity is the classic diversity technique [6], where multiple

antennas are employed at the receiver for combining the independently fading signals. Given

the requirement of a sufficiently high spacing, they are more suitable for the uplink. Receive di-

versity techniques include equal gain combining (EGC), selection combining (SC) and maximal

ratio combining (MRC). The upper bound on the capacity of receive diversity schemes employ-

ing different diversity-combining techniques were derived in [7]. Although receive diversity was

shown to provide an achievable diversity order which is equal to the number of receive antennas

employed, it is not practical to employ multiple antennas in the handset. In order to facili-

tate diversity-aided transmissions, a simple but witty transmit diversity was proposed in [8],

which inspired a spate of transmit diversity ideas, as proposed in [9–12]. Furthermore, another

transmit diversity concept namely space-time spreading (STS) was also proposed [13] for the

downlink of wideband code division multiple access (WCDMA), which is capable of achieving

a beneficial transmit diversity gain. Attaining a transmit diversity gain is more practical than

achieving a receive diversity gain for the downlink, since the user terminals are typically small

in size and have a severe power consumption constraint. The maximum diversity order achiev-

able by a multiple-antenna architecture is equal to (M · N), where M and N are the number

of transmit and receive antennas respectively and each of the channel links between a transmit

and a receive antenna pair is assumed to be independently faded. A simple spatial transmit

diversity oriented MIMO scheme is illustrated in Figure 1.1, where M transmit AEs transmit

the same replica of the signal s1.
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Figure 1.2: Spatial division multiplexing (SDM) having M transmit and N receive AEs. It is as-

sumed that N > M , hence the achievable multiplexing or degrees-of-freedom gain is

NS = min (M,N) = M , and a maximum of M data stream may be transmitted.

1.1.2 Spatial Division Multiplexing

MIMO systems may be designed for attaining an improved bandwidth efficiency by transmitting

different signal streams indepently over each of the transmit antennas. Again, the pioneering

studies by Paulraj and Kailath [14], Foschini [15] and Telatar [16] reveal that MIMO systems

have the potential of high-rate transmission without the requirement of additional bandwidth.

For example, the vertical Bell Laboratories layered space-time (V-BLAST) [17] code has the

capability of attaining a high spatial division multiplexing (SDM) gain at the cost of a substan-

tially increased decoding complexity. The achievable capacity was shown to be proportional to

the number of antennas used [1].

The spatial division multiplexing MIMO systems are illustrated by Figure 1.2. Spatial mul-

tiplexing arises from the fact that the MIMO channel can be decomposed into a number of

independent parallel channels. Multiplexing independent data streams onto these independent

channels results in a commensurately increased throughput. The increased throughput normal-

ized by the throughput of a single-antenna system is termed as the multiplexing gain. If the

MIMO system is equipped with M transmit and N receive AEs, then the maximum achievable

multiplexing gain is given by NS = min (M, N) .

Considering the MIMO channel model formulated in (1.1) and dropping the block index i

for the sake of simplicity, the channel matrix H may be equivalently expressed by its singular

value decomposition (SVD) as follows:

H = QΞQ̆
H

, (1.2)

where Q ∈ CN×N and Q̆ ∈ CM×M are unitary matrices, Ξ ∈ CN×M is a diagonal matrix of

the ordered singular values σi of H (σ1 ≥ σ2 ≥ · · · ≥ σrH
and λi = σ2

i are the eigenvalues

λi of HHH . Note that there are rH singular values, where rH is the rank of the matrix

H . If H has a full rank, as characterized by a rich scattering environment, then we have
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rH = min (M, N) . Otherwise, under a rank-deficient scenario characterized by a high correlation

among the individual channel gains of the MIMO channel, we have rH < min (M, N) .

The parallel decomposition of the channel may be achieved by defining two transforma-

tions [18, 19]:

S := Q̆S̃ (1.3)

Ỹ := QHY (1.4)

Note that the transformations (1.3) and (1.4) have been chosen for converting S to S̃ and Y

to Ỹ , respectively using Q̆ and Q, respectively which are obtained by the SVD of the channel

matrix H given by (1.2). Hence, (1.3) and (1.4) may br termed as the transmit precoding and

receiver shaping, respectively.

Upon applying the above two transformations to (1.1) and making use of (1.2) where both

Q and Q̆ are unitary matrices, we arrive at:

Ỹ = QHY

= QH (HS + V )

= QH
(
QΞQ̆

H
S + V

)
= QHQΞQ̆

H
Q̆S̃ + Q̆

H
V

= ΞS̃ + Ṽ , (1.5)

where Ṽ = QHV ∼ CN (0, N0IM) has the same distribution as V . We see in (1.5) that

the MIMO channel is now decomposed into rH independent parallel channels, which may be

modelled as shown in Figure 1.3.

1.1.3 Spatial Division Multiple Access

Space-division multiple access (SDMA) employs multiple antennas for the sake of supporting

multiple users [20, 21]. In this scheme, the transmitted signals of a number of simultaneous

uplink mobile users (where each user is equipped with a single transmit antenna) are received

by different receive antennas of the base station (BS). More explicitly, SDMA systems rely

on the unique, user-specifc spatial signatures constituted by their channel impulse responses

(CIRs) for separating the different users’ signal [5]. Similarly to SDM, SDMA allows us to

increase the capacity of a mobile cellular system by exploiting the users’ spatial separation,

which leads to unique CIRs. Both the SDM and the SDMA schemes benefit from a capacity

gain achieved by decomposing the multiplexed MIMO channels into parallel channels. However,

SDMA differs from the VBLAST-like spatial division multiplexing schemes in that SDMA

utilizes its multiplexing gain for supporting an increased number of users, whereas spatial

division multiplexing exploits it in order to increase the throughput of a single-user link.
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Figure 1.3: Spatial division multiplexing MIMO channel decomposed into rH = min (M,N) number

of independent channels employing the transformations (1.3) and (1.4), where S̃ and Ỹ

have been transformed from the input and output signals S and Y respectively using Q̆

and Q, respectively obtained by the SVD of the channel matrix H given by (1.2).

1.1.4 Beamforming

Beamforming architectures are specifically designed for reducing the interference levels with the

aid of creating angularly selective beams [22–25]. Typically, half-wavelength spaced antenna ele-

ments are used for creating a spatially selective transmitter/receiver beam. Again, beamforming

assists in mitigating the effects of co-channel interference (CCI), provided that the interference

components arrive from sufficiently different directions. Hence they are capable of supporting

multiple users by angularly separating them. This type of angular separation becomes possi-

ble, when the different users are distinguished by their different direction-of-departure (DOD)

and/or direction-of-arrival (DOA).

1.2 MIMO Systems: Historical Perspective and

Major Contributions

MIMO sytems have been investigated for decades. Diversity combining schemes, such as equal

gain combining (EGC), selection combining (SC) and maximum ratio combining (MRC) can

be traced back to the 1950s with reference to Brennan’s excellent paper [6], while Kaye and

George [26] introduced the idea of multiplexed pulse-amplitude-modulated (PAM) transmission

employing diversity and multichannel operation. The early forms of MIMO systems including

phased arrays used for beamforming were studied in [27–30]. In 1993, Wittneben [31] proposed

a modulation scheme for multiple transmit antennas. On the other hand, MIMO systems were
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first conceived by Paulraj and Kailath [14] for providing a beneficial multiplexing gain. Specif-

ically, they observed that co-channel wireless signals emerging from closely spaced transmit

antennas were potentially separable by an adaptive receiver antenna array in the presence of

scattering. Paulraj and Kailath in [14] patented the “Distributed Transmit - Directional Re-

ceive (DTDR)” concept originally conceived for broadcast applications. Later, Foschini [15]

introduced the spatial multiplexing concept in 1996 under the terminology of Bell Laboratories

space-time (BLAST) codes, which later evolved to a modified architecture proposed by Wolnian-

sky termed as the vertical BLAST or V-BLAST arrangement in 1998 [17]. The characterization

of the maximum throughput supported at a given channel outage percentage corroborated the

proposal of [14], namely that for a fixed radiated power and bandwidth, the capacity increases

linearly with the number of transmit-receive antenna pairs, which was further supported by

Telatar [16]. The concept of achieving transmit diversity rather than the conventional receive

diversity of [6] was proposed by Alamouti [8], which was later extended to space-time block

codes [9] by Tarokh et al. In order to strike a flexible trade-off between the achievable diversity

and mutiplexing gain, Hochwald and Hassibi [11] proposed linear dispersion codes (LDCs),

which were extended by Heath and Paulraj [32] based on frame theory. The state-of-the-art

contributions on spatial diversity and spatial multiplexing schemes are summarized in Table 1.1,

while those on beamforming, SDMA and multifunctional MIMO systems are summarized in

Table 1.2.

In contrast to these classic MIMOs, Chau and Yu [46] conceived the space modulation

philosophy, which allocates source bits to antenna elements (AEs) and simultaneously activates

multiple AEs. Again, Mesleh et al. introduced the concept of spatial modulation (SM) for

activating only one of the transmit antennas at a time, where the antenna index itself carries

additional information, thus attaining an increased throughput [47]. This developement was

followed by Jeganathan et al. [48], who simply used the presence or absence of energy to transmit

information without using any signal constellations, which led to the concept of space-shift

keying (SSK). By intrinsically amalgamating the concept of LDCs and the recently developed

concept of spatial modulation (SM) [47] as well as space-shift keying (SSK) [48], Sugiura et al.

proposed the design philosophy of space-time shift keying (STSK) [49].

Although the STSK scheme exhibits an excellent performance in narrowband channels, its

performance in wideband channels is eroded. Hence, in order to mitigate the performance

degradation experienced in dispersive channels, we conceive a suite of multicarrier systems,

such as orthogonal frequency division multiplexing (OFDM), multicarrier code division multiple

access (MC-CDMA), orthogonal frequency division multiple access (OFDMA) and/or single

carrier frequency division multiple access (SC-FDMA) combined both with coherently and

differentially detected STSK. We also propose a range of coherent and noncoherent cooperative

MC-CDMA STSK schemes employing successive relaying (SR) for recovering the half-duplex
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Table 1.1: Major contributions conceived for different MIMO applications: Part 1

Category Year Author(s) Contribution

Diversity

1959 Brennan [6] Introduced and analyzed EGC, SC and MRC.

1993 Wittneben [31] A modulation scheme was proposed for multiple

transmit antennas.

1994 Seshadri and

Winters [33]

A transmit diversity scheme was inspired by Wit-

tneben’s delay diversity design.

1998

Alamouti [8] Proposed a transmit diversity scheme relying on two

antennas.

Tarokh et al. [9] Conceived space-time block codes based on orthogo-

nal designs.

Tarokh et

al. [10]

Provided design criteria for achieving the maximum

attainable diversity and coding gain.

2000
Hughes [34] Introduced a new DSTBC design based on group

codes.

Jafarkhani et

al. [35]

Proposed a differential detection scheme for transmit

diversity arrangements.

2004 B. L. Yeap and

L. Hanzo [36]

Conceived reduced-complexity turbo detection for

STTC.

2006 T.-H. Liew and

L. Hanzo [37]

Studied STBC and space-time trellis code (STTC)

versus adaptive Modulation and coding aided OFDM

in wideband channels.

Multiplexing

1994 Paulraj and

Kailath [14]

Patented the first spatial multiplexing scheme con-

ceived for broadcast applications.

1996 Foschini [15] Conceived the encoding and decoding of the diagonal

BLAST structure.

1998 Wolniansky et

al. [17]

The V-BLAST architecture was introduced for re-

ducing complexity in implementing Foscini’s ap-

proach [15].

1999
Telatar [16] Quantified the MIMO channel capacity.

Golden et

al. [38]

Provided the detection strategy and initial real-time

demonstration of BLAST.

2005 Huang et al. [39] Bayesian method of detection for BLAST was pro-

posed.
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Table 1.2: Major contributions categorized on different MIMO applications: Part 2

Category Year Author(s) Contribution

Beamforming

1976 S. Applebaum [27] Adaptive antenna arrays were studied for adap-

tively optimizing the signal-to-noise ratio of an

antenna array.

1984 Winters [28] Optimal diversity combiner for antenna arrays

was proposed.

1994 Winters and Salz [29] The impact of diversity of directional transmis-

sion on the capacity was studied.

1996 H. Krim and M.

Viberg [30]

Two decades of array signal processing research

were reviewed.

1997 L.C. Godara [23] Antenna arrays were proposed for mobile com-

munications and their performance was studied.

SDMA

1996 M. Cooper and M.

Goldburg [21]

Introduced spatial division multiple access.

2000 Vandenameele et

al. [40]

Amalgamated OFDM with SDMA.

2005 M. Munster and L.

Hanzo [41]

Parallel interference cancellation aided SDMA-

OFDM systems were conceived.

Multifunctional

1999 Tarokh et al. [42] Combined beamforming and space-time coding

was advocated.

2001 Hochwald et al. [13] The concept of space-time spreading was pro-

posed for CDMA.

2002
Hassibi and

Hochwald [11]

LDCs were introduced for achieving a flexible

diversity-multiplexing tradeoff.

R.W.J. Heath & A.

Paulraj [32]

Improved LDC designs based on frame theoretic

matrix linearization were advocated.

2003 J. Liu and E. Gu-

nawan [43]

Combined beamforming with Alamouti’s trans-

mit diversity scheme.

2004
H. Kim and J.

Chun [44]

Proposed a MIMO structure, which combines

spatial multiplexing and beamforming.

M. Tao and R. S.

Cheng [45]

Proposed a generalized layered space-time code

for high-rate communications.

2009 Hanzo et al. [5] Elaborated LDC design based on CCMC capac-

ity and DCMC capacity criterion.
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throughput loss of conventional relaying schemes.

The major contributions related to spatial modulation (SM), space-shift keying(SSK) and

space-time shift keying (STSK) are summarized in Table 1.3.

1.3 Multicarrier Systems

Multicarrier modulation-aided wireless communications systems were first conceived and im-

plemented with the aid of analog oscillators in the 1960s. But it was not until the 1990s, when

they were included in numerous standards conceived for diverse applications, because their all-

digital implementations became feasible with the aid of the discrete Fourier transform (DFT).

Hence, they sparked widespread interest in various single-user and multiuser applications. The

rudimentary idea is to divide the transmit bitstream into many low-rate bitstreams, which

are transmitted in parallel over different-frequency subchannels. The transmission rate of each

subchannel is thus considerably reduced and the corresponding subchannel bandwidth becomes

much lower than the overall system’s bandwidth. If the number of subchannels is chosen so

that each subchannel bandwidth becomes lower than the channel’s coherence bandwidth, then

each of the individual subchannel signals experiences frequency-flat fading. Additionally, the

inter-symbol interference (ISI) imposed by dispersive channels can be mitigated by introducing

a sufficiently long cyclic prefix (CP).

1.3.1 Orthogonal Frequency Division Multiplexing

Again, orthogonal frequency division multiplexing (OFDM) was ratified by numerous standard-

ization bodies, such as the European Digital Audio Broadcasting (DAB) [58] and the Digital

Video Broadcasting (DVB) [59] standards. OFDM was also proposed for Digital Cable Tele-

vision Systems [60] and Local Area Mobile Wireless Networks such as the IEEE 802.11a [61]

and HIPERLAN/2 [62]. OFDM transmissions are motivated mainly by two of its most attrac-

tive features: it is bandwidth-efficient and the equalization of dispersive slow fading channels

requires low-complexity single-tap multiplications. Furthermore, the digital implementation of

OFDM employing DFT is convenient.

To elaborate on the concept of parallel data transmissions, it was introduced by Doelz et

al. [63] in 1957 and the first OFDM scheme was proposed by Chang [64] in 1966 for dispersive

channels. Weinstein et al. [66] demonstrated that the OFDM modulation/demodulation can be

efficiently performed using the DFT, which was a driving force behind the development of the

OFDM scheme. In 1985, Cimini [68] proposed OFDM for mobile communications, whereas its

application for digital broadcasting was proposed by Alard and Lassale [69] in 1985 and 1987

respectively. Van Nee and Prasad advocated OFDM for multimedia communications [71]. The
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Table 1.3: Major contributions on SM/SSK/STSK

Year Author(s) Contribution

2001 Chau and

Yu [46]

Conceived the space modulation philosophy, which allocates

source bits to antenna elements (AEs) and simultaneously acti-

vates multiple AEs.

2006 Mesleh et

al. [50]

Proposed spatial modulation (SM) for low-complexity spectral ef-

ficiency enhancement.

2008
Mesleh et

al. [47]

Presented an analytical investigation of SM.

Mesleh et

al. [51]

Analyzed the symbol-error-ratio (SER) of SM.

2009
Jeganathan et

al. [48]

Conceived space shift keying (SSK).

Jeganathan et

al. [52]

Studied SM as well as SSK and proposed a single-stream optimal

ML detection algorithm.

2010

S. Sugiura et

al. [53]

Proposed a unified MIMO scheme subsuming SSK, OSTBC,

BLAST and LDC.

S. Sugiura et

al. [49]

Introduced both coherent and differential STSK based on LDCs.

S. Sugiura et

al. [54]

Proposed both coherent and noncoherent cooperative STSK.

S. Sugiura et

al. [55]

Conceived reduced-complexity detectors for QAM-aided STSK

schemes.

2011 S. Sugiura et

al. [56]

Introduced a generalized space-time shift keying arrangement.

2012 S. Sugiura et

al. [57]

Provided a survey of STSK as a universal MIMO space-time ar-

chitecture.



1.3.1. Orthogonal Frequency Division Multiplexing 12

Table 1.4: Major contributions on OFDM

Year Author(s) Contribution

1957 Doelz [63] The concept of parrallel data transmission was introduced.

1966 Chang [64] The concept of OFDM was proposed for dispersive channels.

1970 Chang [65] U.S. Patent 3,488,445 on OFDM was issued.

1971 Weinstein and

Ebert [66]

DFT was first applied for OFDM modulation.

1981 Hirosaki [67] Suggested a refined DFT-based implementation of OFDM.

1985 Cimini [68] The feasibility of OFDM in mobile communications was studied.

1987 Alard and

Lasalle [69]

Proposed OFDM for digital broadcasting.

1991 Cioffi [70] Introduced the ANSI ADSL standard.

1999 IEEE 802.11a standard

2000
V. Nee and

Prasad [71]

First book on OFDM.

C. Lee, T.

Keller and L.

Hanzo [72]

Designed enhanced turbo-coded OFDM receivers for DVB-T.

2003 L. Hanzo et

al. [73]

Design-recipes and analytical insights were detailed in the context

of broadband multiuser communications, WLANs and broadcast-

ing.

2005 Williams et al.

[74]

A pre-FFT synchronisation method was designed for OFDM.

2009 Chen et al. [75] Spectrum sensing of pilot tone based OFDM systems was studied.

major contributions on OFDM can be summarized in Table 1.4.

OFDM constitutes a block-based transmission technique. The simplified architecture of

an OFDM-aided transceiver is shown in Figure 1.4. Let the Nc frequency-domain (FD) data

symbols of the k−th OFDM block to be transmitted over Nc subchannels be represented by

Xk = [Xk [1] Xk [2] . . . Xk [Nc]]
T . (1.6)

Furthermore, let the Nc−point DFT and inverse DFT (IDFT) matrices be represented by

FNc and FH
Nc

respectively, so that we have FNcFH
Nc

= FH
Nc

FNc = INc , where INc is the

(Nc × Nc)−element identity matrix. Then we can represent the time-domain (TD) signal

xk = [xk [1] xk [2] . . . xk [Nc]]
T as

xk = FH
Nc

Xk. (1.7)
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Figure 1.4: Simplified OFDM transceiver architecture.

When the OFDM signal of (1.7) is transmitted over a frequency-selective channel having

a CIR-length L given by h = [h [1] h [2] . . . h [L]]T , the noiseless channel output yk =

[yk [1] yk [2] . . . yk [Nc]]
T may be represented by

yk [i] = xk [i] � h [i] =

L∑
l=1

h [l] xk [i − l] , i = 1, 2, . . . , Nc (1.8)

When a cyclic prefix (CP) having a minimum length of Lcp = (L − 1) is appended to the

TD transmit signal xk, the resultant signal is denoted by x̃k. Then the linear convolution of

(1.8) is converted to the Nc−point circular convolution of

yk [i] = x̃k [i] � h [i] = xk [i] � h [i] =

Lcp+1∑
l=1

h [l] xk [i − l]Nc
, i = 1, 2, . . . , Nc (1.9)

where [i − l]Nc
denotes [i − l] modulo Nc. The incorporation of a CP thus benefits from the

specific circular convolution property that the TD circular convolution leads to multiplication

in the FD, yielding

Yk [nc] = DFTNc {yk [i] = xk [i] � h [i]} = Xk [nc]Hk [nc] , nc = 1, 2, . . . , Nc. (1.10)

In order to provide a compact matrix-based representation of the system, both the channel’s

output sequence yi = yk [i] relying on the input xi = xk [i] and the channel transfer function
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hi = h [i] as well as the additive noise vi = vk [i] may be expressed in matrix form as [18]

⎡
⎢⎢⎢⎢⎢⎣

y1

y2

...

yNc

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

hLcp+1 hLcp · · · h1 0 · · · 0

0 hLcp+1 · · · h2 h1 · · · 0
...

...
. . .

. . .
. . .

. . .
...

0 · · · 0 hLcp+1 · · · h2 h1

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x−Lcp+1

...

x0

x1

...

xNc

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

v1

v2

...

vNc

⎤
⎥⎥⎥⎥⎥⎦ (1.11)

which may be written more compactly as

y = Hx + v. (1.12)

The symbols x0 = xk [Nc] , . . . , x−Lcp+1 = xk [Nc − Lcp + 1] correspond to the CP. Further-

more, the received symbols y0, . . . , y−Lcp+1 are affected by the intersymbol interference (ISI)

imposed by the previous TD OFDM block, albeit this has not been shown in (1.11).

Equation (1.11) may be further reduced to

⎡
⎢⎢⎢⎢⎢⎣

y1

y2

...

yNc

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h1 0 · · · hLcp · · · h3 h2

h2 h1 · · · hLcp+1 · · · h3 h3

...
...

. . .
. . .

. . .
. . .

...

hLcp+1 hLcp · · · h1
. . . 0 0

...
...

. . .
. . .

. . .
. . .

...

0 0 · · · hLcp . . . h1 0

0 0 · · · hLcp+1 · · · h2 h1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1

x2

...

...

x(Nc−1)

xNc

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

v1

v2

...

vNc

⎤
⎥⎥⎥⎥⎥⎦ , (1.13)

which may be expressed more compactly as

y = H̆x + v, (1.14)

where the channel has been modelled by the circulant matrix, H̆ ∈ C
Nc×Nc .

The employment of the circulant matrix [76] in this context is advantageous, because the

eigen-value decomposition (EVD) of the circulant matrix H̆ results in a diagonal matrix D ∈
CNc×Nc , containing the eigenvalues of H̆ along its main diagonal. To be more specific, H̆ may

be decomposed into:

H̆ = FH
Nc

DFNc , (1.15)

where we have

D = diag

{
FNc

[
h1 · · · hLcp+1 0 · · · 0

]T}
∈ C

Nc×Nc . (1.16)
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Figure 1.5: Simplified OFDM model portraying transmission over a number of non-dispersive chan-

nels.

The diagonal matrix D contains the Fourier transform of the channel transfer functions along

its main diagonal defined as the channel’s frequency response, where we define the channel’s

frequency response matrix H̃ as

H̃ � D ∈ C
Nc×Nc . (1.17)

Substituting (1.15) and (1.16) in (1.10), we arrive at:

Y = FNcFH
Nc

DFNcx + FNcv

= FNcFH
Nc

H̃FNcFH
Nc

X + FNcv

= H̃X + V . (1.18)

Since H̃ is a diagonal matrix in the form H̃ = diag
{
H̃ [1] , H̃ [2] , . . . , H̃ [Nc]

}
, it is plausible

that the channel’s output Yk [nc] corresponding to subcarrier nc can be expressed by the input

and channel parameters of the corresponding subcarrier by

Yk [nc] = H̃k [nc] Xk [nc] + Vk [nc] , nc = 1, 2, . . . , Nc (1.19)

which implies that the individual subcarriers experience frequency-flat fading.

Figure 1.5 illustrates the transmission of the OFDM signal over a dispersive channel, which

is decomposed into a number of non-dispersive frequency-flat subchannels. Although OFDM

is highly beneficial for transmission over frequency-selective channels, it suffers from two dis-

advantages - the peak-to-average power ratio (PAPR) of the multicarrier signal is high, hence

it requires a high-linearity amplifier and the synchronization at the receiver becomes complex.

It is worth noting at this point that the decomposition of the OFDM system’s dispersive

channel into narrowband parallel subchannels is reminiscent of that of the spatial division
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multiplexing MIMO channel into independent parallel ‘subchannels’, as mentioned in Subsec-

tion 1.1.2. The difference, however, is that the DFT and IDFT matrices FNc and FH
Nc

obtained

by the eigen-value decomposition (EVD) of the circulant matrix H̆ in (1.15) are not dependent

on the specific realization of the dispersive channel, whereas the unitary matrices Q and Q̆ ob-

tained by the singular-value decomposition (SVD) of H do depend on the MIMO channel [19].

The combination of OFDM with MIMO systems has attracted substantial interests due

to OFDM’s capability of converting realistic wideband channels into a number of narrowband

subchannels. As mentioned in Subsection 1.1.2, MIMO systems are capable of increasing the

capacity of the system, where the matrix algebra of MIMO systems is based on narrowband

assumptions. Furthermore, OFDM facilitates the employment of single-tap linear equalizers at

the receiver, which is highly beneficial in the context of MIMO systems. In 2001, Blum et al. [77]

proposed an improved space-time coding arrangement for MIMO-OFDM. As a further advance,

Piechocki et al. [78] characterized the performance of ML decoding in the context of V-BLAST

based spatial multiplexing OFDM systems. Several MIMO-OFDM schemes were proposed in

2002 for enhancing the capacity and for mitigating the detrimental effects of both the inter-

symbol interference (ISI) and of the co-channel interference (CCI) [3, 79, 80]. In 2007, Jiang

and Hanzo [20] advocated multiuser MIMO-OFDM for employment in next generation wire-

less. In [81], the authors summarized the physical layer research challenges of MIMO-OFDM

systems for broadband applications. Furthermore, Hanzo and Choi [82] studied High-Speed

Downlink Packet Access (HSDPA)-style adaptive modulation assisted OFDM and MC-CDMA

transceivers, while Chen et al. [75] introduced spectrum sensing in the context of pilot tone

based OFDM systems in 2009. During the recent decade, MIMO-OFDM has been developed

explosively, hence the major contributions on MIMO-OFDM are summarized in Table 1.5.

The simplified family-tree of multicarrier systems is shown in Figure 1.6. The most widespread

family is constituted by OFDM, which dispenses with spreading and hence it is vulnerable to

both time-domain (TD) and frequency-domain (FD) fading. This is why it was combined with

TD, FD or multidimensional spreading, which led to the multicarrier direct sequence code

division multiple access (MC DS-CDMA), FD-spread MC-CDMA or simply MC-CDMA and

multidimensional MC-CDMA families, as shown in Figure 1.6. To elaborate a little further, the

benefit of DS spreading is that even if a few chips of the DS spreading sequence are corrupted

by TD fading, this only affects a fraction of the entire DS-spreading code. Hence the chances

are that the corresponding data symbol might still be recovered [89]. Similarly, if a fraction

of the FD-spreading code’s chips are corrupted, this only partially affects some of the chips of

the superimposed codes, hence still potentially allowing the spread subcarrier symbols to be

recovered [73]. Finally, multidimensional MC-CDMA is capable of combining the benefits of

TD and FD MC-CDMA. Let us now focus our attention on FD MC-CDMA, noting that the

different types of MC-based CDMA systems will be compared in Chapter 3.
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Table 1.5: Major contributions on MIMO-OFDM

Year Author(s) Contribution

2001
Blum et al. [77] Improved space-time coding was proposed for MIMO-OFDM .

Piechocki et

al. [78]

Studied the performance of ML decoding-aided V-BLAST OFDM.

2002

Bolcskei, Ges-

bert and

Paulraj [3]

Both the ergodic capacity and the outage capacity of spatial mul-

tiplexing aided MIMO OFDM were determined.

Li et al. [79] Space-time coding based MIMO OFDM was proposed for miti-

gating the ISI and for enhancing the system’s capacity.

Stamoulis et

al. [83]

Studied STBC based MIMO OFDM for transmission over time-

varying channels.

Giangaspero et

al. [80]

Two schemes were proposed for co-channel interference cancella-

tion in MIMO OFDM systems.

2003
El-Gamal et

al. [84]

Employed OFDM for frequency-selective MIMO channels to con-

struct space-frequency codes (SFC) for exploiting the FD diver-

sity.

Moon et al. [85] Proposed a peak-to-average power ratio (PAPR) control scheme

for MIMO-OFDM.

2004
Stuber et al. [81] Summarized the physical layer research challenges of MIMO-

OFDM wireless systems.

Huang and

Letaief [86]

A coded OFDM-aided MIMO symbol-based space diversity

scheme was conceived.

2005
Su et al. [87] Proposed a full-rate, full-diversity OFDM-aided space-frequency

code for MIMO assisted wireless systems.

Borgmann and

Bolcskei [88]

Non-coherent space-frequency coded OFDM was proposed for dis-

persive MIMO channels.

2006 Liew and

Hanzo [37]

Investigated space-time block and space-time trellis codes versus

adaptive modulation and coding (AMC) aided OFDM.

2007 Jiang and

Hanzo [20]

Reduced-complexity genetic algorithm assisted multiuser MIMO-

OFDM was investigated.
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Figure 1.6: Simplified family-tree of multicarrier systems.

1.3.2 Multicarrier Code Division Multiple Access

Multicarrier code division multiple access (MC-CDMA) is a multiple access scheme, where the

symbols of different users are first spread across the FD using unique, user-specific spreading

sequences, which are then mapped to multiple parallel subcarriers.

The majority of breakthroughs associated with combining the multicarrier concepts with the

code division multiple access (CDMA) philosophy were made in 1993. The underlying objective

was to overcome the detrimental effects of dispersion in high-rate wireless systems, which were

particularly vulnerable owing to their extremely short symbol duration. Historically speaking,

Yee, Linnartz and Fettweis developed the MC-CDMA scheme of [90], which was later combined

with convolutional codes by Fazel and Papke [91]. Chouly et al. [92] as well as DaSilva and

Sousa developed the MC DS-CDMA scheme of [93], whereas the so-called multitone (MT)-

CDMA scheme was developed by Vandendorpe [94], all in the same year. In 1997, Hara and

Prasad [95] provided a well-cited overview of multicarrier based CDMA systems, while Hanzo et

al. [73] contributed further detailed insights both on OFDM and MC-CDMA based systems in

the context of wideband multiuser applications, including wireless local area networks (WLANs)

and broadcasting.

1.3.3 Single-Carrier Frequency Division Multiple Access

In order to benefit from the above-mentioned multicarrier transmissions in overcoming the po-

tential performance degradations typically experienced in dispersive channels, while reducing

the peak-to-average power ratio (PAPR), the single-carrier frequency division multiple access

(SC-FDMA) scheme has been proposed for supporting multiuser communications [96, 97]. Its

employment is particularly beneficial in the uplink, because it assists in improving the mobile

handset’s power-efficiency and battery recharge time. Basically, SC-FDMA may be viewed

as a DFT-precoded orthogonal frequency domain multiple access (OFDMA) scheme, which

constitutes a multiuser version of OFDM. Since a block of TD symbols is transformed to the

FD by employing the above-mentioned DFT-precoding, the FD fading only partially affects

the TD symbols when communicationg over a frequency-selective channel. Hence, similarly to
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the FD-spread MC-CDMA, it provides additional diversity benefits. As a further advantage,

SC-FDMA relies on low-complexity single-tap frequency domain equalization (SC-FDE). In

a SC-FDMA scheme, the available subcarriers may be allocated to the users in a contiguous

manner, which was hence termed as the localized frequency domain multiple access (LFDMA)

scheme [96]. Another design alternative is known as the interleaved frequency domain multiple

access (IFDMA) arrangement. The IFDMA scheme is capable of further enhancing the achiev-

able diversity gain by placing those carriers far apart in the FD, which otherwise would fade

together. Apart from its low PAPR, SC-FDMA has the additional benefit that in a perfect

synchronization scenario the orthogonality of the subcarriers is retained, hence the scheme is

free from multiuser interference (MUI), albeit the FD equalization may impose self-interference

(SI) [98].

The concept of FDE was first studied in [99]. However, the full benefit of SC-FDE was

gradually realized after Sari et al. [100] proposed it as a low-complexity solution to digital

terrestrial TV broadcasting, which was later reviewed by Falconer et al. [101,102]. The concept

of SC-FDMA as a DFT-precoded OFDMA arrangement was proposed as a multiple-access

scheme for the LTE system by Myung et al. [96] as well as by the Pan-European Wireless

INitiative NEw Radio (WINNER) project [103] in the context of the uplink of wide area cellular

systems. A comprehensive review of nonlinear FDE in the context of single-carrier modulation

was provided in [104]. A range of recent advances in multicarrier systems was also elaborated

on in [98], while SC-FDMA-based multiple antenna systems were modelled and analyzed by

Wilzeck et al. in [105]. The major contributions on MC-CDMA, SC-FDMA and MIMO SC-

FDMA are summarized in Table 1.6.

1.4 Cooperative Communications

Although space-time block codes [9], space-time trellis codes [10] and linear dispersion codes [11,

32] are capable of attaining a beneficial diversity gain, their tightly-packed co-located antennas

may experience correlated fading. Hence, MIMO systems relying on co-located elements may

suffer from a reduced spatial diversity gain. This diversity gain erosion is typically aggravated

by shadow fading. Therefore cooperative communication techniques [110, 111] have been pro-

posed as a remedy for mitigating the effects of spatially correlated fading. The first attempt

towards cooperative communication was perhaps made by Van der Meulen, who introduced the

three-terminal relay channel model of [112]. Cover and El Gamal [110] studied both discrete

memoryless and additive white Gaussian noise (AWGN) relay channels and determined their

capacity. The philosophy mentioned in [111] was referred to as user cooperation. Communica-

tion from the source to the destination without the aid of any other communicating terminal

is usually termed as direct or point-to-point communication. By contrast, if there is at least
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Table 1.6: Major contributions on MC-CDMA and SC-FDMA

Year Author(s) Contribution

1973 Walzman and

Schwartz [99]

Introduced frequency domain equalization (FDE).

1993

Yee et al. [90] The concept of FD MC-CDMA combining FD-spreading and

OFDM was introduced.

Fazel and

Papke [91]

The performance of convolutional coded MC-CDMA was investi-

gated.

Chouly et al. [92] Combined multicarrier techniques to DS-CDMA.

DaSilva &

Sousa [93]

Developed MC DS-CDMA.

Vandendorpe [94] Introduced the concept of multitone DS-CDMA.

1995 Sari et al. [100] Proposed SC-FDE for digital terrestrial TV broadcasting.

1997 Hara and

Prasad [95]

Provided an overview of MC-CDMA systems.

1998 Sorger et al. [106] Introduced IFDMA applicable for both the uplink and the down-

link of a mobile radio communications system.

2002
Falconer et al. [101] SC-FDE was reviewed and compared to OFDM.

Benvenuto and

Tomasin [97]

Proposed a new FD decision feedback equalizer (DFE) for SC-

FDE.

2003 Hanzo et al. [73] The state-of-the-art in OFDM and MC-CDMA aided broadband

multiuser communications, WLANs and broadcasting was re-

viewed.

2006 Myung et al. [96] Introduced the concept of SC-FDMA for the wireless uplink.

2007
Wilzeck et al. [105] Conceived a MIMO-SC-FDMA system model and analyzed the

effect of carrier frequency offsets.

Hanzo and

Choi [82]

HSDPA-style OFDM and MC-CDMA transceivers were investi-

gated.

2008 Berardinelli et

al. [107]

A comparative performance study of OFDMA and SC-FDMA was

carried out.

2010
Ciochina &

Sari [108]

Another comparative study of OFDMA versus SC-FDMA was

offered.

Benvenuto et

al. [104]

Provided a comprehensive review of nonlinear FDE in the context

of single-carrier modulation.

2012 Dalakas et al. [109] OFDMA and SC-FDMA were compared for satellite uplink.
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one additional node willing to assist in their communication, then this arrangement may be

referred to as user cooperation. In [111], the authors proposed user cooperation as a form of

diversity. In [113], Laneman et al. studied the performance of important relaying protocols

designed for fading channels.

In cooperative communications relay nodes are invoked for forwarding the signal from the

source. The resource allocation scheme has to appoint relays, which are sufficiently far apart

and hence do not experience correlated fading. A relay is said to be half-duplex when it cannot

simultaneously transmit and receive. By contrast, the design of full-duplex relays, which are

capable of simultaneously transmit and receive remains as open challenge at the time of writing.

Hence, although the early literature focused on the information theoretic analysis of full-duplex

relaying, the practical relay protocols are of half-duplex [113] nature. The cooperative diversity

protocols studied in [113] employ different types of processing at the relay nodes as well as

different combining schemes at the destination. There are two basic processing techniques at

the relay nodes. Specifically, the amplify-and-forward (AF) protocol allows the relays to amplify

their received signal before re-transmitting it. By contrast, the decode-and-forward (DF) relays

decode the received message, re-encode it and re-transmits it.

Recently, the concept of cooperative STSK [54] was proposed for frequency-flat Rayleigh

fading channels in order to benefit from cooperation. The introduction of successive relaying

(SR) [114] is potentially capable of recovering the half-duplex multiplexing loss and hence it was

successfully used in [115] for conceiving a near-capacity space-time coding architecture. Against

this background, in Chapter 5, we will propose both coherent and noncoherent detection aided

decode-and forward relaying assisted MC-CDMA cooperative STSK schemes.

1.5 Thesis Outline and Novel Contributions

1.5.1 Organization of the Thesis

Having briefly reviewed the literature related to the subject covered in this thesis, let us now

highlight its outline, which is explicitly shown in Figure 1.7.

• Chapter 2: OFDM Aided Multicarrier Space-Time Shift Keying

In Chapter 2, we propose the novel OFDM-aided space-time shift keying concept for facili-

tating STSK transmissions over dispersive channels without any performance degradation

compared to the narrowband scenarios investigated in the literature. We provide the basic

guidelines for amalgamating the multicarrier concept with the STSK scheme and elab-

orate on the different strategies that may be invoked for mapping the STSK codewords

to the orthogonal subcarriers. Section 2.2 provides a brief review of the family of MIMO
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systems and outlines their chronological development, paving the way for the development

of the STSK concept. The optimization of the DMs utilized in the STSK system will be

reviewed in Section 2.3. The wideband channel model, the OFDM-aided STSK concept

and the specific mapping of STSK codewords to OFDM subcarriers are illustrated in

Section 2.4. We propose our channel-coded OFDM-aided STSK scheme in Section 2.5.

Finally, Section 2.6 characterizes the achievable performance of our OFDM-aided STSK

system.

• Chapter 3: MC-CDMA Aided Multiuser Space-Time Shift Keying

In this chapter, we introduce the concept of MC-CDMA-aided multiuser STSK. Apart

from mitigating the dispersion-induced performance degradation, this allows us to facili-

tate multiuser transmissions as well as to exploit the benefits accruing from FD spreading.

We also conceive a near-capacity channel-coded MC-CDMA aided STSK arrangement in

this chapter. Section 3.3 presents our channel model and our transceiver architecture pro-

posed for both uplink and downlink scenarios, whereas the channel-coded design is elab-

orated on in Section 3.4. Section 3.5 characterizes the performance of both the uncoded

and of our channel-coded MC-CDMA-aided STSK both in single-user and in multiuser

scenarios.

• Chapter 4: OFDMA/SC-FDMA Aided STSK for Dispersive Multi-User Scenarios

An OFDMA-aided multiuser STSK downlink and SC-FDMA-aided multiuser STSK up-

link architecture is proposed for dispersive channels in this chapter. Furthermore, a novel

reduced-complexity detector is conceived. Section 4.3 illustrates the associated transmis-

sion and decoding principles. The proposed reduced-complexity detector is detailed and

characterized in terms of its complexity in Section 4.4, while an improved three-stage

serially concatenated convolutional coded OFDMA/SC-FDMA-aided STSK arrangement

is proposed in Section 4.5. Finally, the performance of the proposed scheme relying both

on the localized and interleaved sub-carrier allocation regimes [96] is characterized in Sec-

tion 4.6. The associated performance versus complexity trade-off and the PAPR of the

SC-FDMA-aided STSK uplink are also detailed in Section 4.6.

• Chapter 5: Cooperative Multicarrier STSK Employing Successive Relaying

In this chapter, we present a new successive relaying (SR)-aided coherent versus non-

coherent selective decode-and forward relaying assisted cooperative multicarrier STSK

scheme. We invoke SR for recovering the typical 50% throughput loss associated with the

conventional half-duplex relaying and employ MC-CDMA for alleviating the performance

degradation imposed by a single-carrier based STSK system as well as for mitigating

both the SR-induced inter-relay interference (IRI) and the co-channel interference (CCI).

A near-capacity channel-coded cooperative STSK arrangement is also proposed in this
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chapter. Section 5.3 elaborates on the transmission protocol of the proposed cooperative

multicarrier STSK scheme. Furthermore, a detection regime is conceived in Section 5.4 for

combining the signals received from the direct source node (SN)-destination node (DN)

link as well as from the relay nodes (RNs). We additionally design a noncoherent coop-

erative multicarrier STSK arrangement in Section 5.5 and its channel-coded soft-decision

based cooperative multicarrier STSK counterpart in Section 5.6. Finally, the achievable

performance of the decode-and- forward cooperative multicarrier system is investigated in

Section 5.7.

• Chapter 6: MSDSD Aided Multicarrier Space-Time Shift Keying

Chapter 6 proposes multiple-symbol differential sphere decoding (MSDSD)-aided differen-

tial STSK (DSTSK) for attaining an improved performance even in high-mobility disper-

sive channels by employing multiple-symbol detection, while imposing a reduced complex-

ity by employing sphere decoding. The transmission model of both the hard-decision based

MC DSTSK scheme, the associated channel model and the ML-MSDSD are described in

Section 6.3. Section 6.4 elaborates on the iterative soft-decision based MC DSTSK scheme,

on the maximum a posteriori MSDSD (MAP-MSDSD) philosophy advocated and on the

generation of the soft information along with the overall soft-MSDSD-aided DSTSK archi-

tecture. The design criteria for the DMs employed and the complexity metrics employed

for characterizing the proposed scheme are described in Section 6.5. Section 6.6 inves-

tigates the achievable performance of the proposed soft-MSDSD-aided DSTSK and its

associated complexity.

• Chapter 7: Conclusions and Future Research

In this chapter, we conclude with a summary of the results and provide future research

directions. We conclude with a range of future research ideas.

1.5.2 Novel Contributions

The thesis is based on the published papers [116], [117], [118]− [119] and on the submitted pa-

per [120]. The novel contributions of this thesis rely mainly on the amalgamation of multicarrier

concepts with STSK-based MIMO systems. I propose OFDM, MC-CDMA and OFDMA/SC-

FDMA aided STSK in this thesis. In order to further benefit from the distributed nature of

cooperating nodes while avoiding the half-duplex throughput loss of conventional cooperative

schemes, I propose both successive relaying aided coherent as well as noncoherent cooperative

multi-carrier STSK systems. The novel contributions of this thesis may be summarized as

follows:
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• A novel OFDM aided STSK scheme for broadband channels is proposed [119]. More

specifically, the SD, TD and FD spreading is amalgamated, since each sub-carrier carries

one symbol of the STSK codewords.

• In order to mitigate the performance degradation imposed by dispersive channels, I also

spread STSK space-time blocks to different sub-carriers of an MC-CDMA system, thus

yielding an MC-CDMA STSK scheme [121]. Our simulations demonstrate that the EXIT

trajectory of the proposed MC-CDMA aided STSK system reaches the point of perfect

decoding convergence at (IA, IE) = (1.0, 1.0), thus resulting in an infinitesimally low

BER after a few iterations. It is worth mentioning here that IA and IE denote the

a priori mutual information and the extrinsic mutual information, respectively, of the

inner decoder of the concatenated coding arrangement used. The number of iterations

required for achieving decoding convergence becomes lower upon increasing the value of

the spreading factor.

• To mitigate the performance degradation imposed by dispersive channels, I also intrin-

sically amalgamate the OFDMA and SC-FDMA concept with the STSK system [117].

OFDMA/SC-FDMA aided STSK systems are capable of striking an attractive diversity-

multiplexing tradeoff even in a multipath environment, whilst additionally supporting

multiuser transmissions and maintaining a low PAPR in uplink SC-FDMA/STSK scenar-

ios. A salient feature of our OFDMA/SC-FDMA STSK is that the OFDMA/SC-FDMA

STSK signal can be detected at a low complexity, because the detection process does not

rely on either the FD channel transfer function or the TD channel impulse response, while

still benefitting from the inherent single-stream detection procedure of STSK. I quantify

the relative merits of OFDMA and SC-FDMA, when combined with STSK and advocate

the specific SC-FDMA based STSK scheme relying on the interleaved subcarrier allocation

in the uplink scenario, as a benefit of its low PAPR.

• A reduced-complexity detector is proposed in [118] for OFDMA/SC-FDMA-aided STSK.

I propose a new reduced-complexity detector for the OFDMA-aided STSK DL and the

SC-FDMA-aided STSK UL. The complexity of the detector is quantified in terms of the

number of real-valued multiplications (RMOs) per bit of information and is compared to

that of other detectors. The proposed detector is seen to impose a significantly reduced

complexity and can be employed in OFDMA/SC-FDMA-aided STSK transmissions over

frequency-selective channels.

• SR aided cooperative multicarrier STSK is proposed for frequency-selective channels [116]

for the sake of mitigating the typical 50% throughput loss of conventional half-duplex

relaying schemes,which is combined with MC-CDMA for circumventing the dispersive ef-

fects of wireless channels and for reducing the SR-induced interferences. We also propose
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a differentially encoded cooperative MC-CDMA STSK arrangement for facilitating com-

munications over hostile dispersive channels without requiring channel estimation (CE).

Dispensing with CE is important, since the relays cannot be expected to altruistically

estimate the SN-to-RN links for simply supporting the source. We also propose a new

modality of the joint detection of the FD-despread signals gleaned from two successively

arriving frames at the DN, namely via the SN-to-DN and via the VAA-to-DN links, which

is carried out by a single-stream based ML detector.

• In order to mitigate the typical 3-dB performance degradation of the classic differentially

detected scheme, while dispensing with channel estimation, I propose multiple-symbol

differential detection for the multicarrier differential STSK scheme [120]. Sphere decoding

is utilized for reducing the computational complexity of jointly detecting multiple symbols.

Furthermore, for facilitating soft-decision aided decoding, I design an iterative detection

aided concatenated channel coded scheme.



Chapter 2
OFDM Aided Multicarrier Space-Time

Shift Keying

2.1 Introduction

Multiple-input multiple-output (MIMO) systems are capable of improving the

throughput [15,17,122] and/or the bit-error-ratio (BER) [8–10] within the same

bandwith as a single-input single-output (SISO) system. Motivated by the flex-

ible diversity versus multiplexing gain tradeoff as offered by linear dispersion codes (LDCs)

[11,32] and by the low-complexity designs of spatial modulation (SM) [47] and space-shift key-

ing (SSK) [48], Sugiura et al. proposed the space-time shift keying (STSK) framework of [49],

which is capable of striking the same diversity-multiplexing tradeoff (DMT) as LDCs, whilst

exhibiting a range of further advantages. The STSK framework is based on the idea of spread-

ing a L-PSK/QAM symbol across T symbol intervals and M antennas, while activating only

one out of Q space-time dispersion matrices Aq at a time. Depending on the specific values

of the parameters M , T and Q, this approach is capable of providing both multiplexing and

transmit diversity gains in a narrowband scenario. However, STSK exhibits a residual BER for

transmission over dispersive wideband channels.

Hence, in this chapter, we amalgamate orthogonal frequency division multiplexing (OFDM)

with STSK transmissions for the sake of mitigating the performance degradation of STSK in

realistic wideband channels. The remainder of this chapter is organized as follows. In Section

2.2, we outline the chronological development of the family of MIMO systems, which paved the

way for the STSK concept. More specifically, in this section, a brief overview of the conventional

MIMO arrangements, including the vertical Bell laboratories layered space-time (V-BLAST)

schemes [17], space-time block codes (STBCs) [9], space-time trellis codes (STTCs) [10], linear

27



2.2. Recent Developments in MIMO Techniques 28

dispersion codes [11,32] as well as of the recent concepts of SM/SSK [47,48] and STSK [49,57]

is provided. Section 2.3 outlines the optimization procedure of the dispersion matrices (DMs)

used in constructing our multicarrier STSK. The proposed OFDM aided multicarrier STSK

arrangement is detailed in Section 2.4 in the context of wideband channels, while its performance

is investigated in Section 2.6. Finally, this chapter is concluded in Section 2.7.

2.2 Recent Developments in MIMO Techniques

In this section, the traditional MIMO arrangements outlining the STBC, the BLAST/V-BLAST

and the LDC arrangements are reviewed, followed by the rationale as well as the design of the

STSK architecture.

2.2.1 Spatial Division Multiplexing

Spatial Division Multiplexing (SDM) constitutes a specific MIMO transmission technique,

where independent encoded data streams are transmitted from each of the multiple trans-

mit antenna elements (AEs). BLAST and V-BLAST constitute the seminal SDM-type MIMO

systems [15, 17, 122]. The employment of multiple AEs at the transmitter and receiver allows

us to create multiple data streams within the same bandwidth, which provides an additional

multiplexing gain at the cost of no additional bandwidth and/or power consumption.

The performance of SDM MIMO depends largely on the detection algorithm and decomposi-

tion of MIMO channels imposes a potentially high complexity. Optimal maximum-likelihood (ML)

detection may be applied for the sake of achieving the best attainable performance, albeit at

the expense of a prohibitively high complexity which increases exponentially with the num-

ber of transmit antennas. To be specific, a (M × N)−element SDM MIMO system transmits

M · log2L bits during each symbol interval and each ML search involves (4MN + 2N) real

multiplication operations, whereas the ML detector has to carry out LM searches, where L de-

notes the modulation order. Hence, the computational complexity imposed by the ML detector

may be evaluated in terms of the number of real-valued multiplcation operations (RMOs) for

decoding each bit of information, which may be expressed as:

RMOs per bit =
(4MN + 2N)LM

M · log2L
. (2.1)

The ML detector’s complexity may, however, be mitigated by the family of linear detectors,

such as the zero forcing (ZF) or the minimum mean square error (MMSE) detectors, albeit at

the cost of a reduced performance. The employment of suboptimal detectors, for example of

sphere decoders [123] or of ant-colony optimization-aided (ACO) detectors [124] is capable of

attaining a near-ML performance at a moderate complexity. The transmission rate of a full-rank
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SDM MIMO employing an L-PSK/QAM constellation is given by RSDM = min (M, N) · log2L
bits/symbol.

2.2.2 Spatial Diversity Schemes

Spatial diversity refers to the technique of enhancing the signal’s reliability by transmitting

multiple signal replicas over independently faded transmission links. The antenna elements of

a MIMO system are required to be spaced as far as possible for the sake of facilitating the link’s

independent fading.

Spatial diversity may be of two types: receive diversity and transmit diversity. In [8],

Alamouti proposed a witty low-complexity transmit diversity scheme utilizing two antennas,

which is usually termed as Alamout’s G2− STBC. Provided that the two transmit time-slots

are not smeared into each other by channel-induced dispersion, a low-complexity single-stream

detection may be employed for avoiding the complex joint detection of multiple symbols. In [9],

Alamouti’s two-antenna based space-time block code (STBC) was extended to a higher number

of antennas and introduced the so-called G3− and G4− STBC based on the theory of orthogonal

designs.

Space-time block codes (STBC) [9] were proposed for combatting the hostile phenomenon

of fading with the aid of spatial diversity. The simple philosophy of STBCs is that when

one of the antennas is in a deep fade, another one might not be in the same condition. The

independently fading replicas are combined at the receiver, so that the links become more

reliable by making use of suitable diversity combining schemes. To be specific, the G2− STBC

achieves the maximum attainable diversity gain and simplifies the receiver’s structure, since the

joint detection problem is decomposed into a pair of low-complexity detection problems. Space-

time trellis codes (STTC) [10], on the other hand, constitute extensions of trellis codes [125] to

the multiple transmit as well as receive antenna scenarios. STTCs generally offer an improved

performance and provide not only a diversity gain but also a coding gain, albeit at the cost of

an increased decoding complexity. It is to be noted here that STBCs and/or STTCs cannot

provide a multiplexing gain and hence their transmission rate is limited to log2L bits/symbol,

where L is the modulation order.

2.2.3 Diversity-Multiplexing Tradeoff

Whereas the SDM schmes are capable of attaining a high throughput gain, the family of STBCs

and STTCs are designed for achieving the maximum possible diversity gain. It is, however,

rarely desirable to employ multiple AEs either purely for achieving multiplexing gain or for

achieving a diversity gain. More explicitly, a multiple-antenna architecture is typically required
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to provide both some multiplexing gain and some diversity benefits. The pioneering work of

Zheng and Tse [126] demonstrated that there is an upper limit on the achievable diversity versus

multiplexing tradeoff (DMT) in the context of employing MIMO systems. To expound a little

further, a scheme supporting a data rate R (γ) at SNR γ is capable of achieving a multiplexing

gain formulated as:

r = lim
γ→∞

R (γ)

log2R (γ)
, (2.2)

while the diversity gain d may be defined in terms of the average error probability as:

d = − lim
γ→∞

log2Pe (γ)

γ
. (2.3)

For example, if the rate R (γ) of a particular multiple-antenna scheme scales like 3log2γ and

the average error probability Pe (γ) decays like 1/γ4, then the scheme is said to have a spatial

multiplexing gain of 3 and a diversity advantage of 4.

It was shown in [126] that for a MIMO system with M transmit and N receive AE com-

municating over T symbol durations in any transmission block, optimal tradeoff is attained

when T ≥ M + N − 1, and the corresponding maximum diversity order and the maximum

multiplexing gain are obtained as

dmax = MN rmax = min (M, N) ,

respectively.

Motivated by these ideas, there had been endeavours to achieve both the multiplexing gain

as well as the diversity gain employing a single scheme. To this end, linear dispersion codes

(LDCs) were developed in [11] subsuming both the V-BLAST and the STBCs as special cases

and generally outperforming both.

2.2.4 Linear Dispersion Codes

The concept of linear dispersion codes (LDC) [11, 32] was introduced as a general framework

for designing space-time codes that are capable of striking any arbitrary trade-off between the

achievable multiplexing and diversity gain offered by the MIMO system, albeit this is achieved

at the cost of a potentially high en/decoding complexity. As a further benefit, they can be

designed for any arbitrary antenna configurations, whilst satisfying specific spatial diversity

order requirements, as well as for any throughput requirements. Hence LDCs subsume both

the family of STBCs [9] as well as V-BLAST [17] schemes, and are capable of outperforming

both, but again, they impose a higher decoding complexity.

Detailed discussions on the design and performance of LDCs have been provided in [5].

Specifically, a MIMO system consisting of M transmit and N receive AEs employs the Q-
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element transmit symbol vector K = [s1, s2, · · · , sQ]T and generates the space-time transmis-

sion matrix S ∈ CM×T using the relationship:

S =

Q∑
q=1

Aqsq, (2.4)

where Aq ∈ CM×T (q = 1, 2, ..., Q) [32] represents the pre-assigned dispersion matrices (DMs),

which are generated by optimizing an objective function (OF) under the power constraint of

tr(χχH) = T, (2.5)

or more strictly

tr(AqA
H
q ) =

T

Q
, ∀q (2.6)

where χ is the dispersion character matrix (DCM) given by:

χ = [vec(A1), · · · , vec(AQ)] ∈ C
MT×Q. (2.7)

Specifically, S may be represented in the form:

S =

⎡
⎢⎢⎢⎢⎢⎣

S1,1 S1,2 · · · S1,T

S2,1 S2,2 · · · S2,T

...
...

. . .
...

SM,1 SM,2 · · · SM,T

⎤
⎥⎥⎥⎥⎥⎦ . (2.8)

The LDC system is uniquely specified by the LDC (M, N, T, Q) parameters in conjunction

with the L−ary phase shift keying (PSK) or L−ary quadrature amplitude modulation (QAM)

modulation. The achievable transmission rate of the system is given by

RLDC =
Q

T
· log2L bits/symbol. (2.9)

The design of the LDCs depends mainly on the dispersion matrix (DM) optimization procedure

and on the related objective function (OF) involved. The DMs may be designed by maximizing

their continuous input continuous output memoryless channel (CCMC) capacity [5] or max-

imizing the discrete input continuous output memoryless channel (DCMC) capacity [127] or

even by minimizing the error-probability, as detailed in [5, 11]. More specifically, the CCMC

capacity of the MIMO system relying on M transmit and N receive antennas as well as T

symbol intervals at SNR γ can be expressed as [16, 128]:

CCCMC
LDC = E

{
log2

(
det
[
IN +

γ

M
HHH

])}
. (2.10)

Instead of the CCMC capacity based design, Ng and Hanzo [127] proposed the DCMC

capacity-based optimal design for LDC codes. It was argued that directly maximising the

MIMO system’s capacity is a beneficial design objective, because it leads both to a diversity
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Figure 2.1: CCMC capacity evaluated from (2.10) for different (M,N, T,Q) parameters of the LDC

scheme mentioned in the legend for QPSK modulation.

gain as well as to a coding gain [5]. The DCMC capacity of the equivalent MIMO channel

formulated for the transmit signal vector Kf , f ∈ (1, 2, . . . , F ) is given by [127]:

CDCMC
LDC =

1

T

[
log2(F ) − 1

F

F∑
f=1

E
{

log2

(
F∑

g=1

exp [Ψf,g] | Kf

)}]
, (2.11)

where Ψf,g within exp [·] is given by:

Ψf,g =
−‖ H̄χ (Kf − Kg) + V̄ ‖2

+ ‖ V̄ ‖2

N0
. (2.12)

2.2.4.1 CCMC and DCMC Capacity Curves of LDCs

The CCMC capacity of LDC associated with different LDC parameters is shown in Figure 2.1. It

is worth mentioning here that LDCs associated with Q ≥ MT achieve the maximum attainable

CCMC capacity. By contrast, when we have Q < MT , the CCMC capacity increases linearly

with the ratio
Q

T
.

The DCMC capacity of LDCs evaluated from (2.11) and associated with different parameters

as a function of Q is shown in Figure 2.2. It can be seen that LDCs have an ever increasing

DCMC capacity upon increasing Q for Q > MT .
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Figure 2.2: DCMC capacity evaluated from (2.11) for different (M,N, T,Q) parameters of the LDC

scheme mentioned in the legend for QPSK modulation.

2.2.5 Differential Linear Dispersion Codes

Before differential encoding, the incoming bits are uniquely mapped to the space-time matri-

ces X̃ i, i = 1, 2, . . ., where the differential linear dispersion codes (DLDC) first disperse the

ith transmitted symbol block, for example, K i = [s1
i , · · · , sQ

i ] to M spatial and T temporal

dimensions by invoking the following dispersion operation [5]:

X̃ i =

Q∑
q=1

Aqs
q
i , (2.13)

where Aq ∈ CM×T (q = 1, 2, ..., Q) [32] are the linear dispersion matrices. The universal

differential encoding of space-time matrices requires the matrix to be unitary [5]. Although

X̃ i might not be expected to be automatically unitary, the Cayley transform can be used for

converting the Hermitian matrix X̃ i to the unitary matrix X i. The Cayley transform employed

for converting the Hermitian matrix X̃ i to the unitary matrix X i may be expressed as [5,129]:

X i = (IM + jX̃ i)
−1

(IM − jX̃ i). (2.14)

Similarly, the inverse of the Cayley tranform may be invoked for converting the unitary

matrix X i to the Hermitian matrix X̃ i, which may be expressed as:

X̃ i = −j(IM − X i)(IM + X i)
−1. (2.15)
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Figure 2.3: Spatial modulation transmitter architecture [47] using OFDM modulation in all the M

transmit antennas

The differential encoding is now performed on the unitary space-time matrix X i in order

to yield Si, i = 0, 1, 2, . . . according to

Si =

⎧⎪⎨
⎪⎩

X iSi−1, if i ≥ 1

IT , i = 0,
(2.16)

where IT represents the (T × T )-element identity matrix.

2.2.6 Spatial Modulation and Space Shift Keying

Spatial modulation (SM) is a recently developed multiple antenna aided transmission technique,

which was conceived by Chau and Yu [46] and then it was refined by Mesleh et al. [47,50]. Recall

that the MIMO schemes discussed above invoke the spreading of the conventional phase shift

keying (PSK)/quadrature amplitude modulation (QAM) symbols across the spatial- and time-

domain. By contrast, SM maps the symbols to the activated transmit antenna index, as an

implicit means of conveying extra information. Hence it maps a block of information bits to

two information carrying units: to a classic symbol chosen from the constellation and to the

unique index of the activated transmit antenna.

The exploitation of the transmit antenna index as an information-bearing unit improves the

overall spectral efficiency by log2M bits, where M denotes the number of transmit antennas.

The transmitter architecture of a SM-OFDM scheme is shown in Figure 2.3, where the input

bits are mapped partly to the antenna index and partly to the transmit symbol according to

the SM mapping table of Figure 2.4.

In Figure 2.4, a transmit block of 3 source bits has been shown to be mapped by the SM

scheme to the constellation symbol as well as to the activated transmit antenna index. The

mapping here shows 1 bit to be mapped to the constellation symbol, whereas 2 bits are mapped

to the antenna index. Naturally, M = 4 transmit antennas will be required at the transmitter
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Figure 2.4: Spatial modulation based mapping [47] of the source bits to the antenna index as well

as to the BPSK symbol.

and BPSK modulation will be used. The bits are separated by ‘dotted’ lines to distinguish

the bits mapped to the antenna index from those mapped to the BPSK symbol in Figure 2.4.

Alternatively, 2 transmit antennas and QPSK/4−QAM symbols may also be employed, where

only one bit will be mapped to the antenna index and the remaining 2 bits will be mapped to the

QPSK symbol. The bit mapping of the SM scheme employing 3 bits per transmit block using

M = 2 and L = 4 is illustrated in Table 2.1. However, the scheme has the design flexibility

to adaptively select the number of bits transmitted per block, depending on the number of

transmit AEs as well as on the modulation order employed.

The number of bits transmitted using an L−ary constellation equals to log2L, whereas that

using the activated antenna index will be log2M . Hence, the SM-OFDM scheme shown in

Figure 2.3 is capable of transmitting R bits on each OFDM subchannel, where R is given by

R = log2(M · L), (2.17)

The most attractive feature of the SM scheme is that it imposes a substantially reduced

decoding complexity in comparison to its SDM counterpart. As it becomes evident from (2.1),

the decoding complexity of SDM schemes increases exponentially with the modulation order

L. By contrast, the decoding complexity imposed by the SM scheme increases linearly with L.

More specifically, the decoding complexity of the SM scheme per bit expressed in terms of the

number of RMOs is given by [57, 130]:

RMOs per bit =
6MNL

log2(M · L)
. (2.18)

Since the SM scheme activates a single AE at any signalling interval, only a single radio-

frequency (RF) chain is necessitated. Furthermore, the SM scheme is capable of operating using
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Table 2.1: Bit mapping of the SM scheme using M = 2 and L = 4 for 3 bits per transmit block.

M = 2,L = 4

Input Antenna Transmit

bits index symbol

0 00 1 1

0 01 1 ej π
2

0 10 1 ej 2π
2

0 11 1 ej 3π
2

1 00 2 1

1 01 2 ej π
2

1 10 2 ej 2π
2

1 11 2 ej 3π
2

only loose synchronization among the AEs, i.e. it is robust to inter-antenna synchronization

(IAS) errors.

In case of space shift keying (SSK) aided transmission, the classic PSK/QAM constellation

signalling is deactivated and only the presence or absence of energy is detected at the receiver

antenna [48], which facilitates an extremely low-complexity decoding.

2.2.7 Space-Time Shift Keying: A Universal MIMO Architecture

As already mentioned, Chau and Yu [46] as well as Mesleh et al. [47] introduced the concept

of spatial modulation (SM) for the sake of increasing the spectral efficiency, which can be

effectively used as a MIMO encoding principle and which is fundamentally different from spatial

division multiplexing (SDM). Although the SM/SSK scheme has the capability of outperforming

other MIMO arrangements, it has the limitation of relying purely on receive diversity, whilst

it has no transmit diversity provision. Hence, motivated by the appealingly low SM/SSK

complexity, Sugiura et al. proposed the more sophisticated space-time shift keying (STSK)

concept [49, 57].

To elaborate further, the STSK transmitter activates one out of Q dispersion matrices Aq ∈
CM×T (q = 1, 2, ..., Q), which are pre-assigned before transmission. A total of B = log2(Q · L)

source bits are mapped to each space-time block X [i] ∈ CM×T by the STSK scheme according

to

X [i] = s [i] Aq [i] , (2.19)

where the L-PSK/QAM symbol s [i] is represented by B1 = log2L number of input bits, whereas

the specific dispersion matrix Aq [i] is selected from the set of Q dispersion matrices, Aq(q =
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Figure 2.5: Transmitter architecture of the STSK scheme, where at any symbol instant i, the L-

PSK/QAM symbol s [i] together with the activated DM Aq [i] forms the space-time

codeword X [i] , according to (2.19), which is transmitted at T time-slots over M trans-

mit AEs.

1, 2, ..., Q) by the B2 = log2Q number of input bits. Additionally, in order to maintain a unity

average transmission power within each STSK symbol duration, each of the dispersion matrices

has to obey the power constraint of [49, 57]:

tr(AqA
H
q ) = T, (2.20)

where tr (•) indicates the trace of the matrix ‘•’. Furthermore, the STSK system is uniquely

specified by the STSK (M, N, T, Q) parameters in conjunction with the L−PSK/QAM constel-

lation.

The transmitter architecture of the STSK system is shown in Figure 2.5 and the corre-

ponding mapping of the source bits of a 3−bit transmit block to the dispersion matrix (DM)

activated as well as to the L-PSK/QAM symbols can be better understood from Table 2.2.

The bits mapped to the index of the DM activated and those mapped to the constellation

symbol have been separated by a dashed line in Table 2.2. Note that the dashed line is in

front of the bits in the first column of Table 2.2, indicating that all the bits are mapped to the

constellation symbols under this configuration. By contrast, the dashed lines follow the bits

in the last column of Table 2.2, which represents the bits will be mapped only to the index of

the DM activated. Furthermore, similarly to the SM scheme, the STSK scheme is capable of

adaptively selecting the size of the transmit blocks, depending on the number of DMs as well

as on the constellation size L.

Finally, the benefits of the STSK schme may be summarized as follows [57]:

• The STSK scheme is capable of striking the same DMT as the LDC, but at a substantially

reduced complexity. On the other hand, STSK is capable of achieving both transmit as
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Table 2.2: Illustration of STSK bit-mapping [49, 57] for 3−bits per block, employing Q dispersion

matrices and L-PSK symbols

Input Q = 1 Input Q = 2 Input Q = 4 Input Q = 8

bits L = 8 bits L = 4 bits L = 2 bits L = 1

A [i] s [i] A [i] s [i] A [i] s [i] A [i] s [i]

000 A1 1 0 00 A1 1 00 0 A1 1 000 A1 1

001 A1 ej π
4 0 01 A1 ej π

2 00 1 A1 ejπ 001 A2 1

010 A1 ej π
2 0 10 A1 ej 2π

2 01 0 A2 1 010 A3 1

011 A1 ej 3π
4 0 11 A1 ej 3π

2 01 1 A2 ejπ 011 A4 1

100 A1 ej 4π
4 1 00 A2 1 10 0 A3 1 100 A5 1

101 A1 ej 5π
4 1 01 A2 ej π

2 10 1 A3 ejπ 101 A6 1

110 A1 ej 3π
2 1 10 A2 ej 2π

2 11 0 A4 1 110 A7 1

111 A1 ej 7π
4 1 11 A2 ej 3π

2 11 1 A4 ejπ 111 A8 1

well as receive diversity gains, while the SM and SSK schemes attain only receive diversity

gain.

• Since only a single one of the Q dispersion matrices is activated at any symbol instant,

the STSK scheme imposes no inter-stream interference and - as a further benefit - a

single-stream based maximum likelihood (ML) detection can be employed [49].

• The STSK scheme is capable of dispensing with IAS, similarly to the SM/SSK scheme.

• STSK is capable of adaptively supporting an arbitrary number of transmit as well as

receive AEs.

The normalized throughput per symbol duration of the STSK scheme may be expressed as

R =
log2(L·Q)

T

[
bits

symbol duration

]
, (2.21)

whereas the computational complexity per bit imposed by the optimal single-stream ML de-

tector quatified in terms of the number of RMOs for both fast block-fading and slow fading

scenarios are given, respectively, by [49]

Complexity=

⎧⎪⎪⎨
⎪⎪⎩

NTQ (4MT + 6L)

log2(Q · L)
, (fast fading)

NTQ [(4M + 4L) /τ + 2L]

log2(Q · L)
, (slow fading)

where τ denotes the coherence interval of a slow fading channel. The STSK system is uniquely

and unambiguously specified by the parameters (M, N, T, Q) in conjunction with the classic

L-PSK or L-QAM modulation. Unless stated otherwise, by ‘STSK’ we refer to the perfect
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channel state information (CSI) based coherent STSK (CSTSK) in this thesis. By contrast, its

differentially encoded and noncoherently detected counterpart will be specifically referred to as

differential STSK (DSTSK).

2.3 Optimization of the Dispersion Matrices

The performance of the STSK system substantially depends on the choice of the DMs. More

specifically, it depends firstly on the specific objective function (OF) utilized and secondly on

the DM optimization procedure. The optimization of the DMs set is thus of utmost importance

for the performance of the STSK scheme.

In the STSK encoder described by (2.19), Q linear dispersion matrices, Aq(q = 1, ..., Q)

are pre-assigned to the trasmitter in advance of transmission, which may be generated by

searching exhaustively through a large set of randomly generated matrices and selecting the

best ones using some optimization criterion as mentioned in [32] and detailed further in [5].

More specifically, the search process consists of generating a set of for example 106 DMs, which

have entries distributed according to the complex Gaussian distribution CN (0, 1) and which

are normalized in order to satisfy the power-constraint criterion of (2.20) and then picking

the best Q matrices, Aq(q = 1, ..., Q). More explicitly, the ’quality’ of the set generated is

evaluated in terms of an OF, such as for example, the corresponding CCMC capacity and the

DCMC capacity, the pairwise serror probability (PEP) etc. The OFs that may be utilized for

the optimization of DMs are briefly described below. Further insights on the optimization of

the DMs may be found in [131,132].

2.3.1 Objective Functions for DM Optimization

As already mentioned, the DMs may be optimized using the CCMC capacity, the DCMC

capacity and/or the PSEP as the OFs. Below we provide a brief definition of these OFs in the

context of the STSK system.

2.3.1.1 CCMC Capacity

The CCMC capacity of the STSK system associated with M transmit and N receive antenna

elements and T symbol intervals at SNR γ may be formulated, similarly to the LDCs, as (2.10)

of Subsection 2.2.4.
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2.3.1.2 DCMC Capacity

The DCMC capacity of the STSK scheme may be formulated using (2.11) for the LDCs, but it

requires appropriately re-defining the transmit symbol vector Kf for the STSK system. Hence

the DCMC capacity of the STSK system may be expressed as [49, 57]:

CDCMC
STSK =

1

T

⎡
⎣log2(Q · L) − 1

Q · L ×
∑
lc, q

E

⎧⎨
⎩log2

⎛
⎝∑

l′c, q′

exp
[
Ψ

l′c, q′

lc, q

]
| Kl′c,q′

⎞
⎠
⎫⎬
⎭
⎤
⎦ , (2.22)

where we have

Ψ
l′c, q′

lc, q =
−‖H̄eqχ(Klc,q − K l′c,q′) + V̄ ‖2 + ‖V̄ ‖2

N0
. (2.23)

2.3.1.3 The Rank and Determinant Criterion

The rank and the determinant criteria were first proposed in [10] and were detailed for a

generalized space-time architecture in [5]. To be specific, the PEP P (X → X ′) that a ML

detector wrongly decodes a space-time transmission matrix X defined in (2.19) for another

matrix X ′ is upper-bounded by [32]

P (X → X ′) ≤ 1

det
[
INM +

γ

4M
XΔ ⊗ IN

] . (2.24)

Equation (2.24) may also be rewritten as [10]:

P (X → X ′) ≤
(

r∏
i=1

λi

)−N ( γ

4M

)−rN

, (2.25)

where γ denotes the average signal-to-noise ratio (SNR) at each receive antenna, XΔ =

(X − X ′)(X − X ′)H , while r and λi indicate the rank and the non-zero eigenvalues of XΔ,

respectively.

The Rank Criterion Equation (2.25) shows that the term
( γ

4M

)−rN

determines how rapidly

the PSEP decays with the SNR, where the diversity order is determined by rN . To be more

specific, the diversity order [10] is determined by the minimum rank rmin of the matrix XΔ:

rmin = min{r (XΔ)}. (2.26)

Hence to achieve the full diversity order, the matrix XΔ has to be full rank for any codeword

pair (X, X ′).
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The Determinant Criterion The determinant criterion [10] states that the minimum of

(
∏r

i=1 λi) in (2.24) evaluated over all possible (X, X ′) pairs determines the achievable cod-

ing gain and has to be maximized.

After evaluating the OF for quantifying the ’quality’ of the DMs generated, the process is

repeated for example 106 times and the best set of Q matrices in accordance with one of the

above-mentioned ‘quality’ metrics is selected.

The DMs generated so far for the STSK scheme mainly relied on randomly generating a

large set of DMs and then picking the best Q DMs based on the OF. However, this requires

a potentially excessive computation time when relying on an exhaustive search and might get

trapped in local maxima or minima. Genetic algorithms (GA) are capable of reducing the

computation time by searching through only a fraction of the DMs, yet finding the best ones

with a high probability. A GA was used successfully in [133] for generating optimal space-time

block codes (STBCs) [8,9]. As a further advance, GA aided unitary DM design and optimization

was invoked for LDC-based MIMO systems in [134] using the determinant criterion. Finally,

structured DMs were designed in [131,132]

In the following, we outline the GA aided optimization procedure of the DMs to be used

in our multi-carrier STSK scheme and evaluate its performance. We will demonstrate that

GA assists us in the optimization of the OF using less OF evaluations than the exhaustive

search technique. Viewing their relationship from a different perspective, the GA aided scheme

performs better than the scheme using the same number of OF evaluations picking the DMs

on a random basis.

2.3.2 Genetic Algorithm Aided DM Optimization

Genetic algorithms (GAs) [135, 136] constitute adaptive heuristic search algorithms, where a

population of individuals follows the evolutionary concepts of natural selection and genetic

operators of crossover and mutation to optimize the OF or fitness function. The particular

definition of individuals of the population of legitimate solutions, and of the OFs are specific

to the individual applications. In our DM optimization problem, we define an individual to be

a set of DMs, which will be used for constructing our STSK scheme using the power constraint

of (2.20) and the individuals to be the columns of the DMs. The OF of our optimization

problem is taken as any of the OFs mentioned in Subsection 2.3.1, for example, the DCMC

capacity [5, 127] or the rank and determinant criterion as detailed in [5, 10].

Again, the initial population of DMs is randomly selected from a complex-valued Gaussian

distribution of zero mean and unity variance. Thereafter the algorithm proceeds recursively.

Each recursive iteration stage is termed as a generation and after the fitness function or OF

evaluation, the parents about to create new, potentially increased-fitness individuals are selected
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dom search.

using a particular selection method such as the stochastic universal sampling (SUS) of [137]

based on the fitness function just evaluated. Given a pair of appropriately selected individuals

or parents, a binary crossover mask may be generated randomly, where the specific components

of each parent may be picked with a crossover probability pc. Next, the resultant children might

mutate by exchanging some of their components subject to a specific mutation probability. The

goal of mutation is to prevent ‘premature’ convergence without exploring the entire search-space

sufficiently thoroughly. If the best individual of the previous generation is better than the

worst one of the new generation even after mutation, the so-called elitism control is invoked

for retaining the high-fitness individuals [135]. The whole process is continued upto a pre-

specified number of generations, G. The flowchart of the elitism-based GA process is portrayed

in Figure 2.6.

2.3.3 Performance of GA Aided Optimization

The performance of the GA-based DM optimization can be visualized in Figure 2.7. Observe

that for the fitness function as defined by the determinant criterion, we approach the same

fitness value at about 80 generations which were only approached by the random search after

106 iterations. This clearly demonstrates the efficacy of the GA based optimization of DMs.

2.3.4 Wideband Channel Model

Wideband channels are generally modelled by tapped delay lines. If we partition the time-

delay axis into equal-delay segments referred to as delay bins, then there will be, in general,
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a number of received signals in each bin corresponding to the different paths, namely to those

whose time of arrival is within the bin duration. These signals, when vectorially combined, can

be represented by a delta function occurring in the bin center having a Rayleigh distributed

magnitude [138]. As the transmission bandwidth is increased, the effects of frequency-selective

fading become prominent. Thus the channel has a filtering effect, which linearly distorts the

transmitted waveform.

The impulse response of the flat Rayleigh fading channel consists of a single Dirac delta

function whose weight obeys a Rayleigh probability distribution function (pdf). This occurs

because all the multipath components are assumed to arrive simultaneously and their combined

effect gives rise to Rayleigh fading. Provided that the transmission frequency is less than

the channel’s coherence bandwidth, the different components encounter identical propagation

delays and non-dispersive reception is facilitated.

On the other hand, dispersive multipath propagation has the effect of spreading the received

symbols. If the delay spread is longer than the symbol duration, it gives rise to intersymbol

interference (ISI). Under these circumstances, several echoes of the transmitted modulated

symbols are received over a number of symbol periods and each symbol is spread into adjacent

symbols [138].

A time-invariant broadband channel has an impulse response that can be modelled as [139,

140]:

h(t, τ) =

L∑
l=1

algl(t)δ (τ − τl), (2.27)

where L is the number of multipath components in the channel, al, τl and gl(t) are the chan-

nel’s envelope, delay and Rayleigh-distributed magnitude fading process exhibiting a particular

normalized Doppler frequency fd respectively, associated with the l-th path, while δ(.) is the

Dirac Delta function.

In fact, the wideband propagation channel is constituted by the superposition of a number

of dispersive fading paths, suffering from various attenuations and delays, aggravated by the

Doppler shift as a result of the mobile station (MS)’s movement. Again, in serially modulated

systems, this results in the adverse phenomenon of ISI. By contrast, as long as the channel’s

delay spread is lower than the cyclic prefix (CP) incorporated in the OFDM scheme, the spread-

ing of each symbol over the consecutive symbol is absorbed by CP and hence the detrimental

effects of ISI are eliminated.

Delay Spread and Coherence Bandwidth: The maximum delay spread is quantified by

the CIR duration, over which a non-negligible amount of energy is dispersed, while coherence

bandwidth, Bc of the channel is specified by the range of frequencies over which the signal

experiences correlated fading.
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The coherence bandwidth exhibits an inverse relatioship with the rms delay spread. Specif-

ically, we have:

Bc ≈
1

αστ

, (2.28)

where στ denotes the rms delay spread, and α is a constant.

We have characterized the performance of the schemes proposed in this thesis using the

COST 207-RA, COST 207-RA6 and COST 207-TU12 channel models. The detailed power

delay profile of the different taps which determine the coherence bandwidth and/or delay spread

of this channel model may be found in [139] and [141].

2.3.5 Performance of the STSK Scheme under Different Channel Scenarios

We characterize the single-carrier STSK both in narrowband and wideband environments. The

basic simulation parameters are listed in Table 2.3.

It is demonstrated in Figure 2.8 that the single-carrier STSK (M = 2, N = 2, T = 2, Q = 2)

scheme operating in conjunction with BPSK modulation works well in narrowband scenarios,

but it exhibits a severe error floor in dispersive channels, when the COST207-RA [141] channel

model is considered. In the more dispersive typical urban (TU) scenario [139, 141], the STSK

scheme suffers from a substantial further performance degradation. The simulation results

characterizing STSK for different channel situations are shown in Figure 2.8. Observe that the

STSK scheme’s performance is better for transmission over the COST207-RA6 channel model

than that over the COST207-RA model, although the number of channel taps is higher in the

COST207-RA6 model. This is because although the COST207-RA model has less taps, it has

a higher total delay spread than the COST207-RA6 channel model.

The eroded performance of the single-carrier STSK scheme motivated us to conceive a

multicarrier based STSK system relying on the OFDM system philosophy to be developed in

Section 2.4.

2.4 OFDM Aided Space-Time Shift Keying

The STSK system proposed in [49, 57] and discussed in Subsection 2.2.7 exhibits an excellent

multiple-antenna performance in narrowband channels. However, in a wideband environment

the STSK system suffers from the inter-symbol interference (ISI) imposed by the channel and

consequently the performance degrades. In [5], the authors proposed space-time-frequency shift

keying (STFSK) as a technique capable of overcoming the effects of dispersive channels, whilst

striking the required diversity-multiplexing trade-offs, similarly to the STSK scheme. STFSK

is capable of exploiting both time-, space- and frequency diversity, hence attaining a good
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Table 2.3: Main system parameters for STSK

Simulation parameter Value

Fast fading model Correlated Rayleigh fading

Doppler frequency 0.01

Channel specification Narrowband channel

No. of OFDM subcarriers 64

Length of cyclic prefix 32

No. of Tx AE, M 2

No. of Rx AE, N 2

No. of Tx time slots, T 2

No. of dispersion matrices Q = 2, 4

STSK specification (M = 2, N = 2, T = 2, Q = 2, 4)

Modulation Order L =2, 4

COST207-TU12
COST207-RA6
COST207-RA

Narrowband

SNR (dB)

B
E

R

20151050

100

10−1

10−2

10−3

10−4

10−5

Figure 2.8: BER performance of STSK (M = 2, N = 2, T = 2, Q = 2), BPSK scheme of Figure 2.5

using the optimal ML detector of [49] under different channel conditions. Although

STSK performs well in non-dispersive channels, its performance in multipath channels

becomes poor. The system parameters are listed in Table 2.3.
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performance even in dispersive channels. The frequency dimension is exploited using frequency

shift keying (FSK) modulation at the transmitter and a square-law detector at the receiver.

Nevertheless, this realization of the STFSK scheme suffers from the typical drawbacks of non-

coherent FSK demodulation. These impediments of STFSK may be eliminated by reduced-rate

OFDM-style parallel transmissions over numerous non-dispersive sub-carriers.

In this section, we propose a novel modality of realizing space-time coding designed for

broadband channels using orthogonal frequency division multiplexing (OFDM) combined with

the STSK scheme. More particularly, the OFDM modem transforms the time-domain (TD)

spreading operation of the STSK scheme to frequency domain (FD) spreading. This allows us

to overcome the typical broadband channel’s impairments.

2.4.1 OFDM-Aided STSK: System Overview

The basic idea of the proposed STSK-OFDM system is to use the OFDM technique in order to

create a number of parallel FD sub-channels, where the sub-channel bitrate is sufficiently low

for the sub-channel symbols to avoid dispersion.

The resultant system employs an OFDM modulator having Nc sub-carriers, where T is the

symbol sampling interval and each STSK block consists of T symbol durations.

2.4.1.1 Transmitter

The model of [73, 142] has been adopted for realizing a STSK-based MIMO-OFDM system

obeying the system’s architecture of Figure 2.9. The first block of the transmission scheme

is a STSK encoder [49] followed by OFDM transmissions. The OFDM-aided STSK encoding

process relying on M transmit antenna elements (AEs) and T symbol durations is described as

follows:

1. The encoder is fed with a block of B = log2(L · Q) bits, which are spread over T time

slots of an STSK symbol; the log2 Q bits select one of the Q space-time matrices taken

from the set {Aq}Q
q=1, where we have Aq ∈ CM×T ∀q; log2(L) bits correspond to a specific

symbol in a L-PSK/QAM constellation CL;

2. The resultant STSK codeword is then X = Aqsl, where we have sl ∈ CL and Aq ∈
{Aq}Q

q=1; CL has to be a unity-energy constellation, where the space-time dispersion ma-

trices have to satisfy the power constraint of:

tr(AH
q Aq) = T ∀q, (2.29)

in order to have unity energy for each sub-carrier.
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Figure 2.9: The transceiver architecture of the proposed STSK-OFDM system.

We will refer to this system as an OFDM-aided STSK(M, N, T, Q) scheme in conjunction with

the L−ary modulation, where M is the number of transmit antennas and N is the number of

receive antennas.

2.4.1.2 Mapping of STSK Codewords to Subcarriers

Having generated the STSK blocks, the blocks of symbols are then mapped to Nc subcarriers.

We have considered two mapping strategies, which are discussed in the context of Figure 2.10

and Figure 2.11, respectively. These two mapping strategies were proposed in the context

of our collaborative work on OFDM aided STSK [119]. We describe the STSK symbol-to-

subcarrier mapping illustrated in Figure 2.10 here, while that illustrated in Figure 2.11 in

Section 2.4.1.3. Both mapping schemes have their respective merits and disadvantages, as

discussed in Section 2.4.1.4. As shown in Figure 2.10, Nc space-time blocks are collected for

constructing an STSK-OFDM frame, where Nc is the number of OFDM subcarriers. At any of

the M AEs and in any of the T time slots, Nc STSK blocks are mapped to the Nc subcarriers

and thus constitute an OFDM symbol.

Hence the TD STSK-OFDM signal transmitted from the mth transmit AE at the Ti time

slot (Ti = 1, 2, . . . , T ) may be formulated as [73] [98]:

xm,Ti
(t) =

1√
Nc

Nc∑
nc=1

Xm,Ti
[nc]e

j2πfnc t, T ≤ t ≤ (Nc + 1)T (2.30)

where Xm,Ti
[nc] is the nc-th data symbol, while NcT is the length of the OFDM symbol. In

order to maintain the orthogonality of the subcarriers, the subcarrier frequencies have to be

equally spaced by:
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Figure 2.10: Formation of an STSK-OFDM frame consisting of Nc parallel STSK blocks to be trans-

mitted over Nc parallel subcarriers.

fnc =
nc

NcT
. (2.31)

The TD sampling of the OFDM symbol can be formulated as:

xm,Ti
(nsT ) =

1√
Nc

Nc∑
nc=1

Xm,Ti
[nc]e

j2π nsnc
Nc , 1 ≤ ns ≤ Nc (2.32)

which is expressed in terms of the inverse discrete Fourier transform (IDFT) of the symbol

stream Xm,Ti
=
{

Xm,Ti
[nc]
}Nc

nc=1
as:

xm,Ti
= IDFTNc {Xm,Ti

} . m = 1, . . . , M Ti = 1, ..., T. (2.33)

As usual, a cyclic prefix (CP), which has to be longer than the channel’s delay spread,

has to be appended to each of the TD OFDM symbols in order to eliminate the effects

of ISI. After appending the cyclic prefix of length Lcp = (L − 1), the resultant sequence,

xm,Ti,cp=
{
xm,Ti,cp[nc]

}Nc

nc=−Lcp+1
can be expressed as:

{
xm,Ti

[Nc − Lcp + 1] . . . xm,Ti
[Nc] xm,Ti

[1] xm,Ti
[2] . . . xm,Ti

[Nc]
}
, (2.34)

for every transmit antenna m = 1, 2, . . . , M, with L being the length of the finite impulse

response (FIR) filter that models the frequency-selective channel.
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2.4.1.3 Alternative Mapping of STSK Codewords to Subcarriers

In contrast to the mapping of Section 2.4.1.2, it is also possible to carry out the mapping of

bits to non-dispersive subcarriers as follows.

The space-time mapper collects J space-time codewords, where J = Nc/T and the J STSK

symbols constitute the frame FT , defined as the matrix:

FT =
[
X [1] X [2] . . . X

[
J
]]

∈ C
M×Nc , (2.35)

where X [j] is the jth space-time codeword in the frame. Clearly, in this mapping Nc has to be

a multiple of T . The frame FT can also be written as:

FT =
[
S̃[0] S̃[1] . . . S̃[Nc]

]
∈ C

M×Nc , (2.36)

where S̃[nc] ∈ CM×1 for every nc = 0, . . . , Nc represents the columns of FT . The OFDM

modulation is applied along the rows of the frame FT . Hence the vector S̃[nc] is defined as:

S̃[nc] =
(
X(�nc/T )

)
[nc]T +1

nc = 1, . . . , Nc, (2.37)

implying that the ([nc]T + 1)th column of the �nc/T th space-time codeword in the frame FT is

transmitted via the nc
th sub-carrier of the OFDM system, where the (·)t operator selects the

tth column of a matrix, [·]N represents the modulo-N operator and �· is the ceiling operator.

Let the mth component of the vector S̃[nc] be denoted by S̃m[nc], hence we have

S̃[nc] =
[
S̃1[nc]S̃2[nc] . . . S̃M [nc]

]T
, (2.38)

where (·)T is the transpose operator. The Nc symbols
{
S̃m[nc]

}Nc

nc=1
represent a length-Nc

sequence that is denoted by S̃m. As explained in Figure 2.11, the sequence
{
S̃m

}
is OFDM-

modulated using the IDFT-based OFDM modulator, resulting in the sequence:

s̃m = IDFTNc

{
S̃m

}
, (2.39)

for each transmit antenna m = 1, . . . , M . The sequences
{
s̃m[nc]

}Nc

nc=1
∀m may be grouped in

the sequence of vectors
{
s̃[nc]

}Nc

nc=1
∈ CM×1, where:

s̃[nc]=
[
s̃1[nc]s̃2[nc] . . . s̃M [nc]

]T
nc = 1, . . . , Nc. (2.40)

Equation (2.40) represents the Nc TD samples of each of the M OFDM symbols transmitted

by the M transmit antennas.

Again, the usual CP is attached to each TD OFDM symbol of
{
s̃[nc]

}Nc

nc=1
, leading to

the signal vector
{
s̃cp[nc]

}Nc

nc=1
, which is transmitted through the frequency-selective MIMO

channel. Each component of the signal vector
{
s̃cp[nc]

}Nc

nc=1
is given by Eq. (2.34) for every

transmit antenna m = 1, . . . , M . The parameter Lcp = Lch − 1 in (2.34) is the length of the

CP and Lch is the length of the FIR filter that models the frequency selective channel.
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Figure 2.11: Illustration of the alternative mapping of STSK space-time blocks to the subcarriers.

In the classic STSK framework the tth column of the jth space-time codeword is trans-

mitted during the [T · (j − 1) + t]th time interval. In our OFDM-aided STSK system

J space-time codewords are transmitted at the same time in a single OFDM frame, by

spreading the codewords in the frequency domain.

2.4.1.4 Comparison of the Two Mapping Strategies

Figure 2.10 and Figure 2.11 illustrate the strategies of mapping the STSK codewords to the Nc

orthogonal subcarriers of the OFDM scheme. The mapping method illustrated in Figure 2.10

takes Nc consecutively generated STSK codewords and transmits the codewords in parallel. To

be more specific, the codewords are arranged in parallel as seen in Figure 2.10 and then all

the Nc symbols corresponding to a particular AE in a particular time slot (TS) jointly form a

Nc−symbol pipe having a square-shaped cross-section and spanning Nc subcarriers, as shown

in Figure 2.12.(a). Then OFDM modulation is performed over every block of such Nc symbols.

By contrast, Nc/T STSK codewords are arranged serially in the alternative mapping scheme

of Figure 2.11. Now, since each STSK codeword row consists of T symbols, the total number

of symbols in any row of the serially concatenated arrangement will be Nc. OFDM modulation

is performed over these Nc symbols and the resultant signal is transmitted over the specific

transmit AE corresponding to the row.

For example, consider a OFDM-STSK scheme specified by the parameters (M, N, T, Q) =

(4, 4, 4, 4) in conjunction with QPSK modulation and employing 16 OFDM subcarriers. The

first mapping considers the 16 STSK codewords to be placed in parallel, as shown in Fig-

ure 2.12.(a), each of which is represented by an (M × T ) = (4 × 4)-element matrix. OFDM

modulation is then carried out over the shaded symbol-pipe for mapping an AE- and TS-specific
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Figure 2.12: Comparison of the two strategies shown in Figure 2.10 and Figure 2.11 for mapping the

STSK codewords to OFDM subcarriers. OFDM modulation over Nc symbols as well

as the construction of the OFDM symbol is shown as a symbol-pipe having a square-

shaped cross-section, which is formed from Nc STSK blocks at a particular (m,Ti).

QPSK symbols to one of the 16 subcarriers. By contrast, the alternative mapping is shown

in Figure 2.12.(b), where a total of 16 QPSK symbols of AE=2, which belong to Nc/T = 4

consecutive STSK codewords, are mapped to a total of 16 subcarriers. OFDM is invoked over

the 16 shaded QPSK symbols and a total of four such two-dimensional frames are requiredto

for transmitting 16 STSK codewords.

Note furthermore that owing to the parallel mapping depicted in Figure 2.10, the scheme

benefits both from the space-time diversity gain provided by the STSK scheme and from the

reduced-rate parallel transmissions achieved by parallel mapping of the transmitted signal and

is particularly helpful for for the sake of avoiding the detrimental effects of inter-symbol inter-

ferences (ISI) imposed by dispersive broadband channels. By contrast, the mapping illustrated

by Figure 2.11 transmits the T TD symbols of an STSK codeword on T consecutive subcarriers,

which might experience correlated fading.

The mapping of Figure 2.11 imposes some additional restrictions on the system’s design.

Firstly, since Nc/T STSK codewords are arranged serially, Nc always has to be a multiple

of T . Secondly, owing to the inverse fast Fourier transform (IFFT) invoked for facilitating

OFDM modulation, Nc has to be a power of 2. Hence the STSK parameter T in the alternative

mapping of Figure 2.11 has to be an even number.

Due to the above-mentioned design restrictions, we advocate the mapping shown in Fig-

ure 2.10 in the forthcoming chapters.
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2.4.1.5 Achievable Throughput

The proposed scheme transmits an OFDM symbol every (Nc+Lcp) symbols (the duration of an

OFDM symbol including the CP). Every OFDM symbol carries Nc STSK symbols and every

STSK symbol carries log2(L·Q) bits. Hence the system’s throughput is:

Rcp =
Nc log2(L·Q)

T (Nc + Lcp)
=

log2(L·Q)

T

⎛
⎝1 +

Lcp

Nc

⎞
⎠

[
bits

symbol duration

]
(2.41)

When using a high number of subcarriers, however, the effect of the CP on the throughput

gradually becomes negligible, hence we have:

R =
log2(L · Q)

T

[
bits

symbol duration

]
. (2.42)

2.4.1.6 Receiver

In this section, we consider the OFDM-aided STSK receiver based on the mapping of Fig-

ure 2.10. Let us consider a frequency-selective channel, where the discrete-time CIR matrix

may be modelled as:

H [nc] =

L∑
l=1

H [l]δ[nc − l] ∈ C
N×M , (2.43)

where the matrix H [l] ∈ CN×M has complex-valued normally distributed entries according

to CN (μl, σ
2
l ) for every l = 1, . . . , L and δ[·] is the discrete-time Dirac delta function. The

parameters Lch, μl and σ2
l depend on the specific channel model adopted. Assuming perfect

synchronization at the receiver of Figure 2.9, the discrete-time signal received after CP removal

at the receive AE n at time slot Ti may be written as [73]:

yn,Ti
=

M∑
m=1

hn,m �Nc xm,Ti
+ vn,Ti

, n = 1, . . . , N, (2.44)

where �Nc represents the length-Nc circular convolution operator.

After applying the Nc-point discrete Fourier transform (DFT) operation at each receive AE,

the FD channel-output matrix Y at the receiver may be expressed in terms of its components

as: Y n,Ti
= DFTNc

{
yn,Ti

}
. Upon using (2.44) , Y n,Ti

reduces to [73]:

Y n,Ti
=

M∑
m=1

H̃n,mXm,Ti
+ V n,Ti

, n = 1, . . . , N, (2.45)

where H̃n,m = diag{h̃n,m[1], h̃n,m[2], ..., h̃n,m[Nc]} ∈ CNc×Nc is a diagonal matrix whose diagonal

elements are h̃n,m = DFTNc

{
hn,m

}
, representing the FD channel transfer gains [18,73]. More
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particularly, H̃ [nc] may be viewed as the MIMO channel’s FD transfer matrix, since it repre-

sents the (N × M)-element MIMO channels’ response for each subcarrier nc. Still referring to

(2.45), we have V n,Ti
= DFTNc {vn,Ti

}, which represents the FD additive white Gaussian noise

(AWGN) vector. Equation (2.45) can be re-written in a matrix form as:

Y [nc] = H̃ [nc]X[nc] + V [nc] nc = 1, . . . , Nc (2.46)

where Y [nc] ∈ CN×T , H̃ [nc] ∈ CN×M , X[nc] ∈ CM×T and V [nc] ∈ CN×T .

Thus we see from (2.46) that our STSK-based scheme OFDM modulates the symbols to be

transmitted from a particular AE and in a particular time slot, which are then mapped to Nc

adjacent parallel orthogonal sub-carriers having different channel gains.

Following the OFDM demodulation at the space-time demapper, the received symbols

Y [nc] ∈ CN×T are then passed through the single-stream ML decoder [49]. The resultant

system may then be expressed in terms of the linearized system model of [32] as:

Ȳ = ¯̃HχK lc,q + V̄ (2.47)

where

Ȳ = vec(Y ) ∈ C
NT×1, (2.48)

¯̃H = I⊗H̃ ∈ C
NT×MT , (2.49)

χ = [vec(A1), · · · , vec(AQ)] ∈ C
MT×Q, (2.50)

Klc,q = [0, · · · , 0︸ ︷︷ ︸
q−1

, slc , 0, · · · , 0︸ ︷︷ ︸
Q−q

]T ∈ C
Q×1, (2.51)

and

V̄ = vec(V ) ∈ C
NT×1, (2.52)

where lc stands for the index of the L-point constellation symbol slc , which is placed in the

q-th position of the equivalent transmit symbol vector K lc,q. Now, the single-stream based

ML estimates (l̂c, q̂) of the nc-th STSK-OFDM symbol and its constituent transmitted bits are

obtained from [48,49] as: (
l̂c, q̂
)

= arg min
lc,q

{∥∥∥Ȳ − ¯̃HχK lc,q

∥∥∥2
}

. (2.53)

2.4.1.7 Receiver Corresponding to Mapping of Figure 2.11

The received signal associated with the mapping of Figure 2.11 is detected in a manner similar

to that described in Section 2.4.1.6, but bearing in mind that the OFDM-STSK frame under this

mapping consists of Nc columns of the STSK codewords, rather than of Nc parallel codewords.
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The receiver operation corresponding to this mapping is summarized in Figure 2.13. The signal

received by AE n may be expressed as:

rn =
M∑

m=1

hn,m �Nc s̃m + vn. n = 1, . . . , N. (2.54)

After DFT-based OFDM demodulation of each receive antenna’s signal according to Rn =

DFTNc {rn}, the FD output may be written as:

Rn[nc] =

M∑
m=1

H̃n,m[nc]S̃m[nc] + V n[nc], (2.55)

for n = 1, 2, . . . , N and for nc = 1, 2, . . . , Nc. In (2.55) we have V n = DFTNc {vn} and

H̃n,m = diag{h̃n,m[1], h̃n,m[2], ..., h̃n,m[Nc]} ∈ CNc×Nc is the diagonal matrix whose diagonal

elements are the FD channel tranfer gains [18, 73]. Equation (2.55) may be expressed in a

matrix form as:

R[nc] = H̃ [nc]S̃[nc] + V [nc] nc = 1, . . . , Nc, (2.56)

where we have R[nc] = [R1[nc], R2[nc], . . . , RN [nc]]
T and V [nc] = [V1[nc], V2[nc], . . . , VN [nc]]

T .

Finally, using Eq. (2.37), (2.56) may be written as:

R[nc]= H̃ [nc]
(
X(�nc/T )

)
[nc]T +1

+ V [nc]. (2.57)

As seen from (2.57), each space-time codeword grouped in the frame FT is transmitted through

a set of adjacent sub-carriers with different channel gains H̃ [nc]. Furthermore, we may conclude

that the OFDM regime transforms the TD spreading of the STSK codewords to FD spreading,

since the L-ary symbol is spread across the sub-carriers. More particularly, as detailed in Figure

2.13, each column of a space-time codeword is transmitted over a specific sub-carrier and hence

through a non-dispersive subchannel.

Following OFDM demodulation, the space-time demapper decomposes every received frame

FR into J constituent space-time codewords. More particularly, the received frame becomes:

FR =
[
(Y [1])1 . . . (Y [1])T . . . . . . (Y [J ])1 . . . (Y [J ])T

]
∈ C

N×Nc , (2.58)

where Y [j] ∈ C
N×T is the jth received space-time codeword in the frame FR, the operator (·)t

selects the tth column of a matrix (hence we have (Y[j])t ∈ CN×1 ∀j, t) and:

(Y [j])t = H̃
j

t (X[j])t + V [T · (j − 1) + t − 1] t = 1, . . . , T. (2.59)

In (2.59) the matrices H̃
j

t are defined as:

H̃
j

t = H̃ [T · (j − 1) + t − 1] (2.60)

for every t = 1, . . . , T and every j = 1, . . . , J .
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Figure 2.13: The received column vectors R[nc] nc = 1, 2, . . . , Nc are demapped to J matrices

Y [j] j = 0, 1, . . . , J at the receiver. Note that the tth column of the jth space-time

codeword X[j] ∈ C
M×T is transmitted through the nth

c = [T · (j − 1) + t − 1]th sub-

carrier, i.e. through a flat-fading sub-channel with channel gain H̃
j
t = H̃[T · (j − 1) +

t − 1].

Finally, the STSK decoder invokes the optimal single-antenna-based maximum likelihood

(ML) decision rule of [49] for decoding the space-time codewords with the aid of a ML detector.

Specifically, the estimate
(
l̂c[j], q̂[j]

)
for the jth space-time codeword is given by minimizing

the following metric:

(
l̂c[j], q̂[j]

]
) = arg min

lc,q

{∥∥∥∥Y [j] − H̃
j

χK lc,q

∥∥∥∥2
}

, (2.61)

where we have:

Y [j] = vec(Y [j]) ∈ C
NT×1, (2.62)

χ = [vec(A1) · · ·vec(AQ)] ∈ C
MT×Q, (2.63)

Klc,q = [0 · · ·0︸ ︷︷ ︸
q−1

, sl , 0 · · ·0︸ ︷︷ ︸
Q−q

]T ∈ C
Q×1 (2.64)

and H
j

eq ∈ CNT×MT is:

H̃
j

=

⎡
⎢⎢⎢⎢⎢⎣

H̃
j

1 0 · · · 0

0 H̃
j

2 · · · 0
...

...
. . .

...

0 0 · · · H̃
j

T

⎤
⎥⎥⎥⎥⎥⎦ , (2.65)

where 0 ∈ C
N×M is an (N × M)-element zero matrix.
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Figure 2.14: Three stage RSC-URC coded OFDM-aided STSK scheme.

2.5 Channel-Coded OFDM-aided STSK

In a serially concatenated turbo-coded scenario a recursive systematic convolutional (RSC)

encoder and a unity rate convolutional (URC) encoder are introduced before the STSK encoder,

as detailed in [5], with the aim of attaining a near-capacity performance. The explicit benefit

of using the URC encoder of Figure 2.14 is that it has an infinite impulse response and hence

spreads the extrinsic information efficiently without increasing the interleaver delay. As a

benefit, it results in a near-capacity performance. According to Figure 2.14, the source bits

are convolutionally encoded and then interleaved by a random bit interleaver π1. A (2,1,2)

RSC code is employed and following channel interleaving, the symbols are precoded by a URC

encoder, which has an infinite impulse response. Then the precoded bits are further interleaved

by a second interleaver π2 and the inteleaved bits are passsed through the STSK-OFDM scheme

to be transmitted through an M-element MIMO transmitter in the TD.

The received complex-valued symbols of Figure 2.14 are passed through the FFT unit in

order to OFDM-demodulate the symbols and the resultant FD symbols are then fed to the

STSK demapper. We note that if the equivalent FD received signal Y carries B channel-

coded binary bits b = [b1, b2, ..., bB], then the extrinsic log-likelihood ratio (LLR) of the bits,

bk, k = 1, ..., B gleaned from the demapper can be expressed as [5, 143]:

Le(bk) = ln

∑
Klc,q∈K:{b=1}

e−‖Ȳ −H̄eqχKlc,q‖2
/N0+

∑
j �=k bjLa(bj)∑

Klc,q∈K:{b=0}
e−‖Ȳ −H̄eqχKlc,q‖2

/N0+
∑

j �=k bjLa(bj)
, (2.66)

where K : bk represents the set of equivalent transmit vectors as in Eq.( 2.51) mapped from

the B bits, {bk}B
k=1, while La(bj) is the a priori LLR corresponding to bits bj . As a further
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advance, we can use the max-log-MAP algorithm to simplify (2.66), yielding:

Le(bk) = max
Klc,q∈K:{b=1}

[
−‖ Ȳ − H̄eqχKlc,q ‖2

/N0 +
∑
j �=k

bjLa(bj)

]

− max
Klc,q∈K:{b=0}

[
−‖ Ȳ − H̄eqχK lc,q ‖2

/N0 +
∑
j �=k

bjLa(bj)

]
. (2.67)

The Max-Log-MAP can be further modified by using the Jacobian logarithm [144,145] to reduce

(2.67) to:

Le(bk) = jacKlc,q∈K:{b=1}

[
−‖ Ȳ − H̄eqχK lc,q ‖2

/N0 +
∑
j �=k

bjLa(bj)

]

− jacKlc,q∈K:{b=0}

[
−‖ Ȳ − H̄eqχK lc,q ‖2

/N0 +
∑
j �=k

bjLa(bj)

]
, (2.68)

where jacKlc,q∈K:{b=1} [•] and jacKlc,q∈K:{b=0} [•] represents the Jacobian logarithm of ‘•’, when

the equivalent transmit symbol vector is a subset corresponding to k-th bits of 1 and 0, respec-

tively and are usually implemented by look-up table.

The URC decoder processes the extrinsic information gleaned from the STSK demapper, in

conjunction with its a priori information and generates extrinsic information for both the RSC

decoder and the demapper. The RSC channel decoder exchanges extrinsic information with the

URC decoder and after a number of iterations, outputs the estimated bits. It is noteworthy here

that for each of the outer iterations between the RSC decoder and URC, there are a number

of specified inner iterations between the URC and the STSK demapper.

2.6 Performance Results

Against the background of the performance degradation of the STSK system in wideband chan-

nels as elaborated in Subsection 2.3.5, we have investigated the performance of our OFDM-aided

STSK system of Figure 2.9 and that of our channel-coded OFDM-STSK system of Figure 2.14

in dispersive channels using the parameters listed in Table 2.4. We have adopted the parallel

mapping of STSK codewords to subcarriers as illustrated in Figure 2.10.

The performance of our STSK-OFDM scheme recorded for different channels is presented

in Figure 2.15. Observe from Figure 2.15 that the STSK-OFDM performance in wideband

channels essentially remains unaffected by the channel’s dispersion. We see from Figure 2.15

that if the channel is nondispersive, there is virtually no difference in the performance of STSK,

regardless whether OFDM has been incorporated into the system or not. In such channel

conditions, both the STSK and the STSK-OFDM are capable of attaining excellent diversity
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Table 2.4: Main system parameters for OFDM STSK

Simulation parameter Values

Fast fading model Correlated Rayleigh fading

Normalized Doppler frequency 0.01

Channel specification COST207-RA, 4-tap channel

COST207-RA6, 6-tap channel

COST207-TU12, 12-tap channel

No. of OFDM subcarriers 64

Length of cyclic prefix 32

No. of Tx AE, M 2

No. of Rx AE, N 2

No. of Tx Time slots, T 2

No. of dispersion matrices Q = 2, 4

STSK specification (M = 2, N = 2, T = 2, Q = 2, 4)

Modulation order L =2, 4

Outer decoder RSC (2, 1, 2)

Generator polynomials (gr, g) = (3, 2)8

Size of interleavers 240, 000 bits

Outer decoding iterations, Iouter 8

Inner decoder URC

Inner decoding iterations, Iinner 2

versus multiplexing gain tradeoffs. By contrast, under dispersive channel conditions, STSK-

OFDM is capable of maintaining its superiority not only in the rural scenario of the COST207-

RA channel model, but also in the typical urban scenario modelled by the COST207-TU12

channel model. In fact, the STSK-OFDM performance recorded in different channel situations

remains more or less similar to that of the narrowband benchmarker.

The BER performance of the coherent STSK (M = 2, N = 2, T = 2, Q = 2) scheme em-

ploying BPSK modulation for transmission over a narrowband channel and that of our OFDM

STSK (M = 2, N = 2, T = 2, Q = 2) scheme employing BPSK modulation for transmission

over COST207-RA6 channel, whilst relying both on genetically optimized DMs and on random

choices for minimizing the PEP over 106 searches are compared in Figure 2.16. We observe

that our scheme relying on the GA-optimized dispersion matrices exhibits a better performance

than that of the random search based DMs.

We also investigated the achievable performance of our three stage concatenated RSC- and

URC-coded STSK-OFDM (M = 2, N = 2, T = 2, Q = 4) scheme of Figure 2.14 employing

QPSK modulation for transmission over wideband channel using the parameters in Table 2.4.
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Figure 2.15: Performance of our OFDM-aided STSK system of Figure 2.9 in dispersive channels. The

simulation parameters and the STSK specification used are shown in Table 2.4 and in

the figure legend. No channel-coding was used and the optimal ML detector of [49] was

employed. OFDM-aided STSK exhibits a performance in dispersive channels, which is

similar to that in nondispersive environments.

We have employed a half-rate RSC code having a constraint length k = 2 and octrally repre-

sented generator polynomials of (gr, g) = (3, 2)8 as well as two random interleavers having a

memory of 240, 000 bits. The number of inner and outer decoder iterations was set to Iinner = 2

and Iouter = 8 respectively. The BER performance of our coded arrangement applied in disper-

sive wideband COST207-TU12 scenarios is depicted in Figure 2.17. As observed in Figure 2.17,

our channel-coded STSK-OFDM scheme of Figure 2.14 exhibits a near-capacity performance

even in dispersive channel scenario. Upon increasing the number of iterations, the BER of our

system is substantially reduced. The performance of the proposed scheme is also compared

against the maximum achievable rate benchmarker for the scheme. To be specific, as discussed

in [49,146], the area under the inner decoder’s EXIT characteristic gives the maximum achiev-

able rate for the specific scheme. The signal-to-noise ratio (SNR) which provides maximum

achievable rate for the scheme are computed and are shown in Figure 2.17. Our system exhibits

an infinitesimally-low BER at SNR= 0 dB, which is observed to be −2.0 dB away from the

maximum achievable rate benchmarker.

The EXIT charts of our STSK-OFDM system at 1.0 dB for four different coherent STSK

(CSTSK) arrangements (M = 2, N = 2, T = 2, Q = 2) with QPSK, (M = 2, N = 2, T = 2, Q =

4) with BPSK, (M = 2, N = 2, T = 2, Q = 4) with QPSK and (M = 2, N = 2, T = 2, Q = 8)

with BPSK modulation along with the EXIT chart of the outer RSC decoder in dispersive
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Figure 2.16: BER performance of STSK (M = 2, N = 2, T = 2, Q = 2) scheme of Figure 2.5 in

conjunction with BPSK modulation communicating over nondispersive channel and

that of the OFDM-STSK (M = 2, N = 2, T = 2, Q = 2), BPSK scheme of Figure 2.9

communicating over dispersive COST207-RA6 channel. DMs were optimized using

both the GA-based and randomly searched optimization procedure. We employ the

system parameters listed in Table 2.4 and no channel-coding is employed.
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Figure 2.17: BER performance of our channel coded OFDM STSK (M = 2, N = 2, T = 2, Q =

4) system of Figure 2.14 in conjunction with QPSK modulation in COST207-TU12

dispersive channel using the system parameters of Table 2.4. With iterations, OFDM

STSK converges very fast to low BER at low SNR.



2.6. Performance Results 62

Outer RSC decoder
CSTSK(2,2,2,8) BPSK
CSTSK(2,2,2,4) QPSK
CSTSK(2,2,2,4) BPSK
CSTSK(2,2,2,2) BPSK

Mutual Information I inner
A1 /Iouter

E2

M
u
tu

a
l
In

fo
rm

a
ti

o
n

I
in

n
e
r

E
1

/
I

o
u
te

r
A

2

10.80.60.40.20

1

0.8

0.6

0.4

0.2

0

Figure 2.18: EXIT charts of the three-stage turbo detected STSK-OFDM scheme of Figure 2.14

under COST207-RA6 scenarios at SNR = 1.0 dB using different parameters shown in

the legend. CSTSK (M = 2, N = 2, T = 2, Q = 2) based design with BPSK shows the

widest ‘EXIT’ tunnel. The remaining simulation parameters are listed in Table 2.4.

COST207-RA6 channel model are shown in Figure 2.18. Observe in Figure 2.18 that all the

inner EXIT curves reach the (1, 1) point indicating perfect convergence as a benefit of URC

precoding. As expected, the shape of the EXIT curve was different for different (M, N, T, Q)

parameters in conjunction with the L−ary modulation. Note that the STSK-OFDM (M =

2, N = 2, T = 2, Q = 2), BPSK scheme exhibits the widest EXIT tunnel among the scenarios

considered in Figure 2.18.

Figure 2.19 portrays the EXIT chart of the OFDM aided STSK (M = 2, N = 2, T = 2, Q =

4), QPSK system, where the SNR was varied from −4 dB to 4 dB in steps of 0.5 dB. It can be

seen in Figure 2.19 that all the inner decoder EXIT curves associated with our proposed scheme

reached the point of perfect decoding convergence at (1.0, 1.0), which is the explicit benefit of

employing URC precoding [5]. We also observe that an open EXIT tunnel was ‘just’ formed at

SNR = −0.5 dB, and the EXIT curve at SNR = 0 dB was also confirmed by the corresponding

Monte-Carlo simulation based staircase-shaped decoding trajectory [147]. Therefore, it may be

predicted that an infinitesimally low BER is achieved at SNR = 0 dB using Iouter = 8 outer

iterations.
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Figure 2.19: EXIT trajectory recorded at 0 dB of our three-stage turbo detected OFDM STSK

(M = 2, N = 2, T = 2, Q = 4) system of Figure 2.14 employing QPSK communicating

over the COST207-TU12 channel (fd = 0.01). The inner decoder EXIT curves from

−4 dB to 4 dB in steps of 0.5 dB and the outer RSC decoder’s EXIT function are also

shown. The remaining simulation parameters are listed in Table 2.4.

2.7 Chapter Summary and Conclusions

We commenced our discourse in this chapter with a review of the chronological development

of the STSK system, starting with a brief introduction to V-BLAST, STBC, LDC, SM/SSK in

Section 2.2. The STSK system was proposed with a view to striking the same DMT achievable

by LDCs at a significantly reduced complexity, which was motivated by the low-complexity

design architecture of SM/SSK. In Section 2.3, we have detailed the DM optimization procedure

and the related OFs. Specifically, the DMs to be used were found by searching through a

large, randomly generated DM set, either exhaustively or using a reduced-complexity GA-

aided optimization. We have presented both the CCMC and DCMC capacity based optimal

design as well as the PEP-optimal design of the DMs in Section 2.3. Motivated by the eroded

performance of the serial-modulation-based STSK scheme in dispersive channels, a novel OFDM

aided STSK scheme has been proposed for wideband channels in Section 2.4. We proposed

two different techniques for the mapping of the STSK codewords to the OFDM subcarriers

and compared their designs and benefits. A near-capacity coded OFDM STSK scheme was

proposed in Section 2.5. Finally, the performance of both the OFDM-aided STSK scheme

and that of the channel-coded OFDM-aided STSK arrangement was investigated in different



2.7. Chapter Summary and Conclusions 64

Table 2.5: Summary of the achievable BER performance of the OFDM-aided STSK scheme

Scheme Schematic Figure SNR, dB SNR gain/difference, dB

diagram number at BER at BER (benchmark scheme)

10−3 10−4 10−3 10−4

OFDM-aided STSK

(2, 2, 2, 2) , BPSK

COST207-TU12
Figure 2.9 Figure 2.15 9.4 11.0

0.2

(Narrowband

channel)

0.2

(Narrowband

channel)

OFDM-aided STSK

(2, 2, 2, 2) , BPSK

COST207-RA
Figure 2.9 Figure 2.15 9.25 10.9

0.05

(Narrowband

channel)

0.02

(Narrowband

channel)

OFDM-aided STSK

(2, 2, 2, 4) , QPSK

COST207-TU12
Figure 2.9 Figure 2.15 12.0 14.0

0.4

(Narrowband

channel)

0.5

(Narrowband

channel)

OFDM-aided STSK

(2, 2, 2, 4) , QPSK

COST207-RA
Figure 2.9 Figure 2.15 11.8 13.8

0.2

(Narrowband

channel)

0.3

(Narrowband

channel)

OFDM-aided STSK

(2, 2, 2, 2) , BPSK,

COST207-RA,

GA-optimized DMs

Figure 2.9 Figure 2.16 8.5 10.0
0.75

(randomly

searched DMs)

0.09

(randomly

searched DMs)

Channel-coded OFDM-

STSK (2, 2, 2, 4) QPSK

COST207-TU12
Figure 2.14 Figure 2.17 0.0 0.0

2.0

(maximum achievable rate

at BER ≈ 0)

propagation scenarios in Section 2.6. Specifically, we demonstrated that in wideband channel

scenarios, where STSK fails to perform well, our OFDM aided STSK arrangement is capable

of combatting the channel impairments, whilst striking a flexible diversity versus multiplexing

gain trade-off. The performance of the OFDM-aided STSK scheme of Figure 2.9 and of the

channel-coded OFDM-aided STSK arrangement of Figure 2.14 is summarized in Table 2.7.

Our results seen in Table 2.5 confirm that the proposed OFDM-aided STSK scheme exhibits

a similar performance to that of the single-carrier STSK scheme, when the latter operates in

a narrowband channel while the former in a dispersive wideband channel, provided that the

system parameters are appropriately chosen. Finally, the OFDM-aided STSK system has been

incorporated in a three-stage serially concatenated turbo coded scheme, leading to near capacity

performance in a dispersive broadband scenario.
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The proposed OFDM-aided STSK system may be used as the basis of an OFDM-aided space-

time-frequency shift keying (STFSK) system, where three-dimensional space-time-frequency

dispersion matrices will spread a symbol taken from a L−PSK/QAM constellation in the space,

time and frequency domains. Finally, instead of using an exhaustive search method for designing

the dispersion matrix sets, a GA assisted optimization may be applied, which improves the

attainable performance of the proposed scheme.

Having proposed the OFDM-aided STSK scheme, we now conceive a range of MC-CDMA-

aided and OFDMA/SC-FDMA-aided STSK schemes in Chapter 3 and Chapter 4, respectively

in order to facilitate multiuser transmissions.



Chapter 3
MC-CDMA Aided Multiuser

Space-Time Shift Keying

3.1 Introduction

Multi-carrier code division multiple access (MC-CDMA)-aided STSK is proposed

in this chapter for mitigating the performance erosion of the classic STSK scheme

in dispersive channels, while supporting multiple users. The codewords generated

by the STSK scheme are appropriately spread across the frequency-domain (FD) and trans-

mitted over a number of parallel frequency-flat subchannels. In this chapter, we also propose a

new receiver architecture amalgamating the single-stream maximum-likelihood (ML) detector

of the STSK system and the multiuser detector (MUD) of the MC-CDMA system.

STSK [49, 57] extends the concept of pure spatial-domain antenna activation of SM/SSK

schemes of [47,48] to both the spatial- and temporal dimensions. As detailed in Section 2.2.7,

the idea is to rely on beneficial dispersion matrix (DM) activation, rather than on the sim-

ple antenna activation process of SM/SSK in addition to the conventional modulation based

signalling. The STSK system can thus provide substantial diversity- as well as multiplexing

gains.

The majority of STSK studies were, however, focused on narrowband scenarios [49, 56, 57],

rather than on realistic wideband scenarios. Although the mitigation of the impairments due

to channel dispersion was studied in [119, 148], the spreading of user information of the STSK

scheme across the FD or across the time-domain (TD) remained an open problem. Against

this background, in this chapter we propose an FD-spread MC-CDMA-aided STSK scheme in

order to benefit from additional frequency diversity.

The idea of combining multicarrier concepts with classic code division multiple access (CDMA)

66
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was introduced in 1993 [90]. The concepts of multicarrier code division multiple access (MC-

CDMA), multicarrier direct sequence code division multiple access (MC DS-CDMA) and mul-

titone code division multiple access (MT-CDMA) were conceived for overcoming the channel-

induced dispersion imposed by high-rate wireless systems. The main difference between MC-

CDMA and MC DS-CDMA or MT-CDMA is that while the former relies on FD spreading, the

latter relies on TD spreading. A brief overview of the TD-spread and FD-spread multicarrier

systems will be provided in Section 3.2.

The main contributions of this chapter may be listed as follows:

1. We propose FD-spread MC-CDMA-aided STSK systems, which are capable of attaining

a beneficial diversity versus multiplexing gain tradeoff even in multi-path environments,

while supporting multi-user transmissions. The space-time codewords generated by STSK

are appropriately mapped to the MC-CDMA subcarriers. As a result, the STSK signal

generated for each subcarrier of the parallel modem experiences frequency-flat fading. FD

spreading provides additional diversity benefits.

2. We propose a novel multiuser detector (MUD) amalgamated with the low-complexity

single-stream ML detector of [49, 57] in order to estimate the user information, which is

spread over different subcarriers. We consider both multiuser downlink (DL) and uplink

(UL) scenarios and evaluate their performance against both single-user and narrowband

benchmarkers.

3. Furthermore, we design a near-capacity coding assisted MC-CDMA STSK arrangement

and evaluate its performance.

The rest of the chapter is organized as follows. Section 3.2 provides a brief overview of

multicarrier-based CDMA systems and outlines the main differences between FD-spread and

TD-spread multicarrier systems. Section 3.3 details the transceiver model of our MC-CDMA

aided STSK system. The channel-coded MC-CDMA aided STSK philosophy is discussed in

Section 3.4. In Section 3.5, the system performance is characterized for both uncoded and

channel-coded scenarios. Finally, we conclude in Section 3.6.

3.2 Classification of Multicarrier-based CDMA

The classification of multicarrier-aided CDMA schemes are illustrated in Figure 3.1. As seen

in Figure 3.1, multicarrier based CDMA schemes are of two types: FD-spread MC CDMA and

TD-spread MC CDMA. TD-spread MC CDMA schemes are further classified into multicarrier

direct sequence code division multiple access (MC DS-CDMA) and multitone code division

multiple access (MT-CDMA) schemes.
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Figure 3.1: Classification of the multicarrier-based CDMA schemes.

The different types of multicarrier-based CDMA schemes along with the classic single-carrier

DS-CDMA using the Rake receivers have been studied in [95]. In the following, we provide a

concise overview of the FD-spread and the TD-spread MC-CDMA schemes.

3.2.1 FD-spread MC-CDMA

The combination of FD spreading and multicarrier modulation results in the FD-spread MC-

CDMA or, in short, MC-CDMA scheme. The MC-CDMA transmitter spreads the original

data stream across the FD using user-specific spreading sequences. As shown in Figure 3.2, in

a FD-spread MC-CDMA scheme, Nc/Sf data symbols are serial-to-parallel (S/P) converted,

where Nc and Sf represent the number of subcarriers and the spreading factor, respectively.

For the sake of simplicity, we have assumed Nc = Sf in Figure 3.2, although Nc may be some

other multiple of Sf . Each of the S/P converted symbols is copied Sf times so that the total

number of symbol copies available to modulate the subcarriers is equal to Nc. Each of the

symbol copies is then multipled by one chip of the user-specific spreading sequence of length

Sf , before being mapped to the orthogonal subcarriers usually implemented by the inverse

discrete Fourier transform (IDFT) operation.

In the MC-CDMA receiver of Figure 3.2, the received signal is combined in the FD so that

the receiver can combine all the received signal energy spread across the FD [95]. However, the

frequency selective channel destroys the orthogonality among users. As shown in Figure 3.2,

after the discrete Fourier transform (DFT) operation, the nc−th subcarrier is multiplied by the

gain qu
nc

of user u for combining the signal energy spread across the FD, where the gain qu
nc



3.2.2. TD-spread MC DS-CDMA 69

LPF

LPF

LPF

Received

signal

(b) Receiver

P/
S

(a) Transmitter

D
F

T

qu
0

qu
1

Data, d̂u

qu
Sf−1

Copier

ID
F
T

cu
1

cu
0

Data, du
cu
Sf−1

cu
0 cu

2

cu
1 cu

Sf−1

•
•

•
•

∑

Figure 3.2: Simplified transceiver architecture of the FD-spread multicarrier-CDMA scheme: (a)

transmitter (b) receiver.

is computed in accordance with the specific diversity combining strategy employed. The most

popular combining strategies are orthogonality restoring combining (ORC) [95], maximum ratio

combining (MRC) [6,95], controlled equalization [95], equal gain combining (EGC) [90,95] and

minimum mean squared error combining (MMSEC) [90,95]. Rather than employing the single-

user detection (SUD) strategy mentioned, a MUD may be applied at the receiver for jointly

estimating the information of different users, as detailed in [73, 89].

3.2.2 TD-spread MC DS-CDMA

As seen in Figure 3.1, there are two fundamental categories of multicarrier schemes combined

with TD-spread DS-CDMA, namely the MC DS-CDMA and the MT-CDMA schemes. In the

MC DS-CDMA scheme portrayed in Figure 3.3, the data stream is first divided into a number of

parallel substreams. Each substream is then spread across the TD with the aid of the spreading

sequences and then transmitted over one of the subcarriers [95,149]. MC DS-CDMA may thus
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Figure 3.3: The transmitter and receiver architecture of the multicarrier DS-CDMA scheme.

be viewed as a natural extension of OFDM, which makes use of CDMA as a multiple access

scheme.

The MT-CDMA scheme, originally proposed in [94] and depicted in Figure 3.4, relies on

similar operations to those of MC DS-CDMA, except that the subcarriers are orthogonal be-

fore spreading, but the spectrum of subcarriers no longer exhibits orthogonality after TD-

spreading. MT-CDMA typically employs longer spreading sequences than MC DS-CDMA,

hence the spreading factor of MT-CDMA is typically Nc times that of the MC DS-CDMA

scheme. Therefore the MT-CDMA system is capable of accommodating more users than the

MC DS-CDMA and the MC-CDMA schemes. Figure 3.4 depicts the transmitter as well as

the receiver of the MT-CDMA system, where the MT-CDMA receiver is composed of Nc Rake

combiners. The receiver is optimum for transmission over AWGN channels, but suboptimum in

frequency-selective channels [94]. The longer spreading codes utilized in the system efficiently

mitigates the self-interference (SI) as well as the multiuser interference (MUI). However, as a

price to pay, MT-CDMA suffers from more substantial inter-subcarrier interference than its

MC-CDMA counterpart [94].
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Figure 3.4: The transceiver configuration of the MT-CDMA scheme.

It is worth mentioning at this point that while each of the parallel substreams is spread

using a ‘single’ chip of the spreading sequence in FD-spread MC-CDMA, it is spread by using

the entire spreading sequence in a TD-spread MC DS-CDMA or MT-CDMA arrangement.

3.2.3 Multidimensional MC-CDMA

There have also been substantial developements in the context of multidimensional spreading

assisted MC-based CDMA schemes [73, 89]. This family of multicarrier-based CDMA systems

spreads the user information across both the spatial- as well as time- domains or even over the

spatial domain (SD) [150, 151]. For example, a MC DS-CDMA scheme using both time- and

frequency-domain spreading was proposed in [150] and a multiuser detector for the scheme was

proposed in [151]. Specifically, this scheme utilizes two spreading sequences, one for the TD

and another for FD spreading. The data stream is first spread across the TD and then S/P-

converted for facilitating FD spreading, before being mapped to the subcarriers. The authors

of [152] proposed a MC DS-CDMA scheme using space-time and frequency domain spreading



3.3. MC-CDMA-aided STSK: System Model 72

in the context of broadband communications over dispersive channels. The results of [152]

suggest that multiuser detector assisted multidimensional spreading is capable of supporting a

substantially increased number of users, while maintaining a similar performance to that of the

TD-spread MC DS-CDMA scheme. A hybrid of MC-CDMA and MC DS-CDMA was proposed

for wideband scenarios in [153], which also benefits from both the spatial- and time-domain

spreading, and it is capable of attaining a high spectrum efficiency as well as a high flexibility in

terms of selecting the system parameters. Two-dimensional (2D) orthogonal variable spreading

factor (OVSF) codes were proposed for MC DS-CDMA in [154], where the orthogonality of

these codes were explored for improving the bandwidth efficiency and interference rejection

capability of the conventional DS-CDMA systems. In short, multidimensional spreading aided

MC-based CDMA systems are capable of attaining diverse design objectives, while potentially

providing a diversity gain in the TD, FD and SD.

Having provided a brief overview of the multicarrier-based CDMA systems, let us now

embark on our FD-spread MC-CDMA aided STSK scheme in Section 3.3.

3.3 MC-CDMA-aided STSK: System Model

Consider an MC-CDMA aided STSK system having M transmit and N receive AEs and com-

municating over frequency-selective Rayleigh fading channels. Furthermore, Nc subcarriers are

employed by our MC-CDMA modem for transmitting Np STSK codewords. In general, Nc is

related to Np by: Nc = (Np × Sf). However, it is possible to spread each of the codewords

across all the subcarriers, where Sf = Nc [73, 89].

3.3.1 The Transmitter and the Channel

Figure 3.5 depicts the transmitter model of our MC-CDMA aided STSK scheme. The STSK

transmitter generates space-time codewords from the users’ source information. These code-

words are further spread across the FD and are then mapped to a number of subcarriers,

before being transmitted using M transmit AEs over T time slots. More specifically, each

STSK signalling block Xu[np], np = 1, 2, ..., Np is created from log2(L · Q) source bits of user

u, u = 1, 2, . . . , U, in accordance with [49, 57]

Xu[np] = xu[np]A
u[np], (3.1)

where xu[np] is an L-ary modulation symbol mapped by log2 L bits of u-th user’s source infor-

mation and Au[np] is the DM activated from among Q DMs (A1, A2, . . . , AQ), determined by

the remaining log2 Q bits. The DMs are appropriately optimized employing a certain objective

function under the power constraint: tr(AH
q Aq) = T ∀q, as detailed in [5, 49, 57]. The STSK



3.3.1. The Transmitter and the Channel 73

 

...

...

...

...

...

...

...

...

1

...

M

S
T

S
K

E
n
co

d
er

S
p
ac

e-
T

im
e

M
ap

p
er

P
/S C

P
C

P

P
/S

S/P

S/P

...

Xu[np]

1

2

...

M

N
c−

p
oi

nt
IF

F
T

N
c−

p
oi

nt
IF

F
T

Nc

Nc

1
cu
1

cu
Sf

cu
1

cu
Sf

cu
1

cu
Sf

cu
1

cu
Sf

Np

Np

S

Nc = NpSf

User u

1

1

1

Figure 3.5: Transmission model of the proposed MC-CDMA aided multiuser STSK scheme of user

u.

scheme may be unambiguously described by the (M, N, T, Q) parameters in conjunction with

the L− ary modulation employed.

The mapping of the STSK codewords to the Nc subcarriers is illustrated in Figure 3.6. A

number of Np space-time codewords generated by the STSK encoder are spread across all

the Nc subcarriers by the user-specific spreading sequence, Cu = [cu
1 , c

u
2 , . . . , c

u
Sf

], where Sf

represents the spreading factor and u is the user index. To be more specific, assuming the

relationship Nc = (Np × Sf ), FD spreading of the Np codeword symbols results in a number of

Nc FD symbols.

The complex baseband representation of the MC-CDMA STSK time-domain (TD) signal

of user u transmitted in a particular signalling interval may thus be expressed as [73, 95]:

su
m,Ti

(t) =
1√
Nc

Np∑
np=1

Sf∑
sf=1

cu
sf

Xu
m,Ti

[np]e
j2πfnc t, Ti = 1, 2, . . . , T 1 ≤ t ≤ (Nc + 1)T , (3.2)

where (•)u
m,Ti

denotes the (m, Ti) element of the matrix (•)u, T represents the TD sampling

interval, while NcT is the TD frame interval. Furthermore, fnc is the frequency of the nc-th

subcarrier and nc = (npSf + sf ) . In order to maintain orthogonality, the subcarrier frequencies

have to be equally spaced with

fnc =
nc

NcT
. (3.3)
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Figure 3.6: Illustration of the mapping of Np STSK codewords to Nc orthogonal sub-carriers. The

STSK codewords are spread in FD by the user-specific Sf -chip spreading sequence and

are then mapped to the sub-carriers.

Defining the FD-spread symbol stream of user u by Su
m,Ti

= cu
sf

Xu
m,Ti

, sf = 1, 2, . . . , Sf ,

the transmit frame before and after FD spreading are

[Xu[1], Xu[2], . . . , Xu[np], . . . , X
u[Np]]

and

[Su[1], Su[2], . . . , Su[nc], . . . , S
u[Nc]] ,

respectively.

The MC-CDMA TD samples may thus be expressed by

su
m,Ti

[ns] =
1√
Nc

Nc∑
nc=1

Su
m,Ti

[nc]e
j2π nsnc

Nc , 1 ≤ ns ≤ Nc, (3.4)

which is given by the Nc-point IDFT of Su
m,Ti

:

su
m,Ti

= IDFTNc

{
Su

m,Ti

}
. (3.5)

After the IDFT operation, cyclic prefices (CP) of appropriate length are incorporated for

eliminating the effects of inter-symbol interference (ISI).

Example 3.1: FD spreading and symbol mapping to subcarriers: Nc = 16, Sf = 4

For the sake of exemplifying the FD spreading operation and the subsequent mapping of

the spread codeword symbols to the orthogonal subcarriers, consider an MC-CDMA aided
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STSK scheme employing Nc = 16 subcarriers and a FD-spreading factor Sf = 4. We will

then take Np = Nc/Sf = 16/4 = 4 STSK codewords of a particular user u and place them

in parallel, as shown in Figure 3.7. Let the 4 codewords be denoted by:

[Xu[1], Xu[2], Xu[2], Xu[4]] .

Transmit AE, m

np

nc
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Figure 3.7: FD spreading example of the STSK codewords. 4 STSK codewords Xu[1], Xu[2], Xu[3]

and Xu[4] are considered, which are spread in FD by the user-specific spreading sequence

Cu = [+1,−1,+1,−1] , resulting in 16 spread space-time matrices, which are denoted

by Su[1], Su[2], . . ., Su[16], respectively

Let us further assume for example that the spreading sequence corresponding to user u

is:

Cu = [+1,−1, +1,−1] .

Each of the codewords Xu will now be multipled by each single chip of the spreading

sequence Cu, resulting in 4× 4 = 16 spread codewords. More explicitly, Xu[1] multiplied

by the chips will produce 4 spread codewords denoted by:

Su[1] = cu
1X

u[1] = +1 × Xu[1],

Su[2] = cu
2X

u[1] = −1 × Xu[1],

Su[3] = cu
3X

u[1] = +1 × Xu[1],

and Su[4] = cu
4X

u[1] = −1 × Xu[1].

Thus the 4 codewords [Xu[1], Xu[2], Xu[3], Xu[4]] will produce a total of 16 spread code-

words denoted by:

[Su[1], Su[2], . . . , Su[16]] .
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Figure 3.8: Multiuser DL transmitter model of MC-CDMA aided STSK.

In Figure 3.7, we assume all the STSK codewords to be (2× 2)−element matrices, i.e. we

assume M = 2, T = 2. We also consider, for the sake of simplicity, all the elements of

the STSK codewords Xu[1] and Xu[2] to be +1, while those of Xu[3] and Xu[4] to be

−1. As a result, all the elements of the spread codewords Su[1], Su[2], Su[3] and Su[4]

are +1, −1, +1 and −1, respectively. By contrast, all the elements of for example Su[9],

Su[10], Su[11] and Su[12] are −1, +1, −1 and +1, respectively.

The resultant 16 spread codeword symbols will then be mapped to the Nc = 16 subcarriers

using the IDFT operation.

We assume that each channel component of our MC-CDMA-aided STSK system corre-

sponding to user u is frequency-selective, and is described by its discrete-time channel impulse

response (CIR), hu
n,m, n = 1, 2, . . . , N, m = 1, 2, . . . , M, whereas H̃

u
denotes the corre-

sponding (N × M)-element FD channel transfer matrix.

3.3.1.1 Multiple-User Downlink Scenario

The multiuser DL transmitter model of our proposed scheme is depicted in Figure 3.8. Let us

assume that a block of Np STSK symbols are serial to parallel converted and each of the Np

symbols is spread by one of the user-specific Sf -chip spreading sequence, cu = [cu
1c

u
2 . . . cu

Sf
], u =

1, 2, . . . , U , resulting in a total of Nc = (Np ×Sf ) FD symbols. The Nc symbols of the U users

generated in this manner at any particular AE m are then superimposed on each other, which

results in the Nc-chip composite multi-user signal. These resultant sequences are then assigned

to Nc sub-carriers by the IDFT-modulation block of Figure 3.8. Thus the DL signals transmitted

from all the M AEs contain Nc subcarrier signals.

During DL transmissions, the desired signal and the interferring signals are received at any
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MS through the same channel. The channel variables for all the users may thus be expressed

as identical to those of the intended1 user v for DL transmissions:

hu
n,m = hv

n,m H̃
u

= H̃
v ∀u. (3.6)

The signals emanating from the M transmit AEs contain the superposition of all the U

users’ signals. In the receiver of a particular user, the user detects his own signal impinging on

the N receive AEs by despreading with the aid of his own spreading sequence. Since the cross-

correlation between the sequences of different users is zero, each user is capable of recovering

his own signal, provided that the orthogonality of the sequences was not destroyed.

3.3.1.2 Multi-User Uplink Scenario

In the multi-user UL scenario, the signals from the mobile stations (MSs) of different users are

received at the base station’s (BS) AEs through different channels. Hence the TD and the FD

channel coefficients are independent between users.

3.3.2 The Receiver

Figure 3.9 illustrates the receiver architecture of our MC-CDMA aided STSK system. The

received signal, after CP removal, is demodulated by Fourier-transforming it. Assuming perfect

synchronization at the receiver, the discrete-time signal impinging on the n-th receive AE during

time interval Ti can be expressed as [73]

yn,Ti
=

U∑
u=1

M∑
m=1

hu
n,m � su

m,Ti
+ vn,Ti

, (3.7)

where � denotes Nc-point circular convolution and vn,Ti
represents the additive white Gaus-

sian noise (AWGN). After applying Nc-point discrete Fourier transform (DFT) denoted by

DFTNc {·} , the FD MIMO output Y [nc] is given by

Y [nc] =

U∑
u=1

H̃
u
[nc]S

u[nc] + V [nc] (3.8)

= H̃
v
[nc]S

v[nc]︸ ︷︷ ︸
contribution from desired signal

+
U∑

u=1
u �=v

H̃
u
[nc]S

u[nc]

︸ ︷︷ ︸
multi-user interference

+ V [nc]︸ ︷︷ ︸
additive noise

, (3.9)

for every nc = 1, 2, . . . , Nc, such that

Y n,Ti
= DFTNc

{
yn,Ti

}
Y [nc] ∈ C

N×T , (3.10)

Su
m,Ti

= DFTNc

{
su

m,Ti

}
Su[nc] ∈ C

M×T , (3.11)

V n,Ti
= DFTNc {vn,Ti

} Y [nc] ∈ C
N×T , (3.12)

1We use the notation u to represent the generalized user and v to denote the intended user.
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Figure 3.9: Receiver (DL/UL) architecture of the multi-user MC-CDMA aided STSK scheme em-

ploying the proposed ML-MUD.

and the FD channel transfer matrix H̃
u
[nc] ∈ CN×M is expressed [18, 73] in terms of

H̃
u

n,m = diag{h̃u
n,m[1], h̃u

n,m[2], ..., h̃u
n,m[Nc]} ∈ C

Nc×Nc , (3.13)

where h̃
u

n,m = DFTNc

{
hu

n,m

}
.

The linearized system model of [32] reduces (3.8) to

Y [nc] =
U∑

u=1

H̃
u

[nc]χ
[
cu
sf

Ku
]

+ V̄ [nc], sf = 1, 2, . . . , Sf nc = (npSf + sf) , (3.14)

where we have Y [nc] = vec (Y [nc]) ∈ CNT×1 by using the vectorial stacking operator vec (·) ,

H̃
u

[nc] = IT ⊗ H̃
u
[nc] ∈ C

NT×MT is the stacked FD channel transfer matrix of user u, ⊗
denotes the Kronecker product and IT represents the (T × T ) identity matrix, and the linear

transformation matrix or the dispersion character matrix (DCM)χ ∈ CNT T×Q [32, 49] is given

by χ = [vec(A1), . . . , vec(AQ)]. Furthermore, V̄ [nc] = vec(V [nc]) ∈ CNT×1 is the AWGN

vector, while the equivalent transmit signal vector Ku ∈ CQ×1 is defined by [49]

Ku = [0, ..., 0︸ ︷︷ ︸
q−1

, xu, 0, ..., 0︸ ︷︷ ︸
Q−q

]T , (3.15)

where a constellation symbol xu exists only at position q, so that the q-th DM is activated.

Both SUDs and MUDs may be employed for the detection of the different users’ signals [95].

Since the orthogonality between the different users’ signals is destroyed by dispersive channels,

MUI is imposed if a low-complexity single-user detector is used. The MUI degrades the resultant

BER performance both in the DL and UL multiuser scenarios. By contrast, the MUD jointly

detects the information of all the users and hence an improved BER performance may be
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attained, albeit at the cost of imposing an increased decoding complexity. The single-user

detector combines the different sub-carrier signals employing a combining method, such as

orthogonality-restoring combining (ORC) [95], equal gain combining (EGC) [6,95] or maximal-

ratio combining (MRC) [6, 95]. Using MRC, the decision variables for the desired user v may

be obtained from zv[nd] = vec(z
v
[nd]) as [95]:

zv[np] =

Sf∑
sf =1

gv[npSf + sf ]Y [npSf + sf ], (3.16)

where gv[npSf + sf ] is given by gv[npSf + sf ] = cv
sf

[
H̃

v
[npSf + sf ]

]H
. Hence, the source bits

of user v may be estimated as [49, 117]

(qv[np], l
v
c [np]) = arg min

qv,lvc

∣∣∣∣zv[np] − χKv
qv,lvc

∣∣∣∣2 (3.17)

= arg min
qv,lvc

‖ zv[np] − (χ)qv(sv)lvc ‖2. (3.18)

Below we will also propose a new single-stream maximum-likelihood multiuser detector (ML-

MUD) for the joint detection of the user signals, which amalgamates both the single-stream

maximum-likelihood (ML) detector of [49, 57] and the MUD of [95].

Since the source information of users in a particular space-time block indexed by np is spread

over Sf number of outputs from Y [npSf + 1] to Y [(np + 1)Sf ], the ML-MUD is employed over

these Sf number of matrices to jointly detect the information of the users corresponding to

the specific block. The single-stream ML-MUD may hence be used for estimating the set

of DM indices, q[np] =
{
q1[np], . . . , q

U [np]
}

and the constellation symbol indices, lc[np] ={
l1c [np], . . . , l

U
c [np]

}
. More explicitly, given the received signals of (3.14), the ML-MUD may

thus be formulated as [57, 95]:

(
q̂[np], l̂c[np]

)
= arg min

q,lc

Sf∑
sf=1

∣∣∣∣Y [npSf + sf ] −
U∑

u=1

cu
sf

H̃
u

[npSf + sf ]χKu
qu,luc

∣∣∣∣2

= arg min
q,lc

Sf∑
sf=1

∣∣∣∣Y [npSf + sf ] −
U∑

u=1

cu
sf

sluc (H̃
u

[npSf + sf ]χ)qu

∣∣∣∣2, (3.19)

where Ku
qu,luc

denotes the equivalent transmit signal vector defined in (3.15) when the trans-

mitted indices are qu and luc respectively, sluc denotes the luc -th constellation symbol of user u

and (•)qu indicates the qu-th column of the matrix ‘•’. The computational complexity imposed

by the ML-MUD of (3.19) is naturally very high.

More specifically, the complexity imposed by the detector of (3.18) quantified in terms of

the number of RMOs per bit is evaluated as:

ComplexitySUD =
10MTQL
log2(Q · L)

, (3.20)
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Figure 3.10: The channel-coded MC-CDMA STSK scheme.

whereas that imposed by the ML-MUD of (3.19) is found to be

ComplexityML-MUD =
Sf (4MNT 2QU + 5NTQLU + 2NTQL)

log2(Q · L)
. (3.21)

Equations (3.7) - (3.14) and (3.19) are applicable for both the UL and DL scenarios and

may be simplified further using (3.6) for downlink channels.

3.4 Channel-Coded Scheme

In this section, we propose a powerful iterative-detection aided MC-CDMA STSK transceiver

as shown in Figure 3.10. We employ a recursive systematic convolutional (RSC) and unity-rate

coding (URC) architecture, where the information bits, after being channel-encoded by the

RSC code, are passed to the random bit interleaver Π1. The URC has been used to beneficially

spread the extrinsic information owing to its infinite impulse response [5], thus facilitating

iterative convergence to extremely low bit-error rate (BER). After being randomly permuted,

these bits are then URC encoded and after a second interleaving by Π2, are transmitted through

the MC-CDMA STSK scheme.

The received signals, after discarding the CP, are demodulated by the FD MC-CDMA

demodulator. The symbols, after DFT processing at the demodulator, are input to the MC-

CDMA STSK demapper block. Then, the three soft-decision decoders (the STSK demapper,

the URC and the RSC decoder) start exchanging extrinsic information iteratively. The URC

decoder generates extrinsic information employing the a priori information gleaned from the

STSK demapper. More specifically, if the band of linearized FD signals from Y [npSf + 1] to

Y [(np + 1)Sf ] contains B channel coded bits b1, b2, ..., bB, then (3.22) formulates the extrinsic
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logarithmic-likelihood ratio (LLR), Le(bi) for the bit bi, i = 1, 2, . . . , B :

Le(bi) = ln

∑
Ku

qu,luc
∈Ki

1

exp

⎡
⎢⎢⎢⎢⎣−

Sf∑
sf =1

⎛
⎜⎜⎜⎜⎝
∣∣∣∣Y [npSf +sf ]−

U∑
u=1

cu
sf

H̃
u
[npSf +sf ]χKu

qu,luc

∣∣∣∣2
N0

⎞
⎟⎟⎟⎟⎠ +

∑
j �=i

bjLa(bj)

⎤
⎥⎥⎥⎥⎦

∑
Ku

qu,luc
∈Ki

0

exp

⎡
⎢⎢⎢⎢⎣−

Sf∑
sf =1

⎛
⎜⎜⎜⎜⎝
∣∣∣∣Y [npSf +sf ]−

U∑
u=1

cu
sf

H̃
u
[npSf +sf ]χKu

qu,luc

∣∣∣∣2
N0

⎞
⎟⎟⎟⎟⎠ +

∑
j �=i

bjLa(bj)

⎤
⎥⎥⎥⎥⎦

,

(3.22)

as detailed in [5, 143]. In (3.22), La (•) refers to the a priori LLR for the bit ‘•’, Ki
1 and K i

0

denote the subsets of the possible Ku vectors defined by (3.15) corresponding to the bit values

bi = 1 and bi = 0, respectively, whereas other notations were defined earlier in Sec. 2.4.1. Equa-

tion (3.22) can be further simplified using the approximate-logarithmic-maximum a posteriori

(Approx-log-MAP) algorithm [155], yielding

Le(bi) = jac
Ku

qu,luc
∈Ki

1

(d) − jac
Ku

qu,luc
∈Ki

0

(d) , (3.23)

where jac
Ku

qu,luc
∈Ki

1

(d) and jac
Ku

qu,luc
∈Ki

0

(d) represent the Jacobian logarithm of the expression ‘d’,

when Ku
qu,luc

is a member of K i
1 and K i

0, respectively and where ‘d’ is given by:

d = −
Sf∑

sf =1

∣∣∣∣Y [npSf + sf ] −
U∑

u=1

cu
sf

H̃
u

[npSf + sf ]χKu
qu,luc

∣∣∣∣2/N0 +
∑
j �=i

bjLa(bj). (3.24)

The RSC decoder, after several iterative exchange of extrinsic information, outputs the estimate

of the information bits.

3.5 Results and Discussions

The performance of our MC-CDMA aided STSK scheme and the effects of the channels men-

tioned in Table 3.1 on our scheme are detailed in this section.

3.5.1 Performance of the Single-User MC-CDMA Aided STSK

The performance achievable by our MC-CDMA-aided STSK under a single-user scenario is

illustrated in Figure 3.11. As expected, both the STSK and MC-CDMA STSK schemes exhibits

a similar performance as in narrowband channels owing to the absence of ISI. Furthermore,

the MC-CDMA STSK scheme is capable of maintaining its superior multiple antenna gain
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Table 3.1: System parameters: MC-CDMA-aided STSK

Channel model COST207-RA

COST207-TU12

Fast fading envelope Rayleigh

Normalized Doppler frequency 0.01

Spreading code Walsh-Hadamard

No. of subcarriers, Nc 64

CP length 16

STSK (M,N, T,Q) (2, 2, 2, 2) , BPSK

(2, 2, 2, 4) , QPSK

Outer RSC en/decoder Half-rate

Constraint length=2

Generator polynomial (011, 010)2
Interleaver length 240, 000 bits

Outer iterations, Iouter 7

Inner en/decoder Unity Rate Code

Inner iterations, Iinner 2

in both the rural area (RA) scenario modelled by the COST207-RA channel as well as in

the TU scenario characterized by the COST207-TU12 model. Furthermore, the single-user

MC-CDMA aided STSK scheme shows improved performance upon increasing Sf both for the

COST207-RA and COST207-TU12 channels owing to the fact that a FD spreading sequence

may still remain recoverable, even when some of its chips are corrupted. The performance of

the proposed MC-CDMA STSK (M = 2, N = 2, T = 2, Q = 2), BPSK and MC-CDMA STSK

(M = 2, N = 2, T = 2, Q = 4), QPSK system in dispersive channels is also compared to that

of the MC-CDMA based STBC (M, N) = (2, 2), BPSK and STBC (2, 2), QPSK respectively

having similar throughput, which demonstrates the strength of the proposed scheme.

3.5.2 Performance of the Multiuser MC-CDMA Aided STSK DL/UL

Additionally, the performances of the multi-user MC-CDMA aided STSK scheme for the DL and

the UL scenarios in the COST207-RA channel are characterized in Figure 3.12 and Figure 3.13

respectively, which were found to be more or less similar under the idealized conditions of

perfect synchronization. Furthermore, the achievable performance improved upon increasing

the Sf , while both the UL and the DL BER degraded under multiuser scenarios as a result of

the increased MUI imposed by multiple users.



3.5.2. Performance of the Multiuser MC-CDMA Aided STSK DL/UL 83

Sf =16
Sf =4
Sf=1

SNR (dB)

B
E

R

20151050

10−1

10−2

10−3

10−4

10−5

Sf =16
Sf =4
Sf=1

SNR (dB)

B
E

R

20151050

10−1

10−2

10−3

10−4

10−5

STBC (2,2), QPSK,COST207-TU12
STBC (2,2), BPSK,COST207-TU12

SNR (dB)

B
E

R

20151050

10−1

10−2

10−3

10−4

10−5

STSK(2,2,2,2),BPSK, Narrowband channel
STSK (2,2,2,4), QPSK, COST207-TU12

STSK (2,2,2,2), BPSK, COST207-RA
STSK (2,2,2,2), BPSK, COST207-TU12

SNR (dB)

B
E

R

20151050

10−1

10−2

10−3

10−4

10−5

Figure 3.11: Performance of single-user uncoded MC-CDMA STSK system of Figure 3.5 using the

parameters in Table 3.1 both in narrowband and in dispersive channels. The per-

formance of the MC-CDMA aided G2−STBC (M,N) = (2, 2), BPSK and G2−STBC

(2, 2), QPSK is also shown as benchmarker.
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Figure 3.12: BER performance of MC-CDMA aided STSK (M = 2, N = 2, T = 2, Q = 2), BPSK of

Figure 3.8 using the parameters in Table 3.1 for the DL COST207-RA channel using

different Sf supporting U users.
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Figure 3.13: Performance of MC-CDMA STSK (M = 2, N = 2, T = 2, Q = 2), BPSK, UL of Fig-

ure 3.9 using the parameters in Table 3.1 for the COST207-RA channel using different

Sf supporting U users.

3.5.3 Performance of the Channel-Coded MC-CDMA Aided STSK

Figure 3.14 characterizes the performance of the serially concatenated RSC- and URC-coded

single-user MC-CDMA STSK (M = 2, N = 2, T = 2, Q = 4) scheme in conjunction with

QPSK modulation communicating over broadband COST207-TU12 channel. The investigation

of our channel-coded scheme was carried out using the simulation parameters of Table 3.1.

Figure 3.14 demonstrates that the channel-coded scheme provides a sharp decrease in BER

after a few iterations. The maximum achievable rates, where the scheme can still exhibit an

extremely low BER, were computed using EXIT chart analysis and are shown as the ultimate

benchmarker of the proposed scheme. Specifically, as discussed in [146], the area under the

inner decoder’s EXIT characteristic gives the maximum achievable rate for the specific scheme.

The signal-to-noise ratios (SNRs), which provide maximum achievable rates for the MC-CDMA

STSK (M = 2, N = 2, T = 2, Q = 4), QPSK schemes having spreading factors of Sf = 1 and

Sf = 4 are computed and are shown in Figure 3.14. The scheme is observed to exhibit an

infinitesimally low BER, especially with higher value of Sf , after a few outer iterations.

Figure 3.15 portrays the EXIT chart of the MC-CDMA aided STSK (M = 2, N = 2, T =

2, Q = 4), QPSK using Sf = 4, where the SNR was varied from −3.0 dB to 3.0 dB in steps of

1.0 dB. It can be seen in Figure 3.15 that all the inner decoder EXIT curves associated with

Sf = 4 reached the point of perfect decoding convergence (1.0, 1.0), which is the explicit benefit

of employing URC precoding [5]. We also notice that an open EXIT tunnel was ‘just’ formed at

SNR = −2.0 dB, and the EXIT curve at SNR = −1 dB was also confirmed by the corresponding
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Figure 3.14: BER of our channel-coded single-user MC-CDMA STSK (M = 2, N = 2, T = 2, Q = 4),

QPSK system of Figure 3.10 with Sf = 1 and Sf = 4 for the COST207-TU12 channel

model of Table 3.1. The maximum achievable rates with Sf = 1 and Sf = 4 are also

shown as the ultimate benchmarker of the scheme.

Monte-Carlo simulation based staircase-shaped decoding trajectory [147]. Therefore, it may be

predicted that an infinitesimally low BER is achieved at SNR = −1.0 dB using Iouter = 7 outer

iterations.

3.6 Chapter Summary and Conclusions

In Section 3.2, we provided a rudimentary introduction to the different multicarrier-based

CDMA systems. Specifically, the FD-spread, the TD-spread and the multidimensional MC-

based CDMA schemes were briefly compared. In Section 3.3, we proposed FD-spread MC-

CDMA-aided STSK for improving the attainable frequency diversity of the OFDM-aided STSK

system of Chapter 2, while facilitating multiuser transmissions. A novel single-stream ML-

MUD was also proposed for jointly estimating the information of all the users. A channel-

coded FD MC-CDMA-aided STSK scheme was conceived in Section 3.4. The performance

of the scheme advovated was evaluated for transmission over frequency-selective channels in

both uncoded and channel-coded scenarios in Section 3.5. The BER performance attainable

by using our MC-CDMA-aided STSK scheme of Figure 3.5 as well as by our channel-coded

MC-CDMA-aided STSK scheme of Figure 3.10 under both single-user and multiuser scenarios

is summarized in Table 3.2. The results of our simulations demonstrated that the scheme
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Table 3.2: Summary of the achievable BER performance of MC-CDMA-aided STSK

Scheme Schematic Figure SNR, dB SNR gain/difference, dB

diagram number at BER at BER (benchmark scheme)

10−3 10−4 10−3 10−4

Single-user MC-CDMA

STSK (2, 2, 2, 2) , BPSK

COST207-TU12, Sf = 1
Figure 3.5 Figure 3.11 9.4 12.0

0.4

(G2-STBC

(2, 2) , BPSK)

1.0

(G2-STBC

(2, 2) , BPSK)

Single-user MC-CDMA

STSK (2, 2, 2, 2) , BPSK

COST207-TU12, Sf = 4
Figure 3.5 Figure 3.11 7.5 9.8

1.9

(Corresponding

Sf = 1 scheme)

2.0

(Corresponding

Sf = 1 scheme)

Single-user MC-CDMA

STSK (2, 2, 2, 4) , QPSK

COST207-TU12, Sf = 1
Figure 3.5 Figure 3.11 12.4 14.0

0.8

(G2-STBC

(2, 2) , QPSK)

1.0

(G2-STBC

(2, 2) , QPSK)

Single-user MC-CDMA

STSK (2, 2, 2, 4) , QPSK

COST207-TU12, Sf = 4
Figure 3.5 Figure 3.11 10.4 12.2

2.0

(Corresponding

Sf = 1 scheme)

1.8

(Corresponding

Sf = 1 scheme)

4-user MC-CDMA

STSK (2, 2, 2, 2) , BPSK

COST207-RA,

Sf = 4, DL

Figure 3.5 Figure 3.12 13.0 15.5
6.0

(Single-user

scheme)

6.0

(Single-user

scheme)

4-user MC-CDMA

STSK (2, 2, 2, 2) , BPSK

COST207-RA,

Sf = 4, UL

Figure 3.5 Figure 3.13 7.3 13.4
6.0

(Single-user

scheme)

6.0

(Single-user

scheme)

Channel-coded single-user

MC-CDMA-aided

STSK (2, 2, 2, 4) , QPSK

Sf = 1, COST207-TU12

Fig-

ure 3.10
Figure 3.14 0.0 0.0

2.0

(maximum achievable rate

at BER ≈ 0)

Channel-coded 4-user

MC-CDMA-aided

STSK (2, 2, 2, 4) , QPSK

Sf = 4, COST207-TU12

Fig-

ure 3.10
Figure 3.14 −1.0 −1.0

2.0

(maximum achievable rate

at BER ≈ 0)
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Figure 3.15: EXIT trajectory recorded at −1.0 dB of our three-stage turbo detected MC-CDMA

STSK (M = 2, N = 2, T = 2, Q = 4), QPSK of Figure 3.10 using the parameters in

Table 3.1 with Sf = 4 communicating over the COST207-TU12 channel ( fd = 0.01)

together with the inner decoder EXIT curves from −3.0 to 3.0 dB in steps of 1.0 dB

and the outer RSC decoder EXIT function.

portrayed in Figure 3.5 overcomes the channel impairments imposed by dispersive multi-path

channels, as exemplified with the aid of Figure 3.11. Indeed, the scheme of Figure 3.10 exhibits

a near-capacity performance in a channel-coded scenario, as illustrated by Figure 3.14 and

Figure 3.15. Moreover, the attainable performance may be further improved upon increasing

the spreading factor Sf , although as seen in Figure 3.12 and Figure 3.13, the system suffers

from MUI in a multiuser scenario.

The performance degradation of single-carrier STSK system in broadband channels was

efficiently mitigated by our OFDM-aided STSK system [119] of Chapter 2. For further im-

provement of the attainable frequency diversity provided by FD spreading, while facilitating

multi-user communications, we have employed MC-CDMA in the system of Figure 3.5 relying

on the single-stream ML-MUD illustrated in Figure 3.9.

The performance of our system crucially depends on the optimization of the DMs utilized.

We have optimized the spreading matrices minimizing the pairwise symbol error probability

by an exhaustive search, as detailed in [5, 32, 156], so that the power constraint of (2.29) used

in [49] is satisfied. Furthermore, in order to reduce the computational complexity associated

with the exhaustive search, genetic algorithm-aided DM optimization [131, 134] may also be
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applied, as detailed in Chapter 2.

In Chapters 2 and 3, we proposed the novel OFDM-aided and MC-CDMA-aided STSK archi-

tectures of Figure 2.9 and Figure 3.5, respectively for mitigating the performance degradation of

STSK system is dispersive wireless channels. These schemes also benefitted from additional FD

diversity advantages. In the following chapter, we will further generalize the multicarrier STSK

system employing OFDMA aided STSK in the DL and SC-FDMA aided STSK in the UL for

exploiting the advantages of multicarrier systems, while facilitating multiuser communications.



Chapter 4
OFDMA/SC-FDMA Aided STSK for

Dispersive Downlink/Uplink Scenarios

4.1 Introduction

Motivated by the recent concept of STSK [49] developed for striking a flexible di-

versity versus multiplexing gain trade-off as discussed in Chapter 2, in this chap-

ter we propose a novel orthogonal frequency division multiple access (OFDMA)/

single-carrier frequency division multiple access (SC-FDMA) aided multi-user STSK scheme for

frequency-selective channels. The proposed OFDMA/SC-FDMA STSK scheme is capable of

providing an improved performance in dispersive channels, while supporting multiple users in a

multiple antenna aided wireless system. Furthermore, the scheme has the inherent potential of

benefitting from the employment of a low-complexity single-stream maximum-likelihood (ML)

detector. Both an uncoded and a sophisticated near-capacity coded OFDMA/SC-FDMA STSK

scheme will be studied and their performances will be compared in multiuser wideband MIMO

scenarios. Explicitly, OFDMA/SC-FDMA aided STSK exhibits an excellent performance even

in the presence of channel impairments due to the frequency-selectivity of wideband channels

and proves to be a beneficial choice for high capacity multi-user MIMO systems.

In order to mitigate the performance degradation of STSK systems imposed by dispersive

channels, we intrinsically amalgamated the OFDMA and SC-FDMA concept with the STSK

system in this chapter. OFDMA/SC-FDMA aided STSK systems are capable of attaining

a superb diversity-multiplexing tradeoff even in a multipath environment, whilst additionally

supporting multiuser transmissions and maintaining a low peak-to-average power ratio (PAPR)

in uplink SC-FDMA-aided STSK scenarios.

Hence OFDMA/SC-FDMA assisted STSK systems are advocated in this chapter, since

89
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OFDMA and SC-FDMA have been adopted for the downlink (DL) and the uplink (UL) of

the Long Term Evolution (LTE)-Advanced standard, respectively [157]. Before transmitting

the signals from each of the transmit antenna elements (AEs) of our STSK system, either the

discrete Fourier transformed (DFT) or the original frequency-domain (FD) symbols are mapped

to a number of subcarriers, either in a contiguous subband-based fashion or by dispersing them

right across the entire FD. The resultant signal is then transmitted after the inverse discrete

Fourier transform (IDFT)-based modulation operation.

The transmitted signal of each subcarrier of the parallel modem experiences a non-dispersive,

narrowband channel and the overall STSK based MIMO scheme exhibits a performance sim-

ilar to that observed in narrowband channels, despite operating in a wideband scenario. The

appropriate mapping of the users’ symbols to subcarriers results in a flexible multi-user per-

formance, while benefitting from our low-complexity single-stream based detection. In case of

the SC-FDMA UL mode, we can use a minimum mean squared error (MMSE) or zero-forcing

(ZF) based single-tap FD equalizer followed by single-stream based ML detection in the TD.

Furthermore, the DFT-precoding based SC-FDMA scheme is capable of reducing the PAPR

for the mobile’s uplink transmissions. Finally, the performance of the proposed system relying

on a three-stage concatenated recursive systematic convolutional (RSC) and unity rate coded

(URC) scenario is characterized with the aid of extrinsic information transfer (EXIT) charts.

The remainder of this chapter is organised as follows. A comparative study of OFDMA and

SC-FDMA as an UL multiple access scheme will be provided in Section 4.2. In Section 4.3, we

present a brief overview of our proposed system, which relies on the linear dispersion matrix

aided STSK scheme of Figure 4.6 and Figure 4.7 amalgamated with OFDMA/SC-FDMA trans-

mission. A reduced-complexity detector is proposed for the OFDMA/SC-FDMA-aided STSK

architecture in Section 4.4, which is detailed in Subsection 4.4.2. Its complexity is analyzed in

Subsection 4.4.3. In Section 4.5, an OFDMA/SC-FDMA STSK scheme based on three-stage

RSC-URC coded scenario similar to that of Figure 2.14 and Figure 3.10 is discussed. The

OFDMA/SC-FDMA-aided STSK scheme and the channel-coded OFDMA/SC-FDMA-aided

STSK scheme based on an EXIT chart assisted near capacity design is investigated in Sec-

tion 4.6. Finally, in Section 4.7, we provide the summary and conclusions of this chapter.

4.2 A Brief Review of OFDMA and SC-FDMA

Again, OFDMA and SC-FDMA [101, 102] has been adopted by the Third-Generation Part-

nership Project (3GPP) for the DL and the UL of its next generation LTE-Advanced wireless

standard, respectively. OFDMA is a multiple access version of OFDM, where a block of sub-

carriers are allocated to the different users in a frequency-division multiple access fashion. This

facilitates having a low data rate for each subcarrier, which is subjected to narrowband fading.
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SC-FDMA, on the other hand, is a transmission scheme, which employs single-carrier mod-

ulation (SCM) as an alternative to the multicarrier modulation scheme employed in OFDM,

OFDMA and/or MC-CDMA.

The employment of SCM has been motivated by the idea of exploiting the low PAPR of

the trasmit signals, which is beneficial for achieving improved power-amplifier efficiency. SCM

is implemented in the SC-FDMA scheme by the DFT-precoding of the user symbols, before

being mapped to the subcarriers. Unlike in OFDM or in OFDMA where each data symbol

modulates individual subcarriers, the SC-FDMA transmitter spreads each data symbol across a

group of subcarriers transmitted simultaneously. As each data symbol is spread across multiple

subcarriers by using the DFT-operation, SC-FDMA offers frequency spreading and hence a

frequency diversity gain. For this reason, as already mentioned in Section 1.3.3, SC-FDMA

may be viewed as a DFT-precoded OFDMA system. However, it differs from the more generic

‘Precoded OFDMA’ scheme, where any precoding matrix such as the Walsh-Hadamard matrix

may also be employed, for example, for the sake of spreading the data symbols across the

frequency band. Naturally, the DFT matrix may also be interpreted as a precoding matrix and

SC-FDMA may be termed as DFT-spread or frequency-spread OFDMA. But again, the main

benefit of SC-FDMA in the uplink, however, is its low PAPR which is of vital importance for

the low-power handset or user equipment (UE). SC-FDMA has the further benefit of flexible

frequency allocation, whilst inheriting the multipath-resilience of OFDMA schemes, as detailed

below.

The basic OFDMA/SC-FDMA transmission scheme is shown in Figure 4.1. From Fig-

ure 4.1, we may also explicitly infer the differences between SC-FDMA and OFDMA based

communications. In OFDMA, the dotted block ‘DFT size=Nd ’ of the transmitter and the

‘IDFT size=Nd ’ block of the receiver do not exist. More specifically, the first ‘Time domain’

region at the left of the transmitter and the last ‘Time domain’ region at the right of the

receiver are absent. Hence, OFDMA does not benefit from DFT-precoding. The information

entering into and detected at the output of the OFDMA scheme is in the FD, whereas that in

the SC-FDMA scheme is in the TD.

4.2.1 Subcarrier Mapping

The FD data symbols of the OFDMA system or the DFT outputs of the SC-FDMA system are

mapped to a subset of subcarriers. In the LTE standard, the subcarrier mapping is categorized

into two types: localized mapping or localized frequency division multiple access (LFDMA)

and distributed mapping. In LFDMA, the symbols are mapped to a subset of consecutive

subcarriers. By contrast, the symbols are mapped in a distributed fashion to subcarriers that

are spread over the entire bandwidth in a distributed mapping method. A special case of
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Figure 4.1: Typical transceiver architecture of OFDMA/SC-FDMA aided systems. In the OFDMA

aided scheme the dotted block ‘DFT size=Nd’ at the left of the transmitter and the

‘IDFT size=Nd’ block at the right of the receiver do not exist. Explicitly, in OFDMA

the information enters the transmitter and it is mapped directly to the subcarriers.

distributed subcarrier mapping is referred to as interleaved FDMA (IFDMA), where the sub-

carriers conveying consecutive input symbols are uniformly spaced over the entire bandwidth,

which has the benefit of improved FD diversity in comparison to LFDMA. Both the localized

and the distributed mapping of a fully-loaded 4−user OFDMA/SC-FDMA scheme employing

16 subcarriers are illustrated in Figure 4.2.

For LFDMA, the subcarrier mapping operation of the users may be described as: user

1 : {1, 2, 3, 4} , user 2 : {5, 6, 7, 8} , user 3 : {9, 10, 11, 12} , user 4 : {13, 14, 15, 16} . By contrast,

the subcarrier mapping using IFDMA may be represented as: user 1 : {1, 5, 9, 13} , user 2 :

{2, 6, 10, 14} , user 3 : {3, 7, 11, 15} , user 4 : {4, 8, 12, 16} . Again, IFDMA maintains a higher FD

separation between the subcarriers of a particular user and thus provides additional frequency

diversity gain. Furthermore, IFDMA imposes a lower PAPR than LFDMA [158]. However,

LFDMA in combination with channel-dependent scheduling, which is invoked for allocating

frequencies to users depending on the channel conditions, is capable of providing multiuser

diversity and a potentially higher sum rate in frequency-selective channels [159, 160].

4.2.2 Single-Carrier Modulation and Frequency Domain Equalization

In the aftermath of widespread multicarrier applications, single-carrier modulation (SCM) is

enjoying a renaissance, especially in the context of UL scenarios [104]. This is because having

a low PAPR is of salient importance for the sake of relaxing the power-amplifier linearity

requirements, hence achieving an improved power efficiency. To elaborate a little further, SCM

has the advantage that for a given signal power the PAPR of its signal is significantly lower

than that of its multicarrier counterpart. As a result, its performance is less gravely affected by

the transmitter power amplifier nonlinearities, which allows cost- and power-efficient amplifiers
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Figure 4.2: Localized versus distributed (interleaved) subcarrier mapping of a fully-loaded 4−user

OFDMA/SC-FDMA scheme employing 16 subcarriers. In the OFDMA scheme, each

user is allocated 4 subchannels, where 4 point DFT precoding is used for SC-FDMA

scheme.

to be employed. A further benefit of SCM is its higher robustness to both carrier frequency

offsets and phase noise than that of OFDM.

However, the question which may arise is, how SCM is implemented in the context of a SC-

FDMA scheme, when multiple subcarriers are used? The answer might be revealed by a close

inspection of Figure 4.3. Observe in Figure 4.3 that in contrast to OFDM/OFDMA, each data

symbol transmitted in the SC-FDMA scheme is spread to a subset of subcarriers by using the

DFT operation, rather than being directly mapped in a one-to-one fashion to the individual

subcarriers. The subset of subcarriers which transmits a specific symbol is interpreted as a

single carrier analogously to say single-carrier DS-CDMA, where each symbol is spread with

the aid of a unique, user-specific spreading sequence. Hence the dotted portion of the SC-FDMA

transmitter seen in Figure 4.3 may be viewed as a SCM scheme [104].

To elaborate a little further, the symbols at different stages of Figure 4.3 are shown in

Figure 4.4 for both IFDMA and LFDMA. The symbols represented by x refer to the TD

symbols, while those denoted by X are FD symbols. For IFDMA, the TD modulated symbols

generated after sub-carrier mapping and inverse DFT of the FD symbols {X̃nc} are given

by [158]:

xnc =
1

U
xnd

(4.1)
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Figure 4.3: Illustration of the SCM block composed of the DFT, the subcarrier (SC) mapper and

the IDFT blocks, which is shown dotted. Observe that DFT-based spreading takes place

over Nd subcarriers, whilst the IDFT-operation assists in parallel transmission employing

Nc subcarriers.

whereas for LFDMA they are expressed as [158]:

xnc =
1

U
(1 − ej2π u

U ) · 1

Nd

Nd∑
p=1

xp

1 − e
j2π
{

(nd−p)

Nd
+ u

NdU

} . (4.2)

Figure 4.4 portrays both the FD symbols mapped to subcarriers both in the localized and

in the interleaved fashion. The TD representation of the IDFT block’s output is also shown in

Figure 4.4. The 0′s in the FD represent subcarrier symbols are either left blank or are assigned

to another user’s FD symbols, whereas ‘?’s indicate symbols represented by (4.2). As seen

from Figure 4.4 and from (4.1), the TD symbols at the output of the IDFT block of Figure 4.3

are the exact replicas of the original symbols after the bit-to-symbol mapper of Figure 4.3 in

IFDMA [158]. However, in LFDMA, the symbols are uniformly spaced in the same order as

that of the original symbols. Hence again, the ‘DFT-SC Mapper-IDFT’ blocks of Figure 4.3

together may be interpreted as a SCM block.

Traditionally equalization has been performed in the TD for single carrier transmissions [161].

However, if the intersymbol interference (ISI) spreads over more than for example 30−50 sym-

bols, the signal processing complexity associated with this TD approach might become exces-

sive [104]. As an alternative, FD equalization (FDE) was first studied in [99]. However, the full

benefit of this method was gradually realized after it was proposed as a low-complexity solution

to digital terrestrial TV broadcasting [100]. Later, Falconer et al. [101, 102] detalied the FDE

concept in relation to SCM and compared it to OFDM. In simple terms one might argue that

FDE is attractive, because instead of applying a high-complexity TD equalizer Nc times to

Nc symbols, each of the Nc symbols is equalized by a low-complexity single-tap FDE. This is

the explicit benefit facilitated by the efficient DFT/IDFT operation. The difference between

FDE used in OFDMA and in SC-FDMA may be illustrated with the aid of Figure 4.5. The

basic difference between FDE in OFDMA and that in SCM is that an additional ‘IDFT’ block

transforms the SC signal back to the TD after FD equalization [96, 101]. The performance
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LFDMA:
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LFDMA:

x1 x2 x3 x4

X1 X2 X3 X4

X1 0 0 0 X2 0 0 0 X3 0 0 0 X4 0 0 0

X1 X2 X3 X4 0 0 0 0 0 0 0 0 0 0 0 0

x1 x2 x3 x4 x1 x2 x3 x4 x1 x2 x3 x4 x1 x2 x3 x4

x1 ? ? ? x2 ? ? ? x3 ? ? ? x4 ? ? ?

Figure 4.4: The transmit symbols at the output of the different stages of Figure 4.3 for both IFDMA

and LFDMA. The symbols represented by x refer to the TD symbols, while those denoted

by X are FD symbols. The TD symbols at the output of the ‘IDFT Nc’ block of IFDMA

are the exact replicas of the original symbols, whereas those of LFDMA are the original

symbols spaced uniformly in the same order - indicating single-carrier modulation [158].

The ‘0’s in the FD represent subcarrier symbols are either left blank or are assigned to

another user’s FD symbols, whereas ‘?’s indicate symbols represented by (4.2).

of SC-FDMA is similar to that of OFDMA. However, FDE combined with SCM provides the

following advantages [101]:

• It is less sensitive to nonlinear distortion, hence power-efficient and low-cost class A,B

amplifiers may be used,

• It is less sensitive to carrier frequency offset.

In a nutshell, OFDMA is a multiple access scheme which benefits from multicarrier based

communications providing high data-rate transmissions with protection against the frequency

selectivity of dispersive channels. On the other hand, SC-FDMA gleans two main benefits from

the employment of the DFT-precoder. Firstly, the DFT-precoding restores the single-carrier-

like signal envelope, which reduces the PAPR of OFDMA signals. Secondly, the DFT performs

a spreading operation - spreading each modulated symbol over a group of subcarriers. As a

result, the scheme achieves additional frequency diversity. If a particular subcarrier is subject

to deep fading, this would only affect a single sample of the FD signal and hence the original

symbol may still be recoverable.

Having provided a brief overview of the OFDMA and the SC-FDMA system, let us now

proceed to our OFDMA/SC-FDMA aided STSK system architecture in Section 4.3.
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Figure 4.5: Equalization and detection of OFDMA and SC-FDMA scheme illustrating the difference

between FDE applied to SCM and that applied to multicarrier system.

4.3 OFDMA/SC-FDMA Aided STSK: System Overview

We consider an OFDMA/SC-FDMA STSK system having M transmit and N receive AEs.

The channel is assumed to be a frequency-selective Rayleigh fading medium, which can be

modelled by a finite impulse response (FIR) filter with time-varying tap values [139, 140]. In

our investigations of the system performance in section 4.6, we have utilized the COST207-

TU12 channel specifications for the delay and the Doppler power spectral density to represent

a typical urban (TU) scenario. The number of subcarriers employed for the transmission of Nd

STSK blocks of a single user after Nd -point DFT processing is Nc.

4.3.1 Transmitter

The transmitter architecture of our OFDMA/SC-FDMA STSK system is shown in Figure 4.6.

The signals are transmitted from different transmit AEs within T different symbol intervals after

being mapped by the Space-Time (ST) mapper of the STSK block and after OFDMA/SC-

FDMA based processing. To be specific, the STSK encoder of Figure 4.6 maps the source

information of one of the U users to ST blocks xu[nd] ∈ CM×T , nd = 1, 2, . . . , Nd according

to [49]:

xu[nd] = su[nd]A
u[nd], u = 1, 2, . . . , U, (4.3)

where su[nd] and Au[nd] represent the u-th user’s L-PSK/QAM symbol and activated dispersion

matrix (DM), respectively, from a set of Q such matrices Aq (q = 1, 2...., Q), which are pre-

assigned in advance of transmissions. The DMs may be generated, for example, either by
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Figure 4.6: Transmission model of SC-FDMA aided STSK scheme. In OFDMA aided scheme the

dotted block ‘DFT Nd’ in the transmitter does not exist. The STSK mapper selects

one out of the Q dispersion matrices along with one constellation symbol and the re-

sultant space-time codewords are passed in different time slots through the OFDMA or

SC-FDMA based multi-user transmission system before being transmitted through the

transmit AEs.

maximizing the continuous-input continuous-output memoryless channel (CCMC) capacity, or

the discrete-input continuous-output memoryless channel (DCMC) capacity or alternatively, by

minimizing the maximum pairwise symbol error probability (PSEP) under the power-constraint

criterion [5, 32] of:

tr(AH
q Aq) = T ∀q. (4.4)

Thus, a block of log2(L · Q) number of bits are transmitted by the space-time (ST) mapper

of Figure 4.6 per symbol interval, which forms an STSK ST-block and the STSK system of

Figure 4.6 is uniquely specified by the parameters (M, N, T, Q) in conjunction with the L-PSK

or L-QAM modulation scheme, where N is the number of receiver AEs.

After generating the space-time blocks xu[nd] for a particular user u, we employ frame

based transmission. In particular, Nc sub-carriers are used for transmitting a frame, each frame

consisting of Nd STSK blocks. To be specific, we define the transmit frame x̃u ∈ CMNd×T for

user u as

x̃u =

⎛
⎜⎜⎜⎜⎜⎝

x̃u
1,1 x̃u

1,2 · · · x̃u
1,T

x̃u
2,1 x̃u

2,2 · · · x̃u
2,T

...
...

. . .
...

x̃u
M,1 x̃u

M,2 · · · x̃u
M,T

⎞
⎟⎟⎟⎟⎟⎠ , (4.5)

where each (Nd × 1)-element data vector x̃u
m,Ti

, (m = 1, 2, . . . , M, Ti = 1, 2, . . . , T ) can be
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represented by

x̃u
m,Ti

=
[
xu

m,Ti
[1], xu

m,Ti
[2], · · · , xu

m,Ti
[Nd]
]T

, (4.6)

which undergoes the Nd-point DFT operation.

To expound a little further, the data stream x̃u
m,Ti

to be transmitted from the transmit

AE m at a specific time interval Ti is first DFT-precoded by the Nd-point DFT block; in case

of OFDMA, however, this step is not required. Then, assuming a full-load system, the FD

symbols Xm,Ti
∈ CNd×1 output from the Nd-point DFT block of the SC-FDMA STSK scheme

(or the direct FD STSK codeword symbols of the OFDMA STSK scheme) are mapped to

Nc sub-carriers with Nc = (Nd × U), where the sub-carrier allocation may be in contiguous

(localized FDMA or LFDMA) [96] or in an interleaved (IFDMA) [96] fashion. Denoting the set

of sub-carriers allocated to user u by Su, the sub-carrier allocation matrix, P u ∈ CNc×Nd may

be represented by [98]:

P u
nc,nd

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, ifnc ∈ Su and sub-carrier nc

is allocated to FNd
xu

m,Ti
[nd]

0, otherwise,

(4.7)

where we have:

nc =

⎧⎨
⎩(nd × U) + u, IFDMA

(Nd × u) + nd, LFDMA,
(4.8)

for all nc = 1, 2, . . . , Nc and all nd = 1, 2, . . . , Nd.

Defining Cadd (•) as a matrix [105] which adds a TD cyclic prefix (CP) of length Lcp (which

is higher than the channel’s delay spread) to the Nc-length vector (•), the TD data vector after

the IDFT operation may be written as:

x̆u
m,Ti

= Cadd

(
FH

Nc
P uFNd

xu
m,Ti

)
, (4.9)

= Cadd

(
FH

Nc
P uXm,Ti

)
, (4.10)

Hence, the u-th user’s transmit frame after IDFT operation can be formulated in a similar form

as (4.5), yielding:

x̆u =

⎛
⎜⎜⎜⎜⎜⎝

x̆u
1,1 x̆u

1,2 · · · x̆u
1,T

x̆u
2,1 x̆u

2,2 · · · x̆u
2,T

...
...

. . .
...

x̆u
M,1 x̆u

M,2 · · · x̆u
M,T

⎞
⎟⎟⎟⎟⎟⎠ , (4.11)

where each vector x̆u
m,Ti

is defined by (4.9) and (4.10) with

x̆u
m,Ti

∈ C
(Nc+Lcp)×1, (4.12)
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and hence,

x̆u ∈ C
(Nc+Lcp)M×T . (4.13)

Each link of the M transmit and N receive AE aided system is assumed to be frequency-

selective, whose channel impulse respone (CIR) may be modelled as the ensemble of all the

propagation paths [139, 140]:

hu
n,m(t, τ) =

L∑
l=1

au
l g

u
l (t)δ(τ − τu

l ), (4.14)

for each n = 1, 2, . . . , N, m = 1, 2, . . . , M and u = 1, 2, . . . , U and where L is the number

of multipath components in the channel between the m-th transmit and the n-th receive AE,

au
l , τu

l and gu
l (t) are the channel’s envelope, delay and Rayleigh fading process exhibiting a

particular normalized Doppler frequency fd respectively, associated with the l-th path of user

u.

Note that we use h and H to denote the CIR and the (N × M)-element CIR matrix

respectively, while h̃ and H̃ denote the channel’s FD channel transfer function (FDCHTF) and

the (N × M)-element FD channel transfer matrix (FDCHTM), respectively.
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Figure 4.7: Receiver model of SC-FDMA aided STSK scheme. In OFDMA aided scheme the dotted

block ‘IDFT Nd’ in the receiver does not exist. Since a single dispersion matrix is selected

in one transmission block, a low-complexity single-stream ML detector can be employed.

4.3.2 Receiver

Assuming perfect synchronization at the receiver of Figure 4.7 and after removing the CP, the

discrete-time input to the receiver’s ‘Nc-point IDFT ’ block at the receive AE n at time slot Ti

is given by [73]

yn,Ti
=

U∑
u=1

M∑
m=1

hu
n,m �Nc x̆u

m,Ti
+ vn,Ti

, (4.15)
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where �Ncrepresents the length-Nc circular convolution operator and vn,Ti
is the noise vector.

Defining the FDCHTM by H̃
u
, the FD transmit codeword matrix after sub-carrier mapping

by X̃
u

and the FD Additive White Gaussian Noise (AWGN) matrix by V , the FD output

matrix Y after the Nc-point DFT of our space-time (ST) architecture may be written as:

Y =
U∑

u=1

H̃
u
X̃

u
+ V , (4.16)

where each (n, m)-th component of H̃
u

is formulated as

H̃
u

n,m = diag{h̃u
n,m[1], h̃u

n,m[2], ..., h̃u
n,m[Nc]} ∈ C

Nc×Nc , (4.17)

where h̃u
n,m denotes the FDCHTF corresponding to user u and the components of X̃

u
, V and

Y are defined by

X̃
u

m,Ti
= P uXu

m,Ti
∈ C

Nc×1, (4.18)

V n,Ti
∈ C

Nc×1, (4.19)

and

Y n,Ti
∈ C

Nc×1. (4.20)

Hence, the components of Y can be formulated from (4.16) as:

Y n,Ti
=

U∑
u=1

H̃
u

n,mP uXu
m,Ti

+ V n,Ti
(4.21)

=
U∑

u=1

H̃
u

n,mP uFNd
x̃u

m,Ti
+ V n,Ti

(4.22)

Now, after sub-carrier demapping and MIMO Frequency-Domain Equalization (FDE), the

received symbols are passed through the ‘Nd-point IDFT’ block of user v. Defining P̃
u

= [P u]T

as the sub-carrier demapping matrix and W v as the weight matrix of the MIMO ZF or MMSE

FDE of user v, which is given by [162]

W v =

⎧⎨
⎩[(H̃

v
)HH̃

v
]−1(H̃

v
)H ZF

[(H̃
v
)HH̃

v
+ σ2

nIM ]−1(H̃
v
)H MMSE,

(4.23)

where σ2
n denotes the variance of the additive noise, the elements of the TD output zv of user

v after the IDFT operation may be expressed as [98]:

zv
m,Ti

= FH
Nd

P̃
v
W v

m,n

(
H̃

v

n,mP vFNd
x̃v

m,Ti
+

U∑
u=1
u �=v

H̃
u

n,mP uFNd
x̃u

m,Ti

)
+ ṽv

m,Ti
, (4.24)
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where zv
m,Ti

and W v
m,n are the (m, Ti)-th and the (m, n)-th component of zv and W v respec-

tively. Since each H̃
u

n,m is diagonal, we see from (4.23) that each W v
m,n will also be diagonal.

Due to the diagonal nature of both H̃
u

n,m and W v
m,n and because

P̃
v
P u =

⎧⎨
⎩INd

, u = v

0, u �= v
(4.25)

we have,

zv
m,Ti

= FH
Nd

P̃
v
W v

m,nH̃
v

n,mP vFNd
x̃v

m,Ti
+ ṽv

m,Ti
. (4.26)

Observe from (4.26) that under the idealized assumption of perfect synchronization, perfect

orthogonality of the users using different sub-carriers and by exploiting the perfectly diagonal

nature of both W v
m,n and of the FDCHTMs H̃

v

n,m, our scheme becomes free from multiuser

interferences (MUI). However, the symbols transmitted by a given user in the context of both

the LFDMA and IFDMA scheme with MMSE equalization will experience some form of self-

interference (SI) [98]. By contrast, the ZF scheme is capable of completely mitigating the

SI and the DFT matrices FH
Nd

and FNd
, the sub-carrier mapping and de-mapping matrices,

P v and P̃
v

as well as the FDCHTM H̃
v

and the MMSE equalization matrix W v are absent

in (4.26), albeit the scheme suffers from performance degradation due to the inherent noise

enhancement process when a particular subcarrier experiences deep fading. Hence, following

the FD equalization and the receiver’s IDFT operation in Figure 4.6, the decision variable zv

for the ZF scheme can be readily written as

zv[nd] = x̃v[nd] + ṽv[nd], (4.27)

where x̃v[nd] ∈ C
M×T and ṽv[nd] ∈ C

M×T for all nd = 1, 2, . . . , Nd.

The IFDMA principle, on the other hand, increases the FD separation between the subcar-

riers and thereby provides some additional diversity gain. Thus, the decision variable of our

scheme using ZF or assuming mitigation of MMSE SI may be formulated, using the linearized

sytem model of [32], as:

zv[nd] = χkv + v̄v[nd], (4.28)

where zv[nd] is the (MT × 1)-element matrix obtained by applying the vectorial stacking oper-

ation vec(·) to the received FD signal block zv[nd], while χ = [vec(A1) . . . vec(AQ)] ∈ CMT×Q

is the dispersion character matrix (DCM) [5], and finally, v̄v[nd] = vec(ṽv[nd]) ∈ CMT×1 is

the stacked AWGN vector. Still referring to (4.28), the equivalent transmit signal vector is

represented by,

kv = [0, . . . , 0, sv, 0, . . . , 0]T ∈ C
Q×1, (4.29)
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where (q − 1) and (Q − q) number of zeros surround the L-PSK or L-QAM symbol sv in the

v-th user’s equivalent transmit signal vector kv and the symbol sv is located exactly at the q-th

position, where q is the index of the activated dispersion matrix.

We can now employ the single-stream based ML detection [49] to detect the indices q and

lc of the dispersion matrix activated and of the constellation symbol used, respectively. The

estimates (q̂v, l̂vc ) can be determined from(
q̂v, l̂vc

)
= arg min

q,lc

‖ zv[nd] − χkv
q,lc ‖

2 (4.30)

= arg min
q,lc

‖ zv[nd] − (χ)q(s
v)lc ‖

2, (4.31)

where (sv)lc is the lc-th L-PSK or L-QAM symbol, (χ)q represents the q-th column of χ and

kv
q,lc is the equivalent transmit signal vector of (4.29) corresponding to user v at indices q and

lc.

In case of OFDMA, we have, FH
Nd

= FNd
= INd

. In other words, the blocks ‘Nd-point DFT’

and ‘Nd-point IDFT’ do not exist in OFDMA and as such, the OFDMA scheme cannot benefit

from the potential diversity provided by the DFT based precoding stage. We can thus proceed

with our ZF or MMSE weight matrix W v as above. Alternatively, for the OFDMA STSK, the

ML detector of [49] can directly be applied in the FD without employing the MIMO FDE. To

be specific, in absence of the weight matrix W vand with the substitution FH
Nd

= FNd
= INd

,

(4.26) reduces to Zv
m,Ti

= H̃
v

n,mx̃v
m,Ti

+ ṽv
m,Ti

, where zv
m,Ti

is replaced by Zv
m,Ti

when the MIMO

FDE is not employed. The direct ML detector of [49] for the OFDMA STSK scheme can thus

be formulated as: (
q̂v, l̂c

v
)

= arg min
q,lc

∥∥∥Zv
[nd] − (H̃

v

[nd]χ)q(s
v)lc

∥∥∥2

, (4.32)

where Z
v
[nd] = vec(Zv[nd]) and the equivalent FDCHTM H̃

v

[nd] is given by H̃
v

[nd] = IT ⊗
H̃

v
[nd], whereas other notations are as used in (4.31).

In addition, we can see that our OFDMA/SC-FDMA STSK signal can be detected from

(4.31) at a low complexity, because:

1. Equation (4.31) does not explicitly contain either the FD channel transfer function or

the TD channel impulse response. Hence, data estimation using this equation involves a

reduced number of multiplications and additions.

2. We can successfully employ the single-stream based ML detection relying on the linearized

model of [32], because only a single dispersion matrix is activated at a given STSK block

interval.
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4.4 A Reduced-Complexity Detector

In this section, we propose a new detector which is particularly useful in the OFDMA/SC-

FDMA aided STSK arrangement in dispersive channels. Since the SM and the SSK schemes ac-

tivate only one antenna element (AE) during each symbol interval, the matched-filter (MF) [47],

the maximal-ratio combining (MRC) [52] and the maximum-likelihood (ML) [52] detectors us-

ing the signal stream of a single AE can be employed, since no inter-element-interference (IEI)

is experienced at the receiver. Hence, the STSK scheme may also employ a single-stream

ML [49] detector. In order to mitigate the impairments due to the channel-induced disper-

sion imposed by wideband channels, OFDM-aided STSK [119] and OFDMA/SC-FDMA aided

STSK [117] have been proposed for the single-user downlink (DL) and the multiuser down-

link/uplink (DL/UL), respectively. All these schemes benefit from the employment of the

single-stream ML detector proposed in [49]. To further reduce the complexity of STSK, espe-

cially when bandwidth-efficient quadrature amplitude modulation (QAM) is used, two further

detectors modifying the MF detectors of [47] were proposed in [55].

Against this background, we propose a new detector, which further reduces the decoding

complexity, especially in OFDMA/SC-FDMA-aided STSK arrangements. The proposed detec-

tor employs MIMO minimum mean square error (MMSE) equalization, followed by the estima-

tion of the index of the DM activated and of the constellation symbol utilized for constructing

the STSK codewords. The main contributions in this section are as follows.

1. We propose a novel detector for the STSK scheme, which is particularly suitable for

the OFDMA/SC-FDMA-aided STSK DL/UL proposed in [117] without sacrificing the

performance achieved.

2. The complexity of the scheme is quantified in terms of the number of real-valued multi-

plications and the scheme is found to have a low complexity.

We now provide a brief overview of the existing detectors and the motivation for conceiving a

new detector.

4.4.1 Existing Detectors

In this subsection, we briefly describe the optimal ML detector [49, 52] and the two detectors

proposed in [55]. In the following, we omit the block index i for the sake of notational simplicity.

The detectors estimate both the index of the activated dispersion matrix (DM) q and the

index of the transmitted constellation symbol lc corresponding to space-time block index i and

thereby estimates the source information.
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4.4.1.1 The Optimal ML Detector

The single-stream based ML detector finds the estimates (q̂, l̂c) from:(
q̂, l̂c

)
= arg min

q,lc

{∥∥Ȳ − H̄χKlc,q

∥∥2
}

(4.33)

= arg min
q,lc

{∥∥∥Ȳ − slc

(
H̄χ

)
q

∥∥∥2
}

, (4.34)

where K lc,q represents the equivalent transmit symbol vector K defined in (4.46) when the

L-PSK/QAM symbol slc is placed in the q -th position of the vector and (•)q represents the

q-th column of the matrix ‘•’. An exhaustive search over the entire space of (Q · L) is essential

for this optimal detector.

4.4.1.2 The Two Recent Detectors

Two detectors were proposed in [55] for reduced-complexity detection of STSK schemes, which

we refer to as Detector I and Detector II in this paper.

Detector I Detector I normalizes each column h̄q of H̄ to generate the modified equivalent

channels, H ′ =

[
h̄1

‖ h̄1 ‖
, . . . ,

h̄Q

‖ h̄Q ‖

]
and exhaustively searches through Z = [z1, . . . zQ]T =

H ′Ȳ to yield [55]:

q̂ = arg max
q,∀l′

[
2 ‖ h̄q ‖

{
| R(zq) || R(sl′c) |

+ | I(zq) || I(sl′c) |
}
− ‖ h̄q ‖2| sl′c |

2

]
, (4.35)

where sl′c (l′c = 1, 2, . . . ,L1) represents the constellation points in the first quadrant only. Having

estimated the DM index q̂ using (4.35), the constellation symbol index is estimated from [55]:

l̂c = arg min
lc

∣∣zq̂− ‖ h̄q̂ ‖ slc

∣∣ . (4.36)

Thus the search space for (4.35) of this two-stage detector is QL1, which is one-fourth of

the search space QL for optimal ML detector. This detector, however, has an additional search

space of L to calculate l̂c from (4.36).

Detector II Detector I was further modified in [55] for simplifying (4.35) as:

q̂ = arg max
q,∀v

[| R(zq) | xv,I+ | I(zq) | xv,Q] , (4.37)

while (4.36) invoked for estimating l̂c remains unchanged. Note that xv,I and xv,Q indicate

the real and imaginary parts of the unit vectors having the same phase angles as those of the

first-quadrant constellation points respectively.
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Figure 4.8: The receiver architecture of the OFDMA/SC-FDMA-aided STSK employing the pro-

posed reduced-complexity detector. The dotted ‘IDFT’ block does not exist in the

OFDMA-aided STSK receiver.

The detectors mentioned above are designed for non-dispersive channels, where FDE is

not essential. They impose a considerably reduced complexity, especially in case of a high

channel coherence interval and higher order QAM constellation. However, in an OFDMA or

SC-FDMA aided STSK, MIMO FDE has to be employed and the resulting data estimation

does not explicitly involve the channel transfer matrix. Hence detection complexity quantified

in terms of the number of multiplications required is considerably reduced [117]. Against this

background, we conceived a modified reduced-complexity detector, which estimates the DM

index and contellation index after MIMO FDE and is particularly useful for STSK transmissions

in dispersive channels.

4.4.2 The Proposed Reduced-Complexity Detector

The schematic diagram of the OFDMA/SC-FDMA-aided STSK receiver employing the pro-

posed detector is shown in Figure 4.8. After the discrete Fourier transform (DFT) operation

and subcarrier demapping at the receive AEs, the detector employs MIMO MMSE FDE and

then separately estimates the indices of the activated DM, qv and of the constellation symbol,

lvc corresponding to a particular user v.

To be specific, the detector first invokes the MIMO MMSE FDE in an attempt to minimize

the average squared error. The MIMO ZF detector suffers from a performance degradation

due to the noise enhancement when a subcarrier is in deep fade and hence is not used in the

proposed scheme.
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Let the space-time codewords corresponding to user u (u = 1, 2, . . . , U) of the SC-FDMA-

aided STSK in Figure 4.6 be denoted by Xu, and the transmit blocks obtained by DFT op-

eration of the codeword symbols be represented by X̃
u
. For the OFDMA-aided STSK, the

DFT-precoding block in Figure 4.6 does not exist and we have, X̃
u

= Xu.

The block-based FD output Ỹ in Figure 4.8 obtained after DFT operation at the receive

antennas may be expressed as [117]:

Ỹ =
U∑

u=1

H̃
u
X̃

u
+ Ṽ (4.38)

where H̃
u

represents the FD MIMO channel transfer matrix corresponding to user u and Ṽ

denotes the additive white Gaussian noise (AWGN) matrix.

In order to estimate the transmit blocks X̃
v

of user v, the subcarriers are first demapped and

the demapped signal Ỹ
v

is then multiplied by the MMSE weight matrix W v, which minimizes

E
{[

W vỸ
v − X̃

v
] [

W vỸ
v − X̃

v
]H}

, yielding [117,162]:

W v =

[(
H̃

v
)H

H̃
v
+ σ2

nIM

]−1 (
H̃

v
)H

, (4.39)

where σ2
n indicates the noise variance. The MMSE codeword estimate Zv of user v can then

be expressed as [98]

Zv = W vỸ
v
. (4.40)

After MIMO FDE, the received signal is passed through the ‘IDFT’ block, which results in

the space-time blocks Z
v. In case of the OFDMA-aided STSK, however, the ‘IDFT’ block does

not exist and we have, Z
v = Zv.

Under the idealized assumption of perfect orthogonality of the subcarriers and of perfect

synchronization, the scheme is decontaminated from multiuser interference (MUI), albeit the

MMSE-based scheme imposes self-interference (SI). Assuming the SI to be low, the decision

variable corresponding to user v can be expressed as

Z
v = Xv + Ṽ

v
. (4.41)

Upon applying the vectorial stacking operation vec(·) to both sides of (4.41), we have

Z̄
v

= χKv + V̄
v
, (4.42)

where

Z̄
v

= vec(Zv) ∈ C
MT×1, (4.43)

V̄
v

= vec(Ṽ
v
) ∈ C

MT×1, (4.44)
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and χ and Kv are defined as

χ � [vec (A1) , · · · , vec (AQ)] ∈ C
MT×Q, (4.45)

Kv [i] � [0, · · · , 0︸ ︷︷ ︸
qv−1

, sv [i] , 0, · · · , 0︸ ︷︷ ︸
Q−qv

]T ∈ C
Q×1, (4.46)

respectively.

The decision variable Zv is now obtained by multiplying (4.42) by
1

T
χH as:

Zv =
1

T
χHZ̄

v
=
[
zv
1 , . . . z

v
Q

]T ∈ C
Q×1. (4.47)

We now perform an exhaustive search for the estimates (q̂v, l̂vc ):

(q̂v, l̂vc ) = arg min
q,lc

‖ Zv − Klc,q ‖
2

(4.48)

= arg min
q,l

(
| zv

q − sl |2 +
∑
q′ �=q

| zv
q′ |2
)

= arg min
q,lc

(
| zv

q − slc |2 + ‖ Zv ‖2 − | zv
q |2
)

= arg max
q,lc

(
| zv

q |2 − | zv
q − slc |2

)
= arg max

q,lc

[
2

{
| R(zv

q ) || R(slc) | + | I(zv
q ) || I(slc) |

}
− | slc |2

]
. (4.49)

Assuming the L-PSK/QAM constellation to be symmetric about the I- and Q-axis, we can

rewrite (4.49) to estimate the index of the activated dispersion matrix qv as:

q̂v = arg max
q ∀l′

[
2

{
± | R(zv

q ) || R(sl′c) | ± | I(zv
q ) || I(sl′c) |

}
− | sl′c |

2

]

= arg max
q ∀l′c

[
2

{
| R(zv

q ) || R(sl′c) | + | I(zv
q ) || I(sl′c) |

}
− | sl′c |

2

]
, (4.50)

where l′c denotes the index of the constellation symbol sl′c that lies in the first quadrant only [55].

The index of the constellation symbol used in forming the STSK codeword can be estimated

from:

l̂vc = arg min
lc

| zv
q̂ − slc | . (4.51)

The rationale of multiplying Z̄
v

by the term
1

T
χH in (4.47) is outlined as follows. Substi-

tuting the value of Z̄ from (4.42) into (4.47), we have

Zv =
1

T
χHZ̄

v
(4.52)

=
1

T
χH
[
χKv + V̄

v]
=

1

T
χH(χ)qvslvc + V̄ 0, (4.53)
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where (χ)qv denotes the qv-th column of the matrix ‘χ’ and we have, V̄ 0 ∈ CQ×1.

Now we have χH = [vec(A1), · · · , vec(AQ)]H ∈ C
Q×MT and (χ)qv = [vec(Aqv)] ∈ C

MT×1,

and hence,

χH(χ)qv = [z′1, z
′
2, · · · , tr(AH

qvAqv), · · · , z′Q]T

↑
q−th position

= [z′1, z
′
2, · · · , T , · · · , z′Q]T

↑
q−th position

, (4.54)

where z′i = tr(AH
i Aqv), i = 1, 2, . . . , Q with i �= qv and tr(AH

qvAqv) = T according to (4.4).

Thus we obtain,

Zv = [z′1, z
′
2, · · · , slvc , · · · , z′Q]T

↑
qv−th position

+ V̄ 0. (4.55)

Equation (4.55) demonstrates that the ML search of (4.48) can be simplified to obtain the

detection rules of (4.50) and (4.51).

We note that the optimal ML detector [49], Detector I and Detector II [55] were conceived

mainly for non-dispersive MIMO channels. By contrast, the proposed detector is designed for

realistic dispersive scenarios. Detector I and Detector II are capable of reducing the complexity

of the optimal ML detector at the cost of a modest performance penalty. In case of OFDMA-

aided STSK, the existing detectors can be employed using the FD channel transfer matrix [117],

but imposing a higher complexity. However, none of them can be directly employed in the SC-

FDMA-aided STSK scheme, because the TD data estimation has to be preceded by equalization

in FD. In this context, the OFDMA/SC-FDMA-aided STSK scheme and a low-complexity ML

detector were proposed in [117] under multiuser scenarios.

We observe that a single-stream ML detector becomes feasible for the STSK-based system,

because a single DM is activated in any signalling interval. The coherent scheme requires

channel state information (CSI) for the detection of source information. However, after MIMO

equalization in FD, the search for the user information given by (4.50) and (4.51) in our proposed

scheme does not explicitly involve the channel transfer function for calculating q̂v and l̂v. Hence

the number of multiplications and additions involved is significantly lower than that required

by the existing detectors.

Following the above-mentioned elaborations on the detector’s operation obeying the archi-

tecture portrayed in Figure 4.8, each of the steps followed by the detector may be summarized

as follows in Algorithm 4.1.



4.4.3. Complexity Analysis 109

Algorithm 4.1 The reduced-complexity detector proposed for OFDMA/SC-FDMA-aided STSK

1) Given the STSK parameters (M,N, T,Q,L) and the DMs in terms of the dispersion charac-

ter matrix (DCM) χ, the signals received by the AEs are input to MIMO FDE after OFDM

demodulation and subcarrier demapping;

2) After multiplication by the MMSE weight matrix W v, the signal is passed through the ‘IDFT’

block of Figure 4.8. For OFDMA, there is no ‘IDFT’ block, as seen in Figure 4.8;

3) The vectorial stacking based linearization of [32] is employed: Z̄
v = vec(Zv);

4) The decision variable is then obtained as: Zv =
1
T

χHZ̄
v;

5) The index q̂v of the DM activated and the index l̂v of the constellation symbol are computed

separately;

6) The index q̂v of the DM activated is evaluated as:

q̂v = arg max
q ∀l′c

[
2
{

| R(zv
q ) || R(sl′c) | + | I(zv

q ) || I(sl′c) |
}
− | sl′c |2

]
; (4.56)

5) The index l̂v of the constellation symbol is found by evaluating:

l̂v = arg min
l

| zv
q̂ − sl |; (4.57)

6) Thereby the source bits of user v have now been estimated.

4.4.3 Complexity Analysis

We quantify the complexity of the proposed scheme in terms of the number of real-valued

multiplications required per bit of information and summarize it in Table 4.1 in order to compare

with the complexity imposed by the existing detectors. Note that a single complex-valued

multiplication is treated as equivalent to four real-valued multiplications.

The complexity associated with our multiple-antenna-based MMSE FDE is given by1,

comp

[[(
H̃

v
)H

H̃
v
+ σ2

nIM

]−1 (
H̃

v
)H
]

= 4MN + 4M2N. (4.58)

1The complexity associated with the inversion of the (M×M) matrix at this stage is O
(
M2.807

)
, if Strassen algorithm

is used. This has not been included in our complexity calculation, because we quantify complexity in terms of the

number of real-valued multiplications. The proposed scheme, however, has a significantly reduced complexity, even if

the complexity associated with this matrix inversion is also taken into account.
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Table 4.1: Complexity of the detection schemes

Detection Scheme Complexity per Bit

ML 4MNT 2Q+4NTQL+2NTQL
log2(Q·L)

Detector I 4MNT 2Q+8NTQ+4QL1+4L
log2(Q·L)

Detector II 4MNT 2Q+8NTQ+2V Q+4L
log2(Q·L)

Proposed detector 4M2N+8MN+4MTQ+2QL1+Q+2L
log2(Q·L)

The complexity imposed by computing Zv = W vỸ
v

may be written as

comp
[
Zv = W vỸ

v
]

= 4MN. (4.59)

Similarly, we have:

comp

[
Zv =

1

T
χHZ̄

v

]
= 4MTQ + Q. (4.60)

comp

[
arg max

q ∀l′c

{
2
(
| R(zv

q ) || R(sl′c) | + | I(zv
q ) || I(sl′c) |

)

− | s′l′c |
2

}]
= 2QL1, (4.61)

and

comp

[
arg min

lc

| zv
q̂ − slc |

]
= 2L. (4.62)

The overall complexity of the proposed detector for estimating log2(Q · L) bits of source

information carried by any transmit block is thus given by

Complexity =4M2N + 8MN + 4MTQ + 2QL1 + Q + 2L.

From the numerical expressions in Table 4.1, we can see that our scheme exhibits a sub-

stantially reduced complexity.
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OFDMA STSK.

4.5 Channel-Coded OFDMA/SC-FDMA Aided STSK

In this section we investigate the three-stage parallel concatenated Recursive Systematic Con-

volutional (RSC) coded OFDMA/SC-FDMA STSK scheme of Figure 4.9. The source bits are

first convolutionally encoded and then interleaved by a random bit interleaver Π1. A (2,1,2)

RSC code is employed and following channel interleaving, the symbols are precoded by a Unity

Rate Coding (URC) scheme, which was shown to be beneficial, since it efficiently spreads the

extrinsic information, as a benefit of its infinite impulse response [5]. Then the precoded bits

are further interleaved by a second interleaver Π2 in Figure 4.9 and the interleaved bits are then

transmitted by the OFDMA/SC-FDMA STSK scheme in the TD using an M-element MIMO

transmitter.

As seen at the receiver of Figure 4.9, after removing the CP, the received symbols are passed

through the FFT unit and the resultant FD symbols are then de-allocated in an inverse fashion

according to the IFDMA/LFDMA scheme used. The demapped symbols of a user are then

equalized by the MIMO FDE, passed through another IDFT unit of Figure 4.9 in accordance

with the DFT precoding used, before they are then fed to the STSK demapper. We note

that the equivalent received signal zv carries Bv channel-coded bits bv = [bv
1, b

v
2, ..., b

v
B] and the

extrinsic log likelihood ratio (LLR) of bv
k, k = 1, ..., Bv can be expressed as [5]:

Le(b
v
k) = ln

∑
kv

q,lc
∈kv

1
e−‖zv−χkv

q,lc
‖2/N0+

∑
j �=k bv

j La(bv
j )∑

kv
q,lc

∈kv
0
e−‖zv−χkv

q,lc
‖2/N0+

∑
j �=k bv

j La(bv
j )

, (4.63)

where La (•) denotes the a priori LLR of the bits corresponding to ‘•’ and kv
1 and kv

0 refer to

the sets of the possible equivalent transmit signal vectors kv of user v when bv
k = 1 and bv

k = 0,

respectively. As a further advance, the extrinsic LLR can be found by using the Jacobian
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logarithm [144,145], yielding:

Le(b
v
k) = jackv

q,lc
∈kv

1

[
−‖ zv − χkv

q,lc ‖
2/N0 +

∑
j �=k

bv
jLa(b

v
j )

]

− jackv
q,lc

∈kv
0

[
−‖ zv − χkv

q,lc ‖
2/N0 +

∑
j �=k

bv
jLa(b

v
j )

]
, (4.64)

where jackv
q,lc

∈kv
1
[•] and jackv

q,lc
∈kv

0
[•] represents the Jacobian logarithm of ‘•’, when the equiv-

alent transmit symbol vector is a subset corresponding to k-th bits of 1 and 0, respectively.

Then the URC decoder of Figure 4.9 processes the information provided by the STSK

demapper, in conjunction with the a priori information, in order to generate the a posteri-

ori probability. The URC generates extrinsic information for both the RSC decoder and the

demapper of Figure 4.9. The RSC channel decoder, which can be termed as the external de-

coder, exchanges extrinsic information with the URC decoder and after a number of iterations,

outputs the estimated bits. It is noteworthy here that for each of the outer iterations between

the RSC decoder and the URC, there are a number of inner iterations between the URC and

the STSK demapper.

4.6 Performance of the Proposed OFDMA/SC-FDMA-aided STSK

Scheme

We have investigated both the OFDMA DL and the SC-FDMA aided UL STSK scheme for

both the IFDMA and LFDMA algorithms using the simulation parameters of Table 4.2.

4.6.1 Performance of the OFDMA/SC-FDMA Aided STSK Scheme

Observe in Figure 4.10 that the SC-FDMA STSK scheme employing MMSE equalization op-

erating in an uncoded scenario exhibits a better bit error ratio (BER) performance than that

of OFDMA STSK, which is a benefit of the additional FD diversity attained by the DFT-

precoding of Figure 4.6. The performance of IFDMA is seen to be better than that of the

LFDMA due to the higher FD separation between the sub-carriers of the same user, which

hence results in independent FD fading. The multi-user performance attained is also inves-

tigated and is more or less similar to that of the single-user scenario due to the absence of

MUI because of the diagonal nature of the weight matrix W u′

m,n in (4.26). Observe furthermore

from Figure 4.10 that SC-FDMA STSK exhibits a better performance than OFDMA STSK

in both the LFDMA and IFDMA regime employing MMSE based FD equalization and ML

detection. The achievable performance is, however, degraded, when ZF is used due to the noise

enhancement imposed. The performance of the proposed STSK based scheme is also compared
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Table 4.2: Simulation parameters for OFDMA/SC-FDMA-aided STSK

Simulation parameter Value

Fast fading model Corr. Rayleigh fading

Normalized Doppler frequency, fd 0.01

Channel specification COST207-TU12

No. of subcarriers 64

Nd-point DFT precoder 16

Length of cyclic prefix 32

No. of Tx AE, M 2

No. of Rx AE, N 2

No. of Tx time slots, T 2

No. of dispersion matrices Q = 2, 4

STSK specification (M = 2, N = 2, T = 2, Q = 2, 4)

Modulation order 2, 4

Outer decoder RSC (2, 1, 2)

Generator polynomials (gr, g) = (3, 2)8

Size of interleavers 240, 000 bits

Outer decoding iterations 9

Inner decoder URC

Inner decoding iterations 2

to those of the V-BLAST [17] and G2-STBC [8,9] aided OFDMA/SC-FDMA schemes using the

same number of transmit and receive AEs (M, N) and the same throughput per block interval

in Figure 4.10, which demonstrates the efficacy of the proposed scheme.

4.6.2 Peak-to-Average-Power Ratio

The SC-FDMA design has been conceived for alleviating the high PAPR of multicarrier-based

systems [163], especially in the uplink, since the MS’s battery consumption would suffer from

the low power efficiency of high-linearity class-A amplifiers. In this section, we will investigate

the PAPR of OFDMA and SC-FDMA based STSK schemes of Figure 4.6 relying on the LFDMA

or IFDMA arrangements.

Observe from (4.1) that for IFDMA, the transmitted TD symbols are simply the repeated

symbols. By contrast, TD LFDMA signals have exact copies of the input symbols in the Nd-

spaced TD sample positions, but the signals between these samples are constituted by different

complex-valued weighted sums of the input symbols. Hence, although the SC modulation

principle of SC-FDMA aided STSK results in lower PAPR values than OFDMA aided STSK,
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Figure 4.10: Performance of the single-user OFDMA/SC-FDMA STSK (2,2,2,4) system of Figure 4.6

with QPSK modulation in dispersive COST207-TU12 channel with different allocation

scheme and with ZF and MMSE FDE and with ML detector of [49]. The performance

of the scheme is also compared against V-BLAST (M,N) = (2, 2), OFDMA, QPSK

and G2-STBC (M,N) = (2, 2), OFDMA/SC-FDMA, QPSK benchmarker under the

same channel condition. The remaining system parameters are listed in Table 4.2.
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Figure 4.11: CCDF of PAPR in OFDMA STSK and SC-FDMA STSK of Figure 4.6 with contiguous

and distributed allocation and with different number of sub-carriers. SC-FDMA STSK

with interleaved allocation, as expected, shows the lowest envelope fluctuations. The

remaining system parameters are listed in Table 4.2.
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Figure 4.12: Complexity of the detection algorithms for the OFDMA STSK and the SC-FDMA

STSK of Figure 4.6 considered as a function of the number of DMs. The parameters

are: M = 4, N = 4, with T = 4. The remaining system parameters are listed in

Table 4.2.

LFDMA STSK fails to attain as high a PAPR reduction, as the IFDMA allocation.

In Figure 4.11, we have quantified the PAPR of the transmitted OFDMA STSK and SC-

FDMA STSK signals without using pulse shaping. Observe in Figure 4.11 that SC-FDMA

STSK transmission always has a more beneficial complimentary cumulative distribution func-

tion (CCDF) than its OFDMA STSK counterpart, where the OFDMA STSK scheme relied on

the contiguous allocation of sub-carriers to users. By contrast, SC-FDMA STSK was charac-

terized in both the contiguous and in the distributed allocation scenarios. Again, Figure 4.11

demonstrates for two different IFFT lengths Nfft that the SC-FDMA STSK scheme exhibits

only modest peak variations for the interleaved allocation strategy. In case of the localized

allocation, however, the peak fluctuations exhibit higher values, as shown in Figure 4.11 and

demonstrated by Eq.(4.2). The envelope fluctuations of the OFDMA STSK scheme are seen

to be higher as a result of the multiple carrier modulation employed.

4.6.3 Performance and Complexity of the Reduced-Complexity Detector

We have further investigated the performance and the complexity of our reduced-complexity

detector proposed in Section 4.4, which were compared to those of the existing detectors in

Figures 4.12, 4.13 and 4.14, upon varying the number of dispersion matrices Q and the number



4.6.3. Performance and Complexity of the Reduced-Complexity Detector 116

16-QAM
4-QAM

No of symbol interval, T

C
om

p
le

x
it
y

642

104

103

102

16-QAM
4-QAM

No of symbol interval, T

C
om

p
le

x
it
y

642

104

103

102

Proposed
Detector-II
Detector-I

ML

No of symbol interval, T

C
om

p
le

x
it
y

642

104

103

102

Figure 4.13: Complexity of the detection algorithms for the OFDMA STSK and the SC-FDMA

STSK of Figure 4.6 considered as a function of the number of symbol intervals. The

parameters are: M = 4, N = 4, with Q = 4. The remaining system parameters are

listed in Table 4.2.

of symbol intervals T in conjunction with M = 4, N = 4 and employing both the 4-QAM

and 16-QAM. We observe that Detector I and Detector II impose an identical complexity and

both exhibit a lower complexity than the optimal ML detector on OFDMA STSK, albeit their

complexity is not significantly reduced for lower-order constellations. On the other hand, our

proposed detector exhibits a more significantly reduced complexity for all the scenarios, where

we have included the complexity of the MIMO FDE stage in the overall complexity calculation

of the proposed detector.

The bit-error ratio (BER) performance of our reduced-complexity scheme was also inves-

tigated for OFDMA/SC-FDMA-aided single-user STSK (M = 2, N = 2, T = 2, Q = 4) em-

ploying QPSK modulation for transmission over the COST 207-TU12 dispersive channel model

employing 64 subcarriers. We note that Detector I and Detector II cannot be directly employed

for the SC-FDMA-aided STSK scheme, because the scheme has to perform MIMO FDE and

the source information has to be detected in the TD. In case of OFDMA, however, both the ML

detector and the proposed detector can be employed, as mentioned in [117]. We observe that

our proposed scheme exhibits a performance comparable to the detector proposed in [117], but

at a substantially reduced complexity. While the ML detector for the OFDMA STSK scheme

provides better performance, the proposed scheme is sufficiently reduced in complexity.
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Figure 4.14: BER performance of OFDMA/SC-FDMA aided single-user STSK (M = 2, N = 2, T =

2, Q = 4) scheme for the OFDMA STSK and the SC-FDMA STSK of Figure 4.6

employing QPSK modulation in COST 207-TU12 channel model and the different

detectors. The remaining system parameters are listed in Table 4.2. The performance

of Detector II in narrowband STSK (M = 2, N = 2, T = 2, Q = 4), QPSK is also

shown as a fair comparison.

The performance of Detector II for transmission over narrowband channels is also shown in

Figure 4.14 for a fair comparison with other schemes. Observe that the proposed detector as well

as the detector advocated in [117] for SC-FDMA-aided transmission even over dispersive channel

outperforms Detector II in narrowband channel. This is because a beneficial frequency-domain

diversity is provided by the DFT-based precoding in our SC-FDMA aided STSK scheme. Thus

it can be inferred that the proposed detector reduces the complexity of the existing detector

without sacrificing its performance, especially in the SC-FDMA aided STSK uplink.

4.6.4 Performance of the Channel-Coded Scheme

In Figure 4.15 and Figure 4.17, we also characterized the achievable BER performance of the

three-stage RSC- and URC-coded OFDMA/SC-FDMA STSK (M = 2, N = 2, T = 2, Q =

4) QPSK scheme relying on interleaved subcarrier allocation strategy in the context of the

wideband COST207-TU12 channel [139], where we employed a half-rate RSC code having a

constraint length of kc = 2 and the octrally represented generator polynomials of (gr, g) = (3, 2)8

as well as two random interleavers having a memory of 240,000 bits. The number of inner and
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Figure 4.15: BER performance of our channel coded MMSE equalization based OFDMA STSK(M =

2, N = 2, T = 2, Q = 4) of Figure 4.9 employing QPSK modulation in dispersive

COST207-TU12 channel and that of the corresponding G2-STBC scheme. Maximum

achievable rate for the corresponding scheme for single-user computed using the EXIT

chart’s area property is also shown. The remaining system parameters are listed in

Table 4.2.
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Figure 4.16: Achievable BER performance of our channel coded MMSE based SC-(L)FDMA

STSK(M = 2, N = 2, T = 2, Q = 4) of Figure 4.9 with QPSK modulation in COST207-

TU12 channel. Maximum achievable rate of the corresponding scheme with single user

is also shown. The remaining system parameters are listed in Table 4.2.
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Figure 4.17: Achievable BER performance of our channel coded MMSE based SC-(I)FDMA

STSK(M = 2, N = 2, T = 2, Q = 4) of Figure 4.9 with QPSK modulation in COST207-

TU12 channel and that of the corresponding G2-STBC scheme with similar parameters.

Maximum achievable rate of the corresponding scheme with single user is also shown.

The remaining system parameters are listed in Table 4.2.

outer decoder iterations was set to Iinner = 2 and Iouter = 9, respectively. We also investigated

the performance of SC-(L)FDMA-aided STSK scheme and the performance was observed to

be similar to SC-IFDMA in coded scenario as seen in Figure 4.16. The performance of both

the OFDMA STSK and SC-(I)FDMA STSK has been compared against the corresponding

G2-STBC benchmarkers. The maximum achievable rates of our schemes were also calculated

by exploiting the so-called area property of EXIT charts. To be specific, it was shown in [146,

147, 164] that the area under the inner decoder’s EXIT curve at certain SNR quantifies the

maximum achievable rate of the system, where an infinitesimally low BER may be achieved.

The SNRs corresponding to the maximum achievable rates of the schemes are also shown in

Figure 4.15 and Figure 4.17.

Figure 4.18 portrays the EXIT chart of the SC-FDMA STSK (M = 2, N = 2, T = 2, Q = 4)

arrangement combined with QPSK modulation and the IFDMA strategy, where the SNR was

varied from −5 dB to 1 dB in steps of 0.5 dB. It can be seen that an open EXIT tunnel is formed

at SNR =−4.0 dB using an interleaver depth of 240, 000 bits. The corresponding staircase-

shaped decoding trajectory [147] based on bit-by-bit Monte Carlo simulations conducted at

−3.0 dB is also shown. Thus it can be inferred that an infinitesimally low BER may be

achieved at SNR = −3.0 dB in an uplink scenario after Iouter = 6 iterations.
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Table 4.3: Summary of the achievable BER performance of schemes proposed in in Chapter 4

Scheme Schematic Figure SNR, dB SNR gain/difference, dB

diagram number at BER at BER (benchmark)

10−3 10−4 10−3 10−4

SC-(I)FDMA-aided

STSK (2, 2, 2, 4) ,

QPSK, MMSE

Figure 4.6

&

Figure 4.7

Figure 4.10 4.0 11.5
0.8

(SC-(I)FDMA,

G2-STBC)

1.0

(SC-(I)FDMA,

G2-STBC)

SC-(L)FDMA-aided

STSK (2, 2, 2, 4) ,

QPSK, MMSE

Figure 4.6

&

Figure 4.7

Figure 4.10 4.8 12.3
0.2

(SC-(I)FDMA,

G2-STBC)

0.2

(SC-(I)FDMA,

G2-STBC)

OFDMA-aided QPSK

STSK (2, 2, 2, 4) ,

MMSE, IFDMA

Figure 4.6

&

Figure 4.7

Figure 4.10 8.5 > 20.0
3.5

(O(I)FDMA,

G2-STBC)

−

OFDMA-aided QPSK

STSK (2, 2, 2, 4) ,

LFDMA, MMSE

Figure 4.6

&

Figure 4.7

Figure 4.10 9.0 > 20.0
3.0

(O(I)FDMA,

G2-STBC)

−

OFDMA-aided QPSK

STSK (2, 2, 2, 4) ,

IFDMA, ML

Figure 4.6

&

Figure 4.7

Figure 4.10 7.0 13.0
2.5

(SC-(I)FDMA,

G2-STBC)

3.0

(SC-(I)FDMA,

G2-STBC)

OFDMA-aided QPSK

STSK (2, 2, 2, 4) ,

LFDMA, ML

Figure 4.6

&

Figure 4.7

Figure 4.10 7.3 13.4
2.8

(SC-(I)FDMA,

G2-STBC)

3.3

(SC-(I)FDMA,

G2-STBC)

SC-(I)FDMA QPSK

STSK (2, 2, 2, 4) ,

reduced-complexity

Figure 4.6

&

Figure 4.8

Figure 4.14 4.7 12.5
2.0

(Detector II,

Narrowband)

2.2

(Detector II,

Narrowband)

O(I)FDMA QPSK

STSK (2, 2, 2, 4) ,

reduced-complexity

Figure 4.6

&

Figure 4.8

Figure 4.14 9.8 > 20.0
2.2

(Detector II,

Narrowband)

3.3

(SC-(I)FDMA

G2-STBC)

Channel-coded OFDMA

STSK (2, 2, 2, 4)

QPSK, MMSE
Figure 4.9 Figure 4.15 0.0 0.0

2.0

(maximum achievable rate

at BER ≈ 0)

Channel-coded QPSK

SC-(I)FDMA STSK

(2, 2, 2, 4) MMSE
Figure 4.9 Figure 4.17 −3.0 −3.0

1.7

(maximum achievable rate

at BER ≈ 0)
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Figure 4.18: EXIT trajectory of our three-stage turbo detected MMSE based SC-(I)FDMA

STSK(M = 2, N = 2, T = 2, Q = 4) of Figure 4.9 with QPSK modulation applied

in a COST207-TU12 dispersive channel model with fd = 0.01 and remaining parame-

ters as listed in Table 4.2. The EXIT trajectory at −3.0 dB is mapped on inner decoder

EXIT curves from −5 to 1 dB in steps of 0.5 dB and the outer RSC decoder EXIT

function.

4.7 Chapter Summary and Conclusions

In this chapter, the OFDM-aided STSK scheme of Chapter 2 has been extended to an OFDMA

or SC-FDMA aided STSK scheme for the sake of facilitating multiuser STSK DL/UL commu-

nications. In Section 4.2, we started out with a brief review of OFDMA as well as SC-FDMA-

aided communications, listing their pros and cons. In line with the physical layer specifications

of the 3GPP LTE-Advanced standard, we have proposed an OFDMA/SC-FDMA aided STSK

scheme in Section 4.3, which overcomes the impairments of realistic dispersive channels, while

facilitating multi-user transmissions. The scheme benefits from a flexible diversity versus multi-

plexing gain trade-off offered by the recently developed STSK scheme relying on low-complexity

single-stream based ML detection. In Section 4.4, we proposed a reduced-complexity detector,

which further reduces the complexity of the single-stream ML detector of OFDMA/SC-FDMA

aided STSK formulated in (4.31). The complexity quantified in terms of the RMOs per bit

is compared to that of the previous detectors in Table 4.1. Furthermore, a channel-coded

near-capacity OFDMA/SC-FDMA-aided STSK scheme was proposed in Section 4.5. The per-

formance of both our uncoded and channel-coded STSK arrangement was investigated and
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compared to existing benchmark schemes in Section 4.6 using the system parameters listed in

Table 4.2. The PAPR of both OFDMA as well as of SC-FDMA using both the localized and

interleaved subcarrier mapping schemes of Section 4.3 was investigated in Figure 4.11. The per-

formance versus complexity of our reduced-complexity detector of Section 4.4 was characterized

and compared to that of the previously designed detectors in Section 4.6. The BER perfor-

mance shown in Figures 4.10, 4.14, 4.15 and 4.17 for the schemes portrayed in Figures 4.6, 4.7,

4.8 and 4.9 is summarized in Table 4.3. As seen in Table 4.3, the proposed schemes emplying

SC-FDMA exhibit a better performance than its OFDMA counterpart. The scheme employing

the interleaved subcarrier allocation strategy benefits from a better BER performance than

its localized counterpart as a result of the additional frequency diversity attained by using in-

creased separation between the subcarriers. The reduced-complexity detector is characterized

in Figures 4.12 and 4.13. The channel-coded scheme of Figure 4.9 exhibits an infinitesimally

low BER at 1.7 and 2.0 dB higher SNRs, when compared to the maximum achievable rate

benchmarkers.

We quantified the relative merits of OFDMA and SC-FDMA, when combined with STSK

and advocated the SC-FDMA based STSK scheme of Figure 4.9 relying on the interleaved

subcarrier allocation in the uplink scenario, as a benefit of its low PAPR. The effects of the

spatial correlation between the different AEs of a multiple antenna-aided uplink, however, have

to be further investigated and will be included in our future study. It is worth mentioning here

that the dispersion matrices invoked for constructing our STSK system were optimized by an

exhaustive search to minimize the maximum PEP under the power constraint of (4.4). The

EXIT curves of the proposed scheme seen in Figure 4.18 succeeded in reaching the (1.0, 1.0)

point of perfect convergence to a vanishingly low BER after a few iterations, thus indicating a

sharp decrease of the BER curve in Figure 4.17.

The reduced-complexity detector proposed in Section 4.4 for both the OFDMA-aided STSK

DL and for the SC-FDMA-aided STSK UL is inherently immune to inter-element interference

(IEI) as a benefit of activating a single DM and it has a reduced complexity compared to the

existing detectors. It is a promising candidate for employment in OFDMA/SC-FDMA-aided

STSK transmissions over frequency-selective channels even under multiuser scenarios in terms

of its performance versus complexity tradeoff.

We have intrinsically amalgamated the OFDM, MC-CDMA and SC-FDMA systems with

the STSK multiple-antenna architecture in Chapters 2, 3 and 4 for employment in realistic

dispersive wireless channels. In order to exploit the cooperative diversity of distributed relay-

ing protocols, we propose a successive relaying aided coherent versus non-coherent multicarrier

STSK scheme in Chapter 5. Successive relaying assists in recovering the typical 50% through-

put loss of the half-duplex relaying scheme, while MC-CDMA provides protection against the

frequency-selectivity of the channel and mitigates the successive relaying induced interferences.



Chapter 5
Cooperative Multicarrier STSK

Employing Successive Relaying

5.1 Introduction

In Chapters 2, 3 and 4, we have investigated novel schemes incorporating OFDM, MC-

CDMA and OFDMA/SC-FDMA based transmissions of the multiple-antenna signals

relying on the recently proposed STSK system. However, in these chapters, we have

focussed our attention on co-located MIMO scenarios, where multiple antennas are employed

both at the transmitter as well as the receiver. The co-located MIMO schemes are poten-

tially susceptible to the detrimental effects of inter-antenna correlation due to the insufficient

separation among the antennas. For the sake of mitigating the deleterious effects imposed by

the inter-antenna correlation, in this chapter, we consider cooperative relaying aided multi-

carrier STSK schemes. More explicitly, we propose successive relaying (SR) aided cooperative

multicarrier STSK for transmission over frequency-selective channels. We invoke SR for mit-

igating the typical 50% throughput loss of conventional half-duplex relaying schemes, whilst

MC-CDMA is used for circumventing the dispersive effects of wireless channels as well as for

reducing the SR-induced interferences. The distributed relay terminals form a pair of virtual

antenna arrays (VAAs) and the source node (SN) successively transmits its frequency-domain

(FD) spread signals to one of the VAAs in addition to it directly transmitting to the destina-

tion node (DN). The constituent relay nodes (RNs) of each VAA activate cyclic redundancy

checking (CRC) based selective decode-and-forward (DF) relaying. The DN can jointly de-

tect the signals received via the SN-to-DN and the VAA-to-DN links using a low-complexity

single-stream based joint maximum-likelihood (ML) detector. We also propose a differentially

encoded cooperative MC-CDMA STSK scheme for facilitating communications over hostile dis-

persive channels without requiring channel estimation (CE). The ability to dispense with CE

123
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is important, since the relays cannot be expected to altruistically estimate the SN-to-RN links

for simply supporting the source. Furthermore, we invoke the soft-decision aided serially con-

catenated recursive systematic convolutional (RSC) coded and unity-rate coded (URC) system

of Figure 3.10 in the context of our cooperative multicarrier STSK in Figure 5.7 and Figure 5.8

and investigate its performance in both coherent and non-coherent scenarios.

Thus, in this chapter, we propose coherent versus noncoherent SR-aided cooperative MC-

STSK employing both hard-decision as well as soft-decision decoding. The remainder of this

chapter is organised as follows. We commence with the rationale, problem statement and

outline of our contributions in Section 5.2. In Section 5.3, we present an overview of the

proposed system. The joint detection of the signals arriving from the SN-DN and VAA-DN

links is discussed in Section 5.4. The proposed differential multi-carrier cooperative STSK and

the channel-coded soft-decision-based multi-carrier cooperative STSK schemes are outlined in

Section 5.5 and Section 5.6, respectively. In Section 5.7, the attainable performance of the

proposed scheme is investigated. Finally, we conclude in Section 5.8.

5.2 Background and Problem Statement

As discussed in the previous chapters, MIMO schemes allow us to mitigate the fundamental lim-

itations of SISO systems. MIMO systems relying on multicarrier STSK [117,119] are capable of

ensuring link reliability for transmission over realistic dispersive channels, while simultaneously

providing a multiplexing gain at a low decoding complexity. To be specific, STSK combines

the appealing simplicity of SM [47] and of SSK [48] with the attractive the rate versus diversity

tradeoffs provided by linear dispersion codes (LDCs) [11,32]. LDCs constitute a generic MIMO

family subsuming both space-time block codes [9] as well as the Bell Laboratories layered space-

time (BLAST) [15] arrangement and the vertical-BLAST (V-BLAST) [17, 122] schemes. As a

benefit, they are capable of outperforming both STBCs and BLAST/V-BLAST schemes, albeit

at the cost of a higher decoding complexity. Thus STSK is capable of retaining the benefits

of LDCs, while relying on a low-complexity design [55]. However, the antenna elements of a

co-located STSK system typically suffer from spatially correlated large-scale fading imposed

by the ubiquitous shadowing effects [165]. For the sake of mitigating this correlation-induced

diversity-gain erosion, the concept of cooperative space-time processing [166, 167] has become

popular in recent years owing to its benefits accruing from the geographically distributed nature

of relay nodes (RNs), where the relays may be viewed as the distributed elements of a MIMO

system, with each element experiencing uncorrelated fading. Additionally, this cooperative

MIMO architecture enables us to avoid the physical limitations of installing multiple antennas

on a mobile handset.

Recently, the concept of cooperative STSK [54] was proposed for frequency-flat Rayleigh
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fading channels in order to benefit from MS-cooperation, although naturally, this scheme suffers

from the usual throughput loss imposed by the relaying strategy employed. The introduction

of successive relaying (SR) [114], on the other hand, is potentially capable of mitigating the

half-duplex multiplexing loss. Specifically, it was shown in [114] that SR mitigates the typical

50% throughput loss of conventional half-duplex relaying, without eroding its diversity gain.

This recovery of the multiplexing loss is attained, however, at the expense of incurring some

SR-induced interference. SR provides significant performance advantages over the conventional

relaying protocols, especially when the SR-induced interference can be efficiently mitigated. SR

was successfully used in [115] as a near-capacity cooperative space-time coding architecture.

Furthermore, a non-coherent detection based scheme employing both multiple-symbol differen-

tial sphere decoding (MSDSD) and SR was conceived in [168, 169]. However, the SR-induced

interferences encountered both at the RNs and at the destination nodes (DNs) [114] inevitably

limit its performance. A differential STSK aided successive-relay-assisted DF scheme was pro-

posed for cooperative multiuser code-division multiple-access (CDMA) systems [170], which

mitigates the throughput loss imposed by half-duplex relaying. However, this scheme is only

applicable to non-dispersive MIMO scenarios.

To exploit the diversity benefits of cooperative schemes as well as to circumvent the channel-

induced dispersion, while mitigating the throughput loss imposed by half-duplex relaying, we

propose a novel SR based DF cooperative multi-carrier (MC) STSK scheme. We will demon-

strate in Section 5.7 that the coherent SR-aided MC-CDMA STSK scheme performs well, but it

might be unrealistic to expect that the RNs altruistically estimate the SN-to-RN channels. The

estimation of the SN-RN as well as the RN-DN channels would become extremely challenging

under high-mobility scenarios. As a potential remedy, we propose a noncoherent cooperative

MC STSK scheme. The novel contributions of this chapter are as follows.

1. We intrinsically amalgamate for the first time multi-carrier transmissions with a cooper-

ative STSK system for the sake of communicating reliably over hostile multipath chan-

nels. More particularly, we propose MC-CDMA based cooperative STSK for achieving

an improved diversity gain to recover the original input sequence. Although orthogonal

frequency division multiplexing/multiple access (OFDM/OFDMA) or single-carrier fre-

quency division multiple access (SC-FDMA) can be employed for mitigating the channel-

induced dispersion in our STSK based system [117,119], MC-CDMA is capable of provid-

ing the additional benefit of frequency-domain (FD) diversity. The incorporation of MC-

CDMA has the further benefit of substantially reducing both the SR-induced inter-relay

interference (IRI) and co-channel interference (CCI) [114], when employing the specific

SR regime of [168].

2. We propose an SR aided cyclic redundancy checking (CRC) based selective DF cooperative
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Figure 5.1: Transmission protocol of successive relaying (SR) aided cooperation during different time

slots.

STSK scheme. The SR invoked in this context assists us in recovering the multiplexing

loss of conventional half-duplex relaying schemes.

3. We also propose a new modality for the joint detection [54, 168] of the FD-despread

signals gleaned from two successively arriving frames at the DN via the source node (SN)-

to-DN and the virtual antenna array (VAA)-to-DN links by using the single-stream based

maximum likelihood (ML) detector of [52]. The joint detector takes advantage of the

inter-stream interference-free nature of STSK schemes, since always a single dispersion

matrix is activated.

4. A new non-coherent cooperative multi-carrier STSK arrangement using unitary DMs,

rather than using the nonlinear Cayley transform [49,171] is proposed.

5. We propose a powerful serially concatenated turbo-detection based channel-coded cooper-

ative multi-carrier scheme, where the DN iteratively exchanges soft information between

the component decoders, before finally outputting the estimated source information. The

performance of the scheme is evaluated both in the context of the coherent as well as

the differential schemes and compared against the corresponding maximum achievable

capacity benchmarker, using our EXIT chart based semi-analytical method.

Having briefly described the background of the proposed scheme and having outlined the

contributions of this chapter, let us now proceed to the system model of our coherent cooperative

MC STSK arrangement in the following section.

5.3 System Overview of the Coherent Scheme

This section describes our SR-aided coherent cooperative multicarrier STSK scheme. The

typical four-node network topology and transmission protocol of the classic SR scheme [114]

is portrayed in Figure 5.1, while the overall system architecture of our proposed scheme is
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Figure 5.2: Transmission model of SR aided STSK employing FD-spreading/despreading and inverse

fast Fourier transform (IDFT)/fast Fourier transform (DFT)-based MC-CDMA modem.

As an extension to Figure 5.1, each of the two VAAs consists of M number of RNs which

activate relaying depending on the outcome of CRC. The chip-waveform based spread-

despread paradigm overcomes SR induced interferences, whereas the scheme is benefitted

from the joint single-stream based ML detector.
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depicted in Figure 5.2, where the SN, DN and the two VAAs taking part in SR are explicitly

labelled. Additionally, for the sake of enabling the CRC at the RNs, frame-based rather than

symbol-based transmissions are adopted. We assume that the distances between the different

RNs of the same VAA are negligible with respect to the distance between the SN and the DN

(or between the SN and the VAA). Accordingly, a VAA is assumed to exhibit a unitary nature,

when considering the geometric relationship amongst the SN s, the i -th VAA vi, and the DN

d. The average path-loss gains of the SN-VAA and VAA-DN links with respect to the SN-DN

links are denoted by Gsvi
=

(
Dsd

Dsvi

)α

, i = 1, 2 and Gvid =

(
Dsd

Dvid

)α

, i = 1, 2 respectively,

where α is the path-loss exponent and Daa′ , a, a′ ∈ {s, vi, d} represents the distance between

the nodes a and a′. Furthermore, we assume a symmetric structure, where Dsv1 , Dv1d, Gsv1

and Gv1d are identical to Dsv2 , Dv2d, Gsv2 and Gv2d, respectively. Furthermore, all the possible

channel paths are assumed to be frequency-selective Rayleigh fading channels.

5.3.1 The Source Node’s Transmission Model

The SN first attaches the CRC bits to its information bits and transmits them both to the M

RNs of a VAA as well as to the DN in each of its broadcast phases, as seen from Figure 5.2.

To be specific, the CRC-protected bits are first mapped to the L′-PSK or L′-QAM symbol

blocks [54] according to Ss(k) � [s1(k), . . . , sb(k)]T ∈ C
b×1, where k (1, 2, . . .) represents the

block index and each block carries (b · log2 L′) bits. Let us also define the frame length Lf as

the number of (b · log2 L′)-bit signal blocks transmitted in each frame and hence the block index

k is related to the lf -th block of the n-th frame by k = (n × Lf + lf ) .

We divide all the frames into two sets. The frame being broadcast when VAA1 of Figure 5.1

is receiving is referred to as frame-A, which is spread by the spreading sequence Cu
A for user

u, (u = 1, 2, ..., U). By contrast, the frame being broadcast when VAA2 is receiving is referred

to as frame-B, which is spread by Cu
B, where both Cu

A = [Cu
A(1), Cu

A(2), . . . , Cu
A(Sf)] and

Cu
B = [Cu

B(1), Cu
B(2), . . . , Cu

B(Sf)] have a spreading factor of Sf . Both the spreading sequences

Cu
A and Cu

B are Sf -length vectors whose chips are denoted by Cu
A(sf), sf = 1, 2, . . . , Sf

and Cu
B(sf), sf = 1, 2, . . . , Sf , respectively. The block index k (1, 2, . . .) of the signal block

Ss(k) is related to the index k′ (1, 2, . . .) of the spread blocks, e.g. Sc(k
′) = [Cu

A(sf )Ss(k)] ∈
Cb×1 by k′ = k × Sf + sf sf = 1, 2, . . . , Sf , while the spread blocks are generated using

the spreading sequence Cu
A(sf) or Cu

B(sf ), depending on whether frame-A or frame-B is being

transmitted. We assume that a particular spread block is transmitted over b time intervals

and the fading envelope during the transmission of a block of b symbols remains constant.

For the sake of readability, we omit the user index u in the following, except in (5.32) and in

(5.34) where the multiuser scenario is specifically considered. The different users are separated

by their mutually orthogonal user-specific spreading sequences, albeit the multiuser scenario
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. . .
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Figure 5.3: Illustration of the transmission protocol of the SN of Figure 5.2. The Lf transmit blocks

Ss(k) of a transmission frame are spread in FD by the MC-CDMA modem using the

user-specific spreading sequence Cu
A or Cu

B depending on whether frame-A or frame-B

is being transmitted, which results in SfLf spread blocks Sc(k′). Note that the initial

transmit blocks are indexed by k, while the spread blocks are indexed by k′.

is not shown explicitly in Figure 5.2 for avoiding obfuscation. Assuming the spread frame

length (Lf × Sf) to be a multiple of the number Nc of subcarriers, while Nc is equal to or a

multiple of Sf , each frame is mapped to the Nc subcarriers using the Nc-point inverse discrete

Fourier transform (IDFT). Then the cyclic prefices (CPs), which are designed to be longer than

the channel’s delay-spread are attached to avoid any inter-symbol interference (ISI).

In order to further illustrate the transmission protocol of the SN, in Figure 5.3 we further

augment the formation of a transmit frame consisting of Lf transmit blocks, while the frame

will contain SfLf spread blocks. Each of the blocks to be transmitted from the SN denoted

by Ss(k) is a (b × 1)−element vector, where each element of the vector is a L′-PSK/QAM

symbol. Before being mapped to the subcarriers, these symbols are spread in the FD by the

user-specific spreading sequences. We note that the symbols of a specific block will be spread

in the FD by the same spreading sequence. Furthermore, in general, the symbols mapped to

the same subcarrier will be subjected to frequency-flat fading and will be multiplied by the

same FD channel transfer gain. By contrast, the symbols mapped to a different subcarrier

will be multiplied by a different FD channel transfer gain. Hence a particular block Ss(k)

will result in Sf number of spread blocks, each of which can be denoted by [Cu
A(sf)Ss(k)] for
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sf = 1, 2, ..., Sf . The index of these spread blocks is represented by k′, which is related to k

by k′ = k × Sf + sf sf = 1, 2, . . . , Sf . Note that the spread block [Cu
A(sf)Ss(k)] is also a

(b× 1)− element column vector, like the Ss(k) block, since the spread block is generated with

the aid of FD spreading of the Ss(k) block by a single chip of the spreading code. Since a

single Ss(k) block gives rise to Sf number of spread blocks [Cu
A(sf )Ss(k)], sf = 1, 2, . . . , Sf , a

frame consisting of Lf number of Ss(k) k = 1, 2, ..., Lf blocks contains (Lf×Sf ) spread blocks.

After FD spreading of the block symbols, Nc symbols assembled from Nc different spread

blocks are mapped to the Nc subcarriers of our MC-CDMA based parallel modem in order

to form an MC-CDMA symbol. All the b symbols of a particular block are mapped to the

same subcarrier, but are transmitted in b different signalling intervals. Thus the Nc spread

blocks may be viewed as being mapped to the Nc subcarriers. Hence, a particular spread

block [Cu
A(sf )Ss(k)] is assigned to a specific subcarrier and it is multipled by the channel gain

h̃m
sv1

(k′), whereas another spread block indexed by a different k′ (which is expressed by sf), will

be subjected to another channel gain. In this manner, the symbols of the Nc different spread

blocks will experience Nc different channel gains and the combination of these Nc spread blocks

may be viewed as constituting an MC-CDMA symbol block.

Since Nc spread blocks are assigned to Nc subcarriers, the total number of spread blocks

corresponding to a transmit frame is (Lf ×Sf ), which has to be a multiple of Nc. On the other

hand, Nc is a multiple of the spreading factor Sf for the sake of ensuring that the Nc subcarriers

carry an integer number of Ss(k) blocks. Since a single spread block [Cu
A(sf)Ss(k)] ∈ Cb×1

is multipled by a single channel gain h̃m
sv1

(k′), after CP removal and FFT, the received FD

spread block at the m-th relay node (RN) of VAA1, which is denoted by Y m
sv1(k

′) is also a

(b × 1)−element column vector.

The linear convolution between the time-domain (TD) channel input signals and the channel

impulse response (CIR) is transformed into scalar multiplication in the FD [73]. Hence, the FD

signals Y A
sd(k

′) ∈ Cb×1 and Y B
sd(k

′) ∈ Cb×1 received at the DN from the direct SN-DN link of

a particular user and Y m
svi

(k′) ∈ Cb×1, i = 1, 2 at the m-th RN of each VAA are given, after
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CP removal and discrete Fourier transform (DFT), by

Y m
sv1

(k′) =
√

Gsv1 h̃
m
sv1

(k′) [CA(sf )Ss(k)] + Ṽ
m

v1
(k′)

(Frame-A) (5.1)

Y m
sv2

(k′) =
√

Gsv2 h̃
m
sv2

(k′) [CB(sf)Ss(k)] + Ṽ
m

v2
(k′)

(Frame-B) (5.2)

Y A
sd(k

′) = h̃sd(k
′) [CA(sf )Ss(k)] + Ṽ d(k

′)

(Frame-A) (5.3)

Y B
sd(k

′) = h̃sd(k
′) [CB(sf)Ss(k)] + Ṽ d(k

′)

(Frame-B) (5.4)

where h̃m
svi

and h̃sd denote the FD channnel coefficients between the SN and the m-th RNs of

VAA i as well as between the SN and DN, respectively, obeying the complex-valued Gaussian

distributions of CN (0, σ2
svi

) and CN (0, σ2
sd) respectively. Each component of the noise vectors

Ṽ
m

vi
and Ṽ d in (5.1) - (5.4) is a complex-valued Gaussian variable of CN (0, N0), with N0

representing the noise variance.

5.3.2 The Virtual Antenna Array

As already mentioned, each of the two VAAs taking part in the SR paradigm is composed of M

RNs and operates on the principle of the CRC-enabled selective DF strategy of [54, 172]. The

signal received at each RN of a VAA is decoded following FD MC-CDMA despreading. For a

scenario supporting multiple users, the source information of different users are jointly detected

by a ML-multiuser detector (ML-MUD) as discussed in [95]. If the signal at any RN of the

VAA is deemed to be correctly decoded by the CRC, then that specific RN is allowed to engage

in relaying. The same RN re-encodes the decoded bits, similarly to the classic STSK structure

of [49]. Explicitly, according to the relationship of b · log2 L′ = log2(L · Q), the log2 L bits

of source information are mapped to an L-PSK or L-QAM symbol s(k), while the remaining

log2 Q bits select the m-th row vector am
q (k) of the q-th matrix from the set of Q pre-assigned

DMs, Aq ∈ CM×T , (q = 1, 2...., Q). The DMs are generated under the power constraint, as

detailed in [5, 49]: tr(AH
q Aq) = T, (q = 1, 2...., Q), where T represents the number of time

slots used in the specific STSK structure considered and tr(•) and •H denote the trace and the

Hermitian transpose of the matrix ‘•’, respectively. Specifically, the m-th RN maps the decoded

bits to a symbol vector Sm
vi

(k) ∈ C1×T , i = 1, 2, which is given by Sm
vi

(k) = s(k)am
q (k).

Additionally, the activation/deactivation of the m-th RN may be represented by the parameter

αm ∈ {0, 1}, where we have αm = 0, if a decoding error is identified by the CRC, hence

resulting in the termination of relaying and we have αm = 1, otherwise. Note that the source

bit-dependent selection of a dispersion vector out of Q such vectors provides an additional
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Table 5.1: Example of the bit-to-vector mapping of relay node m in the cooperative MC-STSK

scheme of Figure 5.2 for 3 bits per block, employing Q = 2 dispersion matrices and a

QPSK constellation.

Input Q = 2

bits L = 4

am
q (k) s(k) Sm

vi
(k)

0 00 am
1 1 am

1

0 01 am
1 ej π

2 jam
1

0 10 am
1 ej 2π

2 −am
1

0 11 am
1 ej 3π

2 −jam
1

1 00 am
2 1 am

2

1 01 am
2 ej π

2 jam
2

1 10 am
2 ej 2π

2 −am
2

1 11 am
2 ej 3π

2 −jam
2

means of transmitting log2 Q bits, as in the co-located STSK scheme [49, 57]. For the sake

of providing further insight on the bit-to-vector mapping of a relay node m, we elaborate the

bit-to-vector mapping of the cooperative MC-STSK employing Q = 2 and L = 4 in Table 5.1.

However, for the transmission of 3−bits per block, there are several potential combinations of

Q and L given by (Q,L) = (8, 1), (4, 2), (2, 4) and (1, 8). Furthermore, the resultant cooperative

STSK scheme is unambiguously described by the (M, T, Q) parameters in conjunction with the

associated L-PSK or L-QAM modulation. Note that whereas the STSK schemes relying on

co-located antennas were specified by the (M, N, T, Q) parameters, the distributed MC STSK

is specified by (M, T, Q), because we consider an SR aided cooperative scheme relying on a

single DN.

5.3.3 The Receiver Model at Destination

In this section, we describe the decoding principle of the receiver at the DN with the aid of

the double-frame matched filter of [168] for a particular user u. To be specific, a filter matched

to Cu
A is employed during frame-A, whereas a filter matched to Cu

B is employed during the

next consecutive frame-B transmission. Application of this strategy helps to detect signals

during a particular frame, considerably suppressing the SR-induced interferences, especially

with high spreading factor. Considering the FD representations of the signals and the FD

channel response rather than the CIR, the signal received at the DN from the VAA-DN link
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during the frame-A and frame-B transmissions are given by [54, 168]

Y A
v2d(k

′) =

M∑
m=1

[√
Gv2dαmh̃m

v2d(k
′)
[
CB(sf )S

m
v2

(k − Lf )
] ]

+ Ṽ
′
v2d(k

′)

=
√

Gv2dH̃
′
v2d(k

′)

[
CB(sf )Aq(k − Lf )s(k − Lf)

]
+ Ṽ

′
v2d(k

′), (5.5)

Y B
v1d(k

′) =

M∑
m=1

[√
Gv1dαmh̃m

v1d(k
′)
[
CA(sf)S

m
v1

(k − Lf )
] ]

+ Ṽ
′
v1d(k

′)

=
√

Gv1dH̃
′
v1d(k

′)

[
CA(sf)Aq(k − Lf )s(k − Lf)

]
+ Ṽ

′
v1d(k

′), (5.6)

where we have

H̃
′
vid

(k′) � [α1h̃
1
vid

(k′), . . . , αM h̃M
vid

(k′)] ∈ C
1×M , i = 1, 2 (5.7)

and

Aq(k − Lf) =

⎡
⎢⎢⎣

a1
q(k − Lf )

...

aM
q (k − Lf )

⎤
⎥⎥⎦ ∈ C

M×T . (5.8)

The FD channel coefficients h̃m
vid

(k′) and the noise components Ṽ
′
vid

(k′) for i = 1, 2 and m =

1, 2, . . . , M obey the complex-valued Gaussian distributions of CN (0, σ2
vid

) and CN (0, N0), re-

spectively.

Applying the vectorial stacking operation vec(·) to both sides of (5.5) and (5.6), we arrive

at the linearized VAA-DN link output signals, similarly to the LDCs of [32],

Ȳ
A
v2d(k

′) =
√

Gv2dH̄
′
v2d(k

′)CB(sf)χK(k − Lf ) + V̄
′
v2d(k

′), (5.9)

Ȳ
B
v1d(k

′) =
√

Gv1dH̄
′
v1d(k

′)CA(sf)χK(k − Lf ) + V̄
′
v1d(k

′), (5.10)

where we have

Ȳ
A
v2d(k

′) = vec(Y A
v2d(k

′)) ∈ C
T×1 (5.11)

Ȳ
B
v1d(k

′) = vec(Y B
v1d(k

′)) ∈ C
T×1 (5.12)

χ � [vec(A1), · · · , vec(AQ)] ∈ C
MT×Q (5.13)

H̄
′
vid

(k′) �
√

Gvid

[
IT⊗H̃

′
vid

(k′)

]
∈ C

T×MT , i = 1, 2 (5.14)
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Figure 5.4: Illustration of the proposed SR based cooperative STSK protocol of Figure 5.2 in order

to conceive the joint ML detector using the different transmitted and received symbol

blocks of the corresponding frames. The solid box represents that the related node is

transmitting, while signal reception at a particular node is indicated by the dashed box.

K(k − Lf) � [0, · · · , 0︸ ︷︷ ︸
q−1

, s(k − Lf ), 0, · · · , 0︸ ︷︷ ︸
Q−q

]T ∈ C
Q×1 (5.15)

V̄
′
vid

(k′) = vec(Ṽ
′
vid

(k′)) ∈ C
T×1, i = 1, 2. (5.16)

Here the equivalent signal vector K(k − Lf ) has only a single non-zero symbol component

s(k − Lf ) placed in the q-th position, IT ∈ CT×T is the identity matrix and ⊗ represents the

Kronecker product, while •T denotes the transpose of the matrix ‘•’.

The combined received signal at the DN during both the frame-A and frame-B transmissions

is constituted by the superposition of the signals arriving from the SN-DN link and the VAA-DN

links, which can be expressed as [168]:

Y A(k′) = h̃sd(k
′)CA(sf)Ss(k) + Ṽ d(k

′)

+
√

Gv2dH̃
′
v2d(k

′)CB(sf )Aq(k − Lf )s(k − Lf ) + Ṽ
′
v2d(k

′), (5.17)
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and

Y B(k′) = h̃sd(k
′)CB(sf)Ss(k) + Ṽ d(k

′)

+
√

Gv1dH̃
′
v1d(k

′)CA(sf )Aq(k − Lf )s(k − Lf ) + Ṽ
′
v1d(k

′). (5.18)

Now, employing the double-frame matched-filter based despreading and defining the equiv-

alent SN-DN channel transfer function by

h̄sd(k) � 1

Sf

[
h̃sd(k

′) + h̃sd(k
′ + 1) + · · ·+ h̃sd(k

′ + Sf − 1)

]
(5.19)

and the equivalent VAA2-DN channel matrix by

H̄v2d(k) � 1

Sf

[
H̄

′
v2d(k

′) + H̄
′
v2d(k

′ + 1) + · · ·+ H̄
′
v2d(k

′ + Sf − 1)

]
(5.20)

where k is related to k′ by k =

⌈
k′

Sf

⌉
and �· denotes the ceiling (·) operator, the pair of despread

signals gleaned from the SN-DN and the VAA2-DN links can be extracted from Y A(k′) during

the transmission of frame-A, which is given by

zA
s (k) = h̄sd(k)Ss(k) + Iv2(k) + V d(k) (5.21)

z̄A
v2

(k) = H̄v2d(k)χK(k − Lf ) + Is(k) + V v2d(k). (5.22)

Similarly, the despread signals from Y B(k′) during frame-B’s transmission may be expressed

as

zB
s (k) = h̄sd(k)Ss(k) + Iv1(k) + V d(k) (5.23)

z̄B
v1

(k) = H̄v1d(k)χK(k − Lf ) + Is(k) + V v1d(k) (5.24)

where z̄A
v2

(k) and z̄A
v2

(k) are the vectorially stacked despread signal from the VAA-DN links,

Is(k), Iv1(k) and Iv2(k) are the interference terms that are substantially mitigated by the

specific spread-despread regime, especially at a high Sf and V d(k), V v1d(k) and V v2d(k) are

the AWGN terms imposed on the corresponding signals. We note that owing to the employment

of SR in our scheme, the information is received by the DN from the direct SN-DN link as well

as from the VAA-DN link during both the broadcast and the cooperation phase. This leads to

the total normalized throughput of

R =
b · log2 L′ + T log2(L · Q)

b + T
=

2log2(L · Q)

b + T
[bits/symbol duration] , (5.25)

which is twice that of the corresponding half-duplex scheme1 [54]. This benefit, however,

is achieved at the cost of supporting less users, because the available number of spreading

sequences becomes less as a consequence of employing SR.

1We note that when invoking an MC-CDMA spreading factor of Sf , this throughput is commensurately reduced.

However, when supporting U = Sf users in a fully-loaded CDMA system, this throughput reduction is compensated.
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5.4 Joint Single-Stream ML Detection of the Proposed Cooperative

Scheme

The joint single-stream ML detector of our scheme detects the source information from the

signals received from both the SN-DN and the VAA-DN links as detailed in [54,167], but takes

the delay of the relayed frame due to both SR and the double-frame FD despreading [168] into

account.

The different stages of the joint detection procedure appropriately combining the compo-

nents of the transmitted, received and despread signals during the different transmission frames

are visualized in Figure 5.4. It is plausible that due to the inherent nature of SR, the two repli-

cas of the same frame, which are broadcast through the direct SN-DN link during the broadcast

phase - with its counterpart forwarded by the VAA through the VAA-DN link in the consecutive

cooperative phase - cannot arrive at the DN at the same time. Hence, as seen from Figure 5.4,

joint detection of the transmitted information has to be carried out over two consecutive frames

of the FD despread received signals.

Thus, the joint detection of the source information of a user broadcast by the SN during

Frame-A is performed by combining the above-mentioned two replicas. This combination yields

the Frame-A received sequence ZA(k), which may be formally expressed as [54, 167]:

ZA(k) �
[

zA
s (k)

z̄B
v1

(k + Lf )

]

= HA
J (k)S̄s(k) + V J(k) ∈ C

(b+T )×1 (5.26)

where we have

S̄s(k) �
[

Ss(k)

K(k)

]
∈ C

(b+Q)×1 (5.27)

NJ(k) =

[
Iv2(k) + V d(k)

Is(k + Lf) + V v1d(k + Lf )

]
∈ C

(b+T )×1 (5.28)

and the combined FD channel transfer matrix

HJ(k) �

⎡
⎣ h̄sd(k)Ib 0b×Q

0T×b H̄v1d(k + Lf )χ

⎤
⎦ ∈ C

(b+T )×(b+Q), (5.29)

has two submatrices expressed by h̄sd(k)Ib ∈ Cb×b and H̄v1d(k + Lf )χ ∈ CT×Q respectively

and two zero-matrices.

Additionally, the equivalent transmit signal vector of the k-th block K(k) in (5.27) using

the q-th DM and the lc-th constellation symbol slc may be expressed by

K lc,q =

[
0, · · · , 0︸ ︷︷ ︸

q−1

, slc , 0, · · · , 0︸ ︷︷ ︸
Q−q

]T

∈ C
Q×1, (5.30)
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where slc is placed exactly at the q-th position.

If the SR-imposed interference components Iv2 and Is are approximated by noise processes,

the equivalent noise process V J can be assumed to be Gaussian-distributed having the same

variance as Iv2 and Is.

The joint ML detector conceived for our cooperative scheme estimates the source information

during Frame-A transmission of a particular user based on the FD despread direct SN-DN

frame and on the FD despread frame arriving via the VAA1-DN link, which may be formulated

as [52, 54]:

[
q̂(k), l̂c(k)

]
= arg min

q,lc

{∣∣∣∣
∣∣∣∣ZA(k) − HA

J (k)S̄
q,lc
s

∣∣∣∣
∣∣∣∣2
}

= arg min
q,lc

{∣∣∣∣
∣∣∣∣zA

s (k) − h̄sd(k)Sq,lc
s

∣∣∣∣
∣∣∣∣2 +

∣∣∣∣
∣∣∣∣z̄B

v1
(k + Lf ) − slc

(
H̄v1d(k + Lf )χ

)
q

∣∣∣∣
∣∣∣∣2
}

,

(5.31)

where ‖ • ‖ represents the Euclidean norm of the matrix ‘•’, Sq,lc
s and S̄

q,lc
s are the legitimate val-

ues of the symbol blocks Ss(k) and S̄s(k) specified by the indices (q, lc), while (H̄v1d(k+Lf )χ)q

indicates the q-th column of H̄v1d(k + Lf)χ. As seen from Figure 5.4, the joint ML detector

for the next consecutive frame can be formulated from zB
s (k + Lf) and zA

v2
(k +2Lf ). Since the

signal vectors received from the RNs during the VAA’s cooperation phase are composed of the

row vectors from a single DM, the joint detection scheme remains immune to the inter-stream

interferences.

In a multiuser scenario the received sequence will be the superposition of the sequences

corresponding to the individual users. Since the orthogonality of the spreading sequences of

different users is destroyed by the dispersive channels, multiuser interference (MUI) is imposed.

Upon reinstating the user index u, we can formulate the superposed destination signal with

the aid of (5.3) and (5.10) in a form similar to (5.26), which has the additional MUI term seen

below:

Y A(k′) =

U∑
u=1

[
Y A,u

sd (k′)

Ȳ
B,u
v1d

(k′ + Lf · Sf)

]

= HA,v
J ′ (k′)S̄

v
c(k

′)︸ ︷︷ ︸
desired user’s signal

+

U∑
u=1
u �=v

HA,u
J ′ (k′)S̄

u
c (k

′)

︸ ︷︷ ︸
MUI

+ V u
J(k′)︸ ︷︷ ︸

additive noise

(5.32)

where S̄
u
c (k

′), N u
J(k′) and HA,u

J ′ (k′) are defined similar to S̄s(k), NJ(k) and HA
J (k) in (5.27),

(5.28) and (5.29) respectively, but refer to the transmission of the spread symbol block indexed

by k′ of user u. Furthermore, the desired user has been denoted by v, the generalized user by

u, whereas u �= v represents the interferring user.
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A multiuser detector (MUD) [95,173] combined with the single-stream ML detector of [49,57]

may be used in the multiuser scenario for jointly detecting the information of the different users.

Since the source information of users in the k-th symbol block Su
s (k) is spread over Sf blocks

from Y A(kSf + 1) to Y A([k + 1] Sf), the ML-MUD may be formulated as:

[
q̂ (k) , l̂c (k)

]
= arg min

q, lc

Sf∑
sf=1

{∥∥∥∥Y A,u
sd (k · Sf + sf) −

U∑
u=1

h̃u
sd(k · Sf + sf )C

u
A(sf )S

qu,luc
s

∥∥∥∥2

+

∥∥∥∥Ȳ B,u
v1d

([k + Lf ] · Sf + sf)

−
U∑

u=1

Cu
B(sf)sluc

(
H̄

u
v1d ([k + Lf ] · Sf + sf) χ

)
qu

∥∥∥∥2
}

(5.34)

in order to jointly estimate the set of indices for the DM, q (k) =
{
q1 (k) , . . . , qU (k)

}
and the

constellation symbol, lc (k) =
{
l1c (k) , . . . , lUc (k)

}
. In (5.34), the transmitted indices for the

u-th user are represented by qu and luc respectively, sluc denotes the luc -th constellation symbol

of user u and (•)qu indicates the qu-th column of the matrix ‘•’.

Equation (5.32) and (5.34) explicitly portray the MUI, but the MUD complexity escalates

upon increasing the number of users, despite the fact that each user activates a single DM at a

time, as indicated by the qu-th column of the dispersion character matrix (DCM) χ in (5.34).

5.5 Design of a Cooperative Noncoherent Multicarrier STSK Scheme

In this section, we introduce our differentially-encoded and non-coherently detected multi-

carrier cooperative STSK scheme relying on SR dispensing with any channel estimation. Fig-

ure 5.5 depicts the schematic of our cooperative differential MC STSK scheme. This arrange-

ment retains all the benefits of its coherent counterpart, but typically requires a 3 dB higher

power. As in the cooperative coherent MC STSK scheme of Figure 5.2, we assume two identical

VAA arrangements whose architectures are shown explicitly in the dashed box of Figure 5.5.

Regarding our differential encoding scheme, the following points are worth mentioning with

special emphasis:

1. The dispersion matrices we use for the differential cooperative STSK scheme are directly

generated unitary matrices Aq (q = 1, ..., Q), which allow us to avoid the nonlinear Cayley

transform of [49].

2. The differential encoding requires satisfying the STSK-related condition of relying on

M = T , so that the resultant STSK signalling blocks are (T ×T )-element square matrices.

3. Differential encoding of the multicarrier based system can be performed either in the TD

(differential encoding across the consecutive symbols of the same sub-carrier) or in the
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FD (differential encoding across the symbols of the adjacent sub-carriers of the same MC-

CDMA block). We opted for invoking the TD approach, because our scheme was conceived

for frequency-selective channels, which exhibit flat fading for the individual sub-carriers,

while the FD channel envelope of the adjacent sub-carriers might be different.

5.5.1 The Source Node’s Transmission Protocol

In the differential scheme we utilize L′−ary differential phase-shift keying (L′-DPSK) modula-

tion at the SN. The SN’s transmit blocks Ss(k) � [s1(k), . . . , sb(k)]T ∈ Cb×1 k = 1, 2, . . . , Lf

are spread in the FD in the same manner as in the coherent scheme of Subsection 5.3.1. The

spread blocks Sc(k
′) = [sc,1(k

′), . . . , sc,b(k
′)]T are obtained from Ss(k) according to Sc(k

′) =

[CA(sf )Ss(k)] or using Sc(k
′) = [CB(sf)Ss(k)] , where we have sf = 1, 2, . . . , Sf and k′ =

k × Sf + sf , depending on which frame is being transmitted. The consecutive spread blocks

under the same sub-carrier are placed Nc blocks apart in any transmission frame, where Nc is

the number of sub-carriers. Hence, the differentially encoded transmit block S ′
s(k

′) ∈ C
b×1 for

k′ = −(Nc − 1), . . . , 0, 1, 2, . . . , SfLf at the SN of each transmission frame is related to Sc(k
′)

by

S ′
s(k

′) =

⎧⎪⎪⎨
⎪⎪⎩

[s′1(k
′), . . . , s′b(k

′)]T k′ = 1, 2, . . . , SfLf ,[
1, 1, . . . , 1︸ ︷︷ ︸

b

]T
k′ = −(Nc − 1), . . . , 1, 0,

(5.35)

where we have:

s′j(k
′) = s′j(k

′ − Nc)sc,j(k
′), j = 1, 2, . . . , b. (5.36)

The TD differential encoding process at the SN may be further explained with the aid

of Figure 5.6. As noted, the consecutive symbols under the same sub-carrier of the spread

blocks are placed Nc blocks apart. Hence, as shown in Figure 5.6, differential encoding is

performed over these blocks, for example, over the blocks Sc(1), Sc(Nc + 1), Sc(2Nc + 1) etc.

The differentially encoded transmit blocks S′
s(k

′) are generated using the differential encoding

rules specified by (5.35) and (5.36) and are also shown in Figure 5.6.

Let us define the bj−th symbol (bj = 1, 2, . . . , b) of the k′−th spread block Sc(k
′) by Sc(k

′, bj).

Taking the TD differential en-/decoding operation into consideration, the FD signals Y A
sd(k

′) ∈
Cb×1 and Y B

sd(k
′) ∈ Cb×1 received at the DN from the direct SN-DN link during frame-A and

frame-B may be expressed as [171]

Y A
sd(k

′) =

⎡
⎢⎢⎢⎢⎢⎣

Y A
sd(k′, 1)

Y A
sd(k′, 2)

...

Y A
sd(k

′, b)

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

Y A
sd(k′ − Nc, 1)Sc(k

′, 1)

Y A
sd(k′ − Nc, 2)Sc(k

′, 2)
...

Y A
sd(k

′ − Nc, b)Sc(k
′, b)

⎤
⎥⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎢⎣

Ṽ A
sd(k

′, 1)

Ṽ A
sd(k

′, 2)
...

Ṽ A
sd(k′, b)

⎤
⎥⎥⎥⎥⎥⎦ (5.37)
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Differential Encoding

. . .

sc,1(1)

sc,2(1)

...

sc,b(1)

...
...

sc,1(Nc)

sc,2(Nc)

sc,b(Nc)

...

sc,b(2Nc)

sc,2(2Nc)

sc,1(2Nc)

. . .
sc,2(SfLf )

sc,1(SfLf )

...

sc,b(SfLf )

sc,1(2Nc + 1)

sc,2(2Nc + 1)

sc,b(2Nc + 1)

. . .

sc,1(Nc + 1)

sc,2(Nc + 1)

sc,b(Nc + 1)

Sc(SfLf )Sc(2Nc) Sc(2Nc + 1)Sc(Nc) Sc(Nc + 1)Sc(1)

s′2(1)

s′b(1)

s′1(1)1

1

1

...

1

1

1

s′1(Nc + 1)s′1(Nc)

s′b(Nc)

s′2(Nc). . . ... ...
. . . . . .

S′
s(0) S′

s(1)S′
s(−[Nc − 1]) S′

s(Nc) S′
s(Nc + 1) S′

s(SfLf )

s′2(Nc + 1)

s′b(Nc + 1)

...
...

s′1(SfLf )

s′2(SfLf )

s′b(SfLf )

Figure 5.6: Illustration of the TD differential encoding process at the SN of our differential coopera-

tive MC STSK arrangement shown in Figure 5.5. The FD-spread transmit blocks Sc(k′)

of a transmission frame are then differentially encoded across the same subcarrier blocks,

which results in the final transmit blocks specified by S′
s(k

′), and generated using (5.35)

and (5.36).

and

Y B
sd(k

′) =

⎡
⎢⎢⎢⎢⎢⎣

Y B
sd (k′, 1)

Y B
sd (k′, 2)

...

Y B
sd (k′, b)

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

Y B
sd (k′ − Nc, 1)Sc(k

′, 1)

Y B
sd (k′ − Nc, 2)Sc(k

′, 2)
...

Y B
sd (k′ − Nc, b)Sc(k

′, b)

⎤
⎥⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎢⎣

Ṽ B
sd (k′, 1)

Ṽ B
sd (k′, 2)

...

Ṽ B
sd (k′, b)

⎤
⎥⎥⎥⎥⎥⎦ , (5.38)

respectively, where Ṽ
A

sd(k
′) ∈ Cb×1 and Ṽ

A

sd(k
′) ∈ Cb×1 are the corresponding AWGN vectors.

Equations (5.37) and (5.38) may be rewritten as

Y A
sd(k

′) =

⎡
⎢⎢⎢⎢⎢⎣

Y A
sd(k

′ − Nc, 1) 0 · · · 0

0 Y A
sd(k′ − Nc, 2) · · · 0

...
...

. . .
...

0 0 · · · Y A
sd(k′ − Nc, b)

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

Sc(k
′, 1)

Sc(k
′, 2)
...

Sc(k
′, b)

⎤
⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

Ṽ A
sd(k′, 1)

Ṽ A
sd(k′, 2)

...

Ṽ A
sd(k

′, b)

⎤
⎥⎥⎥⎥⎥⎦ (5.39)
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and

Y B
sd(k

′) =

⎡
⎢⎢⎢⎢⎢⎣

Y B
sd (k′ − Nc, 1) 0 · · · 0

0 Y B
sd (k′ − Nc, 2) · · · 0

...
...

. . .
...

0 0 · · · Y B
sd (k′ − Nc, b)

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

Sc(k
′, 1)

Sc(k
′, 2)
...

Sc(k
′, b)

⎤
⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

Ṽ B
sd (k′, 1)

Ṽ B
sd (k′, 2)

...

Ṽ B
sd (k′, b)

⎤
⎥⎥⎥⎥⎥⎦ , (5.40)

respectively. Defining HA
sd(k

′) and HB
sd(k

′) by

HA
sd(k

′) = diag {Y ′
A (k′ − Nc, 1) , ..., Y ′

A (k′ − Nc, b)} ∈ C
b×b (5.41)

and

HB
sd(k

′) = diag {Y ′
B (k′ − Nc, 1) , ..., Y ′

B (k′ − Nc, b)} ∈ C
b×b, (5.42)

respectively, where the notation diag {a1, ..., ab} represents a (b × b)−element diagonal matrix

having diagonal entries of a1, . . . , ab, (5.39) and (5.40) reduce to

Y A
sd(k

′) = HA
sd(k

′) [CA(sf)Ss(k)] + Ṽ
A

sd(k
′) (5.43)

and

Y B
sd(k

′) = HB
sd(k

′) [CB(sf)Ss(k)] + Ṽ
B

sd(k
′), (5.44)

respectively, where we have

Sc(k
′) =

⎧⎨
⎩CA(sf)Ss(k), Frame-A transmission,

CB(sf)Ss(k). Frame-B transmission.
(5.45)

5.5.2 The Virtual Antenna Array

The RN m of VAA i transmits only the m-th row of the differentially encoded STSK codeword,

while the STSK signalling block X(k) = s(k)Aq(k) ∈ CT×T is created from the correctly

decoded bits at the RN by activating a single DM, Aq(k) (q = 1, ..., Q) for the transmission

of the L-PSK or L-QAM symbol, s(k) = sl. The STSK space-time codeword X(k) is further

FD spread to X̃(k′) = CA(sf)X(k) ∈ CT×T sf = 1, 2, . . . , Sf or to X̃(k′) = CB(sf)X(k) ∈

CT×T sf = 1, 2, . . . , Sf , depending on which frame is being transmitted, where k =

⌈
k′

Sf

⌉
and

sf =
(
[k′]Sf

)
(‘[·]Sf

’ denotes the modulo-Sf operator). So for the VAA-DN link, we have the
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differentially encoded codeword Svi
(k′) ∈ CT×T expressed by

Svi
(k′) =

⎧⎨
⎩Svi

(k′ − Nc)X̃(k′) k′ = 1, 2, . . . , SfLf ,

IT k′ = −(Nc − 1), . . . , 1, 0
(5.46)

for each transmit frame, where IT ∈ CT×T denotes the identity matrix.

5.5.3 Joint Detection at The Destination Node

Defining the signals received via the VAA-DN links Y A
v2d(k

′) ∈ C1×T and Y B
v1d(k

′) ∈ C1×T in

terms of the relay activation parameter αm as in (5.5) and (5.6), we have

Y A
v2d(k

′) = Y A
v2d(k

′ − Nc)CB(sf )X(k − Lf) + V̄
′
v2d(k

′) (5.47)

Y B
v1d(k

′) = Y B
v1d(k

′ − Nc)CA(sf)X(k − Lf) + V̄
′
v1d(k

′) (5.48)

where V̄
′
v2d(k

′) ∈ C1×T and V̄
′
v1d(k

′) ∈ C1×T are the corresponding AWGN vector.

Replacing Y A
v2d(k

′ − Nc) and Y B
v1d(k

′ − Nc) by Hv2d(k
′) and Hv1d(k

′) respectively for the

differential scheme, the equivalent received signals Ȳ
A
v2d(k

′) = vec
[
Y A

v2d(k
′)
]
∈ CT×1 and

Ȳ
B
v1d(k

′) = vec
[
Y B

v1d(k
′)
]
∈ CT×1 may be expressed as:

Ȳ
A
v2d(k

′) = Hv2d(k
′)CB(sf )χK(k − Lf ) + V̆

′
v2d(k

′) (5.49)

Ȳ
B
v1d(k

′) = Hv1d(k
′)CA(sf )χK(k − Lf) + V̆

′
v1d(k

′) (5.50)

where

Hv2d(k
′) =

√
Gvid[IT⊗Hv2d(k

′)] ∈ C
T×MT , (5.51)

Hv1d(k
′) = IT⊗Hv1d(k

′)] ∈ C
T×MT , (5.52)

V̆
′
v2d(k

′) = vec
[
N̄

′
v2d(k

′)
]
∈ C

T×1, (5.53)

V̆
′
v1d(k

′) = vec
[
N̄

′
v1d(k

′)
]
∈ C

T×1 (5.54)

and

M = T. (5.55)

Applying FD double-frame matched filter based despreading at the DN, we obtain

zA
s (k) = H̄

A
sd(k)Ss(k) + Iv2(k) + V A

sd(k) (5.56)

z̄A
v2

(k) = H̆v2d(k)χK(k − Lf ) + Is(k) + V v2d(k) (5.57)

zB
s (k − Lf ) = H̄

B
sd(k − Lf )Ss(k − Lf ) + Iv1(k − Lf ) + V B

sd(k − Lf) (5.58)

z̄B
v1

(k + Lf ) = H̆v1d(k + Lf)χK(k) + Is(k + Lf ) + V v1d(k + Lf) (5.59)
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Figure 5.7: Transmission model of near-capacity RSC and URC-aided SN and RNs of the cooperative

multi-carrier scheme between two VAAs.

where H̄
A
sd(k), H̄

B
sd(k), H̆v1d(k) and H̆v2d(k) are related to HA

sd(k
′), HB

sd(k
′), Hv1d(k

′) and

Hv2d(k
′), respectively in a similar manner as in (5.19) and (5.20).

The joint ML detector of (5.31) can now be applied, employing zA
s (k), z̄B

v1
(k + Lf ), H̄

A
sd(k)

and H̆v2d(k + Lf) to estimate the Frame-A information. For the estimation of Frame-B signal,

the joint ML detector of (5.31) has to be applied employing zB
s (k − Lf ), z̄A

v2
(k), H̄

B
sd(k − Lf )

and H̆v2d(k).

5.6 Soft-Decision SR Multicarrier Cooperative STSK

In this section, we propose the powerful channel-coded cooperative scheme illustrated in Fig-

ure 5.7 and Figure 5.8, which employs soft-decision based iterative detection. As demonstrated

in Figure 5.7, our transmitter consists of a three-stage serially concatenated recursive system-

atic convolutional (RSC) and unity-rate coding (URC)-aided L-PSK/QAM mapper followed

by the MC-CDMA FD spreader plus the IFFT module based modulator. At each of the RNs of

each VAA, the same two-component serially concatenated RSC-URC scheme is amalgamated

with our multi-carrier based STSK despread/spread and de/encode regime. The blocks Πs and

Πr in Figure 5.7 represent the random bit interleavers used both at the SN and at each RN
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Figure 5.8: The three-stage iterative detector at destination.

of each VAA. Our soft-decision based scheme can be employed for both the coherent and for

the differential cooperative multi-carrier STSK arrangement, where the latter has a differential

encoding block before the transmit antenna. The differential encoding block is shown dotted

in Figure 5.7.

The iterative receiver of the destination in our three-stage cooperative arrangement is por-

trayed in Figure 5.8. The signals received after FFT and FD despreading during phase n at

the destination node (DN) are detected iteratively. Except for the first and last phase of the

(N + 1)-phase relaying protocol, the DN jointly detects the information of phase n gleaned

from the signals received from the SN in addition to that acquired via the VAA during phase

(n + 1). As such, the relayed signal of frame (n + 1) is jointly detected with the SN’s signal of

frame n, while that from the relayed frame n is treated as interference.

The conditional probability P
(
ZA(k) | S̄

q,lc
s , HJ(k)

)
can be deduced according to the sys-

tem model described by (5.26) as:

P
(
ZA(k) | S̄

q,lc
s , HJ(k)

)
=

1

(πN0)
b+T

e
−

∥∥∥ZA(k) − HA
J (k)S̄

q,lc
s

∥∥∥2

N0 (5.60)

where ∥∥∥ZA(k) − HA
J (k)S̄

q,lc
s

∥∥∥2

=

∥∥∥∥∥
[

zA
s (k)

z̄B
v1

(k + Lf )

]
−
[

h̄sd(k)Sq,lc
s

H̄v1d(k + Lf)χK lc,q

]∥∥∥∥∥
2

(5.61)

and Sq,lc
s (k) and S̄

q,lc
s (k) represent the symbol blocks as discussed in Section 5.4 and specified

by the indices (q, lc). For the differential scheme, the substitutions detailed in Section 5.5 have
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to be made.

We note that if at stage n, the equivalent FD received signal zA
s (k) received directly from

the SN carries B channel-coded bits b = [b1, b2, ..., bB], then the extrinsic logarithmic-likelihood

ratio (LLR) of bits, bk, k = 1, ..., B gleaned from the demapper can be expressed as [5, 143]:

L3,e(bk) = ln

∑
Sq,lc

s ∈S1

exp

[
−
∥∥zA

s (k) − h̄sd(k)Sq,lc
s

∥∥2

N0

+
∑
j �=k

bjL3,a(bj)

]
∑

Sq,lc
s ∈S0

exp

[
−
∥∥zA

s (k) − h̄sd(k)Sq,lc
s

∥∥2

N0

+
∑
j �=k

bjL3,a(bj)

] (5.62)

where S1 and S0 represent the subsets of the legitimate signal vectors transmitted directly by

the SN-DN link Ss(k) corresponding to bits bk = 1 and bk = 0, respectively and L3,a(bj) is the

a priori LLR corresponding to the “inner” decoder bits bj .

Similarly the (n + 1) stage LLRs acquired from the VAA demapper for the same bits bk, k =

1, ..., B obtained from zB
v1

(k + Lf) can be formulated as:

L5,e(bk) = ln

∑
Klc,q∈K1

exp

[
−
∥∥zB

v1
(k + Lf) − H̄v1d(k + Lf)χK lc,q

∥∥2

N0

+
∑
j �=k

bjL5,a(bj)

]
∑

Klc,q∈K0

exp

[
−
∥∥zB

v1
(k + Lf) − H̄v1d(k + Lf)χK lc,q

∥∥2

N0
+
∑
j �=k

bjL5,a(bj)

] ,

(5.63)

where K1 and K0 represent the subspaces of the possible equivalent transmit vectors K for

bk = 1 and bk = 0, respectively, while L5,a(bj) is the a priori LLR of the “outer” decoder

corresponding to bits bj .

Equations (5.62) and (5.63) can be re-written using the approximate-logarithmic-maximum

a posteriori (Approx-log-MAP) algorithm [145,155] as

L3,e(bk) = jac
Sq,lc

s ∈S1

[
−
∥∥zA

s (k) − h̄sd(k)Sq,lc
s

∥∥2

N0
+
∑
j �=k

bjL3,a(bj)

]

− jac
Sq,lc

s ∈S0

[
−
∥∥zA

s (k) − h̄sd(k)Sq,lc
s

∥∥2

N0
+
∑
j �=k

bjL3,a(bj)

]
, (5.64)

and

L5,e(bk) = jac
Klc,q∈K1

[
−
∥∥zB

v1
(k + Lf) − H̄v1d(k + Lf)χK lc,q

∥∥2

N0
+
∑
j �=k

bjL5,a(bj)

]

− jac
Klc,q∈K0

[
−
∥∥zB

v1
(k + Lf ) − H̄v1d(k + Lf )χKlc,q

∥∥2

N0
+
∑
j �=k

bjL5,a(bj)

]
, (5.65)
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respectively, where jac
Sq,lc

s ∈S1

[•] , jac
Sq,lc

s ∈So

[•] , jac
Klc,q∈K1

[•] and jac
Klc,q∈K0

[•] represent the Jacobian

logarithm of the expression ‘•’ under the conditions specified by Sq,lc
s ∈ S1, Sq,lc

s ∈ S0, Klc,q ∈
K1 and K lc,q ∈ K0, respectively. We repeat here that the substitutions detailed in Section 5.5

have to be made for the differential scheme.

Now the exchange of extrinsic information takes place between the DN’s demapper-URC-

RSC decoder processing frame n (which may be referred to as the “inner” decoder) and the

STSK demapper-URC block detecting the VAA frame (n+1) (treated as the “outer” decoder).

The extrinsic LLR is apprpriately interleaved and deinterleaved by the SN as well as by the

VAA interleavers and deinterleavers Πs, Π−1
s , Πr and Π−1

r respectively, for the sake of generating

the appropriate a priori LLRs for the next iteration. During the last “outer” iteration, the

LLR values L1,p(u1) of the original information bits u1 are passed to the hard-decision block of

Figure 5.8 for estimating the source information. The source information of the next frame is

detected in the same manner, processing the frame received directly from the SN by the DN

and the relayed frame received during the consecutive cooperative frame from the other VAA.

This process continues, until the detection of the last frame is completed.

5.7 Performance of the Proposed Cooperative Scheme

In this section, the performance of our cooperative multi-carrier STSK scheme relying on the

parameters of Table 5.2 is investigated and compared to that of our benchmark schemes. The

performance of the STSK based scheme, especially its diversity-multiplexing tradeoff depends

mainly on the specific objective function (OF) used for the optimization of the DMs utilized [57].

More explicitly, the pre-assigned spreading matrices can be optimized using different OFs,

as detailed in [5, 32]. We have employed an exhaustive search over 106 candidate DM sets

for minimizing the pairwise symbol error probability (PSEP) under the power constraint as

mentioned in Subsection 5.3.2 for the optimization of the DMs used in our proposed scheme.

Further detailed discussions on the spreading matrix design can be found in [131,132,134].

5.7.1 BER Performance of the Coherent Cooperative MC STSK

Figure 5.9 shows the bit-error ratio (BER) performance of the coherent cooperative multi-

carrier STSK(2,2,4) scheme employing QPSK modulation and compares the performances of

different DF schemes in the dispersive typical-urban (TU) scenario characterized by the COST

207-TU12 channel model. The detailed power delay profile of the 12 taps which determine

the coherence bandwidth and/or delay spread of this channel model may be found in [139]

and in [141]. The delay spread of the channel is found to be στ = 1.0 μs, which determines
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Table 5.2: Simulation parameters adopted for SR-aided MC STSK scheme

Simulation Parameter Adopted Value

Fast fading model Correlated Rayleigh fading

Doppler frequency 0.01

Channel specification COST 207-TU12, 12-tap channel

delay-spread = 1.0 μs [141]

No. of subcarriers 64, 256 (used only for Sf = 256)

Length of cyclic prefix 32

Symbol duration, T 500 ns

CRC code CRC - 4

Path loss co-efficient, α 4

No. of RNs in a VAA, M 2

No. of Tx time slots, T 2

Distance of VAA from SN 1/3 of SN-DN distance

No. of dispersion matrices Q = 2, 4

Distributed STSK specification (M = 2, T = 2, Q = 2, 4)

Modulation order 2, 4

Spreading codes Walsh-Hadamard

Spreading factor 16, 64, 256

RSC code (2, 1, 2)

Generator polynomials (gr, g) = (3, 2)8

Size of interleavers 240, 000 bits

Inner decoding iterations 2

Outer decoding iterations 6

the coherence bandwidth according to [174]: Bc =
1

(2π) · στ
≈ 160 KHz, where the value

of the constant α = 2π is assumed according to [175]. These channel parameters and the

overall system’s symbol duration of T = 500 ns demonstrate that the individual subchannels

experience frequency-flat fading and the length of cyclic prefices adopted in Table 5.2 ensures

the absence of ISI. The different DF schemes compared in our investigations, however, are:

1) the perfect DF scheme, 2) the proposed scheme assuming perfect interference cancellation,

3) the proposed SR scheme employing CRC based selective DF and 4) the conventional DF

scheme. The perfect DF scheme represents the proposed scheme assuming perfect decoding at

the RNs i.e. where all the RNs of each VAA take part in cooperation, while the conventional

DF schemes allow re-transmissions from the VAA RNs without checking whether any decoding

error has occurred at the RNs or not. Finally, the perfect interference cancellation oriented
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Figure 5.9: BER performance of our single user selective SR multicarrier cooperative coherent STSK

(M = 2, T = 2, Q = 4), QPSK scheme of Figure 5.2 with Sf = 16 in the dispersive

COST207-TU12 channel and other parameters as shown in Table 5.2 compared against

different scenarios, such as the perfect DF scheme, CRC based scheme assuming perfect

interference cancellation, cooperative DF scheme without CRC activation and against

the non-cooperative QPSK scenario.

scheme assumes that no SR-induced interference is imposed. The BER performance of the

non-cooperative scenario employing QPSK modulation and the same parameters is also shown

in Figure 5.9. We observe that the proposed CRC-activated scheme can benefit from a higher

diversity gain than either the conventional DF or the non-cooperative schemes and attains an

increased throughput as a benefit of using SR.

In order to investigate the performance of the interference mitigation process using a double-

frame matched-filter, the scheme was further studied using spreading codes having different

spreading factors. To be specific, the investigations were carried out using the CRC-activated

cooperative multi-carrier STSK (M = 2, T = 2, Q = 2) scheme employing BPSK modulation

relying on Sf = 16, 64, 256 and the parameters of Table 5.2. The corresponding performance

results are presented in Figure 5.10. The performance of the proposed scheme is again compared

against those of the four different DF schemes as in Figure 5.9 and of the non-cooperative BPSK

scenario. Observe in Figure 5.10 that our MC-CDMA based scheme succeeds in circumventing

the channel-induced dispersion and exhibits an improved performance upon increasing the

spreading factor. Upon increasing Sf , the scheme provides additional FD diversity gains and

the specific FD despreading mitigates the SR-induced interferences.
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Figure 5.10: Achievable BER performance of the proposed (M = 2, T = 2, Q = 2) scheme of

Figure 5.2 in conjunction with BPSK modulation having Sf = 16, 64, 256, under single

user scenario in dispersive COST 207-TU12 channel using other parameters listed in

Table 5.2. The performance is compared against those with the perfect DF cooperation

and with the scheme having complete interference cancellation. The non-cooperative

benchmarker having the same parameters and the same throughput is also shown.

5.7.2 Effect of VAA Location and Multiuser Performance

The performance of the proposed cooperative MC-CDMA STSK (M = 2, T = 2, Q = 2) scheme

employing BPSK modulation associated with Sf = 256 and recorded for different geographical

positions of the VAAs is shown in Figure 5.11, together with the achievable multiuser per-

formance. The shapes of the performance curves in single-user scenarios were observed to be

shifted towards higher or lower SNRs owing to the location-related reduced or increased channel

gains, respectively. The performance achieved when supporting U = 4 users and a SN-VAA

distance of 1/3 relative to the direct SN-DN link is shown in Figure 5.11, which is observed

to be degraded by MUI. The performance erosion may, however, be mitigated by employing a

MUD formulated in (5.34). The scheme employing OFDMA and SC-FDMA using FD minimum

mean square error (MMSE) equalization and localized subcarrier allocation supporting U = 4

users, on the other hand, exhibits a further degraded performance as shown in Figure 5.11.

This degradation is a consequence of the SR-induced IRI and CCI, demonstrating the benefits

of MC-CDMA compared to other candidate multicarrier systems.
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Figure 5.11: Performance of the single user cooperative MC-CDMA STSK (M = 2, T = 2, Q = 2)

scheme employing BPSK modulation of Figure 5.2 under different SN-VAA distances

relative to the direct SN-DN distance employing the simulation parameters listed in

Table 5.2. Achievable performance employing different multicarrier systems namely,

MC-CDMA with Sf = 256, OFDMA, SC-FDMA using FD MMSE equalization sup-

porting U = 4 users and 1/3 relative SN-VAA distance is also shown, together with

the MC-CDMA performance of the ML-MUD as proposed in (5.34).

5.7.3 BER Performance of the Noncoherent Cooperative MC STSK

The performance of our cooperative differential STSK (M = 2, T = 2, Q = 2) scheme relying

on BPSK modulation having Sf = 256 is characterized in Figure 5.12, which may be directly

compared to its coherent counterpart. The effects of the channel state information (CSI)

estimation error associated with the coherent scheme are also investigated. More particularly,

we assume the channel estimation errors to be Gaussian distributed and the level of CSI errors

is quantified in terms of an equivalent CSI-error signal-to-noise ratio (SNR) of ω = −10 and

-5 dB below the received signal power. For example, the perfect CSI scenario corresponds to

ω = −∞ dB, while ω = −10 dB represents a CSI error power, which is one-tenth of the received

signal power. Observe from Figure 5.12 that the differential scheme suffers from a performance

penalty of about 3 dB compared to the perfect-CSI aided coherent scheme owing to the inherent

noise doubling process of differential encoding. By contrast, the cooperative coherent scheme’s

performance was degraded severely by the inevitable CSI estimation errors. The FD spreading

renders our scheme less susceptible to CSI errors, because a bit might still become recoverable
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Figure 5.12: BER performance of the proposed multi-carrier SR BPSK modulated coherent scheme

of Figure 5.2 and the differential STSK (M = 2, T = 2, Q = 2) scheme of Figure 5.5

with Sf = 256, single user in COST 207-TU12 channel. Other system parameters are

listed in Table 5.2. The differential scheme suffers from -3 dB performance penalty

compared to its coherent counterpart. The effects of the channel estimation errors for

the coherent scheme is characterized by the assumed Gaussian CSI estimation error

SNR of ω = −10 and -5 dB.

if some of the spreading-code chips become corrupted. Nonetheless, the coherent scheme is seen

to exhibit a considerable error floor in Figure 5.12. Moreover, the coherent scheme requires

the transmission of pilot symbols in addition to the CRC overhead. In the light of the above-

mentioned impediments of the coherent scheme, the differential multi-carrier STSK system may

be deemed an attractive candidate for cooperative MIMO-aided multi-carrier communications.

5.7.4 Performance of the Channel-Coded Cooperative MC STSK

Figure 5.13 characterizes the achievable BER performance of the soft-decision aided channel-

coded cooperative MC-CDMA STSK (M = 2, T = 2, Q = 4), QPSK scheme using Sf = 16

in the context of wideband channels, where we have employed a half-rate RSC code having a

constraint length of k = 2 and the generator polynomials of (gr, g) = (3, 2)8 as well as two

random interleavers of length 240, 000 bits. Both the coherent and the differential cooperative

schemes are benchmarked against the non-cooperative scheme and against the cooperative

arrangement employing no SR schemes. As observed from Figure 5.13, the non-coherent scheme
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Figure 5.13: Achievable performance of the soft-decision three-stage turbo cooperative MC-CDMA

STSK (M = 2, T = 2, Q = 4), scheme of Figure 5.7 and Figure 5.8 employing QPSK

modulation with Sf = 16, single user communicating over the COST207-TU12 channel

(fd = 0.01) using system parameters listed in Table 5.2. The performance of both

the coherent and differentially encoded SR scheme is provided with that of the direct

non-cooperative and half-duplex cooperative benchmarkers. The maximum achievable

rates of the corresponding schemes, computed by the EXIT chart based analysis are

also provided.

exhibits a slight performance degradation compared to its coherent counterpart. But the non-

coherent scheme has the potential advantage of dispensing with channel estimation. The non-

cooperative scheme exhibits a substantially eroded performance, while the half-duplex scheme

shows a somewhat better performance, albeit this is achieved at the cost of a severe thoughput

loss. The number of inner and outer decoder iterations was set to Iinner= 2 and Iouter= 6,

respectively. The maximum achievable rates were estimated by evaluating the area under the

EXIT chart of the corresponding inner decoder, which are shown in Figure 5.13. To be more

specific, we exploited using the area property of EXIT charts, as discussed in [146,176], which

states that the maximum achievable rate is determined by the area under the inner decoder’s

EXIT curve, whereas the maximum capacity Cmax may be formulated as

Cmax(SNR) ≈ R · Ainner(SNR), (5.66)
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where Ainner is the the above-mentioned area corresponding to a ceratin SNR value and R is

the number of bits per symbol.
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Figure 5.14: EXIT trajectory recorded at 0 dB of our three-stage turbo detected SR aided coop-

erative MC-CDMA STSK (M = 2, T = 2, Q = 4), scheme of Figure 5.7 and Fig-

ure 5.8 employing QPSK modulation with Sf = 16, single user communicating over

the COST207-TU12 channel (fd = 0.01) together with the inner decoder EXIT curves

at 0 dB and the outer decoder EXIT function. The remaining system parameters are

listed in Table 5.2.

Figure 5.14 shows the EXIT chart of the SR aided cooperative MC-CDMA STSK (M =

2, T = 2, Q = 4), QPSK scheme using Sf = 16 at a channel SNR of 0 dB. It can be seen

in Figure 5.14 that the inner decoder’s EXIT curve reached the point of perfect decoding

convergence (1.0, 1.0), which is the explicit benefit of employing URC precoding [5].

We also observe that an open EXIT tunnel was formed at SNR = 0 dB, and the EXIT curve

at SNR =0 dB was also confirmed by the corresponding Monte-Carlo simulation based stair-

case shaped decoding trajectory [147]. Therefore, it may be predicted that an infinitesimally

low BER is achieved at SNR = 0 dB using Iouter= 6 outer iterations.
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Table 5.3: Main contributions in Chapter 5 on distributed multicarrier STSK

Coherent scheme Noncoherent scheme Channel-Coded scheme

Section Section 5.3 Section 5.5 Section 5.6

Schematic diagram Figure 5.2 Figure 5.5 Figure 5.7 and Figure 5.8

Detection Coherent Noncoherent Both is possible

Channel estimation Required Not required Dependent on the scheme

Multicarrier scheme MC-CDMA MC-CDMA MC-CDMA

Dispersion matrices Unitary or non-unitary unitary Dependent on the scheme

Channel model Dispersive Dispersive Dispersive

5.8 Chapter Summary and Conclusions

Motivated by the cooperative space-time architectures proposed in [54,166,167], in this chapter

a novel distributed multicarrier STSK scheme using selective DF and SR was conceived for re-

covering the half-duplex multiplexing loss. The scheme is capable of striking a flexible diversity

versus multiplexing gain tradeoff (DMT) with the aid of the STSK concept of Section 2.2.7 at

a low decoding complexity. The contributions of this chapter may be summarized as shown

in Table 5.3. In Section 5.2, we briefly outlined the background and our new contributions in

this chapter. Coherent detection aided cooperative MC STSK employing SR was detailed in

Section 5.3. The source node’s transmission model, as well as the STSK-based DF relaying used

at the VAAs constituted by the RNs and the signals received at the DN were also described in

this section. The joint single-stream ML detection of the signals arriving at the DN from the

direct SN-DN link as well as via the VAAs were elaborated on in Section 5.4. For the sake of

dispensing with channel estimation, a novel noncoherent distributed MC-STSK arrangement

was proposed in Section 5.5, which invoked differential en-/decoding across the STSK code-

words mapped to the same subcarrier of consecutive OFDM symbols for ensuring frequency-flat

fading over the differentially encoded symbols. The scheme proposed in Section 5.5 also uti-

lized directly generated unitary dispersion matrices for avoiding the nonlinear Cayley transform

used in [49, 54]. For achieving a near-capacity performance, in Section 5.6 we proposed a se-

rially concatenated recursive systematic convolutional and unity-rate coded cooperative MC

STSK arrangement for both the coherent and noncoherent scenarios. Finally, we investigated

the performance of the proposed schemes in Section 5.7. The performance achievable by the

schemes proposed in this chapter employing the system parameters listed in Table 5.2 is sum-

marized in Table 5.4. As seen in Table 5.4, both the coherent and the differential cooperative

scheme of Figure 5.2 and Figure 5.5 exhibit improved performance with increased Sf and with

increased SN-DN distance. The channel-coded cooperative CSTSK (2, 2, 4) employing QPSK

modulation scheme and the corresponding noncoherent scheme of Figure 5.7 and Figure 5.8
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Table 5.4: Summary of the achievable BER performance of schemes proposed in Chapter 5

Scheme Schematic Figure SNR (dB) SNR difference (dB) at BER

diagram number at BER (benchmark)

10−3 10−4 10−3 10−4

Cooperative MC

CSTSK (2, 2, 4) , QPSK,

Sf = 16, Dsvi = 1/3Dsd

Figure 5.2 Figure 5.9 17.0 21.5
4.0

(Perfect DF

Sf = 16)

5.5

(Perfect DF

Sf = 16)

Cooperative MC

CSTSK (2, 2, 2) , BPSK,

Sf = 256 Dsvi = 1/3Dsd

Figure 5.2 Figure 5.10 12.5 16.5
3.5

(Perfect DF

Sf = 16)

5.5

(Perfect DF

Sf = 16)

Cooperative MC

CSTSK (2, 2, 2) , BPSK,

Sf = 256 Dsvi = 1/2Dsd

Figure 5.2 Figure 5.11 11.5 15.5
2.5

(Perfect DF

Sf = 16)

4.5

(Perfect DF

Sf = 16)

Cooperative MC

CSTSK (2, 2, 2) , BPSK,

Sf = 256 Dsvi = 1/4Dsd

Figure 5.2 Figure 5.11 13.5 17.5

4.5

(Perfect DF

Sf = 16)

6.5

(Perfect DF

Sf = 16 )

Cooperative MC

DSTSK (2, 2, 2) , BPSK,

Sf = 256 Dsvi = 1/3Dsd

Figure 5.5 Figure 5.12 15.5 19.5
3.0

(DF CSTSK

of Figure 5.2)

3.0

(DF CSTSK

of Figure 5.2)

Channel-coded Coop. MC

CSTSK (2, 2, 4) , QPSK,

Sf = 16 Dsvi = 1/3Dsd

Figure 5.7

&

Figure 5.8

Figure 5.13 −0.6 0

1.8

(maximum achievable rate

at BER ≈ 0)

Channel-coded Coop. MC

DSTSK (2, 2, 4) , QPSK,

Sf = 16 Dsvi = 1/3Dsd

Figure 5.7

&

Figure 5.8

Figure 5.13 2.5 2.8

2.0

(maximum achievable rate

at BER ≈ 0)
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exhibit infinitesimally low BER at 1.8 dB and 2.0 dB away from the corresponding maximum

achievable rate benchmarkers.

The SR regime used in the proposed schemes assists in recovering the half-duplex throughput

loss at the cost of imposing inter-VAA interference and inter-stream interference at the DN [114,

115]. The problem of Inter-VAA interference is eliminated by invoking the proposed CRC

based selective DF cooperation along with the specific FD despreading regime used, while the

inter-stream interference is mitigated by using our double-frame-based chip-waveform matched

filter [168] along with the proposed joint single-stream based ML decoding.

Furthermore, to overcome the performance degradation imposed by channel estimation er-

rors, we proposed a cooperative multicarrier DSTSK scheme, which retained all the fundamental

benefits of the coherent scheme. As a further advance, we also conceived a serially concate-

nated channel-coded and soft-decision based iteratively decoded cooperative STSK architecture

of Figure 5.7 and Figure 5.8. In a nutshell, the scheme has the inherent design flexibility of

adaptively selecting the number of RNs in the VAAs as well as the ability to strike a flexible

rate-diversity tradeoff depending on the near-instantaneous channel conditions, while providing

protection against the frequency selectivity of the channel.



Chapter 6
MSDSD Aided Multicarrier

Space-Time Shift Keying

6.1 Introduction

Hard-decision as well as soft-decision multiple-symbol differential sphere decoding

(MSDSD) is invoked in this chapter for multicarrier (MC) differential space-time

shift keying (DSTSK)-aided transmission over frequency-selective channels. Specif-

ically, the DSTSK signalling blocks are generated by the channel-encoded source information

and the space-time (ST) blocks are appropriately mapped to a number of orthogonal frequency

division multiplexing (OFDM) subcarriers. After OFDM-demodulation, the DSTSK signal is

noncoherently detected by our soft-decision-aided MSDSD detector. A novel soft-MSDSD de-

tector is designed in this chapter and the associated decision rule is derived for the DSTSK

scheme, which might be a promising candidate for employment in the cooperative regime for

the sake of dispensing with channel estmation.

The remainder of this chapter is organized as follows. Section 6.2 outlines the problem

formulation and the main contributions in this chapter. In Section 6.3, an overview of the

proposed hard-decision assisted MC DSTSK scheme is provided, while its soft-MSDSD-aided

MC DSTSK counterpart is discussed in Section 6.4. In Section 6.5 The associated DM design

criterion is described and the complexity imposed by the system is quantified. The performance

of the soft-MSDSD aided DSTSK scheme is investigated in Section 6.6. Finally, we conclude

this chapter in Section 6.7.

158
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6.2 Problem Formulation and Contributions

We have developed co-located multicarrier space-time shift keying (MC STSK) in Chapters 2,

3 and 4 and distributed MC STSK in Chapter 5. The previous STSK studies of [49, 57] and

of our Chapter 5 demonstrate that coherent STSK performs well in conjunction with perfect

channel state information (CSI), but exhibits a severe error floor in the presence of channel

estimation (CE) errors.

Differential STSK (DSTSK) employing conventional differential detection (CDD) has also

been proposed for the sake of dispensing with the CE [49] and thus to eliminate the potentially

high Doppler-dependent pilot overhead. However, CDD suffers from a typical 3 dB performance

penalty in low-Doppler scenarios. Furthermore, an irreducible error floor may be observed in

a high-mobility scenario characterized by a high Doppler frequency [177]. To circumvent the

performance degradation of CDD, multiple-symbol differential detection (MSDD) was proposed

for differential phase-shift keying (DPSK) in [178]. MSDD uses the fading-plus-noise statistics

of the channel for jointly detecting (Nw − 1) information symbols from Nw number of consec-

utively received symbols, where Nw is usually referred to as the observation window size. The

performance improvement of MSDD is, however, achieved at the cost of an increased complex-

ity, which increases exponentially with Nw. For mitigating this potentially excessive complexity,

sphere decoding was invoked for MSDD in the context of multiple-symbol differential sphere

decoding (MSDSD) in [179, 180]. Hard-decision MSDSD was conceived in [171] for a DSTSK

scheme operating in non-dispersive channels. As a further advance, inspired by the near-

capacity performance of turbo detection [147,181], a soft-MSDSD scheme was also designed for

DPSK in [182]. Furthermore, the concept of differential space-frequency modulation (DSFM)

employing MSDSD in conjunction with a specific subcarrier allocation was proposed in [183]

for exploiting both the achievable spatial- and frequency-domain diversity. However, the con-

ception of the soft-MSDSD-aided DSTSK designed for realistic dispersive scenarios constitutes

an unexplored open problem.

Against this background, we conceive a novel ML-MSDSD and soft-decision MSDSD for

OFDM based MC DSTSK operating in frequency-selective channels. The main contributions

of this paper are:

1. A novel soft-decision aided MSDSD is proposed for OFDM-aided DSTSK operating in

dispersive channels. The decision rule of the soft-MSDSD is deduced by considering the

construction of DSTSK codewords based on the DMs, the Doppler frequency, the OFDM

system parameters and the generation of soft information.

2. A lower bound of the detection complexity is deduced, which is verified by simulations.
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Figure 6.1: Transceiver architecture of the proposed hard-decision ML-MSDSD-aided MC DSTSK

scheme. The space-time codewords generated from the source bits are differentially

encoded in TD and the differentially encoded codewords are then transmitted in a man-

ner similar to the OFDM-aided STSK architecture of Figure 2.9. The received signal is

OFDM-demodulated similarly to Figure 2.9, but employs our ML-MSDSD-based demap-

per rather than using the ML detector of Figure 2.9.

6.3 System Model of the Hard-Decision ML-MSDSD-Aided DSTSK

In this section, we provide an overview of the hard-decision-based ML-MSDSD-aided MC

DSTSK transceiver architecture shown in Figure 6.1.

6.3.1 DSTSK Architecture and OFDM Layout

The STSK encoder generates space-time (ST) codewords from the source information by acti-

vating a single DM in any symbol duration in conjunction with the classic modulated symbols

for transmission over T time slots using M transmit AEs [49,57]. More specifically, each STSK

signalling block S[i] ∈ CT×M is created from log2(L · Q) source bits according to [49, 57]

S[i] = s[i]A[i], (6.1)

where s[i] is an L-ary constellation symbol represented by log2 L bits and A[i] ∈ C
T×M is the

specific DM activated from the set of Q DMs Aq (q = 1, ..., Q), as determined by the remaining

log2 Q bits. The DMs may be generated by using a variety of optimization methods [5, 32],

as detailed in Subsection 6.5.1. The resultant STSK system is uniquely and unambiguously

described by the parameters (M, N, T, Q) in conjunction with the L−ary modulation.

We observe that the STSK codeword S[i] belongs to a set S of (L · Q) codeword matrices
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Transmit AE index, m

slot, Ti

Frequency, nc

M

2
1

1 . . .2

Nc

•
•

•

single-carrier
STSK block

Time

One classic

•
•

T

1

2

Figure 6.2: Mapping of the STSK codewords of Figure 6.3 to Nc parallel OFDM subcarriers before

proper TD differential encoding and transmission over dispersive channels by M transmit

AEs over T time-slots.

defined by

S � {slAq | (q ∈ {1, ..., Q} , l ∈ {1, ...,L})} . (6.2)

The STSK codewords are mapped to Nc parallel subcarriers, as illustrated in Figure 6.2,

before being differentially encoded. We may represent the codeword S[i] by S[nc, k], so that

the overall codeword index i is related to the OFDM frame index k and the subcarrier index

nc by i = kNc + nc, nc = 1, 2, . . . , Nc. Additionally, we invoke differential encoding in the

TD, i.e. differential encoding is performed across the the same subcarrier of the consecutive

OFDM symbols. In order to facilitate convenient differential encoding, we assume M = T.

Furthermore, directly generated unitary DMs are used in the proposed scheme for avoiding the

nonlinear Cayley transform [49,171]. The codewords S[nc, k] are thus differentially encoded to

form the transmit blocks X[nc, k] (k = 0, 1, 2, . . .) according to [183]

X[nc, k] =

⎧⎨
⎩X[nc, k − 1]S[nc, k], k = 1, 2, . . .

IT k = 0.
(6.3)

The DSTSK codewords are then transmitted after the Nc−point inverse discrete Fourier trans-

form (IDFT) operation and appropriate CP incorporation.

6.3.2 Channel Model

Each link between the m-th transmit and n-th receive AE is assumed to be a frequency-

selective channel, but as a benefit of OFDM-based transmission, each dispersive channel is
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then partitioned into Nc low-rate parallel frequency-flat subchannels [20, 119]. The complex-

valued fading gain hm,n[nc, k] (m = 1, 2, . . . , M, n = 1, 2, . . . , N) obeys the distribution

CN (0, 1) associated with an autocorrelation function based on Clarke’s model [184]:

ϕhh[nc, κ] � E
{
hm,n[nc, k]h∗

m,n[nc, k + κ]
}

= J0 (2πκfd) , (6.4)

where J0 denotes the zeroth-order Bessel function of the first kind, and fd = fmT is the

normalized maximum Doppler frequency, while fm and 1/T represent the maximum Doppler

frequency and the symbol rate, respectively. The fading is assumed to be quasi-static, i.e. the

channel’s complex-valued envelope remains approximately constant during the transmission of

an OFDM STSK frame.

Given the above-mentioned assumptions, the received signal Y [nc, k] ∈ C
T×N obtained after

CP removal and discrete Fourier transform (DFT) may be expressed by [119,183]

Y [nc, k] = X[nc, k]H [nc, k] + V [nc, k], (6.5)

where X[nc, k] ∈ CT×M represents the codeword transmitted and H [nc, k] ∈ CM×N denotes

the FD channel transfer matrix, with its (m, n)-th entry given by hm,n[nc, k]. Furthermore,

V [nc, k] ∈ CT×N is the AWGN with entries of vTi,n[nc, k] ∼ CN (0, σ2
n).

6.3.3 ML-MSDSD for OFDM-Aided DSTSK

The ML-MSDD processes Nw consecutively received space-time blocks corresponding to the

nc-th subcarrier given by Y w[nc, k] �
[
Y T [nc, k − Nw + 1], . . . , Y T [nc, k]

]T
and finds the ML

estimates X̂w[nc, k] of the corresponding Nw transmitted blocks as defined by [180,185]

Xw[nc, k] =
[
XT [nc, k − Nw + 1], . . . , XT [nc, k]

]T
. (6.6)

Since the differentially encoded blocks X[nc, k] are related to the STSK codewords by the

one-to-one relationship expressed by (6.3), the ML-MSDD in turn estimates the (Nw − 1)

STSK codewords S[nc, k−Nw +2], . . . , S[nc, k], which further estimates the source information

mapped to the STSK codewords.

Let us define the block-diagonal matrix Xw
D[nc, k] by

Xw
D[nc, k] � diag {X [nc, k − Nw + 1], . . . , X[nc, k]} , (6.7)

Hw[nc, k] �
[
HT [nc, k − Nw + 1], . . . , HT [nc, k]

]T
, (6.8)

and
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V w[nc, k] �
[
V T [nc, k − Nw + 1], . . . , V T [nc, k]

]T
. (6.9)

The Nw−block received sequence can then be expressed by [180,185]

Y w[nc, k] = Xw
D[nc, k]Hw[nc, k] + V w[nc, k], (6.10)

where

Y w[nc, k] ∈ C
NwM×N V w[nc, k] ∈ C

NwM×N

Hw[nc, k] ∈ C
NwM×N Xw

D[nc, k] ∈ C
NwM×NwM .

For the sake of clarity, we omit the subcarrier index and time index [nc, k] in the following

and refer to the μ-th submatrix of a block-matrix, e.g. B by the subscripted matrix Bμ. Under

the assumption that hm,n and vTi,n (m = Ti = 1, 2, . . . , M, n = 1, 2, . . . , N) are zero-mean

Gaussian random processes, the probability distribution function (pdf) of Y w conditioned on

Xw
D is given [186,187] by

P (Y w | Xw
D) =

1

(πNwMdet [ΛY ])N
exp
{
−tr
(
[Y w]H Λ−1

Y Y w
)}

, (6.11)

where ΛY is defined by ΛY � E
{

Y w [Y w]H | Xw
D

}
. The ML estimate X̂w under the assump-

tion of quasi-static fading and unitary X̄D reduces to [186]

X̂w = arg max
X̃

w
P (Y w | Xw

D) = arg min
X̃

w

{
tr
(
[Y w]H Λ−1

Y Y w
)}

. (6.12)

Here the conditional covariance matrix ΛY is related to the channel parameters [186, 187] by

Λ−1
Y =

1

N
Xw

D

(
Λ−1 ⊗ IM

)
[Xw

D]H , (6.13)

where we have Λ � (ψhh + σ2
nINw) and ψhh � toeplitz {ϕhh[nc, 0], . . . , ϕhh[nc, (Nw − 1)]} with

the component autocorrelation functions ϕhh[nc, κ] being identical for all spatial channels. The

subcarrier index and the time index have been reinstated in this definition for better under-

standing. Applying the Cholesky factorization of Λ−1 = UHU with the upper triangular

matrix U and considering the identity tr
(
XX H

)
=‖ X ‖2 for any matrix X , the ML-MSDD

decision rule can be deduced from (6.11), yielding [180]

X̂w = arg min
X̃

w

⎧⎨
⎩

Nw∑
μ=1

∥∥∥∥∥Y H
μ,μX̃μ +

Nw∑
ν=μ+1

(
Y H

μ,νX̃ν

)∥∥∥∥∥
2
⎫⎬
⎭ , (6.14)

where Y H
μ,ν is defined by

Y H
μ,ν � Y νuμ,ν (6.15)
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and uμ,ν represents the (μ, ν)-th element of U . Still referring to (6.14), X̂w denotes the estimate

of Xw
D, whereas X̃μ refers to the μ-th candidate submatrix of Xw

D.

Since the ML metric of (6.14) is invariant to a phase shift common to all elements of

X̃μ ∀μ corresponding to the same S
(
ST

λ ∈ S ∀λ
)
, the accumulated differential matrices may

be expressed as [182]

Aν =

{ ∏Nw−1
λ=ν SH

λ , 1 � ν � (Nw − 1)

IT , ν = Nw.
(6.16)

For the sake of reducing the complexity associated with an exhaustive search, we employ

MSDSD similar to [179,180] in order to search through the candidate set lying within a sphere

of radius ρs:
Nw∑
μ=1

∥∥∥∥∥Y H
μ,μAμ +

Nw∑
ν=μ+1

(
Y H

μ,νAν

)∥∥∥∥∥
2

≤ ρ2
s. (6.17)

Similar to the MSDSD principle described in [179], the ML-MSDSD is initialized with

μ = (Nw − 1) and then proceeds by applying the search criterion of (6.17) until μ = 1, where

the search radius is updated to ρ2 = d2
1 and the search is repeated by commencing from μ = 2

until μ = (Nw−1) is reached. If the new search does not provide a better estimate, the previous

estimate is retained. The estimate of the codewords obtained by the ML-MSDSD may be used

to obtain the estimated source bits employing the single-stream ML detector of (4.31).

6.4 Soft-Decision MSDSD Receiver

In this section, we consider a three-stage recursive systematic convolutional (RSC) coded and

unity-rate coded (URC) OFDM-aided DSTSK transceiver employing M transmit and N receive

antenna elements (AEs), as illustrated in Figure 6.3. The source bits are first channel-encoded

by the RSC code and the encoded bits are then interleaved by a random bit interleaver Π1.

Following URC-precoding, the interleaved bits are further interleaved by a second interleaver

Π2. The resultant bits are then mapped to STSK codewords, which are mapped to Nc par-

allel subcarriers and differentially encoded in the time-domain (TD). The DSTSK codewords

generated are then OFDM-modulated, whilst incorporating appropriate cyclic prefices (CPs).

The signal received is first OFDM-demodulated and then input to the DSTSK soft-MSDSD

demapper. Extrinsic soft information is then iteratively exchanged between the three soft-in

soft-out components, namely the DSTSK demapper, the URC decoder and the RSC decoder,

before finally outputting the estimated bits [5, 117].

This section introduces the maximum a posteriori- MSDSD (MAP-MSDSD) algorithm

and the generation of the logarithmic-likelihood ratios (LLRs) for the soft-MSDSD-aided MC

DSTSK.
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Figure 6.3: Transceiver architecture of the proposed soft-MSDSD-aided concatenated channel-

codedd DSTSK scheme.

6.4.1 MAP-MSDSD

Assuming the STSK codewords to be mutually independent, (6.11) and (6.14) yields:

−ln (P (Sw | Y w)) ∝ −ln (P (Y w | Sw)) − ln (P (Sw))

∝
Nw∑
μ=1

⎧⎨
⎩
∥∥∥∥∥Y H

μ,μAμ +

Nw∑
ν=μ+1

Y H
μ,νAν

∥∥∥∥∥
2

− ln (P (Sμ))

⎫⎬
⎭ (6.18)

The MAP-MSDSD may thus be expressed as

(Nw−1)∑
μ=1

⎛
⎝∥∥∥∥∥

Nw∑
ν=μ

(
Y H

μ,νAν

)∥∥∥∥∥
2

− ln (P (Sμ))

⎞
⎠ ≤ ρ2

s − ‖uNw,NwY Nw‖2 � ρ2. (6.19)

Clearly, the codeword Sμ obeys the specific distance criterion [171, 179] that the current

partial Euclidean distance (PED) d2
μ is the sum of the previous PED d2

μ+1 and the distance
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increment �2
μ :

d2
μ � �2

μ + d2
μ+1

=

∥∥∥∥∥uμ,μY μAμ+1S
H
μ +

Nw∑
ν=μ+1

uμ,νY νAν

∥∥∥∥∥
2

− ln (P (Sμ))

︸ ︷︷ ︸

2

μ

+

(Nw−1)∑
ι=μ+1

⎛
⎝∥∥∥∥∥

Nw∑
ν=ι

uι,νY νAν

∥∥∥∥∥
2

− ln (P (Sι))

⎞
⎠

︸ ︷︷ ︸
d2

μ+1

. (6.20)

Example 6.1: Decomposition of the Decision Metric for MAP-MSDSD [182,188]:

Nw = 4

For the sake of exemplifying the relationship between the current PED d2
μ and the compo-

nents of the MAP-MSDSD [182, 188] decision metric defined in (6.19), let us decompose

the decision metric having Nw = 4 in terms of the current and previous PEDs.

For Nw = 4, from (6.20) we have:

d2
μ =

3∑
ι=μ

⎛
⎝∥∥∥∥∥

4∑
ν=ι

(
Y H

ι,νAν

)∥∥∥∥∥
2

− ln (P (Sι))

⎞
⎠

=

μ∑
ι=1

⎛
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4∑
ν=ι

(
Y H

ι,νAν
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2

− ln (P (Sι))

⎞
⎠+

3∑
ι=μ+1

⎛
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4∑
ν=ι

(
Y H

ι,νAν
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2

− ln (P (Sι))

⎞
⎠

(6.21)

Hence,

d2
1 =

∥∥∥∥∥
4∑

ν=1

(
Y H

1,νAν
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2

− ln (P (S1)) +

3∑
ι=2

⎛
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4∑
ν=ι

(
Y H

ι,νAν
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2

− ln (P (Sι))

⎞
⎠

=
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4∑

ν=1

(
Y H

1,νAν
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2

− ln (P (S1)) + d2
2. (6.22)

Upon exploiting that we have Y H
μ,ν � Y νuμ,ν from (6.15), the PED d2

1 in (6.22) may be

expressed as:

d2
1 =

∥∥∥∥∥
4∑

ν=1

(Y νu1,νAν)

∥∥∥∥∥
2

− ln (P (S1)) + d2
2

= ‖u1,1Y 1A1‖2 + ‖u1,2Y 2A2‖2 + ‖u1,3Y 3A3‖2 + ‖u1,4Y 4A4‖2 − ln (P (S1)) + d2
2

=
∥∥u1,1Y 1A2S

H
1

∥∥2
+ ‖u1,2Y 2A2‖2 + ‖u1,3Y 3A3‖2 + ‖u1,4Y 4A4‖2 − ln (P (S1))︸ ︷︷ ︸


2
1

+ d2
2

(6.23)
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where from (6.16) we have:

A4 = IT (6.24)

Similarly to (6.23), we may calculate the other PEDs as:

d2
2 = �2

2 + d2
3 =

∥∥u2,2Y 2A3S
H
2

∥∥2
+ ‖u2,3Y 3A3‖2 + ‖u2,4Y 4A4‖2

−ln (P (S2)) + d2
3 (6.25)

d2
3 = �2

3 + d2
4 =

∥∥u3,3Y 3A4S
H
3

∥∥2
+ ‖u3,4Y 4A4‖2 − ln (P (S3)) + d2

4 (6.26)

d2
4 = �2

4 + 0 = ‖u4,4IT‖2 − 0 + 0. (6.27)

Equations (6.23)−(6.27) may thus be used to visualize the decomposition of the MAP-

MSDSD decision metric into different PEDs and the corresponding PED increments as

shown in Figure 6.4.
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Figure 6.4: Decomposition of the entire MAP-MSDSD decision metric of (6.19) for Nw = 4 into

different PEDs and the corresponding PED increments. The direction of the arrows

corresponds to the sequence of the PED computations in the MAP-MSDSD algorithm.

Upon the application of the sphere decoding rule (6.19), the distance criterion of (6.20)

reduces to:

d2
μ �

∥∥∥∥∥uμ,μY μAμ+1S
H
μ +

Nw∑
ν=μ+1

uμ,νY νAν
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2

− ln (P (Sμ))

+
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uι,νY νAν
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2

− ln (P (Sι))

⎞
⎠ ≤ ρ2. (6.28)

Again, the MAP-MSDSD is initialized with μ = (Nw − 1) and then proceeds by applying the

search criterion of (6.20) until μ = 1, where the search radius is updated to ρ2 = d2
1 and the
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search is repeated by commencing from μ = 2 until μ = (Nw − 1) is reached. If the new search

does not provide a better estimate, the previous estimate is retained.

6.4.2 Log-Likelihood Ratio (LLR) and Soft-MSDSD Aided MC DSTSK

The soft demapper relies on the a priori information gleaned from the URC decoder and the

MAP-MSDSD. A high interleaver depth is assumed so that the permuted bits may be treated

as being independent. The log-likelihood ratio (LLR) corresponding to the bit bj interleaved

by the interleaver Π2 of Figure 6.3 is defined by [189]: La (bj) � ln
P (bj = b)

P
(
bj = b̄

) , where b ∈ {0, 1}

and the j-th bit bj = b corresponds to the MAP-MSDSD estimate Ŝwb
, while b̄ indicates its

complement. The a posteriori LLR Lp (·) of bj may then be approximated by the maximum-

logarithmic-MAP (max-log-MAP) algorithm [181,182]:
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Ŝwb
))

+
Nw∑
μ=1

∥∥∥∥∥
Nw∑
ν=μ

(
Y H

μ,νÂ
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Ŝwb̄
))

(6.29)

where Ŝwb
and Ŝwb̄

represent the MAP-MSDSD estimate and the constrained estimate associ-

ated with bj = b̄, respectively.

The extrinsic LLR Le (·) for bj is now evaluated by combining the a posteriori and a priori

LLR: Le (bj) = Lp (bj) − La (bj) . The extrinsic information extracted from the soft-MSDSD

demapper is iteratively exchanged with the URC decoder of Figure 6.3, which forms the inner

iteration, while the exchange of extrinsic information between the URC and the RSC decoder of

Figure 6.3 may be termed as the outer iteration. Note that for each outer iteration between the

RSC and the URC decoder, several inner iterations may be invoked between the URC and the

soft-MSDSD-aided DSTSK demapper [5, 49]. Finally, the RSC decoder generates a posteriori

LLRs, from which the source bits are estimated.

6.5 Design Criterion and Complexity Metric

In this section, the DM design criterion and the complexity of the proposed scheme are detailed.
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6.5.1 DM Optimization

For the MC DSTSK scheme, unitary DMs Aq(q = 1, ..., Q) are generated in the spirit of [32,130]

by employing an exhaustive search for optimizing a specific objective function (OF) under the

power constraint [49] expressed by tr(AH
q Aq) = T ∀q. As detailed in [32, 130], different OFs

may be employed for the optimization of the DMs. Capacity-optimal designs rely on maxi-

mizing the continuous input continuous output memoryless channel (CCMC) capacity [5] or

maximizing the discrete input continuous output memoryless channel (DCMC) capacity [127],

whereas the minimum error-probability based designs aim for minimizing the pairwise error

probability (PEP). The capacity-optimal designs do not necessarily minimize the error proba-

bility - indeed, the joint optimization of the capacity and the PEP is a challenging task [32]. A

near-optimal design may, however, be attained [32], when relying on the specific configuration

of Q = MT, leading to capacity optimization, while the PEP may be minimized by a search

based on the rank and determinant criterion of [10]. In our design we randomly generate 106

unitary candidate matrices, which obey the power constraint mentioned above and rely on an

exhaustive search for optimizing the DMs in order to minimize the average PEP of the code-

word X being wrongly decoded as X ′, which is given [32,49] by (2.24) and which may also be

rewritten [10] as (2.25) mentioned in Chapter 2, where γ denotes the average signal-to-noise

ratio (SNR) at each receive antenna, XΔ = (X − X ′)(X − X ′)H , while r and λi indicate the

rank and the non-zero eigenvalues of XΔ, respectively. The diversity and the coding advan-

tage of the design is determined by the minimum product rN and
r∏

i=1

λi, respectively. Further

insights on the optimization of the DMs are detailed in [5, 131].

6.5.2 Complexity

Equation (6.2) shows that there exists (L·Q) legitimate codeword matrices for each log2(L·Q)

bits of source information. The exhaustive search based solution to (6.14) involves a search in

a (L · Q)(Nw−1)-element space of candidate matrices X̃ corresponding to all possible choices of

S̃. The ML-MSDSD associated with chosen sphere radius ρ imposes an average complexity,

which is lower bounded by [180]

C ≥ (L · Q)Nwζ−1 − (L · Q)

(L · Q) − 1
, where ζ � σ2

n (1 + ε)

2 (1 + σ2
n)

ρ2 = (1 + ε) NMNw ε > 0. (6.30)

In order to quantify the complexity of the MAP-MSDSD scheme, we consider the number

of real-valued multiplication operations (RMOs) required for obtaining a single soft-output

value, which is used as our complexity metric. The lower bound of the complexity may be

obtained, if the number of RMOs required for computing the soft-outputs corresponding to

the first codeword estimate ˆ̄Sb is counted and if a single constrained estimate ˆ̄S b̄ is taken into
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account [182]. Considering the upper diagonal nature of the matrix U , we observe that Y H
μ,ν

is defined only for ν ≥ μ in the context of (6.14), although each Y H
μ,ν is an (N × T )-element

matrix, where T = M. The computation of the Y H
μ,ν terms in (6.29) thus involves a total

of 2MN [1 + 2 + · · ·+ Nw] = MNNw (Nw + 1) RMOs, assuming real-valued autocorrelation

functions of ϕhh[nc, κ]. In order to compute the a posteriori LLRs given by (6.29), the number

of RMOs associated with the computation of each

∥∥∥∥∥
Nw∑
ν=μ

(
Y H

μ,νÂ
b

ν

)∥∥∥∥∥
2

is 4M2N(Nw −μ+1)+2.

The number of RMOs required for generating log2(L·Q) soft-outputs corresponding to a single

codeword estimate ˆ̄Sb is thus given by

RMO
[
Ŝwb
]

= MNNw (Nw + 1) +

Nw∑
μ=1

[
4M2N(Nw − μ + 1) + 2

]
= MN (2M + 1)Nw (Nw + 1) + 2Nw. (6.31)

On the other hand, the number of RMOs related to each bit b̄ of the constrained estimate ˆ̄S b̄

is found to be 2Nw [M2N (Nw + 1) + 1] . The lower bound for the number of RMOs associated

with the generation of a single soft-output is thus [MN (2M + 1) /log2(L · Q) + 2M2N ] N2
w for

large Nw. The complexity of the scheme, however, depends on a number of parameters, such

as the channel SNR, the autocorrelation function of the channel’s fading-plus-noise and most

importantly, on the a priori mutual information IA of the inner decoder [182]. In Section 6.6,

the complexity of the scheme will be investigated as a function of the observation window width

Nw parameterized by the available a priori information IA.

6.6 Performance Results

In this section, the performance of the proposed scheme is investigated using the parameters

listed in Table 6.1. The detailed power delay profile characterizing the 12 taps of the channel

model used may be found in [139,141]. As mentioned in Table 6.1, we employ an RSC (2, 1, 2)

outer code having generator polynomials of (gr, g) = (3, 2)8 as well as two random interleavers

of length 240, 000 bits.

6.6.1 BER Performance of ML-MSDSD and Soft-MSDSD Aided MC DSTSK

Figure 6.5 characterizes the achievable bit-error ratio (BER) of the ML-MSDSD-aided QPSK-

modulated MC DTSK (M = 2, N = 2, T = 2, Q = 4) scheme of Figure 6.1, while that of soft-

MSDSD-aided OFDM DSTSK scheme associated with different observation window sizes of

Nw = 2, 4, 6, 10 is investigated in Figures 6.6 and 6.7. As seen in Figure 6.5, upon increasing

the window size Nw, the BER performance difference between the coherent and noncoherent
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Table 6.1: Main simulation parameters for ML-MSDSD- and soft-MSDSD-aided DSTSK of Fig-

ure 6.1 and Figure 6.3

Parameter Value

Dispersive channel model COST207-TU12

Fast fading envelope Correlated Rayleigh

Normalized Doppler spread, fd 0.01

Number of subcarriers, Nc 128

Length of cyclic prefix 32

Overall symbol duration 300 ns

STSK (M, N, T, Q) (M = 2, N = 2, T = 2, Q = 4)

Modulation order, L 4

RSC encoder and decoder Half rate

Constraint length=2

Generator polynomial (011, 010)2

Length of interleavers 240, 000 bits

Outer iterations, Iouter 11

Inner iterations, Iinner 2

scheme is reduced. The BER of the proposed ML-MSDSD and soft-MSDSD-aided OFDM

DSTSK schemes is compared furthermore to that of the corresponding coherent scheme relying

on perfect CSI in Figure 6.5 and in Figure 6.7. We observe that the proposed scheme has

the benefit of dispensing with CE due to differential encoding, while mitigating the dispersion-

induced performance erosion of classic STSK by employing OFDM. Furthermore, the multiple-

symbol detection partially mitigates the inherent performance penalty imposed by noncoherent

detection. We observe in Figure 6.7 that as Nw increases, the BER performance gradually

approaches that of the perfect CSI-oriented coherent scheme. Note that all the performance

characteristics converge to a vanishingly low BER after Iouter = 9 iterations, which is the explicit

benefit of using the URC in the system. The URC is a low-complexity recursive code, which has

an infinite impulse response (IIR) and hence assists the inner decoder in efficiently spreading

the soft information [5, 49]. As a result, the extrinsic information transfer (EXIT) charts of

Figure 6.8 and Figure 6.9 converge to the (1.0, 1.0) point of perfect decoding convergence,

leading to a vanishingly low BER, thus eliminating the system’s error floor. The maximum

achievable rates for the corresponding scheme, where the scheme still exhibits an infinitesimally

low BER were computed by exploiting the area property of EXIT charts [117,190] and are shown

in Figure 6.7 as the ultimate benchmark of the scheme.
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Figure 6.5: Simulated BER performance of the ML-MSDSD aided QPSK-modulated MC

DSTSK (M = 2, N = 2, T = 2, Q = 4) scheme of Figure 6.1 for transmission over dis-

persive COST207-TU12 channel with normalized Doppler frequency fd = 0.01 and ob-

servation window sizes of Nw = 2 and Nw = 6 . The remaining system parameters are

listed in Table 6.1. The difference in BER performance between coherent and noncoher-

ent scheme decereases with increasing value of Nw.

6.6.2 EXIT Charts of the Soft-MSDSD Aided MC DSTSK

To elaborate further, Figure 6.8 and Figure 6.9 portray the EXIT charts of our proposed scheme

at SNR=1.0 dB and 4.0 dB, respectively. We observe in Figure 6.8 that the inner decoder’s

EXIT charts recorded at SNR=1.0 dB for Nw = 2, 4 are ‘pinched-off’, i.e. there remains

no ‘open’ EXIT tunnel, indicating a high residual BER. By contrast, the BER associated

with Nw = 6, 10 may be expected to decrease sharply at this SNR after Iouter = 9 outer

iterations, which is confirmed by the staircase-shaped Monte Carlo simulation based decoding

trajectory [117,147]. Figure 6.9, on the other hand, depicts the EXIT charts at SNR=4.0 dB,

where all the curves associated with Nw = 2, 4, 6, 10 exhibit an open EXIT tunnel, implying

an infinitesimally low BER after Iouter = 9 iterations. The EXIT charts of the soft-MSDSD-

aided MC DSTSK recorded both for SNR=1.0 dB and SNR=4.0 dB are further compared in

Figure 6.8 and Figure 6.9 to the ultimate benchmark of the coherent detector assuming perfect

CSI at the receiver.
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Figure 6.6: Simulated BER performance of the soft-MSDSD aided QPSK-modulated MC

DSTSK (M = 2, N = 2, T = 2, Q = 4) scheme of Figure 6.3 for transmission over disper-

sive COST207-TU12 channel with normalized Doppler frequency fd = 0.01 and different

observation window size Nw = 6. The remaining system parameters are listed in Ta-

ble 6.1. The performance curve converges to vanishingly low BER after Iouter = 9 outer

iterations as a benefit of employing the URC.

6.6.3 Computational Complexity of the MAP-MSDSD Algorithm

Figure 6.10 characterizes the complexity associated with the MAP-MSDSD of the QPSK-

modulated MC DTSK (M = 2, N = 2, T = 2, Q = 4) scheme at SNR=4.0 dB as a function

of the window size Nw, parameterized by the a priori information IA provided by the outer

decoder for the demapper of Figure 6.3. The a priori information IA is measured by the av-

erage mutual information (MI) [147] between the a priori LLR La (bj) and the a posteriori

LLR Lp (bj) of Figure 6.3. The influence of the a priori information IA on the complexity

may be beneficially exploited in the context of adaptive system design [182], where Nw may be

adaptively selected depending on the quality of the soft input. To be specific, the value of IA

increases during the consecutive decoding iterations and we can flexibly increase Nw when the

value of IA is higher. The theoretical lower bound of the complexity quantified by the number

of RMOs in Subsection 6.5.2 is also shown as a benchmarker in Figure 6.10. As expected,

the complexity rapidly escalates upon increasing Nw, albeit it does not become excessively

high, provided that the a priori information gleaned from the outer decoder is in the range of

IA ≥ 0.8.
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Figure 6.7: Simulated BER performance of the soft-MSDSD aided QPSK-modulated MC

DSTSK (M = 2, N = 2, T = 2, Q = 4) scheme of Figure 6.3 for transmission over disper-

sive COST207-TU12 channel with normalized Doppler frequency fd = 0.01 and different

observation window size Nw = 2, 4, 6, 10. The remaining system parameters are listed

in Table 6.1. The BER falls sharply after Iouter = 9 outer iterations as a benefit of

employing the URC and the performance approaches that of the coherent scheme with

perfect CSI with increasing value of Nw.

6.7 Chapter Summary and Conclusions

Motivated by the ability of the differential scheme of Section 5.5 to dispense with CE and of the

MSDSD scheme of [182, 185] to mitigate the performance loss in CDD-aided transmissions at

reduced complexity, in this chapter we proposed a hard-decision-aided and soft-MSDSD-aided

multicarrier DSTSK scheme for communications over wideband channels. In Section 6.2, we

described the background and ratinale of our work in this chapter and enunciated our con-

tributions. We provided a brief overview of our system model in Section 6.3 and formulated

the ML- and MAP-MSDSD algorithm for the MC DSTSK scheme in Section 6.4. The design

criteria of the DMs used and the complexity associated with the MAP-MSDSD were explained

in Section 6.5, whereas the performance as well as the complexity of MAP-MSDSD was investi-

gated in Section 6.6. The OFDM-aided DSTSK provides a flexible diversity versus multiplexing

gain tradeoff by spreading the source information across both the spatial- and time-dimensions,

while mitigating the potential performance degradation imposed by the frequency-selectivity
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Figure 6.8: EXIT charts of the inner decoders of the soft-MSDSD aided QPSK-modulated MC

DSTSK (M = 2, N = 2, T = 2, Q = 4) scheme of Figure 6.3 at SNR=1.0 dB with normal-

ized Doppler frequency fd = 0.01 and different observation window size Nw = 2, 4, 6, 10

and of the corresponding coherent system having perfect CSI at the receiver. The re-

maining system parameters are listed in Table 6.1. At this SNR, we observe the inner

EXIT charts with Nw = 6, 10 have open EXIT tunnel and converge to the (1.0, 1.0)

point of perfect convergence, indicating sharp fall in the BER curve after Iouter = 9

outer iterations, which is confirmed by the decoding trajectory for Nw = 6. The EXIT

charts with Nw = 2, 4 are, however, “pinched-off” and thus the BER at this SNR do not

converge.

of the channel. The turbo principle based soft-MSDSD facilitates joint decisions over a num-

ber of DSTSK codewords, while exploiting the fading-plus-noise statistics of the channel. We

have demonstrated that the proposed soft-MSDSD-aided DSTSK scheme provides a substantial

flexibility at a moderate complexity owing to dispensing with CE. Furthermore, the MSDSD

mitigates the performance degradation inflicted by the CDD scheme without an undue increase

in computational complexity. The performance achievable by the schemes proposed in this

chapter employing the system parameters listed in Table 6.1 is summarized in Table 6.2. Ob-

serve from Table 6.2 that the performance of both the hard-decision aided MC DSTSK scheme

of Figure 6.1 and the soft-MSDSD-aided MC DSTSK scheme of Figure 6.3 improves with in-

creasing window size Nw and gradually approaches the performance achievable by the coherent

benchmarker.
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Figure 6.9: EXIT charts of the inner decoders of the soft-MSDSD aided QPSK-modulated MC

DSTSK (M = 2, N = 2, T = 2, Q = 4) scheme of Figure 6.3 at SNR=4.0 dB with normal-

ized Doppler frequency fd = 0.01 and different observation window size Nw = 2, 4, 6, 10

and that of of the corresponding coherent inner decoder as benchmark. The remaining

system parameters are listed in Table 6.1. All the EXIT charts have quite open EXIT

tunnel at this SNR and converge to the (1.0, 1.0) point as a benefit of employing the

URC, indicating sharp fall in the BER curve after Iouter = 9 outer iterations, which is

confirmed by the decoding trajectory.
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Figure 6.10: Complexity in terms of the numbers of RMOs associated with the MAP-MSDSD for

the proposed QPSK-modulated MC DSTSK (M = 2, N = 2, T = 2, Q = 4) scheme of

Figure 6.3 at SNR=4.0 dB using the parameters of Table 6.1 as a function of observation

window size Nw parameterized against the a priori mutual information of the inner

decoder IA. The complexity shoots up with Nw > 6, although the rate of increase in

complexity slows down with increased a priori information.
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Table 6.2: Summary of the achievable BER performance of schemes proposed in Chapter 6

Scheme Schematic Figure SNR (dB) SNR difference (dB) at BER

diagram number at BER (benchmark)

10−3 10−4 10−3 10−4

ML-MSDSD-aided MC

DSTSK (2, 2, 2, 4) QPSK

Nw = 2
Figure 6.1 Figure 6.5 17.0 20.2

3.0

(Coherent

scheme)

3.0

(Coherent

scheme)

ML-MSDSD-aided MC

DSTSK (2, 2, 2, 4) QPSK

Nw = 6
Figure 6.1 Figure 6.5 15.8 18.5

1.8

(Coherent

scheme)

1.3

(Coherent

scheme)

Soft-MSDSD-aided MC

DSTSK (2, 2, 2, 4) QPSK

Nw = 2
Figure 6.3 Figure 6.7 3.0 3.0

1.8 dB

(maximum achievable rate

at BER ≈ 0)

Soft-MSDSD-aided MC

DSTSK (2, 2, 2, 4) QPSK

Nw = 6
Figure 6.3 Figure 6.7 1.0 1.0

1.7 dB

(maximum achievable rate

at BER ≈ 0)

Soft-MSDSD-aided MC

DSTSK (2, 2, 2, 4) QPSK

Nw = 10
Figure 6.3 Figure 6.7 1.0 1.0

1.7 dB

(maximum achievable rate

at BER ≈ 0)



Chapter 7
Conclusions and Future Research

In this concluding chapter, we will provide our overall summary and conclusions in Sec-

tion 7.1. This will be followed by a range of research topics concerning potential future

studies in Section 7.2.

7.1 Summary and Conclusions

In this thesis, we have provided detailed transceiver designs for the family of STSK-based

MIMO-multicarrier systems for transmissions over dispersive wireless channels. More specif-

ically, we proposed OFDM, MC-CDMA, OFDMA and SC-FDMA aided MIMO systems em-

ploying the STSK concept of Section 2.2.7. Furthermore, we proposed the successive DF

relaying aided cooperative multicarrier STSK scheme of Chapter 5 for eliminating the effects of

correlated fading often experienced in non-cooperative scenarios, while mitigating the typical

throughput loss of classic half-duplex relaying schemes. Furthermore, we proposed the OFDM-

aided DSTSK arrangement of Figure 6.3 for the sake of dispensing with channel estimation,

while simultaneously reducing the decoding complexity imposed.

• Chapter 1: In Chapter 1, we provided a generic review of both classic MIMO arrange-

ments as well as of the family of multicarrier systems and portrayed their historical de-

velopment, as briefly summarized in Tables 1.1 − 1.6. More specifically, in Section 1.1 we

provided a detailed classification of the MIMO systems according to the applications they

are employed in. These included the family of transmit diversity techniques, multiplexing

schemes, multiple access methods and beamforming as well as multi-functional MIMO ar-

rangements. The multicarrier systems, namely OFDM, MC-CDMA, MC DS-CDMA and

SC-FDMA systems, were briefly reviewed in Section 1.3. Both SISO-OFDM and MIMO-

OFDM systems were described in Subsection 1.3.1, while the main developments of these

179
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systems are summarized in Table 1.4 and Table 1.5, respectively. In Subsection 1.3.1, we

demonstrated in the context of (1.19) and Figure 1.5 that OFDM-based multicarrier trans-

mission decomposes a dispersive channel into a number of non-dispersive frequency-flat

subchannels. The study of OFDM in Subsection 1.3.1 was extended to a concise review of

the multicarrier-based CDMA systems and of the SC-FDMA system in Subsection 1.3.2

and in Subsection 1.3.3 respectively. Section 1.4 provided an outline of the cooperative

space-time systems. Finally, the organization of the thesis as well as its main findings

were highlighted in Section 1.5.

• Chapter 2 [119]: In Chapter 2, the OFDM-aided STSK concept was proposed for fa-

cilitating STSK transmissions over dispersive channels, whose transceiver architecture is

shown in Figure 2.9. After generating the STSK codewords, the codewords representing

the different ST blocks are mapped to Nc subcarriers. Thus the original high-rate serial

datastream is transmitted over Nc parallel, orthogonal and low-rate subchannels. Each

subcarrier symbol experiences frequency-flat fading, hence the typical broadband chan-

nel impairments imposed by dispersion are mitigated, while striking a flexible trade-off

between the diversity- and the multiplexing-gain provided by the STSK systems. We

briefly reviewed the different families of MIMO systems in Section 2.2 in order to provide

both the motivation and rationale for the development of the STSK system. Specifically,

Section 2.2 describes spatial division multiplexing (SDM) such as the classic BLAST and

the V-BLAST schemes as well as diversity-oriented schemes such as the STBCs, STTCs,

LDCs and the novel family of SM and SSK schemes. Specifically, the SDM family was

described in Subsection 2.2.1, where it was shown that a SDM-aided channel may be de-

composed into rH independent parallel channels, where rH denotes the rank of the channel

matrix, which hence may be viewed as a set of parallel channels. Therefore the system

exhibits a beneficial throughput gain. The spatial diversity type MIMOs, such as the

STBC and STTC arrangements were described in Subsection 2.2.2, whereas the desirable

property of simultaneously achieving both a multiplexing- as well as a diversity-gain was

mentioned in Subsection 2.2.3. To be more specific, the diversity-multiplexing trade-off

(DMT) was formalized in [126] and the corresponding mathematical definitions of multi-

plexing gain and diversity order were provided in Subsection 2.2.3. As a further advance,

in Subsection 2.2.4 we provided an overview of LDCs, which strike a flexible DMT, al-

beit at a substantially increased decoding complexity. Both the CCMC capacity-optimal

and the DCMC capacity-optimal designs of the LDC DMs were discussed, while the dif-

ferentially encoded LDCs (DLDCs) were summarized in Subsection 2.2.5. The class of

low-complexity SM and SSK architectures was briefly reviewed in Subsection 2.2.6. The

STSK scheme, which also inherits the attractive DMT of LDCs and combines it with

the low-complexity design of SM/SSK, was presented in Subsection 2.2.7. The optimiza-
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tion of the DMs utilized in the STSK system was described in Section 2.3, where both

the capacity-optimal and the PEP-optimal designs as well as the optimization procedure

were presented based on [32, 49, 156]. As a new paradigm, in this section we presented

the genetic algorithm (GA)-aided DM optimization based on [131, 134] and compared

the performance of GA-aided search to that of the exhaustive random search technique

employed for finding the optimal DM sets to be used in STSK. In particular, we demon-

strated in Figure 2.7 that the genetically optimized DMs designed under the determinant

criterion might be found at the cost of a significantly lower number of OF evaluations than

that required by the random search method. This is achieved without any performance

penalty. However, all the previous STSK studies were based on narrowband channels,

whereas the realistic wireless channels are dispersive by nature. Hence the wideband

channel model used was described in Subsection 2.3.4. The performance of the STSK

scheme under dispersive wideband channel conditions was also investigated in Subsec-

tion 2.3.5 using the system parameters listed in Table 2.3. We observed in Figure 2.8

that although STSK provided excellent gains in narrowband scenarios, it exhibited a se-

vere error floor in dispersive channels. The performance erosion of the STSK scheme

in realistic dispersive propagation scenarios constituted the motivation for amalgamating

multicarrier modulation with STSK transmissions. Hence in Chapter 2, we introduced the

OFDM-aided STSK concept. In Section 2.4, we provided the design recipes for OFDM

modulation of the STSK codewords and proposed two different strategies for mapping

the STSK codewords to the orthogonal OFDM subcarriers. Furthermore, in Section 2.5

we proposed the three-stage serially concatenated convolutional coded OFDM-STSK ar-

chitecture of Figure 2.14 for the sake of achieving a near-capacity performance. Finally,

Section 2.6 characterized the achievable performance of our OFDM-aided STSK system.

The performance of the scheme was investigated both in uncoded and in channel-coded

scenarios. Our performance results of Figure 2.15, Figure 2.16 and Figure 2.17 reveal

that our OFDM-aided STSK arrangement is capable of striking an attractive DMT at a

low complexity, while exhibiting resilience against the frequency-selectivity of the channel.

The performance achievable by our OFDM-aided STSK scheme of Figure 2.9 as well as by

our channel-coded OFDM-STSK arrangement of Figure 2.14 is summarized in Table 2.5.

• Chapter 3 [121]: In Figure 3.5 and Figure 3.9, we introduced MC-CDMA aided STSK

for transmission over dispersive MIMO channels. Apart from mitigating the dispersion-

induced performance degradation, this allows us to facilitate multiuser transmissions as

well as to exploit the benefits accruing from FD spreading. In Figure 3.6, we detailed the

mapping of the STSK space-time blocks to different sub-carriers of the MC-CDMA system.

Furthermore, in Section 3.4 we designed the near-capacity three-stage concatenated re-

cursive systematic convolutional (RSC)- and unity rate coded (URC) MC-CDMA STSK



7.1. Summary and Conclusions 182

arrangement Figure 3.10. We commenced with a brief review of different multicarrier-

based CDMA systems in Section 3.2. More specifically, we classified the family of multi-

carrier based CDMA systems and presented a comparative study of the FD-spread and

TD-spread multicarrier based CDMA. Then in Section 2.4.1 we presented the transmit-

ter architecture of our FD-spread MC-CDMA aided STSK in Figure 3.5 and the channel

model employed. In Section 3.3.2, we proposed a new single-stream ML-MUD for jointly

detecting the information of all the users. Our transceiver architecture shown in Fig-

ure 3.5 and Figure 3.9 supports both uplink and downlink scenarios. Section 3.4 presents

the design of our three-stage concatenated channel-coded MC-CDMA aided STSK scheme

portrayed in Figure 3.10. Section 3.5 characterizes the performance of both uncoded and

of channel-coded MC-CDMA-aided STSK both in single-user and in multiuser scenarios,

as seen in Figure 3.11, Figure 3.12, Figure 3.13 and Figure 3.14. Observe in Figure 3.11

that the performance of the proposed scheme improves upon increasing the spreading fac-

tor Sf . Our investigations portrayed in Figure 3.12 and Figure 3.13 show that MC-CDMA

aided STSK systems are capable of attaining a superb DMT even in dispersive multi-path

environments, while supporting multi-user transmissions. Nonetheless, as expected, the

system suffers from MUI in multiuser scenarios. The EXIT chart of Figure 3.15 recorded

for the channel-coded scheme of Figure 3.10 reaches the (1.0, 1.0) point of perfect con-

vergence. Hence observe in Figure 3.14 that the system attains an infinitesimally low

BER after a few iterations. The performance achievable by our MC-CDMA-aided STSK

scheme of Figure 3.5 as well as by our channel-coded MC-CDMA-aided STSK arrangement

of Figure 3.10 is summarized in Table 3.2.

• Chapter 4 [117,118]: In Figure 4.6 and Figure 4.7, we proposed an OFDMA-aided mul-

tiuser STSK downlink arrangement and a SC-FDMA-aided multiuser STSK uplink ar-

chitecture for dispersive channels. Furthermore, a novel reduced-complexity detector was

conceived in Section 4.4 for the proposed OFDMA/SC-FDMA aided STSK arrangement.

In Section 4.2, we commenced with a short discourse on the OFDMA based multicarrier

DL scheme and on the SC-FDMA based single-carrier multiple access UL scheme. In Fig-

ure 4.2, we highlighted both the localized as well as the distributed subcarrier mapping

concept and in Section 4.2.2 we briefly described the single-carrier concept invoking FDE

for facilitating protection against channel dispersion, while benefitting from a low PAPR.

In Figure 4.6 and Figure 4.7 of Section 4.3, we proposed the OFDMA/SC-FDMA-aided

STSK concept and detailed its transmission as well as detection principles. The pro-

posed reduced-complexity detector of Figure 4.8 was detailed in Section 4.4. In Figure 4.9

of Section 4.5, we also proposed an improved three-stage serially concatenated convolu-

tional coded OFDMA/SC-FDMA-aided STSK arrangement. Finally, in Section 4.6 the

performance of the proposed scheme of Figure 4.6 relying both on the localized and on
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the interleaved sub-carrier allocation regimes was characterized in Figure 4.10 and Fig-

ure 4.11. The proposed reduced-complexity detector of Figure 4.8 was shown to be capable

of reducing the complexity, as shown in Table 4.1 and in Figure 4.12 as well as in Fig-

ure 4.13. The achievable BER performance using the reduced-complexity detector was

compared to that of the benchmark schemes in Figure 4.14 of Subsection 4.6.3. The BER

performance of the channel-coded OFDMA/SC-FDMA-aided STSK scheme of Figure 4.9

employing interleaved subcarrier allocation was investigated in Figure 4.15 and Figure 4.17

in multiuser scenarios. We observed in Figure 4.15 and Figure 4.17 that the multiuser

performance is comparable to the single-user performance. This is because the SC-FDMA

aided STSK is potentially free from multiuser interferences (MUI) [98], as a benefit of the

diagonal nature of both the weight matrix W v
n,m of (4.23) and of the frequency-domain

channel transfer matrix H̃
v

n,m of (4.17), as mentioned in Subsection 4.3.2. Furthermore,

our OFDMA/SC-FDMA STSK signal can be detected at a low complexity using (4.31),

because: 1) the coherent detector relies on accurate channel estimation, but the detection

process does not explicitly use either the FD channel transfer function or the TD channel

impulse response; 2) we can successfully employ the single-stream based ML detector of

(4.31) relying on the linearized model of [32], because only a single dispersion matrix is

activated at a given STSK block interval. The EXIT curve of the proposed scheme seen in

Figure 4.18 reaches the (1.0, 1.0) point of perfect convergence to a vanishingly low BER, as

explicitly demonstrated in Figure 4.17, after a few iterations. The performance achievable

by our OFDMA/SC-FDMA-aided STSK scheme of Figure 4.6 and Figure 4.7 as well as

by our reduced-complexity detector of Figure 4.8 is summarized in Table 4.3.

• Chapter 5 [116]: In Chapters 2, 3 and 4, efficient OFDM, MC-CDMA and OFDMA/SC-

FDMA arrangements were combined with the STSK based co-located multiple-antenna

system. For the sake of exploiting the cooperative diversity potential accruing from the

independently fading channels of the geographically distributed relay nodes (RNs) com-

municating over frequency-selective channels, in Section 5.3 we proposed the successive

relaying (SR) aided cooperative multicarrier STSK scheme of Figure 5.2. We invoke SR of

Figure 5.1 for recovering the typical 50% throughput loss associated with the conventional

half-duplex relaying. MC-CDMA is employed in Figure 5.2 for alleviating the performance

degradation imposed by a single-carrier based STSK system as well as for mitigating both

the SR-induced inter-relay interference (IRI) and the co-channel interference (CCI). In

Section 5.5 and Section 5.6, the differential multi-carrier cooperative STSK regime of Fig-

ure 5.5 and the near-capacity channel-coded cooperative STSK arrangement of Figure 5.7

and Figure 5.8 were conceived. Section 5.3 elaborated on the transmission protocol of

the coherent cooperative multicarrier STSK scheme of Figure 5.2 based on CRC-aided

selective DF relaying. Furthermore, in Section 5.4 we proposed the joint detection of the
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FD-despread signals gleaned from two successively arriving frames at the DN, which were

received via the SN-to-DN and the VAA-to-DN links by using the appropriately adapted

ML detector of [52]. As illustrated in Figure 5.4, the above-mentioned joint detector takes

advantage of the inter-stream interference-free nature of STSK [49,57], since always a sin-

gle dispersion matrix is activated. The coherent cooperative STSK scheme of Figure 5.2

is capable of performing well under the assumption of perfect CSI, as illustrated in Fig-

ure 5.9, Figure 5.10 and Figure 5.11. However, its performance degrades in the presence

of channel estimation errors, as seen in Figure 5.12. Moreover, it is unrealistic to expect

that the RNs altruistically estimate the SN-to-RN channels. As a potential remedy, in

Section 5.5 we designed the noncoherent cooperative multicarrier STSK arrangement of

Figure 5.5. Our differential encoding scheme of Figure 5.5 uses the directly generated

unitary matrices Aq (q = 1, ..., Q) in the spirit of [32, 49, 171], while satisfying the STSK-

related condition of relying on M = T , so that the resultant STSK signalling blocks are

(T × T )-element square matrices, which allow us to avoid employing the nonlinear Cay-

ley transform of [49, 171]. In the architecture of Figure 5.5, we invoked the time-domain

(TD) approach of differential encoding across the consecutive MC-CDMA symbols of the

same sub-carrier, rather than the frequency-domain (FD) approach of differential encod-

ing across the symbols of the adjacent sub-carriers of the same MC-CDMA block. The

associated pros and cons were discussed in Section 5.5. Furthermore, in Section 5.6 we

proposed the soft-decision based cooperative multicarrier STSK system of Figure 5.7 and

Figure 5.8, which exhibits a superior performance, when communicating over dispersive

channels, while maintaining the flexible DMT of the STSK scheme. The associated perfor-

mance characteristics were shown in Figure 5.9 and Figure 5.10 for the uncoded coherent

scheme of Figure 5.2 and in Figure 5.12 for the uncoded differential scheme of Figure 5.7.

The corresponding channel-coded scheme of Figure 5.7 and Figure 5.8 was character-

ized in Figure 5.13. The BER performance of Figure 5.13 was verified by the EXIT chart

based performance predictions depicted in Figure 5.14. The achievable performance of our

SR-aided cooperative CSTSK scheme of Figure 5.2, of our SR-aided cooperative DSTSK

scheme of Figure 5.5 as well as of our channel-coded soft-decision assisted coherent as well

as noncoherent schemes of Figure 5.7 and Figure 5.8 was summarized in Table 5.4.

• Chapter 6 [120]: As we discussed in Section 5.2, the cooperative multicarrier DSTSK

of Figure 5.5 is particularly useful, because we cannot expect the RNs to estimate the

source-to-relay channels simply for supporting the SNs. Furthermore, channel estimation

errors result in an irreducible error floor in the BER performance characteristic of the

cooperative MC CSTSK of Figure 5.2. For the sake of dispensing with channel estimation

and for attaining an improved performance even in high-mobility dispersive channels while

imposing a reduced complexity, we proposed the hard-decision as well as soft-decision
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based MSDSD-aided DSTSK arrangement of Figure 6.1 and Figure 6.3, respectively. More

specifically, Section 6.3 elaborated on the concept of ML-MSDSD-aided OFDM DSTSK.

In Section 6.4, we proposed the soft-MSDSD-aided MC DSTSK scheme of Figure 6.3 and

the associated maximum a posteriori MSDSD (MAP-MSDSD) philosophy. The design

criterion used for optimizing the DMs employed and the complexity of the MAP-MSDSD

were discussed in Section 6.5. Section 6.6 characterized the achievable performance of

both the hard-decision and of the soft-decision MSDSD-aided MC DSTSK of Figure 6.1

and Figure 6.3 with the aid of Figure 6.5, Figure 6.6 and Figure 6.7. The EXIT chart

aided prediction of the BER characteristics of Figure 6.6 and Figure 6.7 was then verified

with the aid of Figure 6.8 and Figure 6.9, respectively, while Figure 6.10 characterized

the complexity imposed by the MAP-MSDSD scheme. The achievable performance of

our hard-decision MSDSD-aided OFDM-DSTSK scheme of Figure 6.1 versus that of our

soft-MSDSD-aided OFDM-STSK scheme of Figure 6.3 is summarized in Table 6.2.

The design guidelines of our MC STSK schemes relying on the (M, N, T, Q) parameters in

conjunction with the L−ary constellation of the STSK system as a function of the number of

subcarriers Nc, the spreading factor Sf , the DFT-spreading length Nd and the CP-length Lcp

are summarized as follows:

• The values of (M, N) specify the number of transmit and receive AEs.

• The values of (Q,L, T ), i.e. the number of DMs, the modulation order and the number

of symbol intervals are chosen in any space-time block so as to satisfy the desirable DMT

characterized by the rate R = log2(L · Q)/T and the achievable diversity order of N ·
min (M, N) .

• For all the possible combinations of (L, Q), the Q DMs are computed based-on either the

DCMC capacity-optimal or the PEP-optimal design procedure [32, 130].

• The best set of (L, Q) may be found by predicting the BER performance with the aid of

the corresponding EXIT charts.

• The number of sub-carriers is chosen to ensure that the codeword symbols of each subcar-

rier experience frequency-flat fading. To be specific, the multicarrier modulation scheme

is designed by ensuring that the coherence bandwidth of the channel is higher than the

subcarrier symbol rate. Additionally, the length of the CP adopted ensures the absence

of ISI between the consecutive OFDM symbols.

• In the MC-CDMA aided STSK scheme, the number of subcarriers Nc has to be equal to or

a multiple of the spreading factor Sf , where increasing Sf provides a higher FD diversity

gain.
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• In the OFDMA/SC-FDMA aided STSK arrangement, the number of subcarriers Nc is

usually a multiple of the DFT-spreading length Nd, whereas for a fully-loaded system

supporting U users, we have Nc = (Nd × U).

• In the coherent SR aided cooperative MC-STSK arrangement, the parameters used are

designed so as to support the date rate of R =
2log2(L · Q)

b + T
[bits/symbol duration] , where

b represents the number of symbols in the SN’s transmit blocks.

• The differential cooperative MC STSK and the soft-MSDSD aided MC-STSK are designed

using directly generated unitary matrices, while satisfying the relationship of M = T.

Let us now compare our OFDM-aided coherent STSK (CSTSK) scheme of Chapter 2, the

MC-CDMA-aided CSTSK regime of Chapter 3, the OFDMA/SC-FDMA-aided CSTSK ar-

rangement of Chapter 4, the MC-CDMA-aided cooperative CSTSK and DSTSK architecture

of Chapter 5 and the soft-MSDSD-aided MC DSTSK scheme of Chapter 6. For this compari-

son, we tabulated some of their main features in Table 7.1, while the achievable performance

of the individual schemes was tabulated at the end of the corresponding chapters, namely in

Table 2.5, Table 3.2, Table 4.3, Table 5.4 and Table 6.2. We note that all our schemes miti-

gate the performance degradation imposed by the channel-induced dispersion, but as a further

benefit, the MC-CDMA-aided STSK and the SC-FDMA-aided STSK are capable of providing

additional FD diversity gains. Under the assumption of perfect orthogonality amongst the

subcarriers, the SC-FDMA-aided scheme remains free from MUI, whereas the MUI imposed

on the MC-CDMA-aided scheme can only be mitigated by a suitable MUD. The complexity

associated with the employment of a MUD is typically high. The decoding complexity of the

different schemes proposed in this treatise is summarized in Table 7.2. In addition to the low

decoding complexity imposed by the SC-FDMA-aided scheme, it has the additional benefit of

providing a low PAPR, and hence it is particularly suitable for uplink transmissions. It is also

worth noting that our distributed MC STSK scheme has been investigated in the context of a

single DN, but these studies may be readily extended to multiple DNs.

In a nutshell, the basic motivation of our designs was that of improving the overall quality

of wireless systems by striking a compelling compromise among the conflicting design factors,

such as the effective throughput, the coding as well as diversity gain, the implementational

complexity etc. To outline the rationale of our work and to summarize our main contributions,

we conclude as follows:

1. STSK has the benefit of striking a flexible DMT by using single-stream ML detection, as

mentioned for example in [49, 56, 57]. However, all the previous studies apart from [148]

investigated STSK in non-dispersive scenarios.

2. In order to retain all the benefits of STSK over dispersive channels, we need either a
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Table 7.2: Decoding complexity of the schemes proposed. The complexity is quantified in terms of

the RMOs required for estimating a bit or for obtaining a single soft-output value of the

soft-MSDSD-aided MC DSTSK scheme.

Decoding Scheme Complexity

ML detector of (2.53) for OFDM-aided CSTSK
4MNT 2Q + 6NTQL

log2(Q · L)

The detector of (3.18) for MC-CDMA-aided CSTSK
10MTQL
log2(Q · L)

ML-MUD of (3.19) for MC-CDMA-aided CSTSK
Sf

(
4MNT 2QU + 5NTQLU + 2NTQL

)
log2(Q · L)

ML detector of (4.31) for SC-FDMA-aided CSTSK
10MTQL
log2(Q · L)

ML detector of (4.32) for SC-FDMA-aided CSTSK
4MNT 2Q + 6NTQL

log2(Q · L)

Reduced-complexity detector of (4.50) and (4.51)

for OFDMA/SC-FDMA-aided CSTSK

4M2N + 8MN + 4MTQ + 2QL1 + Q + 2L
log2(Q · L)

Joint ML detector of (5.31) for cooperative

MC-CSTSK as well as cooperative MC-DSTSK

4MQT 2 + 6TQL+ 4L′ + 2bQL
log2(Q · L)

MAP-MSDSD of (6.29) for soft-MSDSD-aided

DSTSK
≥
[
MN (2M + 1) /log2(L · Q) + 2M2N

]
N2

w

space-time equalizer or OFDM/MC-CDMA, both of which, converts a dispersive channel

into reduced-rate parallel non-dispersive channels [119, 121].

3. To maintain the benefits of OFDM-based transmission while facilitating multiuser com-

munications, OFDMA/SC-FDMA aided STSK systems [117] were proposed. In order to

further mitigate the decoding complexity of the single-stream ML detector, a reduced-

complexity detector was proposed in [118].

4. The transmit power may be reduced with the aid of relaying, especially by DF relaying,

where the plausible benefit is that in the absence of decoding errors, the relay retransmits

to the DN from a reduced distance.

5. Albeit relaying is highly beneficial, it requires both a broadcast and a cooperation slot,

which potentially halves the achievable throughput.

6. This disdavantage may be mitigated with the aid of successive relaying, which is achieved

at the cost of reducing the number of users supported.

7. We proposed a SR-aided coherent versus noncoherent cooperative MC STSK arrangement

in [116]. To be specific, we quantified the pros and cons of coherent versus noncoherent



7.2. Future Work 189

detection. Explicitly, in practical terms, it is more realistic to use noncoherent detection

dispensing with channel estimation at the relay nodes.

8. Differential STSK employing soft-MSDSD was proposed in [120] for the sake of dispensing

with the channel estimation and thus to eliminate the potentially high Doppler-dependent

pilot overhead, while benefitting from the low-complexity imposed by sphere decoding and

from the iterative exchange of soft-information during detection.

7.2 Future Work

In this section, we briefly discuss a range of potential future research ideas.

7.2.1 Irregular Precoded MC STSK Scheme

For the sake of employing a suitable forward error correction (FEC) code in our MC STSK

scheme, we chose the turbo principle based serially concatenated RSC-URC coded arrangement

for attaining a near-capacity performance. The performance of the schemes may be improved

by employing the irregular convolutional codes (IR-CC) of [191] as the outer en-/decoder. The

design of these codes was detailed in [5,192]. To be a bit more specific, the IR-CC incorporates

a number of component convolutional codes (CCs) having different coding rates, each of which

encodes an appropriately selected fraction of the source bits. The code has the design flexibility

of adjusting the fractions of the information bits to be encoded by the different-rate component

encoders with the aid of EXIT charts. This process is invoked for the sake of shaping the

inverted EXIT chart of the composite IR-CC scheme for ensuring that it remains close to the

inner decoder’s EXIT curve throughout the entire mutual information interval of [0, 1] , whilst

guaranteeing that they never cross. In this way, the “turbo-cliff” point may approach the

associated system capacity quite closely. An irregular precoded LDC (IR-PLDC) was proposed

in [193] employing a set of irregular inner codes corresponding to a set of LDCs for attaining

near-capacity performance over a wide range of SNRs, while maintaining an infinitesimally low

BER. Motivated by the benefits of this IR-PLDC architecture, irregular precoded MC STSK

(IRP-MC STSK) may be conceived, which might have the potential of providing near-capacity

performance for our system.

7.2.2 Asynchronous Transmission

A major challenge of MIMO systems is the inter-antenna synchronization (IAS) problem. The

synchronization issue becomes acute in cooperative scenarios due to the asynchronous nature

of relay nodes in the network. We have considered perfect synchronization in our proposed
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schemes, although in practice it is difficult to acquire accurate system-level synchronization

without imposing a high additional synchronization overhead and implementational complex-

ity. The investigations of [194] revealed that the time-synchronization errors encountered in a

cooperative scenario impose a significant performance degradation. Additionally, the propaga-

tion delays arising both from the different node locations in a cooperative scheme and from the

multipath-induced delay-spread contribute to the sampling offset errors, which further aggra-

vates the effect of synchronization errors. For mitigating the performance degradation imposed

by synchronization errors in a cooperative regime, a number of space-time codes were pro-

posed in [195,196], which invoke space-time equalization under the assumption that the perfect

knowledge of the CSI and/or of the relative delays is available at the receiver. In [197, 198],

multi-carrier aided STCs were proposed specifically for dispersive links. However, all these

schemes suffer from a high computational complexity.

In order to dispense with system-level synchronization between the RF chains associated

with the transmit AEs, asynchronous STSK (ASTSK) was proposed in [49, 57]. This scheme

operates in a way similar to the SM/SSK systems, because a single AE is activated at each

symbol duration, whilst maintaining the benefits of the STSK system. However, the ASTSK

scheme imposes a further constraint on the design of DMs. More specifically, the ASTSK DMs

must not contain more than a single non-zero element in each column. Indeed, obtaining suit-

able DMs which are capable of meeting the required capacity and/or BER performance targets,

while satisfying the power constraint mentioned in (2.29), is a challenging task. The design of a

beneficial asynchronous MC STSK arrangement in the context of large-scale MIMOs [199,200]

constitutes a set of major open challenges for our future research. More specifically, similarly

to the SM/SSK schemes, ASTSK has the potential of low-cost hardware design in the context

of large-scale MIMO systems [201,202].

7.2.3 Multiuser Multicell Scenario

Our MC STSK scheme relying on both co-located as well as on distributed AEs may be further

investigated for employment in multiuser, multicell systems. The proposed scheme may be em-

ployed in a coordinated multipoint (CoMP) communications scenario, where the different base

stations (BSs) operate in a coordinated manner in order to mitigate the intercell interference

and to increase the cell edge throughput. The scheme may also be considered for employment

in heterogenous networks including femto/pico BSs, fixed/mobile relays and cognitive radios

as well as inappropriate interference mitigation arrangements. The concept of area spectral

efficiency (ASE) was coined in [203] for quantifying the spectral efficiency per unit area of

a cellular mobile radio system. In [204], the ASE of soft-decision space-time-frequency-shift

keying (STFSK) aided slow-frequency-hopping multiple access (SFHMA) was investigated. A
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holistically optimized system incorporating our MC STSK scheme may be considered for pro-

viding a high ASE.

7.2.4 Coded Modulation Aided MC STSK Scheme

The MC STSK scheme may be amalgamated with the family of classic coded modulation

schemes, such as trellis-coded modulation (TCM) [125, 205, 206], turbo trellis-coded modula-

tion (TTCM) [207], the bit-interleaved coded modulation (BICM) and bit-interleaved coded

modulation relying on iterative decoding (BICM-ID). The bandwidth-efficient BICM scheme

has been widely studied, for example in [208–210]. We have employed a near-capacity three-

stage coding similar to the BICM technique for our MC STSK schemes. However, a compre-

hensive study of the coded modulation aided multi-carrier STSK scheme and its performance

constitutes a major element of our future study.

7.2.5 Network Coding for Cooperative MC STSK Scheme

Network coding is a recent concept conceived in the seminal paper by Ahlswede et al. [211]

and it is especially beneficial for the sake of increasing the attainable network throughput, the

scalability and robustness. Rather than simply replicating and relaying the SN’s transmissions

at the RNs, signals are recombined at the intermediate nodes for example by their ‘Ex-OR’

operation or by other linear combination techniques, which are then retransmitted. This was

shown to be particularly beneficial in terms of approaching the maximum achievable information

flow of the network. Network coding may be employed in our cooperative MC STSK scheme

for further enhancing the ASE. Network coding has the potential of improving the robustness,

while simultaneously increasing the attainable throughput and reducing the delay of our system.

7.2.6 Subcarrier Allocation and Scheduling of MC STSK Schemes

We have also the further motivation to design joint power- and sub-carrier allocation scheme for

our OFDMA/SC-FDMA based STSK DL/UL scenarios. There are numerous popular allocation

algorithms, such as the Greedy algorithm [212], the Hungarian algorithm [213] and the Worst

Subcarrier Avoidance (WSA) technique [214] etc. Hence the performance of efficient power

and sub-carrier allocation techniques has to be investigated in the context of our multi-carrier

STSK scheme, such as the one proposed by Liu and Yang for low-complexity subcarrier-power

allocation in [215]. When considering the multiuser, multicell scenarios, appropriate upper

layer concepts may be conceived for providing multiuser diversity. Specifically, channel-quality

dependent multi-carrier as well as multiuser scheduling has to be invoked for allocating both

the spectral and the power resources to different users for the sake of maximizing an objective
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function such as for example the total throughput [216]. The performance of different scheduling

algorithms also has to be compared. In [217, 218], the authors designed oppotunistic relay

selection schemes for the SC-FDMA uplink. The performance of sophisticated relay selection

schemes has to be studied in the context of cooperative multi-carrier STSK.

7.2.7 Energy-efficient MC STSK Design

Against the backdrop of rising energy cost and carbon footprint of cellular networks, ‘green’

wireless systems designed for a high throughput, whilst maintaining a high Quality-of-Service

(QoS) and flexible scalability represent a few of the compelling needs of future communication

systems. This necessitates the development of power-efficient, low-complexity solutions, whilst

satisfying the target QoS as well as the throughput requirements. An appropriate design metric

to be invoked may be the normalized energy-efficiency (EE) [219] expressed as the throughput

per unit energy. Our scheme has the potential of considerably reducing the power consumption

of wireless systems as a benefit of its inherent diversity-multiplexing gain tradeoff. The scheme

activates a single DM at any symbol instant and the DMs may be designed for minimizing the

overall energy consumption/dissipation. Furthermore, cross-layer-aware upper layer schemes

may be designed for supporting energy-efficient operation of our scheme.



Appendix A
Dispersion Matrices for MC

CSTSK/DSTSK Schemes

A.1 Dispersion Matrices for the MC CSTSK Schemes

The dispersion matrices of our MC CSTSK schemes were generated by employing an exhaustive

search for minimizing the PEP under the power constraint of (2.29) [32, 49]. Specifically:

• Dispersion matrix for the BPSK-modulated CSTSK (2, 2, 2, 1) scheme:

A1 = I2

• Dispersion matrices for the BPSK-modulated CSTSK (2, 2, 2, 2) scheme:

A1 =

[
−0.68261− j0.108604 0.521750 + j0.507026

0.728032 + j0.221643 0.326144 + j0.554461

]

A2 =

[
0.159683 + j0.598742 −0.59185 + j0.521820

0.745319 + j0.204706 −0.07058− j0.625333

]

• Dispersion matrices for the BPSK-modulated CSTSK (2, 2, 2, 4) scheme:

A1 =

[
−0.62798− j0.591703 −0.21073 + j0.487383

−0.18250− j0.380009 0.578338− j0.679255

]

A2 =

[
0.384918 + j0.318313 −0.44844 + j0.719217

0.460011− j0.745615 −0.50207− j0.111899

]

A3 =

[
0.764867− j0.088718 −0.36210− j0.462671

−0.68682− j0.080819 −0.15158− j0.748802

]
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A4 =

[
−0.087918 + j0.636725 −0.68354 + j0.432746

−0.706649 + j0.277730 0.410307 + j0.433029

]

• Dispersion matrices for the QPSK-modulated CSTSK (2, 2, 2, 4) scheme:

A1 =

[
0.0706286− j0.724047 −0.34919 + j0.172634

0.0590843− j0.378128 −0.75165− j0.779475

]

A2 =

[
0.009874 + j0.781335 −0.39559− j0.898581

−0.01537− j0.283969 −0.58525− j0.0457301

]

A3 =

[
−0.44174− j0.553705 −0.58142− j0.557075

0.202951 + j0.885996 0.055187 + j0.143760

]

A4 =

[
0.417664− j0.428972 0.357802− j0.328512

0.914539− j0.331804 −0.21631 + j0.642132

]

• Dispersion matrices for the BPSK-modulated CSTSK (2, 2, 2, 8) scheme:

A1 =

[
0.490615 + j0.285835 −0.05457 + j0.537095

0.664871− j0.722890 −0.22712− j0.496953

]

A2 =

[
−0.13912− j0.804336 0.640451 + j0.696194

0.344340 + j0.404008 −0.39372 + j0.078824

]

A3 =

[
−0.22089− j0.764160 0.740787− j0.331307

−1.01609− j0.585726 0.091152− j0.885433

]

A4 =

[
−0.66174− j0.159235 −0.53109− j0.63638

0.709018− j0.909580 −1.12723 + j0.309776

]

A5 =

[
0.136287− j0.950395 −0.69784− j0.766231

−0.03667− j0.391224 0.722999− j0.278409

]

A6 =

[
−0.06576− j0.880872 0.030519− j0.096179

−0.40567 + j0.190354 0.155844 + j1.291880

]

A7 =

[
0.356444− j0.952773 −0.37021 + j0.262445

0.573447 + j0.720187 −0.20058 + j0.442297

]

A8 =

[
−0.00844− j0.644137 −1.04764 + j0.563001

−0.14116− j0.248972 −0.06942− j0.289428

]
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• Dispersion matrices for the BPSK-modulated CSTSK (3, 2, 2, 2) scheme:

A1 =

⎡
⎢⎢⎣
−0.60261− j0.974351 −0.17069 + j0.050189

−0.17273 + j0.094880 −1.04201 + j0.263649

0.032973− j0.191071 −0.14009 + j0.150957

⎤
⎥⎥⎦

A2 =

⎡
⎢⎢⎣

0.178581 + j0.237927 1.149810 + j0.317412

−0.07755 + j0.948592 −0.39879− j0.100663

0.057166 + j0.0266048 −0.15761 + j0.056209

⎤
⎥⎥⎦

A.2 Dispersion Matrices for the MC DSTSK Schemes

The DMs of our MC DSTSK schemes were directly generated unitary matrices by employing

random search for minimizing the PEP under the power constraint of (2.29) [49, 171].

• Dispersion matrix for the BPSK-modulated DSTSK (2, 2, 2, 1) scheme:

A1 = I2

• Dispersion matrices for the BPSK-modulated DSTSK (2, 2, 2, 2) scheme:

A1 =

[
0.028179 + j0.048991 0.735407− j0.675265

−0.42205− j0.904811 0.044743− j0.034529

]

A2 =

[
−0.02114 + j0.298813 0.632639 + j0.714166

−0.85975 + j0.413629 0.096163− j0.283706

]

• Dispersion matrices for the QPSK-modulated DSTSK (2, 2, 2, 4) scheme:

A1 =

[
0.511388 + j0.028406 0.857951 + j0.039947

−0.12163− j0.850225 0.077072 + j0.506344

]

A2 =

[
−0.05908− j0.891632 −0.04651 + j0.446474

0.110036 + j0.435195 0.069359 + j0.890891

]

A3 =

[
0.070268 + j0.291534 −0.75307− j0.58562

0.536267− j0.788979 −0.02287− j0.299009

]

A4 =

[
0.511300− j0.250363 0.313400 + j0.760047

0.806445 + j0.159805 0.146283− j0.550192

]
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A.3 Dispersion Matrices for the GA-optimized MC CSTSK Schemes

The DMs of our MC CSTSK schemes were also generated by employing GA-based optimization

illustrated in Section 2.3.2 for minimizing the PEP under the power constraint of (2.29) [131,

134].

• Dispersion matrix for the BPSK-modulated CSTSK (2, 2, 2, 1) scheme:

A1 = I2

• Dispersion matrices for the BPSK-modulated CSTSK (2, 2, 2, 2) scheme:

A1 =

[
−0.34800 + j0.536949 0.638518 + j0.414693

−0.68694 + j0.344526 −0.29261− j0.578536

]

A2 =

[
0.382709 + j0.646123 −0.55772 + j0.348868

0.524060 + j0.401772 0.448477− j0.605068

]

• Dispersion matrices for the QPSK-modulated CSTSK (2, 2, 2, 4) scheme:

A1 =

[
−0.85921 + j0.504184 0.413484 + j0.100935

−0.08643 + j0.009546 −0.79022 + j0.440901

]

A2 =

[
−0.20129 + j0.424267 0.118137− j0.608894

−0.84983− j0.239303 −0.74817− j0.235646

]

A3 =

[
−0.81709− j0.380897 −0.01538− j0.737604

−0.17934 + j0.393842 0.658412 + j0.148989

]

A4 =

[
0.083231− j0.150406 0.583613 + j0.691723

−0.96236 + j0.210492 0.400807 + j0.142369

]



Glossary

3GPP 3rd Generation Partnership Project

AE Antenna Element

AF Amplify-and-Forward

Approx-log-MAP Approximate-Logarithmic-Maximum a posteriori

AWGN Additive White Gaussian Noise

BER Bit Error Ratio

BICM Bit-interleaved Coded Modulation

BICM-ID Bit-interleaved Coded Modulation with Iterative Decod-

ing

BLAST Bell Laboratories Layered Space-Time

BS Base Station

CCDF Complimentary Cumulative Distribution Function

CCI Co-Channel Interference

CCMC Continuous input Continuous output Memoryless Chan-

nel

CDD Conventional Differential Detection

CDMA Code Division Multiple Access

CE Channel Estimation

CIR Channel Impulse Response

Coherence bandwidth The maximum bandwidth or frequency interval over

which two frequencies of a signal are likely to experience

correlated fading
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COST207-TU12 A 12-tap dispersive typical urban channel model pro-

posed by the European Cooperation in Science and Tech-

nology (COST)

CP Cyclic Prefix

CRC Cyclic Redundancy Check

Crossover A Genetic Algorithm operator which takes more than

one parent solutions and produces a child solution from

there

CSI Channel State Information

CSTSK Coherent Space-Time Shift Keying

DAB Digital Audio Broadcasting

DCM Dispersion Characterizing Matrix. A matrix constructed

by the column-wise vectorial stacking of the DMs set

used in LDC or STSK

DCMC Discrete input Continuous output Memoryless Channel

Delay spread The square root of the second central moment of delay

power spectral density

DF Decode-and-Forward

DFT Discrete Fourier Transform

DL Downlink

DL/UL Downlink/Uplink

DLDC Differential Linear Dispersion Code

DM Dispersion Matrix

DMT Diversity-Multiplexing Tradeoff

DN Destination Node

DOA Direction-of-Arrival

DOD Direction-of-Departure

DPSK Differential Phase-Shift Keying

DSFM Differential Space-Frequency Modulation

DSTSK Differential Space-Time Shift Keying

DVB Digital Video Broadcasting

EGC Equal Gain Combining
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Elitism A Genetic Algorithm process of selecting the high-fitness

individual

EVD Eigen-Value Decomposition

EXIT EXtrinsic Information Transfer

FD Frequency Domain

FDCHTF Frequency Domain Channel Transfer Function

FDCHTM Frequency Domain Channel Transfer Matrix

FDE Frequency Domain Equalizer

FIR Infinite Impulse Response

GA Genetic Algorithm

HSDPA High-Speed Downlink Packet Access

IDFT Inverse Discrete Fourier Transform

IEI Inter-Element Interference

IFDMA Inteleaved Frequency Division Multiple Access

IRI Inter-relay Interference

ISI Inter-Symbol Interference

LDC Linear Dispersion Code

LFDMA Localized Frequency Division Multiple Access

LLR Logarithmic Likelihood Ratio

LTE Long Term Evolution

MC Multicarrier

MC DS-CDMA Multicarrier Direct Sequence Code Division Multiple Ac-

cess

MC-CDMA Multicarrier Code Division Multiple Access

MI Mutual Information

MIMO Multiple-Input Multiple-Output

ML Maximum Likelihood

ML-MUD Maximum Likelihood - Multiuser Detector
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MMSE Minimum Mean Squared Error

MMSEC Minimum Mean Squared Error Combining

MRC Maximal Ratio Combining

MSDD Multiple-Symbol Differential Decoding

MSDSD Multiple-Symbol Differential Sphere Decoding

MT-CDMA Multitone Code Division Multiple Access

MUD Multiuser Detector

MUI Multiuser Interference

Mutation A Genetic Algorithm operator which produces the child

solution by flipping a single or more bit of the parent

OF Objective Function

OFDM Orthogonal Frequency-Division Multiplexing

OFDMA Orthogonal Frequency Division Multiple Access

ORC Orthogonality Restoring Combining

OVSF Orthogonal Variable Spreading Factor

PAM Pulse Amplitude Modulation

PAPR Peak-to-Average Power Ratio

PED Partial Euclidean Distance

PEP Pairwise Error Probability. The probability of a code-

word being wrongly decoded as another codeword

QAM Quadrature Amplitude Modulation

QPSK Quadrature Phase Shift Keying

RMO Real-valued Multiplication Operation

RN Relay Node

RSC Recursive Systematic Convolutional

SC Selection Combining

SC-FDE Single-Carrier Frequency Domain Equalizer

SC-FDMA Single-Carrier Frequency Division Multiple Access

SCM Single-Carrier Modulation
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SD Spatial Domain

SDM Spatial Division Multiplexing

SDMA Space-Division Multiple Access

Selection A Genetic Algorithm process of choosing a population

for future population

SI Self-Interference

SISO Single-Input Single-Output

SM Spatial Modulation

SN Source Node

SNR Signal-to-Noise Ratio

SR Successive Relaying

SSK Space Shift Keying

ST Space-Time

STS Space-Time Spreading

STSK Space-Time Shift Keying

SUD Single-User Detection

SUS Stochastic Universal Sampling. A method of weighted

random sampling extensively used in Genetic Algorithms

for selecting potentially useful solutions for recombina-

tion, which exhibits less bias and spread than the classic

Roulette Wheel Sampling (RWS)

SVD Singular-value Decomposition

TCM Trellis-Coded Modulation

TD Time Domain

TTCM Turbo Trellis-Coded Modulation

TU Typical Urban

UL Uplink

URC Unity Rate Code

V-BLAST Vertical Bell Laboratories Layered Space-Time

VAA Virtual Antenna Array
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WCDMA Wideband Code Division Multiple Access

WINNER Wireless INitiative NEw Radio project

WLAN Wireless Local Area Network

ZF Zero Forcing
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