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ABSTRACT	

Faculty of Engineering and the Environment 

Materials & Surface Engineering Group 

Doctor of Philosophy 

THE USE OF OPTICAL TECHNIQUES TO ASSESS THE DAMAGE TOLERANCE OF 

COMPOSITE MATERIALS 

By Gary Battams 

Experimental methodologies based on full-field optical techniques for the study of damage 

in fibre reinforced polymer (FRP) materials, during intermediate strain rate loading and 

subsequent fatigue loading are established. The methodologies are based on the 

synchronous use of digital image correlation (DIC) and infra-red (IR) thermography, 

allowing the collection of full-field kinematic and thermal surface data maps to provide a 

deeper insight into the damage mechanisms and a new capability for identifying damage in 

FRP materials and structures.  

The study of damage initiation in FRP materials during intermediate strain rate loading 

requires the application of high speed cameras and the development of a novel loading rig 

capable of imparting a damaging load that does not fail the material. The rig design is fully 

validated. The application of DIC on images obtained using high speed cameras is 

evaluated. New approaches to identify the effect of sensor fill-factor on the accuracy of 

high spatial resolution DIC strain measurements are devised. Data captured from crossply 

carbon-epoxy and glass-epoxy specimens demonstrate the capability of combining DIC 

and IR-thermography in identifying damage during an intermediate strain rate loading 

event. 

A novel semi-automated methodology for the accurate triggering of high resolution white-

light and IR images during a fatigue test is described, which allows the synchronous 

capture of data that enables DIC and thermoelastic stress analysis (TSA) to be applied 

without the pausing of a cyclic load. The combined methodology is applied to crossply 

glass-epoxy and carbon-epoxy specimens, identifying various damage types including; 

transverse cracking, delaminations and longitudinal splitting, verified through the use of X-

ray computed tomography (CT).  

Finally, future improvements are recommended with an aim of future users applying the 

optical methodologies to a greater range of loading scenarios and to the study of a greater 

range of material types and laminate configurations, so informing on the future design of 

damage tolerant FRP structures. 
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Chapter 1 

1. Introduction 

 Background and Motivation 1.1

Fibre reinforced polymer (FRP) composites are a class of materials that were first 

used in structural roles during the 1940’s with the development of polyester and 

epoxy based polymers. Their ability to form complex shapes led to their use in the 

manufacture of air ducts for aerospace applications [1]. With the development of 

materials such as aramids and carbon fibre reinforced polymer (CFRP), FRP 

composites have been used for the manufacture of a vast range of structural 

components due to their unique combination of material properties that often 

cannot be matched by simple monolithic materials [2]. FRP composites typically 

possess a high specific strength and stiffness, good environmental resistance and 

the ability to tailor material properties through the careful design of the laminate 

stacking sequence [2]. FRP’s comprise of fibrous reinforcement within a polymer 

based matrix. The fibres typically have high strength and stiffness along their 

major axis under tension. The infusion of a polymer matrix creates a method of 

strain transfer between fibres, providing cohesion and determining much of the 

FRP’s strength during compression and shear. The polymer also provides much of 

the environmental resistance of the final laminate. For these reasons, the final 

FRP composite has properties that are far superior to the constituent parts alone.  

Even in the usually conservative civil aerospace sector there has been a rapid 

growth in the use of FRP composites, as shown in Figure 1 [3]. Where weight is 

at a premium, modern airframes, such as the Airbus A350 and the Boeing 787 

Dreamliner, use high proportions of FRP material (up to 50% by weight). This 



2 

 

leads to significant improvements in structural efficiency, and hence decreased 

fuel usage and cost savings. 

 

Figure 1: Increasing use of composite materials in civilian aircraft [4] 

The quasi-static behaviour of FRP materials has been well studied [2] but their 

material responses at increased strain rates are less well defined, making it 

difficult for a designer to achieve a damage-tolerant design across all strain rates 

likely to be encountered [5]. Structural components are most often designed using 

material data collected at low strain rates (~10
-4

 s
-1

), but intermediate (~1 s
-1

) and 

high strain rate (>180 s
-1

) loading often occur during service [6]. Instances may 

include a bird strike or hail impact on a wing leading edge, an explosive blast near 

a military vehicle or slamming encountered by small vessels in rough seas. Even a 

dropped tool during servicing may cause localised high strain rate loading.  

One of the first applications of carbon FRP laminates was the use of Hyfil for 

composite fan blades on the Rolls-Royce RB-211 engine in the late 1960’s. Much 

time and money were spent developing the blades to give weight savings and 

increased efficiency. However, during high strain rate testing (bird strike tests) 

the blades were found to fail in an extremely brittle manner and consequently, had 

to be redesigned using more conventional titanium [7]. Lack of understanding in 

the damage tolerance of such FRP structures (along with other factors) pushed the 

company to the verge of bankruptcy [8]. Although much work has since been 

carried out in the field, damage tolerance and the non-destructive evaluation 
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(NDE) of impact damaged FRP structures still remain key areas of research. A 

2011 report investigating the Federal Aviation Authority’s (FAA’s) actions on the 

safety of composite aircraft highlighted four main safety concerns [4]. The first 

concern relates to a lack of standardisation in composite materials and the repair 

procedures employed, whilst the second highlights a need for greater worker 

training in dealing with aircraft manufactured from FRP materials, specifically in 

the repair and avoidance of damage. The third concern describes a current lack of 

information on FRP behaviour after damage due to a lack of in-service 

performance data. The fourth and final concern highlights the challenge in 

detecting and characterising damage in composite structures due to a lack of 

suitable NDE techniques. It is envisaged that the methodologies established in the 

thesis will help to address the third and fourth concerns through the development 

of NDE techniques for the study of damage in FRP components which could be 

used in the future for the analysis of real FRP components, helping to build 

confidence in the use of composite components through a greater understanding 

of damage evolution processes. 

Many NDE and optical measurement techniques rely on digital imaging and 

specifically the charge-coupled device (CCD) or complementary metal oxide 

sensor (CMOS) sensors upon which they are based. Such sensor technology has 

developed rapidly in the last three decades giving improved sensitivity, higher 

frame rates and cheaper devices, so driving the growth of optical measurement 

techniques for material characterisation. Such techniques will typically apply an 

algorithm to a set of digital images and extract material data such as 

displacement, strain or stress from the spatial or intensity information captured 

within the image or image set. The resultant ‘full-field’ map of data contrasts with 

point measurement techniques such as strain gauges or thermocouples which 

typically give a single data point. One of the major advantages of such optical 

techniques is that they do not interact with the material/component/structure 

under investigation. Benefits are also gained by the number of data points 

available across a surface, giving a greater field of view and generally a finer 

spatial resolution than point measurements.  
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The current work uses the recent advances in imaging technology to develop an 

experimental methodology capable of capturing FRP behaviour as damage 

initiates during intermediate strain rate loading and to study how such damage 

subsequently propagates during simulated in-service loading. Intermediate strain 

rate loading is applied using an Instron very high speed (VHS) 80/20 

servohydraulic test machine, specifically designed for the application of loads at 

high velocity. High speed white-light imaging combined with digital image 

correlation (DIC) is used to measure surface deformations and strains whilst a 

high speed infra-Red (IR) detector is used to measure surface temperatures during 

such intermediate strain rate tests. By using the two techniques it is envisaged that 

their synchronous application will provide a greater insight into the material 

behaviour, with greater confidence than a single technique alone. The 

thermoelastic stress analysis (TSA) technique, capable of providing full-field data 

related to the surface stress state, is also used to study the damage propagation 

behaviour of damaged FRP material combined with the DIC technique. 

The thesis is part of a larger research project at the University of Southampton, 

funded by the Engineering and Physical Sciences Research Council (EPSRC) and 

the Defence Science and Technology Laboratory (DSTL), entitled ‘Full-field 

data-rich experimental approaches to explain composite material and structural 

performance and its damage tolerance’. Motivation for the project arises from the 

need for greater understanding of the behaviour of FRP materials subjected to 

intermediate strain rate events and the effect on structural performance. The 

project involves the work of two post-doctoral researchers and three post-graduate 

researchers. A flow diagram summarising each project and the interactions 

between researchers is presented in Figure 2. A description of each researcher’s 

role is shown in blue, whilst major work outcomes from a researcher or multiple 

researchers are shown in red. The end users of such work are highlighted by green 

arrows.  

The thesis has developed two main bodies of work that were utilised by other 

researchers, namely the development of the slack adaptor for the repeatable 

loading of FRP coupons at intermediate strain rates and the evaluation of noise in 

DIC measurements when using high speed white-light cameras. The thesis also 

brings together work developed by several other researchers. The integrated end 
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tab methodology developed by Mr Longana has been used for the manufacture of 

the majority of specimens discussed in the thesis, whilst the work conducted at 

intermediate strain rates uses the IR sensor calibration methodology developed by 

Dr Fruehmann and the camera triggering methodology developed by Dr Crump. 

The code with which to numerically apply strain to images, developed by Dr 

Crammond was also used in the verification of DIC measurements from high 

speed cameras. 

 

Figure 2: Researcher interactions within the EPSRC/DSTL project ‘Full-field data-rich 

experimental approaches to explain composite material and structural performance and its 

damage tolerance’   
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 Aims and Objectives 1.2

The main aim of the research described in the thesis is to establish an 

experimental methodology based on optical techniques to allow the study of FRP 

damage behaviour. This involves capturing and analysing data collected during 

intermediate strain rate loading and also during subsequent loading cycles at 

lower strain rates. The former aims to study how damage initiates during impact 

type loading, whilst the latter aims to investigate how damage evolves from such 

an event.  

To establish the methodology, several objectives that must be covered were 

recognised: 

1) Evaluate the characteristics and error sources of the digital imaging equipment 

and optical measurement techniques employed.  

a) To understand the characteristics of the high speed cameras and their 

limitations. 

b) To identify methods for reducing sources of error in the optical 

measurement techniques. 

2) Establish a methodology for the study of FRP damage initiation during 

loading at elevated strain rates. 

a) Develop a controlled loading methodology for the application of an 

elevated strain rate load to FRP material. To know the limitations and error 

sources of the method. 

b) To apply high speed optical imaging and measurement techniques to 

capture the onset of damage during intermediate strain rate loading. 

3) Establish a methodology for the study of damage evolution and propagation in 

predamaged FRP material through the application of optical measurement 

techniques during fatigue loading.  

 Novelty 1.3

The thesis demonstrates novelty in a variety of aspects, most notably in the 

application of multiple measurement techniques to the study of damage initiation 

and evolution in FRPs. During intermediate strain rate loading, both white-light 

and IR optical techniques are used to study the initiation of damage using high 
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speed imaging. The benefit of using the techniques simultaneously stems from the 

two properties that are collected. DIC provides a surface strain map, whilst IR 

thermography allows insights into the surface stress state and the generation of 

heat from failure events. Although some previous studies have used high speed 

white light cameras and DIC, few have also used IR thermography to study FRP 

behaviour. IR cameras have only recently been able to achieve the frame-rates 

and sensitivities required for high speed imaging, through the use of reduced 

image sizes. The use of an IR detector outside of its usual operating conditions 

requires the use of a custom calibration procedure to obtain correct temperature 

measurements. Through the use of the calibration procedure developed by Dr 

Fruehmann, the thesis is one of the few examples that uses both quantitative 

thermal measurements and DIC based deformation measurements from high 

frame rate cameras.  

Another area of novelty is in the application of DIC and TSA to cyclically loaded 

FRP specimens. The use of the two techniques allows the collection of surface 

strain and stress sum data, so giving greater confidence in the study of FRP 

damage propagation behaviour. Very few previous authors have used DIC to 

monitor a cyclically loaded FRP specimen and even fewer have simultaneously 

used TSA. A novel experimental methodology was developed to allow the 

automated collection of white light and IR images without the pausing of a 

fatigue cycle. The timing method developed allows the use of low cost, high 

resolution white light cameras, so giving strain maps of greater resolution after 

DIC analysis than possible using high speed white light cameras.  

Although this thesis focuses on establishing experimental methodologies for the 

study of damage rather than the generation of material data, it serves as a basis for 

future projects for the collection of such data. It is envisaged that future projects 

will contribute to the damage tolerant design of FRP components using the 

methodologies developed in this thesis.  

Two additional areas of novelty were generated as a result of the methodology 

development for FRP damage initiation at intermediate strain rates. The 

validation of high speed white light cameras for DIC measurements revealed 

previously unreported behaviour related to the sensor fill factor which was found 
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to detrimentally affect recorded strains. A novel loading methodology was also 

developed to impart a purely tensile load at intermediate strain rates to FRP 

specimens.  

In summary, the work described in this thesis demonstrates novelty in the 

following areas: 

1. The use of high speed cameras for high resolution DIC strain measurement 

and the detrimental effect of reduced sensor fill factor on accuracy.  

2. The development of an interrupted loading rig to apply purely tensile 

intermediate strain rate loading to standard sized FRP coupons, creating 

damage but without reaching final failure. 

3. The application of high speed IR thermography and high speed white-light 

combined with DIC to the study of damage initiation of FRP during 

intermediate strain rate loading. 

4. The conceptualisation and design of an automated and synchronised white-

light and IR camera triggering methodology, enabling the evolution of 

damage to be captured during a fatigue cycle through the use of DIC and 

TSA without the need for a pause or change in the cyclic load. 

 Thesis Structure 1.4

The thesis consists of eight chapters. Chapter 1 is an introductory chapter 

outlining motivation, aims and novelty. Chapter 2 starts with a discussion of 

digital sensor technology, followed by a review of the theory of the full-field 

measurement techniques employed. It includes a discussion of the potential error 

sources of each technique identified from the literature, their advantages and 

limitations and also information about the specific equipment and software used 

in the thesis. 

A literature review of damage initiation and evolution in FRPs is the focus of 

Chapter 3. Their typical mechanical response is stated followed by a discussion of 

their fracture behaviour. Emphasis is placed on the mechanisms that lead up to 

damage. The generally accepted behaviour of FRP materials when subjected to 

high strain rate loading is described along with a literature review of previous 

work using optical techniques to capture the onset of damage in FRP materials. 
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The equipment and methodology used for intermediate strain rate testing is 

discussed in Chapter 4. This includes an overview of the Instron Very High Speed 

(VHS) 80/20 servohydraulic test machine and the development of the slack 

adaptor system. The camera triggering method, developed by Dr Crump is 

presented, followed by a discussion on the design of the FRP specimens used 

throughout the thesis [9]. 

Chapter 5 discusses the application of DIC to images captured from high speed 

cameras, specifically focussing on the reduced accuracy encountered. The 

investigations into the cause are presented and the findings discussed. 

Chapter 6 uses high speed white-light and Infra-Red (IR) cameras during quasi-

static loading to validate a combined DIC and IR-thermography method for the 

identification of damage in crossply FRP specimens. 

Chapter 7 presents the development and validation of the interrupted loading rig 

along with examples of tests conducted on CFRP and glass-fibre reinforced 

polymer (GFRP) specimens..  

The methodology developed for automated and combined TSA/DIC 

measurements during the fatigue of FRP specimens is the focus of Chapter 8. 

Example data of fatigue tests conducted on previously undamaged CFRP 

specimens are presented and discussed. The chapter also includes subsequent 

damage propagation investigations conducted on previously damaged specimens 

using the methodology previously outlined in Chapter 7. 

Finally, Chapter 9 summarises the main conclusions that can be drawn from the 

work conducted in the thesis. Also included are areas of potential future work. 

Such areas include; improvements to the interrupted loading rig allowing a 

greater range of strain rates and loads to be imparted, to gain FRP material 

performance data by applying the methodology to a variety of FRP materials and 

stacking sequences, and to diversify the types of impact loading from solely 

tensile loading. This may include the design of new methodologies to allow 

compression, shear and bending loads at intermediate strain rates to be applied 

and to investigate their affect on damage evolution. 
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Chapter 2 

2. Full-Field Measurement Techniques 

 Introduction 2.1

The use of full-field optical techniques has grown rapidly in the past two decades 

due to the progress in digital camera performance and the dramatically increased 

computational power of modern PC systems [10]. Full-field techniques are based 

on image capture and are therefore very data-rich with the ability to obtain large 

amounts of data without modification of the mechanical behaviour of the 

specimen [11]. Full-field techniques are especially suited to the study of FRP 

materials as they are capable of identifying material heterogeneities [12]. 

Optical techniques can be divided into two types, interferometric and non-

interferometric. The former includes the Moiré family of techniques which create 

fringe patterns through the superposition of a reference grating onto a second 

grating attached to a specimen surface [13]. Displacement resolutions as fine as 

25 µm are achievable using a grating pitch of 40 lines per mm with white light 

illumination, which can be improved further to submicron levels through the use 

of coherent light sources [13]. Although such high resolutions are advantageous 

for a measurement system, interferometric techniques are highly susceptible to 

environmental disturbances, requiring the use of a bed isolated against vibrations 

[12]. For this reason interferometric techniques will not be used in the work 

conducted in the thesis.  

Photoelasticity is a full-field technique that relies on the principle of 

birefringence, or double refraction of white light, in certain transparent materials 

[14]. Although the resin phase of many FRP materials exhibit birefringence, the 
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addition of the fibre phase causes most FRP materials to become opaque. The 

material therefore requires a coating of birefringent material to be applied. This 

coating is likely to provide a reinforcing effect to the FRP surface and so change 

the surface damage behaviour of the material. Photoelasticity is therefore 

unsuitable to be used in the thesis. 

The grid method is a full-field displacement measurement technique. Through a 

phase unwrapping process, changes in the spatial frequency of grid images can be 

related to the local displacements. The technique requires that flat specimen 

surfaces are coated in a grid to act as a spatial carrier with typically 6 pixels per 

grid element [10]. The smallest grid pitch possible for use with the technique is 

around is 0.1 mm, hence a spatial resolution of 0.017 mm is possible using this 

technique. Despite the high accuracy and spatial resolutions possible, the grid 

technique will not be used in the thesis for the following reasons. The use of the 

technique would considerably increase specimen preparation time due to the 

requirement of a bonded grid and experimental setup time would be increased due 

to requirement for accurate alignment between grid and camera sensor. Also, the 

use of an adhesive layer to affix a polymer grid coating may provide a reinforcing 

effect to the FRP surface and so change the surface damage behaviour of the 

material. Although an adhesive layer thickness of 0.1 mm is achievable [15], such 

a coating is also likely to have a detrimental influence on the thermoelastic 

measurements [16], as discussed in greater detail in section  2.8.1. 

DIC is a versatile full-field displacement and strain measurement technique 

capable of a wide range of measurement sensitivities and spatial resolutions [17]. 

The method is applied to a set of images of a deforming surface by tracking the 

movement of small areas within the images to subpixel accuracy. To avoid 

matching errors (decorrelation) the technique requires that the deforming surface 

has a random pattern of surface contrast. This is typically created by coating the 

surface in a thin layer of acrylic paint or similar to create a speckle pattern. As the 

paint layer is thin and compliant it is not expected to significantly affect the 

behaviour of the underlying FRP material. DIC is therefore well suited to study of 

damage in FRP materials and is used extensively throughout the thesis. 
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IR thermography uses a camera sensitive to IR wavelength light to measure 

surface temperatures. The onset of damage in an FRP material may cause a 

surface temperature change due to the release of heat from the breaking of 

molecular bonds. It is envisaged that through the simultaneous use of DIC to 

measure surface displacements and IR-thermography to measure surface 

temperatures, greater confidence in the identification of damage will be achieved.   

An extension of IR-thermography is thermoelastic stress analysis (TSA). TSA 

relies on the measurement of the small temperature changes induced by stress 

changes in an elastic solid, known as the thermoelastic effect and has been used in 

many studies to identify damage propagation in FRP materials [18-22]. The 

technique is especially suitable for the study of damage propagation as a cyclic 

load is required for the TSA measurement, allowing the effect of a dynamic load 

to be studied in real time [22, 23]. The primary output of the technique is the sum 

of the principal stresses and hence provides a different measurand to the DIC 

technique, so giving greater confidence in the identification of damage. 

The chapter begins with an overview of digital sensor technology, followed by a 

detailed discussion of the DIC, IR-thermography and TSA techniques to be used 

in the thesis for the study of FRP damage. 

 Digital Sensor Technology 2.2

A typical digital camera system comprises of a lens and focusing system, one or 

more apertures, and a sensor. Digital cameras form the basis of measurement for 

the three full-field techniques to be used in the thesis and so warrant further 

discussion.  

The principle behind a digital camera is to convert an optical image into an 

electronic signal. Semiconductor detectors rely on electrons becoming mobile in 

the semiconductor material due to an incident light photon creating a ‘hole’ in the 

valance band of the semiconductor material. Depending on the type of 

semiconductor material used, the detector can be sensitive to different 

wavelengths of light, so allowing the manufacture of IR detectors. When enough 

electrons become mobile, the conductivity of the semiconductor crystal increases. 

A single such element is known as a pixel. By combining many pixels, an array is 
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formed to create a digital sensor. Such arrays are known as a charge-coupled 

device (CCD) or a complementary metal oxide semiconductor (CMOS) 

depending on the specific architecture used. Schematics of the two types of digital 

sensor are shown in Figure 3. Each pixel accumulates a charge over the image 

exposure time proportional to the intensity of incident light. The charge is 

converted to a voltage for each pixel and digitised using an analogue to digital 

converter (ADC). This voltage conversion takes place at each pixel in a CMOS 

sensor, whereas in a CCD sensor each charge packet is transferred sequentially to 

a buffer at the outer edges of the sensor [24]. The readout circuit converts the 

analogue data from each pixel into a logic signal which is subsequently sent to be 

processed and stored as an image on a personal computer (PC).  

 

Figure 3: Schematic of CCD and CMOS sensors  

There are a vast number of variables which determine the behaviour of CCD and 

CMOS sensors. The most important of which for the work conducted in the thesis 

are now discussed in more detail. 

2.2.1 Sensitivity 

The sensitivity of a sensor to incident light is a function of the quantum efficiency 

and pixel fill factor [25]. The quantum efficiency is the ratio of photon-generated 

electrons to the photons incident on the pixel area and is primarily a property of 

the type of semiconductor material. The fill factor is the ratio of a pixel area 

sensitive to light to the overall pixel area. The area sensitive to light is reduced in 

CMOS sensors by the use of charge amplification transistors and readout circuitry 

as shown in Figure 3. Some sensors use micro-lenses to achieve close to 100% 

fill-factor. This technology incorporates a small lens over each pixel which 

redirects the incident light onto the light sensitive potion of the pixel.  
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2.2.2 Exposure Time 

The level of charge collected at each pixel is related to how long light is allowed 

to fall on the sensor. This length of time is known as the integration or exposure 

time. In older cameras reliant on photosensitive film, this time would be dictated 

by the opening and closing of a mechanical shutter. In digital cameras, the 

method of controlling the exposure time is controlled by first resetting the pixel 

charge to zero, waiting the designated exposure time and then reading out the 

pixel charge. This type of electronic shutter allows far greater imaging 

frequencies to be realised than the mechanical type. The transistors that are 

required to provide electronic shuttering are situated at each pixel in a CMOS 

sensor, further reducing the sensor fill-factor. Although maximising the exposure 

time is important for increasing image brightness, if motion occurs during the 

exposure time, the object is liable to become blurred. For this reason it is often 

beneficial to increase image brightness using other methods, such as improved 

illumination levels and wider lens apertures. 

2.2.3 Dark Current 

A major source of noise in digital sensors is dark current. Dark current is defined 

as the generation of electrons within the semiconductor material without any 

incident light. It occurs as a result of crystallographic defects and is more 

prominent at higher sensor temperatures. In a CCD sensor, the dark current 

doubles for every 7 K temperature rise [25]. An IR sensor uses a semiconductor 

material sensitive to IR wavelength light. At such wavelengths, the low energy of 

photons makes their detection more difficult above the dark current detector 

noise. Consequently IR detectors are typically cooled to cryogenic temperatures 

to minimise dark current noise and achieve the highest possible signal to noise 

ratio. 

2.2.4 Dynamic Range 

The dynamic range of a sensor is defined as the ratio of pixel saturation level to 

its minimum signal threshold [33]. Through the use of an ADC, the dynamic 

range is digitised into discrete intensity levels. The number of such levels defines 

the bit depth of a sensor and is the smallest change in intensity that a pixel can 

resolve. It is advantageous to use the full dynamic range available to give the 
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greatest intensity resolution. A pixel which cannot collect any further charge is 

known as being saturated. Any information on the light intensity above this 

saturation point is lost and care should be taken to avoid such saturated pixels by 

adjustment of lens apertures and exposure times.  

2.2.5 Uniformity 

Due to variability in semiconductor material and circuit components, the response 

of an individual pixel will always be slightly different to those around it. This has 

implications on the accuracy on the recorded intensity levels. To counteract such 

an effect, a non-uniformity correction (NUC) is often applied by subjecting a 

sensor to a uniform light source and correcting the gain level for each pixel.  

2.2.6 Bloom 

When a sensor is exposed to bright light such that pixels become saturated, charge 

may leak to adjacent pixels, causing an increase in their recorded intensity. This 

effect is known as blooming and can be limited by avoiding pixel saturation. 

Some sensor architecture incorporate overflow drain devices to reduce blooming 

effects.  

 

 High Frequency Digital Imaging 2.3

A primary aim of the PhD is to use full-field techniques to identify damage during 

intermediate strain rate loading. The short duration of such tests requires the 

application of high speed cameras.  

Ultra-high speed cameras incorporating multiple sensors and those which use 

image intensifiers are not used in the thesis as they typically operate at higher 

frequencies than that required for the current work. They also generate greater 

image noise, which after DIC processing have been found to result in strain error 

levels an order of magnitude greater than single CMOS sensor high speed camera 

systems [26]. 

High speed imaging is dominated by two factors; imaging frequency and image 

brightness. The imaging frequency is primarily governed by the pixel readout 
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rate, whilst the image brightness is a function of the sensor sensitivity, exposure 

time, illumination levels and lens system.  

Sensitivity can be increased through the use of larger pixels or the use of active 

pixel sensors (APS). This type of sensor uses an amplification transistor located at 

each pixel to boost the signal to noise ratio of the output.  

CMOS sensors are generally able to image at higher frequencies than CCD 

sensors due to the majority of the charge collection and amplification circuitry 

being located at each pixel. This results in shorter delays between voltage 

readouts, at the cost of decreased fill-factor and correspondingly lower sensitivity 

[25]. For this reason, CMOS sensors are the architecture of choice for high speed 

cameras. Due to limitations in the data transfer rate to a PC, high speed cameras 

store images in local memory for later transfer to a PC. 

An exposure method known as the rolling shutter technique is used in some high 

speed cameras, to maximise imaging frequency. The CEDIP Silver 480M IR 

camera used in the thesis uses this method. The rolling shutter alternates the 

exposure of odd and even lines of pixels, doubling the amount of charge collected 

and halving the time taken for charge transfer and image readout circuits to 

operate [25]. This comes at the cost of reduced resolution. 

The pixel readout rate is often a limiting factor in the maximum imaging 

frequency. By reading out only a small fraction of the image area, the time taken 

for image readout is reduced and the maximum imaging frequency can be 

increased. This process is known as windowing and comes at the cost of reduced 

image size.  

A further consideration which becomes more important at high imaging 

frequencies is the effect of lens aperture. A large lens aperture is advantageous for 

high speed imaging to produce images of greater brightness. It is however 

detrimental to the depth of the field. This is a major consideration when surfaces 

are imaged at an angle, such as that required during a stereo-DIC setup, as 

explained further in section  2.4.3.  
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 Digital Image Correlation (DIC) 2.4

2.4.1 Introduction 

The 2D DIC technique is typically applied to images collected from a single 

camera positioned normal to the surface under investigation. A typical setup is 

shown in Figure 4. As previously mentioned, the surface under investigation 

requires a contrast pattern to allow the correlation algorithm to successfully track 

the surface deformation. Some surfaces naturally possess such a surface pattern 

and no further surface preparation is required. The most common method for 

creating a speckle pattern and the method used throughout the thesis is to apply a 

light coat of acrylic spray paint.  

 

Figure 4: Schematic experimental setup for 2D DIC  [17] 

An overview of the DIC technique is now presented. A more detailed description 

of the DIC technique can be found in the book by Sutton et al [27] and the review 

papers by Pan et al [17, 28]. 

2.4.2 2D Correlation 

To perform DIC, an initial reference image, taken at time t, is split into a regular 

array of regions known as subsets. The size of the subset can be set by the user, 

but an area of 20 x 20 pixels is typical. Each subset will ideally sample over 

multiple speckles on the specimen surface and have a unique distribution of pixel 

intensities. A second, deformed image taken at time t+∆t is searched for the new 

subset position by comparing the intensity patterns of the two cells through use of 

a correlation function. This procedure is shown schematically in Figure 5, where a 

reference subset at initial position P(x0, y0) composed of an intensity distribution 

of f(xi,yj), moves by rigid body motion to position g(xi,yj)  at time t+∆t. The vector 
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connecting points P and P’ is the displacement vector of the subset, composed of 

the horizontal and vertical components, u and v. 

The deformed subset will never be an exact match of the reference subset due to 

various factors, including subset rotation, camera noise and strain within the 

subset. The best match for the new subset position must therefore be found by an 

optimisation procedure. 

 

Figure 5: Schematic of a reference subset (left) at time t, and the same cell after a 

deformation (right) at time t+∆t  

The exact function used depends on the DIC software employed. DaVis 8.1.3 by 

LaVision is used for all correlations described in the thesis. The software uses the 

least square difference (LSM) method (also known as sum of squared difference 

(SSD)). This is a common method used in many other DIC software and is 

explained in depth in multiple reviews [27-29]. The LSM method computes the 

position of the deformed subset to the nearest pixel accuracy by minimising the 

result of the following function [17]: 

 ���
 � � � ����� , ��� � �����, ������
�

�� �
�

�� �
 2.1  

where M is the size of the subset in pixels. 

DaVis defines a correlation value to indicate the similarity between the reference 

subset and the deformed subset, with a value of 1 indicating a perfect match. The 

correlation value Λ, is defined as follows: 

 Λ � 1 � ���
	 2.2  

A plot showing the correlation values across a 150 x 150 pixel search area is 

shown in Figure 6 with the correct displacement location indicated by the centre 
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maximum point. In cases where the subset has a low uniqueness, multiple 

maximum points may occur, increasing the chances of decorrelation. 

 

Figure 6: Correlation values for a search area of integer pixel displacements, showing the 

maximum value at the correct new cell location [17].  

To compute the subset displacement to greater accuracy, grey levels values must 

be evaluated at subpixel locations using an interpolation method and the LSM 

method repeated in an iterative manner [29]. DaVis 8.1.3 allows the use of two 

subpixel interpolation methods; a bilinear approximation and a 6
th

 order spline 

method. The former yields lower displacement accuracy but faster convergence, 

whilst the latter gives greater accuracy at the cost of greater computation time.  

If the subset moves purely by rigid body motion, then the displacement of all 

pixels within the subset is equal. The displacement of pixels can therefore be 

defined as follows [17]:  

 ( , )

( , )

i i i j

j j i j

x x x y

y y x y
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η

′ = +

′ = +
 2.3  

 

where the zero order displacement mapping (shape) function is defined as: 

 $%&�, �' � (										)%&�, �' � * 2.4  

To take into account translation, rotation, shear and normal strains within a 

subset, a first order (affine) shape function can be used [17]. Such a function is 

employed by DaVis 8.1.3:  
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where ∆x = xi – x0,   ∆y = yi – y0,  u and v are the horizontal and vertical 

displacement components of the reference subset centre P(x0, y0) and ux, uy, vx, vy 

are the first-order displacement gradients of the reference subset.  

LaVision states an expected displacement accuracy when using a bilinear 

subpixel interpolation method within DaVis 8.1.3 as given in Table 1. Similar 

accuracy values when using a 6
th

 order spline subpixel interpolation method were 

not available from LaVision.  

Cell size (pixels) Accuracy of 2D vectors Accuracy of 3D vectors 

128×128 0.005 pixel 0.01 pixel 

64×64 0.01 pixel 0.025 pixel 

32×32 0.025 pixel 0.05 pixel 

16×16 0.05 pixel 0.1 pixel 

Table 1: Accuracy of DIC displacement vectors calculated using DaVis 8.1.3 when using a 

bilinear interpolation method [30] 

This correlation procedure is repeated across all subsets within an image and all 

images in a series to produce a series of full field displacement maps. To obtain 

high accuracy displacement maps it is beneficial to use larger cell sizes. The 

disadvantage is that small scale behaviour within a subset will not be identified.  

Most DIC software, including DaVis 8.1.3, offers the option of overlapping 

subsets whereby the subset size is maintained whilst the distance between subset 

centres is decreased. This distance between two adjacent subsets is referred to as 

the step size. A small step size allows a greater density of displacement vectors at 

the cost of decreased strain accuracy, caused by the decreased gauge length.  

Strain maps are calculated from a DIC displacement map using the following 

relationships:  

 +,, � -(-� 2.6  

 +.. � -*-� 2.7  

 /,. � -(-� + -*-� 2.8  

where du and dv is the difference between adjacent displacement vectors in the 

longitudinal and transverse directions, dy and dx are the distances between the 

centres of two adjacent cells and γxy is the engineering shear strain. 
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In the DaVis 8.1.3 software, a central difference algorithm is used to compute the 

strain values as shown below for the case of horizontal strain εxx: 

( ) ( )( 1, ) ( , ) ( , ) ( 1, )( , )
( , )

2

x x x xx
xx

v m n v m n v m n v m ndv m n
m n

dx g
ε

+ − + − −
= =  2.9  

where εxx(m,n) is the transverse strain at grid position (m,n), vx(m,n) is the x 

component of the displacement vector for the cell located at grid location (m,n) 

and g is the step size.  

Equation 2.9 can be further simplified to give the following expression: 

 ( ( 1, ) ( 1, )
( , )

2

x x
xx

v m n v m n
m n

g
ε

+ − −
=  2.10  

The absolute error of the vertical strain is defined as follows [31]: 

 12�3 � 45√21� 8� + �0.0001+..��	 2.11  

Where rabs absolute displacement error, r is the maximum expected error of 

displacement vector, as quoted in Table 1, and εyy is the magnitude of applied 

strain in the vertical direction. 

When the absolute error is calculated for various cell sizes and overlaps, for the 

same spatial resolution a larger cell size with more overlap gives a more precise 

displacement vector compared to a smaller cell size without overlap. This result is 

summarised in Table 2. The disadvantage of using a large cell size is that the 

displacement vector will be a function of the displacement of all pixels within the 

subset, causing a loss in spatial resolution despite the additional vector density. 

Cell size 

(Pixels) 

Overlap 

(%) 

Step size 

(pixels) 

Strain 

precision for 

2D system (% 

strain) 

Strain precision for 

Stereo camera system 

(% strain) 

128x128 88% 16 0.02210% 0.04419% 

64 x 64 75% 16 0.04419% 0.11049% 

32 x 32 50% 16 0.11049% 0.22097% 

16 x 16 0% 16 0.22097% 0.44194% 

Table 2: Absolute error of a DIC correlation based on cell size and overlap 
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2.4.3 Stereo Camera DIC 

Stereo DIC uses a calibrated pair of stereo cameras and unlike 2D DIC, allows 

out of plane deformations to be separated from in-plane strains. To enable the 

previously discussed 2D DIC algorithm to be applied, ‘corrected’ images are 

calculated which are composed of the images produced from the two cameras 

after taking into account camera perspective, position and lens magnification. An 

important step to enable the differentiation between in plane and out of plane 

deformations is the calibration of camera positions relative to each other. 

In the DaVis system, calibration requires the imaging a calibration plate with 

markers of known shape and position. A typical calibration plate for the DaVis 

system is shown in Figure 7. The use of a calibration plate also allows the lens 

distortion effects to be corrected for. DaVis uses a third order lens distortion 

model, explained in more depth in [32]. 

 

Figure 7: Front view of a Type 11 calibration plate used with the DaVis system [32]. 

The calibration process relates the 2D sensor coordinate systems, (Xs,Ys) for each 

camera to the 3D global coordinate system (XW,YW,ZW), as depicted in Figure 8. 

This is carried out using a camera pinhole model which is discussed in more 

depth in [27]. The algorithm used by DaVis is as follows [32]: 

 ;� � �, + �<, =>>;? + =>�@? + =>AB? + C,=A>;? + =A�@? + =AAB? + CD 
@� � �. + �<. =�>;? + =��@? + =�AB? + C.=A>;? + =A�@? + =AAB? + CD  

2.12  

where (XS, YS) and (XW, YW, Zw) are the sensor and world coordinates respectively, 

(Cx, Cy) are the coordinate positions of the centre of the image plane, βx and βy are 

scale factors relating the pixel size to actual surface dimensions, f is the focal 
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length, R is a rotation matrix and tx,y,z is the translation vector defining the camera 

positions with respect to the global coordinate system. 

 

Figure 8: Schematic for a stereo DIC imaging system [32] 

A rotation vector used to define the orientation of each camera in the global 

coordinate system [32] is: 
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      −       

 2.13 

where θx,y,z is the rotation angle from the global coordinate axes.  

Calibration in the DaVis system is carried out by first acquiring a single image 

pair of the calibration grid. The origin of the global coordinate system is then 

defined as the centre of the calibration plate. The angles θx,y,z and the camera 

translation vector tx,y,z for each camera are found from the dots highlighted in red 

in Figure 7. This allows predictions of where the rest of the dots should be located 

if the system were a perfect pinhole camera model. These dot locations give XS 

measured for each dot in the grid (N) and each image (M). These ideal dot locations 

are compared to those measured in the images collected to give an objective 

function E, which provides a quantitative measure of displacement accuracy in 

the system [32]:  
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where M is the number of images, N is the number of dots, XS measured and YS 

measured are the locations of a dot in the acquired images in the horizontal and 

vertical locations and XS model is the corresponding dot location using the pinhole 

camera model. 

In order to differentiate between in plane strains and out of plane displacements a 

full-field map of surface height must be calculated and accounted for to produce 

the corrected image. This procedure is explained in depth in [27, 32]. Once the set 

of corrected images are produced, the 2D image correlation procedure described 

in section  2.4.2 can be applied.  

2.4.4 DIC Error Sources 

The accuracy of DIC is influenced by numerous factors, a full discussion of 

which can be found in [27]. Several of the most important error sources for the 

work conducted in the thesis are now reviewed. 

Out of Plane Motion 

A surface that moves away from a camera will appear to have been subjected to 

an isotropic compressive strain, whilst a surface moving closer will appear to 

undergo tensile strain. Such a strain will be in addition to and indistinguishable 

from any real in-plane strains. The effect of out of plane motion on the DIC 

recorded strain can be calculated as follows [27, 33]: 

 +,, � E(&∆B'E�3 ≅ �∆BB  2.15  

 +.. � E*&∆B'E�3 ≅ �∆BB  2.16  

 /,. � HE(E�3 + E*E�3I ≅ 0 2.17  

 

where Z object to camera distance and ∆Z is the out of plane motion. 
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A stereo DIC system does not encounter strain errors due to out of plane motion 

as in plane strains and out of plane movements can be separated and quantified, as 

previously described.  

Camera Misalignment 

For a 2D DIC system, a camera that is not aligned perpendicularly to the surface 

under investigation creates a uniform in-plane strain after correlation due to 

difference in magnification across the width [34]. For small angles this effect is 

small. Meng et al [35] concluded that a misalignment of 5° created a 

displacement error level smaller than 0.01 pixels. Since a camera alignment 

within 5° is easily achievable, camera misalignment should not be a problem for 

2D DIC.  

Speckle Pattern and Image Quality 

Acquiring high quality images is paramount for achieving reliable DIC 

measurements. Certain artefacts are likely to increase the chance of decorrelation, 

all of which should be avoided. These include contamination on the lens, 

reflections on the specimen surface, sensor saturation and variations in lighting 

levels across the image [27]. Image blurring can also result in decorrelation due to 

a change in the imaged speckle pattern. It is also recommended that the image 

contrast is maximised through use of the full dynamic range of the sensor [17].  

The speckle pattern is intrinsically linked to the spatial resolution of the image, 

and in turn, the spatial resolution of the camera and the lens magnification. 

Various parameters have been proposed to quantify the quality of a speckle 

pattern [36-38], as reviewed in [39]. Speckle size influences the useable subset 

sizes for DIC. Very large speckles are liable to contain an entire subset within 

their area, reducing uniqueness and giving a high chance of decorrelation. 

Speckles smaller than 2 pixels diameter are liable to encounter the pixel locking 

effect [40], whereby displacement vectors become biased towards integer pixel 

values. This is investigated further in chapter  5. As a general rule for accurate 

subset matching, a speckle should be sampled by at least a 3x3 array of pixels 

with each subset containing approximately 9 speckles [27].  
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Camera Hardware 

As previously mentioned in section  2.2, digital sensors may introduce errors into 

the image as a result of random noise, which can be reduced by sensor cooling. 

The image noise produced varies greatly between camera manufacturers and 

models. High speed cameras with image intensifiers have been shown to be 

especially prone to high image noise [26]. Variations in pixel sensitivity across a 

sensor can cause a decrease in similarity between reference and deformed subsets 

after image correlation. For this reason a non-uniformity correction is 

recommended. Dead pixels in a digital sensor can similarly cause a decrease in 

similarity after image correlation. Such pixels are usually taken into account by 

defining the intensity value of a dead pixel as an average of its near neighbours. 

Cameras with low dead pixel counts are recommended for DIC. 

Subpixel Interpolation 

The use of a subpixel interpolation algorithm introduces a systematic error that is 

dependent on the subpixel position of the deformed subset [41]. The systematic 

errors of three types of subpixel interpolation method are shown in Figure 9. 

 

Figure 9: Displacement error as a function of subpixel displacement [41] 

The displacement error is a minimum at integer and half integer pixel 

displacements, whilst the error is a maximum at 0.25 and 0.75 pixels of 

displacement. For speckle pattern images with a continuous grey level 

distribution, a quantic spline interpolation was found to produce the lowest 

displacement errors [41].  
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 Infra-Red Thermography (IRT) 2.5

All objects above absolute zero emit heat in the form of electromagnetic radiation 

from their surface. As the temperature of an object increases, the amount of heat 

radiated increases. By measuring the amount of IR energy emitted from a surface, 

accurate temperature measurements can be made. The emissions of bodies at 

room temperature are strongest in the near and mid infrared range (between 1.5 

and 20 µm) [42]. For this reason IR detectors are commonly used for temperature 

measurement. Two types of IR detectors exist, photon detectors and bolometers. 

Bolometers experience a rise in detector temperature from incident IR radiation, 

causing a change in a detector property, often resistance [43]. Bolometers are of a 

lower sensitivity and are therefore not considered in the thesis. Photon detectors 

rely on exciting a semiconductor material sensitive to IR wavelengths in the same 

way as white-light digital sensors, as described in section  2.2. The charge 

collected on each pixel can be related to the surface temperature through 

appropriate calibration. Photon detectors have greater sensitivity and faster 

response rates than bolometers and are therefore better suited for the study of 

short duration events. 

Thermography is fundamentally different from white light techniques as it relies 

on surface emissions due to surface temperature rather than reflections [43]. IR 

reflections from the external environment are avoided as they contribute to errors 

in the measured surface temperature. In metals and other highly reflective 

materials, a matt paint layer is typically applied to ensure high and uniform 

emissivity and to avoid surface reflections. The emissivity is dependent on 

temperature and wavelength but can be assumed constant over the wavelengths 

and temperatures commonly encountered [44]. The emissivity is defined as the 

ratio between the emitted radiation of a body compared to the emitted radiation of 

a black body at the same temperature [22]:   

 � � 	 ΦΦ� 2.18  

where � is the emissivity, Φ is the radiated energy of a body and Φb is the 

radiated energy on a black body at the same temperature. 
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FRP materials have an emissivity of around 0.9-0.92, which is high enough to not 

warrant additional surface coating [43].  

The radiation at a given wavelength emitted from a blackbody over a hemisphere 

can be described by Planck’s law: 

 ΦK,� = 2LM�ℎOP HQR �STKUV − 1I
 >

 2.19  

where Φλ,b is the spectral emissive power for a black body, h is Planck’s constant, 

c is the speed of light, λ is the wavelength, T is absolute surface temperature and k 

is Boltzmann’s constant. 

By integrating across all possible emission wavelengths, the Stefan-Boltzmann 

relationship is found, relating surface temperature to the total emitted radiation: 

 4

b BTΦ =  2.20  

where Φb is the emissive power per unit area of a black body over all 

wavelengths, T is the absolute surface temperature and B is the Stefan-Boltzmann 

constant: 
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The energy of a single photon is as follows: 

 hc
E

λ
=  2.22  

Equation 2.19 can therefore be expressed in terms of the number of photons per 

unit area for a black body Nb: 

 

�	� = W 2LMOX HQ
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 >Y

%
EO 2.23  

As photodetectors are only sensitive to IR radiation across a relative small 

wavelength band, Equation 2.23 is integrated over the receptive wavelength range 

to give the number of photons within this range. Due to the mathematics involved 

this is not possible to perform analytically, and must be carried out numerically. 

Since real surfaces are not blackbodies, emissivity is also taken into account: 
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where N is the number of photons emitted per unit area for a real surface and λ1 

and λ2 provide the wavelength sensitivity limits of the photodetector.  

When equation 2.24 is evaluated, the following relationship is found: 

 � = �\]A 2.25  

where N is the number of photons emitted per unit area for a real surface, B is the 

Stefan-Boltzmann coefficient for photodetectors equal to 0.370B/k (1.52 x 10
15
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sr
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 and � is the surface emissivity. 

When using modern photodetector systems, the surface temperature is related to 

the measured signal through appropriate calibration. The calibration procedures 

for the detector used in the thesis are explained in section  2.6. 

 The CEDIP Silver 480M IR Camera 2.6

The IR photodetector used in the thesis is a Silver 480M manufactured by CEDIP 

Infrared Systems (now FLIR). The detector comprises of a dual 320 x 256 array 

of indium Antimonide (InSb) elements sensitive to IR wavelengths between 3.6 

and 5.1 µm cooled by means of an internal Stirling pump to 77 K [42, 45]. A 

summary of the detector characteristics is given in Table 3.  

Table 3: Overview of CEDIP Silver 480M characteristics [42, 45] 

The Silver 480M camera system comes equipped with a 27 mm lens as standard 

allowing stand off distances between 150 mm and infinity [42]. A G1 lens may be 

added to reduce the stand off distance to approximately 10 mm so increasing the 

spatial resolution and giving an approximate field of view of 9.6 x 7.7 mm [46]. 

An intermediate lens was not available for the work conducted in the thesis.  

The dual detector array of the Silver 480M, shown in Figure 10, allows one 

detector array to be exposed to radiation via an electronic shutter whilst a readout 

Sensor 

Material 

Pixel Size 

(µm) 

No. of 

Pixels 

Dynamic 

Range 

(bits) 

Wavelength 

Band (µm) 

Electronic noise 

equivalent 

(at 30°C) 

Sensitivity 

(at 25°C) 

Maximum imaging 

frequency (Hz) 

Full-frame 64 x 4 

InSb 30 x 30 320 x 256 14 3.6 – 5.1 15.75 mK 4.2 mK 383 20000 
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circuit extracts the intensity readings for the other array, allowing a high imaging 

frequency to be achieved [43]. By windowing, the frame rate can be increased 

further with the maximum limit being defined by the data rate capacity of the 

readout circuit. The charge of each pixel is converted to a digital level (DL) unit 

between 0 and 2
14 

levels by an on board ADC. As frequency is increased, the 

exposure time (integration time) over which incident IR radiation is collected 

must decrease. Whilst reflection based techniques can overcome this limitation by 

increasing illumination levels, the IR radiation emitted by an object cannot be 

increased without raising its temperature. This limit proves a major challenge for 

thermography operating at high imaging frequencies. 

 

Figure 10: Schematic of the CEDIP Silver 480M IR detector [43] 

Variations in pixel sensitivities are adjusted by means of a non-uniformity 

correction (NUC). This is carried out by exposing the detector to a uniform 

surface of high emissivity at two different temperatures. Any variations in pixel 

response can then be cancelled out by applying a custom amplification factor and 

offset to each pixel. This data is stored internally on the camera such that image 

data transferred to a PC already has the NUC applied. 

The software provided with the Silver 480M camera includes calibration curves 

that relate the detector signal S to the surface temperature. This procedure uses a 

single curve and assumes uniform response across all pixels in the sensor. A 

schematic of typical calibration curves are shown in Figure 11.  
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Figure 11: Calibration curves relating sensor response to surface temperature for various 

integration times 

This standard calibration method is sufficient for most users, but the work 

described in the thesis requires the use of the camera at high imaging frequencies. 

As frame rate is increased the integration time decreases, reducing the pixel 

saturation to extremely low levels. The imaging of an object at 20°C at 15 kHz 

imaging frequency with a 60 µs integration time produces a detector response 

value of approximately 500 DL, just 3% of the dynamic range of the detector 

[47]. The manufacturer does not recommend extrapolating the standard 

calibration curves to such low saturation levels due to a non-linear detector 

response [47].  

A custom calibration was therefore developed by Fruehmann et al [43] to obtain 

temperature measurements using the Silver 480M detector when operating at high 

imaging frequencies. The method operates in place of the standard temperature 

calibration and NUC procedure by applying two unique calibration curves for 

every pixel in the sensor array (one for each array) to take into account pixel 

response variations. A summary of the detector sensitivity and precision when 

using the high frequency calibration procedure is presented in Table 4. 

Temperature (°C) Sensitivity (°C/DL) Precision (°C) 

15 0.14 0.32 

25 0.11 0.24 

35 0.08 0.19 

45 0.06 0.14 

55 0.05 0.11 

65 0.04 0.09 

75 0.03 0.07 

Table 4: Detector precision using the high frequency calibration procedure [47] 
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 Thermoelastic Stress Analysis (TSA) 2.7

2.7.1 The TSA Relationship for Orthotropic Materials 

A material which undergoes a change in applied stress will experience a change 

in temperature. This relationship between mechanical deformation and thermal 

energy in an elastic solid is known as the thermoelastic effect [44, 48]. By loading 

a material within the elastic range a full-field map of the small temperature 

changes can be measured simultaneously using an IR camera and the surface 

stress state calculated.  

For a linear elastic, homogenous material, the rate of change of temperature in a 

material can be related to the applied deformation as follows: 

 ]� � ]%^�_ E �̀�E] +��� � ��^�_ 						for		d, e � 1,2,3 2.26  

where T is the absolute temperature of the material, Cε is the specific heat at 

constant strain, ��  is the rate of heat production per unit volume, ρ is the mass 

density, σij
 
is the stress tensor and +��� is the rate of change of the strain tensor. 

During TSA, a material is cyclically loaded at a sufficient frequency that the heat 

transfer term, �� , can be neglected and the loading can be assumed to be adiabatic 

[49]. For most materials, the change in elastic properties, E and ν, at room 

temperature are practically zero and can be neglected [49]. Also, the through 

thickness stress term for the surface ply, σ33, is considered as zero as the surface 

ply is in a state of plane stress [50]. It can therefore be shown [44] that for an 

orthotropic material, a temperature directly relates to the rate of change of stress 

[19]: 

 Δ] � � ]%
^�h

&i>Δ >̀ 0 i�Δ �̀' 
2.27  

where ∆T is the change in temperature, T0 is the absolute temperature, α is the 

coefficient of thermal expansion, Cp is the specific heat at constant pressure and 

∆σ is the change in stress, where the subscripts 1,2 and refer to the material 

coordinates. 
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For orthotropic materials such as laminated FRP, it is assumed that the principal 

material directions and principle stress directions are coincidental [11]. Equation 

2.27 is often normalised by the mean background temperature T0 to take into 

account any changes due to ambient temperature or heating at local damage sites  

[18, 51] : 

 Δ]
]%

� j>Δ >̀ 0 j�Δ �̀ 

where      j> � i>
^�h

,   j� � i�
^�h

 

2.28  

The constants K1 and K2 are obtained empirically by measuring the thermoelastic 

response of the same material in a unidirectional lay-up loaded in tension, such 

that one of the principal stresses reduces to zero. Such calibration is not carried 

out in the thesis and as a result all thermoelastic data presented is proportional to 

the surface stress sum. 

 TSA Processing 2.8

To enable TSA analysis, a series of thermal images are recorded synchronously 

with the applied load signal across multiple loading cycles. The Silver 480M 

detector features a lock-in amplifier for this purpose. All IR images are converted 

to absolute temperature maps using the standard calibration procedure, stated in 

section  2.6.  

The Altair-Li 5.90 software by CEDIP is used in the thesis to process IR image 

sets via TSA. The analysis is conducted by applying a fast Fourier transform 

(FFT) to the temperature values of each pixel in the image series to obtain the 

magnitude (∆T) of each pixel. The use of the load reference signal helps to reduce 

noise in the calculated ∆T data and allows the phase difference between the 

thermoelastic response and the load reference signal to be found. Due to the 

characteristics of the test machine, load cell and IR detector, there is usually a 

constant phase offset between the load reference signal and the thermal signal 

[52]. Unlike some other thermography systems, this offset is not calibrated prior 

to image capture and post processing must be conducted using an area of known 

phase response [52]. An area of material that undergoes tensile loading with an 

increase in applied load will display a temperature response that is 180° out of 
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phase with the load signal assuming adiabatic conditions [22]. Phase data can be 

useful in identifying locations of damage that may otherwise be undetectable due 

to localised departures from thermoelastic behaviour at regions of damage [52]. 

To relate the change in temperature to the surface stress state of a laminated FRP 

material, further calibration is required to determine the K1 and K2 thermoelastic 

constants. This procedure is not conducted in the thesis. 

Since each pixel in an IR camera can be related to the surface stress sum, the full 

field data obtained using the TSA method will have a greater spatial resolution 

than the DIC technique when using images of equal spatial resolution. This is due 

to the DIC technique requiring a group of pixels (subset) for each data point. 

 

2.8.1 Error Sources in TSA 

Several potential areas of error were identified from the literature: 

Non-Adiabatic Effects 

One of the main drawbacks of TSA is that adiabatic conditions must be achieved 

to ensure that the measured temperature change is a response of the stress change 

alone [53].  

A more complete form of the TSA equation can be given as follows [42]: 

 E]
EC � 1

^�h
HnoS∇�] � ]i E >̀ 0 �̀ 0 À

EC I 2.29  

where kth is the thermal conductivity and t is time 

True adiabatic conditions are only created when the spatial heat transfer term, 

n∇�], is zero, either when k = 0, or ∇�] � 0. k is typically small but non zero in 

FRP materials. ∇�] may equal zero for certain load conditions, i.e. when the 

adiabatic temperature change in a material is uniform throughout a material, 

causing no temperature gradients [42]. In most applications approximate adiabatic 

conditions are generated by making EC small through the use of a high loading 

frequency [42].  
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At significant stress gradients, such as between 90° and 0° plies in crossply 

laminates or at locations of damage, heat transfer is increased and the adiabatic 

assumption may longer be valid [54]. In metallic specimens, a cyclic loading 

frequency of between 10 and 30 Hz has been shown to be sufficient for adiabatic 

conditions [55]. Due to the lower thermal conductivity of FRP materials, it would 

be expected that the frequency required for adiabatic conditions would be lower. 

However it has been shown in crossply CFRP laminates that due to the high stress 

concentration between layers, a loading frequency of greater than 30 Hz is 

required to create adiabatic conditions [54]. This is beyond the capacity of the test 

machines available for the work described in the PhD, therefore some non-

adiabatic effects may be expected when testing FRP specimens. 

Mean Stress Effect 

Wong et al [56] re-evaluated the TSA equation to take into account the change in 

elastic properties with temperature, known as the mean stress effect: 

 ∆] � � i]
^�_

H1 � 1
iq�

Eq
E] `rIΔ ,̀ 

2.30  

In the case of steel is has been shown that for a 1% error in the derived stress, ∆σx, 

the mean stress needs to equal 50% of the material yield stress [57]. In glass 

epoxy composites, a mean stress change between 0 and 189 MPa was found to 

result in a TSA stress response change of approximately 3% [58]. Zhang et al also 

found that the mean stress effect in crossply glass epoxy laminates was negligible 

in comparison to the effect of the cyclic stress range when ∆σx = 58 MPa [59]. 

Surface Coating 

Whilst epoxy based composite materials have a sufficiently high emissivity to not 

require a paint coating for TSA analysis, the DIC technique still requires use of a 

paint coating to give sufficient surface contrast.  

Two types of behaviour are known to occur in TSA due to a coating; thermal lag 

and thermal drag-down [55]. Thermal lag is caused by the paint layer acting as a 

thermal insulator, causing a smaller measured ∆T at the paint surface than at the 

surface of the specimen. Thermal drag-down is a function of loading frequency 

and paint thickness. At high loading frequencies (or thick paint layers), heat does 

not have time to conduct into the coating, resulting in inaccurate thermoelastic 
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measurements [16]. An extensive analysis of the effect of paint coating type and 

thickness on TSA measurements was conducted by Robinson et al on aluminium 

and steel specimens [16]. The study found that RS matt black paint gave the most 

consistent thermoelastic signal and that two to three passes (equivalent to 15 to 25 

µm coating thickness) combined with a loading frequency of between 5 and 15 

Hz was optimum for TSA analysis on metallic specimens. 

It has been noted by some authors that the thermoelastic response of FRP 

laminates is from the isotropic 25 µm thick resin layer on the outer surface of a 

laminate [60]. This was shown not to be the case for different material types and 

manufacturing processes where the resin rich layer was not so thick, showing that 

the majority of the thermoelastic response is from the outer surface ply [23].  

 

 Conclusions 2.9

The chapter has provided justification for the use of a combination of DIC and 

thermographic techniques for the study of damage in FRP materials over other 

full-field techniques. DIC, IR-thermography and TSA have compatible surface 

preparation requirements, have relatively low experimental complexity and 

depending on the exact imaging setup should be able to give adequate sensitivity 

and spatial resolution for the identification of damage in FRP materials.  

As these full-field techniques rely on the use of digital cameras, the chapter 

begins with an overview of digital sensor technology. Since the techniques are to 

be applied to intermediate strain rate tests, high speed digital sensors are also 

discussed along with their potential disadvantages.  

The underlying theory of the DIC technique has been presented with a focus on 

the algorithms used by the image correlation software DaVis 8.1.3, used 

throughout the thesis. The principle behind IR-thermography is outlined, with its 

advantages and limitations discussed. The operation of the Silver 480M IR 

camera is presented and along with the two types of temperature calibration 

procedure used in the thesis. Finally an overview of TSA theory is presented 

along with potential error sources when used for identification of damage in FRP 

materials. 
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The literature review conducted is important for the work conducted in the PhD 

for the following reasons: 

• Knowledge of the underlying theory of the measurement techniques is 

important to understand the influence of experimental variables, post-

processing parameters and sources of error. 

• An awareness of the known sources of error for the measurement 

techniques used is crucial to avoid such pitfalls and obtain reliable 

measurements in later chapters. 

• A review of previous studies applying full-field methods to the study of 

FRP damage behaviour has been invaluable in understanding the 

advantages and limitations of the various techniques. It has also 

highlighted the current lack of full-field investigations into the damage 

behaviour of FRP at high strain rates. 

• The review has confirmed that DIC and IR-thermography are compatible 

with each other in terms of experimental setup, specifically in surface 

preparation requirements. 
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Chapter 3 

3. Damage Mechanisms in Fibre-

Reinforced Composites: An Overview 

 Introduction 3.1

The chapter contains a review of the literature on the mechanics of damage in 

laminated FRP materials. The purpose of the chapter is to establish a basis for the 

interpretation and discussion of the results from the work conducted during the 

PhD presented in later chapters of the thesis. The focus of the PhD is to develop 

imaging methodologies to capture damage initiation, evolution and failure in 

FRPs, therefore material studies will be limited to simple uniaxial tension. Only 

literature that considers uniaxial tension will be discussed in the present review, 

with the emphasis on the behaviour of crossply carbon-epoxy and glass-epoxy 

laminates as these are used in most of the experimental work described in the 

thesis; the reasons for this material and lay-up choice are discussed further in 

Chapter  4. 

The chapter begins with an overview of the damage sequence expected in 

unidirectional laminates, followed by the more complex and interacting damage 

behaviour of multiaxial laminates. The role of three-dimensional effects within 

multiaxial laminates is also discussed. Increased strain rates are known to cause a 

change in both the material properties and the damage behaviour within certain 

FRP materials and layup configurations, the mechanisms of which are discussed 

within the chapter. Later chapters aim to use IR-thermography to identify damage 
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in FRP specimens. A section within this chapter is therefore devoted to a 

discussion of the causal mechanisms of heat generation within FRP materials.  

The chapter places specific emphasis upon previous applications of full-field 

optical techniques to the study of FRP damage, both during quasi-static and 

elevated strain rate loading. The review aims to identify the advantages and 

limitations of the full-field techniques for FRP damage study, thus informing the 

design of the experimental methodologies developed in later chapters. 

 Damage Progression under Tensile Loading 3.2

Metallic structures often retain their structural integrity after overloading due to 

the energy dissipation and redistribution of stresses during plastic deformation [5, 

61]. In contrast, overloaded FRP components typically do not exhibit gross 

yielding [61]. Energy is instead dissipated in FRP materials through the formation 

of complex and interacting types of damage, potentially causing significant 

performance degradation [18]. The onset of damage may result in an FRP 

structure no longer being functional, either due to a decrease in stiffness, strength 

or the increased risk of moisture or chemical ingress. Such contrasting behaviour 

in damage tolerance can be attributed to the complex and interacting damage 

behaviour in FRP materials.  

The behaviour of monolithic materials to an applied load can broadly be 

described by one of the following responses: elastic, elastic-plastic, viscoelastic or 

viscoplastic [62]. Truly brittle materials exhibit an elastic response showing little 

plastic deformation prior to final failure. Examples include ceramics, certain 

polymers and some metals at low temperatures [63]. Typical fibre reinforcements 

such as carbon and glass fibre behave in a brittle manner and as a consequence, 

have a low fracture toughness [2, 64]. Commonly used FRP matrix materials, 

such as polyester and epoxy, show a more ductile viscoelastic or viscoplastic 

response [65] which becomes more important at greater applied strain rates [66]. 

The matrix phase is used to provide stress transfer between fibres and to protect 

the fibres from the environment [2, 65, 67]. When the constituent parts are 

combined into an FRP composite the material demonstrates a more progressive 

failure sequence [68]. This is due to the energy dispersing damage mechanisms 

that occur at the fibre and lamina scales [2]. 
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3.2.1 Unidirectional Laminates Subjected to Longitudinal Tension 

Damage is likely to initiate in FRP materials at the locations of defects, creating a 

local stress concentration effect [69, 70]. Fibres will typically have a random 

distribution of microstructural flaws, the severity of which is dependent on their 

size, shape, and location [64, 71]. Flaws within the resin matrix may include 

voids, inclusions or resin-rich areas [69], whilst flaws at the fibre-resin interface 

may be caused by contamination of the fibre surfaces or incorrect fibre surface 

preparation [72]. An isolated small flaw will usually be arrested by adjacent fibres 

[73], but in the case of a sufficiently large defect, or cluster of defects, a single 

failure location may dominate the failure sequence of the laminate [74].  

When unidirectional FRP laminates are loaded under tension in the fibre 

direction, the phase to fail first is that which possesses a lower strain to failure 

value. In most FRP composites, this is the fibre phase [73]. Fibre breaks are 

usually not crucial to the overall strength of a laminate as load can be transferred 

to adjacent intact fibres by shearing of the matrix. However, in glass-epoxy and 

carbon epoxy laminates, a single fibre break has been shown to contribute to 

higher fibre loads within a local area, increasing the chance of additional fibre 

failures [73].  

The types of failure mechanisms possible around a single fibre break are shown in 

Figure 12. A brittle matrix with a high interfacial strength will typically form a 

crack in the matrix before being arrested at the next fibre, as shown by image (a) 

in Figure 12. A weak interface combined with a relatively high fibre elongation to 

failure results in debonding between the fibre and matrix and subsequent fibre 

pullout as shown in image (b). A ductile matrix may result in a shear type failure 

through the matrix up to the next fibre, image (c) [2, 75].  

As the tensile load increases, such failures increase in number and density. A 

fibre fracture occurs rapidly and induces a stress concentration effect on 

surrounding fibres due to the viscoelastic behaviour of the matrix. This shear 

loading is greatest in magnitude at the instance of first occurrence, dropping to a 

lower steady-state value [76]. This stress concentration effect may promote a 

cascading effect of fibre breaks which may lead to ultimate failure of the laminate 

[77].  



42 

 

 

Figure 12: Potential failure mechanisms around a single fibre break in a unidirectional 

laminate under tension: (a) brittle matrix with a high interfacial strength, crack is arrested 

at next fibre, (b) weak interface with a high fibre elongation to failure resulting in fibre 

pullout, (c) ductile matrix resulting in a shear type failure of matrix  [2] 

According to Aveston, Cooper and Kelly (ACK) theory [78], a unidirectional 

FRP laminate may fail either due to a single fracture or multiple fracture events. 

For typical glass-epoxy and carbon-epoxy laminates of 0.55-0.65 fibre volume 

fraction, the laminate is predicted to fail due to a single fracture event [73]. Real 

laminates rarely fail across one clean fracture surface due to variations in fibre 

and interfacial strength [73]. Such variations can also cause multiple fibre breaks 

to occur. The coalescence of such fibre breaks may result in a macrocrack, 

causing total failure. This damage sequence is depicted in Figure 13.  

 

Figure 13: Progressive fibre failure in a unidirectional laminate under tension. (a) Initial 

fibre fractures, (b) increasing in density, (c) coalescing into cracks, (d) until eventual 

formation of a macrocrack and complete specimen failure [2]. 
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Matrix cracks along the fibre axis, commonly known as longitudinal splitting may 

also occur in unidirectional laminates when a transverse load is created. Such 

loads may occur when the transverse contraction of a laminate due to the 

Poisson’s ratio effect is restricted by end tabs or grip surfaces. This damage type 

is similar to that of transverse cracking discussed in section  3.2.2. 

As the diameter of glass and carbon fibres are of the order of tens of micrometres 

[79], only high resolution examination techniques are able to resolve individual 

fibre breaks. The application of IR and white-light imaging to study individual 

fibre breaks would require the use of microscopic lenses, drastically complicating 

the experimental setup. It is therefore outside of the scope of the thesis to attempt 

to resolve fibre-scale damage. As longitudinal splitting tends to occur at a larger 

scale and affect a larger specimen area, it is more likely to be identifiable using 

optical techniques. The thesis therefore focuses upon the use of the optical 

techniques to study damage at the lamina scale and beyond. 

3.2.2 Unidirectional Laminates Subjected to Transverse 

Tension 

Unidirectional FRP laminates loaded in tension perpendicular to the fibre 

direction fail at a far lower load than when loaded parallel to the fibre direction. 

For this reason, transverse loading is generally avoided in unidirectional 

composites. This behaviour is due to the lack of reinforcement provided by the 

high strength fibres. The transverse strength of unidirectional laminates is less 

than that of pure resin due to the stress concentrations that develop around fibres 

[2, 80]. In GFRP laminates, the stress concentration factor may reach up to a 

value of 20, whilst in CFRP laminates, a maximum stress concentration factor of 

4 is reached due to the lower transverse modulus of carbon fibre [81]. These 

values increase with greater fibre volume fractions [2]. Crack initiation may occur 

at the fibre-matrix interface or within the resin, as shown in Figure 14, depending 

on the interfacial strength of the composite and the presence and severity of any 

flaws. Fibre debonding has been shown to be the dominant mechanism for 

microcracks leading to transverse cracking in glass and carbon epoxy laminates 

[81].  
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Figure 14: Damage initiation mechanisms for transverse cracks: (a) crack initiation in the 

matrix, (b) transverse crack initiation at the fibre/matrix interface [80]. 

 

Figure 15: Progressive microcracking failure in a unidirectional laminate subjected to 

transverse tension, ranging from crack initiation in (a) and (b) leading to crack 

coalescence (c) and macroscopic failure (d) [2]. 

Given that a single large flaw is not present, further loading will cause 

microcracks to coalesce into a transverse crack and cause final failure in a 

unidirectional laminate. This progression is shown schematically in Figure 15. 

Due to the fibres providing little reinforcement in this orientation, the transverse 

tension performance is dominated by the matrix and interfacial strength properties 

[2]. When such a crack occurs in a multiaxial laminate (typically in a ply 

orientated 90° to the direction of loading) it is referred to as a transverse ply 

crack.  
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3.2.3 The Behaviour of Multiaxial Laminates Subjected to Tension 

Multiaxial laminates consist of a stack of plies with the fibres orientated in 

different directions. Two commonly used stacking configurations are quasi-

isotropic [0,+45,-45,90]s and cross-ply [0,90]ns [82]. The former has in-plane 

elastic properties that are approximately constant for all possible loading angles 

and the latter lacks any stiffness coupling between in-plane loading and out-of-

plane deformation (bending) [2]. The laminate notation and coordinates used in 

this thesis are shown in Figure 16, where θ is the ply fibre angle away from the y 

axis. In the case of the crossply laminate discussed, the global coordinates are 

coincident with the material direction for the 0° plies and rotated by 90° for the 

90° plies.  

In contrast to unidirectional laminates, multiaxial FRP materials display 

complicated and interacting damage behaviour between plies that is inherently 

difficult to predict, as highlighted by the results of multiple world-wide failure 

exercises [83-85]. When subjected to uniaxial tension, the first ply failure (FPF) 

of most multiaxial laminates and the most common damage type in crossply 

laminates is transverse cracking [75]. This is due to the reasons previously 

discussed in section  3.2.2. Plies in which the fibres are parallel to the x axis have 

the greatest likelihood of transverse crack formation, with the first cracks 

occurring at the locations of the most severe material flaws [86]. Transverse 

cracks often promote the onset of further types of damage [87].  

 

Figure 16: Laminate notation, where x, y, z are the laminate global coordinates, d is the 

laminate thickness, F is the tensile load in the y direction and θ is the ply fibre angle away 

from the y axis. 
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The tensile loading of a multi-axial laminate, as shown in Figure 16, generates a 

complex stress state due to the orthotropic stiffness response of each lamina. Each 

lamina experiences a combination of in-plane normal, (σx, σy) and shear stress 

(σxy) that can be predicted by classical laminate theory (CLT) [2]. CLT assumes 

that all layers are in a state of plane stress, i.e. the out of plane stress and other 

shear stresses are zero, D̀ � `.D � ,̀D � 0. This approximation is accurate at the 

centre of a laminate but at geometrical discontinuities, such as holes or close to 

laminate edges, such assumptions are not valid. The latter is known as the free-

edge effect and is important in the initiation of damage in laminated structures.  

As the focus of this thesis is the development of novel experimental 

methodologies, it was decided to use a specimen layup configuration with 

relatively simple and well known behaviour. Symmetric crossply specimens were 

therefore selected, as these have been the subject of extensive prior research [73, 

75, 88-90].  

The free edge effect can cause large perturbations to the predictions of CLT 

theory, especially within one laminate width of a free edge [91]. Therefore the 

free-edge effect has been extensively studied [92-96]. A review by Mittelstedt et 

al [91] outlines much of the research effort which includes approximate closed-

form solutions and numerical models. Despite such efforts, no single exact elastic 

model exists to describe the 3D stress state at free edges [91].  

To explain the free-edge effect, a [0,90]s crossply laminate is considered as not 

bonded between plies and subjected to a uniaxial strain ε11. This is shown in 

Figure 17 (i). The laminate is taken as being sufficiently long in the y direction, 

such that stresses and strains in this direction are not a function of position. 

Poisson’s ratio mismatches between 0° and 90° plies cause different elastic 

transverse strains εx where the major Poisson’s ratio is defined as follows:  

 s., � � +,
+.

 3.1  

where νyx is the major Poisson’s ratio of a ply, εy is the normal strain in the y 

direction and εx is the normal strain in the x direction. 
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Figure 17: The free-edge effect in a [0,90]S crossply laminate under uniaxial extension [91] 

In real laminates with bonded plies, a displacement continuity cannot exist and in-

plane strain must match through all plies. Transverse stresses, σx, are therefore 

generated due to the stiffness mismatch between 0° and 90° plies. The transverse 

stresses, σx, generated in 0° layers are tensile and compressive in 90° layers. To 

maintain equilibrium, the transverse stresses, σx, are accompanied by an 

interlaminar shear stress σxz, at the 0/90 interface, as shown by detail A in Figure 

17.  
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The transverse stress σx occurs through the ply thickness and the interlaminar 

stress σxz occurs at the ply interface, as shown by the free body diagram in Figure 

17. They therefore do not share a common axis and a moment is created about the 

y axis. To maintain moment equilibrium, an interlaminar normal stress σz is 

created. The σxz and σz stress distributions along x are shown in Figure 17. 

In theory the σz is infinite at the free edge, but in reality the stress levels are 

decreased due to the presence of an adhesive layer between plies [97]. 

Nevertheless, out of plane stresses are a maximum at the free edge and result in a 

tendency for crossply laminates to peel at free edges as depicted in Figure 17 (iii). 

Such a separation of two adjacent plies of a laminate is known as a delamination 

[98]. 

The shear coupling coefficient is defined as the ratio between the normal stress in 

the y direction, σy, and the shear strain in the yx plane, εyx: 

 )., � +.,
+.

� q.+.,
`.

 3.2  

The work by Herakovich [97] found numerically that for angle-ply laminates,   

[+θ,-θ]s, the Poisson’s ratio mismatch between plies is a maximum when θ = 15° 

and the shear coupling coefficient is at a maximum when θ = 22°. In an 

experimental investigation, the first failure modes found to form at the free edges 

in θ = 10° and θ = 30° laminates were delaminations. When the angle is 

increased to θ = 60°, transverse cracking became the dominant edge failure 

mechanism. The shear coupling coefficient is therefore the dominant factor in 

edge stress generation for angle-ply laminates but for crossply laminates where 

the shear coupling coefficient is zero, delaminations occur solely due to 

interlaminar normal stresses, σz. Such delaminations occur only at larger strains, 

well after that required to form transverse cracks. 
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3.2.4 Damage Development from Free Edge Effects 

The free edge stress state is important when it comes to understanding the damage 

initiation process in FRP materials. Transverse cracks are usually the first type of 

damage to occur in a laminated composite subjected to tension [89] and will 

typically occur within the first 80 % of a component lifetime during fatigue tests 

[88]. Whilst they are often detrimental to a laminate’s stiffness [99] and may 

promote the initiation of further damage types, the do not cause catastrophic 

failure alone. 

As previously mentioned, various three-dimensional analytical and finite-element 

techniques have been developed to study the stress distribution due to the free 

edge effect in laminated materials, but no exact elasticity solution exists. The 

theoretical work by Tahani et al [100] predicts and confirms the earlier work by 

Wang et al [101] that the interlaminar normal stress σ33 and the interlaminar shear 

stress σ23 between plies in crossply laminates are of greatest magnitude at the free 

edge. There is a limitation to such models however as they tend to predict a 

singularity at ply interfaces at the free edge, which as discussed earlier, cannot 

exist and will either be dissipated by the adhesive layer between plies or cause 

damage to be created. 

Yokozeki et al [89] found that transverse cracks initiate in both quasi-isotropic 

and crossply laminates at the free edges of specimens even after polishing free 

edge surfaces to eliminate the possibility of damage during manufacture. A crack 

that initiates at a free edge and only spans a small fraction of the entire width in a 

single ply is defined as an edge crack. Figure 18 (a) shows an X-ray image of 

such edge cracks in a quasi-isotropic glass-epoxy coupon, highlighted through the 

use of a penetrant dye. Edge cracks may propagate instantaneously across the 

entire width under quasi-static loading, to form a transverse crack, or propagate 

more progressively into the laminate width with increasing load or load cycles 

[89].  Several authors have noted that delaminations around edge cracks were 

found to reduce the chance of an edge crack developing into a full transverse 

crack [90, 102].  
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Figure 18: X-ray images of edge cracks in [45/0/-45/90]s laminates showing: (a) edge 

crack saturation (at 3000 cycles), (b) crack propagation across the width (at 10000 cycles) 

[89]. 

Crossply laminates have a greater tendency than quasi-isotropic layups for edge 

cracks to form instantly into full-width transverse cracks [89]. The applied strain 

for first transverse crack formation in crossply laminates [0,90]s is related to the 

thickness of the inner 90° block of plies [81, 103, 104]. As the thickness of the 

90° ply block increases, the constraint imposed by the 0° plies becomes less 

significant and transverse cracks are found to form at lower applied strains. 

Transverse cracks were found to propagate quickly in laminates with thicker 90° 

plies, whilst transverse cracks were found to initiate in laminates with thinner 90° 

plies at low strains but not propagate until the application of higher strains [81]. 

The applied strain to first transverse crack formation in glass-epoxy was found to 

be 0.5% for [0,90]s laminates and 0.22% in otherwise identical [90,0]s laminates 

[81]. Three-dimensional finite element (FE) analysis has shown that this 

difference is due to the change in energy release rate associated with crack 

formation with an increase in edge crack length [89]. In quasi-isotropic laminates, 

the energy release rate is highest close to the free edges but approaches a steady-

state value as the crack tip grows closer to the centre of the specimen width [89]. 

Such an edge effect cannot be predicted by a two-dimensional analysis. Crossply 

laminates were found to display a very small increase in energy release rate at the 

free edges, and as such, tend to propagate into transverse cracks immediately 

upon initiation in quasi-static tests [89]. Berthelot et al [88] has shown that it is 

possible to obtain stable transverse crack growth from edge cracks during fatigue 

loading of crossply laminates.  
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In the study by Yokozeki [89], crossply laminates were cyclically-loaded to study 

the behaviour of edge cracks. New edge cracks were found to form 

simultaneously with the propagation of existing edge cracks. Edge cracks were 

found to propagate stably into full-width transverse cracks under cyclic loading 

[89]. 

In a crossply laminate, the axial stress in the 90° plies decreases in the vicinity of 

an existing transverse crack, so reducing the likelihood of further transverse crack 

formation [73]. As static load (or equivalently cyclic load number) increases, 

further transverse cracks form until a saturation point is reached. This state is 

known as the characteristic damage state of a laminate [2]. This progression is 

shown schematically in Figure 19. At this point of saturation, the minimum 

transverse crack spacing is usually of the same order as the layer thickness.  

 

Figure 19: Schematic of crossply laminate subjected to an increasing uniaxial strain ε11. (i) 

Constant normal stress in 90° ply with initial microcrack formation at fibre-matrix 

interfaces, (ii) normal stress reduction in 90° ply due to the presence of transverse cracks, 

(iii) Saturation of transverse cracks occurring to give the characteristic damage state [2]. 

It has been shown that when crossply laminates are subjected to fatigue loading, 

transverse cracks are often accompanied by delaminations and matrix cracks in 0° 

plies as shown in Figure 20 [73, 90]. Such cracks, often known as longitudinal 

splitting, form due to the restraint of the Poisson’s ratio contraction imposed by 

adjacent 90° layers [73]. They extend only a short distance from the transverse 

crack from which they originate, indicating a local effect.   
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Figure 20: Longitudinal splitting and delaminations in a crossply laminate due to the 

presence of transverse cracks. (i) An X-ray radiograph of a laminate having undergone 

fatigue, (ii) a corresponding schematic showing the delaminations (dark areas) and 

longitudinal splitting emanating from transverse cracks [73]. 

Figure 21 (i) shows an idealised transverse crack in a crossply laminate where the 

crack tip ends at a 0/90 interface. Further loading causes the crack to propagate by 

one of two possible paths, as shown in Figure 21 (ii) for a crack penetrating into 

the 0° layer and (iii) for a crack which is deflected into the 0/90 interface. The 

crack path taken depends on the energy release rates of each. When the following 

condition is satisfied, the crack is deflected into the interface.   

 ( )

(1)

i

d c

p c

G G

G G
>  3.3  

where Gd is the energy release rate for the deflection crack path into the 0/90 

interface, Gp is the energy release rate for a penetrating crack into neighbouring 0° 

plies, Gc
(i)

 is the 0/90 interface toughness and Gc
(1)

 is the plane-strain mode I 

toughness of the 0° layer [75]. 

When the ratio of deflecting to penetrating crack energy release rates is greater 

than the ratio of interface toughness to 0° layer mode I toughness, the crack will 

be deflected into the interface. This implies that in a system with stiffer fibres, 

such as CFRP laminates, a transverse crack is more likely to penetrate into 0° 

layers, eventually failing through the creation of a macrocrack through the entire 

laminate thickness [75]. A crack which is deflected into the 0/90 ply interface 
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results in local delaminations [73]. Such a deflection may show a longer fatigue 

life. With further loading cycles, final failure will eventually occur due to cracks 

penetrating into 0° plies and eventual fibre fracture, at which point structural 

integrity is quickly lost [75]. 

 

Figure 21: Possible crack paths in a crossply laminate from a transverse crack tip. (i) An 

idealised transverse crack ending at 0/90 interfaces, (ii) a penetrating crack propagating 

into 0° layers, (iii) a deflecting crack leading to delamination along 0/90 ply interfaces 

[75]. 

From the literature review thus far, it is clear that the damage sequence of 

crossply laminates under quasi-static and cyclic loading are well known and 

therefore such specimens are well suited for use in the thesis. Edge cracking, 

followed by transverse cracking is likely to be the first type of damage to occur in 

crossply laminates. As the full-field techniques to be employed are surface 

measurements, crossply laminates with external 90° plies are recommended to be 

used. Specimen details are discussed further in section  4.6. 

 FRP Strain Rate Sensitivity  3.3

Most FRP components are designed according to data gathered at quasi-static 

strain rates (~10
-4

 s
-1

), but occasionally intermediate (~1 s
-1

) and high strain rate 

(>180 s
-1

) loading may occur [6]. Numerous studies have investigated the 

mechanical properties and the damage propagation of FRP materials under quasi-

static conditions and as a result many failure criteria exist but none take into 

account strain rate effects [6].  

The effect of strain rate on the mechanical properties of FRP laminates is 

determined by several factors including the rate dependency of the fibre and the 
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rate dependency of the matrix, the fibre orientation and layup. The direction of 

loading and loading type also affect the strain rate dependency [5]. In situations 

where a unidirectional laminate is loaded in tension along the fibre direction, the 

fibre properties are expected to dominate the strain rate response [5]. The 

opposite is true for transverse and shear loading, whereby the matrix is expected 

to define the strain rate dependency. The effect of strain rate on the stiffness 

response of epoxy resin is shown in Figure 22, showing a distinct viscoelastic 

response with a stiffening effect at higher applied strain rates. Little work has 

been carried out on the strain rate dependency of fibres due to inherent difficulties 

with the testing of individual fibres and fibre bundles [5]. However as carbon and 

glass fibres do not behave viscoelastically, a strain rate dependent response is not 

expected. A complicating factor for multiaxial laminates is the possibility of 

strain rate dependent damage creation at fibre and ply interfaces [5].   

 

Figure 22: Stiffness changes according to strain rate for pure epoxy resin [105]   

Many previous studies into the strain rate behaviour of FRP materials up to and 

beyond 1000 s
-1

 have used split-Hopkinson bars (SHB) [6]. These devices require 

small specimen samples of around 10 mm
2
 to minimise inertia and wave-

propagation effects within the specimen and so conflict with the need for FRP 

specimens to be large relative to the reinforcement [5]. Free-edge effects may also 

be more influential in such small specimens as they generally occur within a 

laminates width from the free edge [91]. A SHB is designed to load in 

compression unless significant adaptations are made. A tensile fixture requires 

minimal impedance mismatch across the fixture which is difficult to achieve in 

practice. As a result, most high strain rate work discusses the behaviour of FRP 
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under uniaxial compression with small specimen sizes. The work by Daniel et al 

[106] and Gilat et al [105] are some of the few examples studying the tensile 

behaviour of FRP materials.  

Gilat [105] used servo-hydraulic test machines to load carbon-epoxy samples up 

to rates of 1 s
-1

, beyond which a SHB in tension was used to achieve strain rates 

up to 600 s
-1

. Identical waisted specimens were used throughout all tests. 

Specimens with fibre angles of 10°, 45° and 90° away from the axis of loading 

were tested. The different responses according to fibre angle are shown in Figure 

23. An increase in stiffness and ultimate strength was found across all tests, with a 

more significant effect found in specimens of 45° fibre angle. The work by Daniel 

et al [106] also studied the effect of fibre orientation on strain rate response using 

expanding ring type loading, coming to similar conclusions as that of Gillat [105]. 

Investigations into crossply CFRP laminates found that  It has been shown for 

CFRP specimens that inertial effects are negligible at strain rates below 100 s
-1

, 

accounting for 2% of the applied loading at this strain rate [66]. The majority of 

the strain rate dependent behaviour is attributable to the viscoelastic behaviour of 

the matrix material [66]. The greater stiffness of the matrix material at high strain 

rates increases the efficiency of stress transfer between fibres and decreases the 

ineffective length of broken fibres, so increasing the overall stiffness [107]. 

Although such work highlights the change in the global response to high strain 

rate loading, the effect on the damage initiation and propagation process is not 

investigated. 

 
(a) (b) (c) 

Figure 23: Strain rate sensitivity of CFRP according to fibre orientation: (a) 10°, (b) 45° 

and (c) 90° fibre angle away from axis of loading [105]. 

The work by Fitoussi et al [108] is one of the few studies that explores the effect 

of damage response at high strain rates in FRP materials. Complications in 

dynamic loading were addressed in the earlier work by Pardo et al [109] in terms 
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of achieving a uniform loading and strain rate both spatially in the gauge length 

and temporally. Fitoussi [108] used an optimised specimen geometry and 

damping joint methodology to minimise stress wave effects induced from the 

dynamic loading to study the effect of strain rate on damage initiation. The author 

used a fuse type design in series with FRP specimens to achieve interrupted high 

strain rate loading, thus enabling the study of the effect of strain rate on the 

damage behaviour. The loading methodology is shown schematically in Figure 

24. Both the global stiffness reduction and SEM imaging were used to quantify 

the damage response at the global and lamina scales for randomly reinforced 

glass-polyester and woven carbon fibre reinforced polymer (CFRP). 

The author defined a stress and strain threshold level, above which the material 

stiffness response became non-linear at the onset of damage [108]. It was found 

that at higher strain rates, the onset of damage is delayed to higher applied strain 

levels. Damage was quantified using two methods, the first being a macroscopic 

reduction in Young’s modulus as shown in equation 3.4 and the second at the 

micro scale using a SEM to analyse a representative element volume. Image 

analysis was performed on the SEM data to quantify the number of matrix 

microcracks and fibre-matrix debonds and expressed as a micro damage 

parameter as expressed in equation 3.5. 

 

Figure 24: Interrupted high strain rate loading schematic utilising a mechanical fuse [108] 



57 

 

 
0

1
D

macro

E
D

E
= −  3.4  

where Dmacro is the macroscopic damage parameter and E
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where Dmicro is the microscopic damage parameter, Vf,d is the volume fraction of 

debonded fibres and Vf,v is the fibre volume fraction in the representative volume.  

The effect of strain rate on the macroscopic and microscopic damage level for 

randomly reinforced glass-polyester specimens is shown in Figure 25. The 

decrease in damage propagation at higher strain rates was attributed to an increase 

in fibre matrix interfacial strength [108]. The same micro damage analysis was 

not carried out for woven CFRP specimens as damage was found to become 

heterogenous as loading strain rate was increased. Such damage localisation was 

attributed to the viscoelastic behaviour of the matrix material, causing an increase 

in stress around the initial damage site, contributing to further damage. Other 

previous studies have also linked increased damage localisation to the 

viscoelasticity of the matrix material [110]. 

 
Figure 25: Evolution of the macro (left) and micro (right) damage parameters for 

randomly reinforced glass-polyester at various strain rates [108]. 

Whilst numerous studies have investigated the global response of FRP laminates 

subjected to high strain rate loading, it is clear from the literature review 

conducted that few studies have investigated the damage behaviour in FRP at 

high strain rates. From the study by Fitoussi et al [108], it is clear that damage 

becomes more localised in FRP materials at elevated strain rates, providing 

further motivation for the use of full techniques for damage identification. 
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 Heating in FRP due to Damage 3.4

IR-thermography is to be used in the thesis for the identification of damage in 

FRP materials. It is therefore important to discuss the mechanisms that generate 

temperature rises within FRP materials. 

Heat generation may occur in FRP due to a variety of mechanisms. The 

thermoelastic effect, as discussed in section  2.7, causes a change in material 

temperature due to a change in applied stress. Heat may also be generated due to 

damping caused by viscoelastic behaviour of the matrix [111] or the frictional 

sliding between fibre-fibre and fibre-matrix interfaces. This has been shown to 

cause a steady temperature increase of 32 K in fibre-reinforced ceramic 

composites under cyclic loading at 85 Hz [112]. A similar heat generation 

mechanism is likely to also occur in FRP composites after the onset of damage.  

One of the most important sources of heat generation for the thesis is the heat 

generated during fracture. By identifying areas of heat generation, the sites of 

crack initiation and propagation in an FRP material can be found. For a crack to 

occur, the stress at the crack tip must be sufficient to overcome the atomic bond 

strength [113]. The amount of energy released varies according to the crack 

resistance of the material, which for polymers is approximately 10
3
 J/m

2
 [113, 

114]. 60 – 80 % of the energy released is dissipated as heat with the rest of the 

energy being consumed by rearrangement of the material molecular structure 

[113]. The temperature rise during the fracture of PMMA and polystyrene 

specimens has been measured to be 500 °C [113].  

If the crack velocity is sufficiently high [113], the relationship between the heat 

generated, ∆Q, and the resulting temperature rise, ∆T, can be calculated as follows 

[115]: 

 ∆� = 	^v�h∆]	 3.6  

where ρ is the material density, V is the volume of material affected, and Cp is the 

specific heat capacity at constant pressure. 

Typical properties of fibre and epoxy resin are given in Table 5, whilst estimated 

properties of carbon-epoxy and glass-epoxy laminates presented in Table 6 using 

a rule of mixtures approach. 



59 

 

Material 

Density 

(kg/cm
3
) 

Mean fibre 

diameter (µm) 

Thermal conductivity 

(W/mK) 

Specific heat capacity 

(J/kgK) 

Thermal expansion 

coefficient (/K) 

Glass fibre 2400 15 1.03 800 0.5 x 10
-5

 

Carbon fibre 1700 7.5 15 800 0.08 x 10
-5

 

Epoxy 1200 N/A 0.049 640 11 x 10
-5

 

Table 5: Properties of selected FRP constituents and laminates [79] 

Material Density (kg/cm
3
) Specific heat capacity (J/kgK) 

Glass-epoxy (assuming 45% Vf) 1740 712 

Carbon-epoxy (assuming 75% Vf) 1628 760 

Table 6: Estimated laminate properties based on a rule of mixtures approach 

For slowly propagating cracks, heat dissipation effects cannot be neglected. Heat 

dissipation by radiation can be calculated using equation 2.20, whilst convective 

heat dissipation can be calculated using Newton’s law of cooling [115]: 

 �����	 = ∆�∆C = ℎ3x(]3 − ]2�u) 3.7  

where hs is the heat transfer coefficient, A is the surface area of the heat being 

transferred, Ts is the temperature at the area of heating and Tair is the temperature 

of the surrounding air.  

Heat dissipation by conduction can be calculated using the Fourier heat equation 

which describes the temperature, T, of a material as a function of distance and 

time, t [115]: 

 �����
 = ∆�∆C = 	−n∇] 3.8  

where t is time and k is the thermal conductivity. 

Equation 3.8 assumes a constant thermal conductivity in all directions.  The 

thermal conductivity of GFRP and CFRP laminates however is dependent upon 

the fibre volume fraction and fibre direction [116]. For unidirectional carbon-

epoxy laminates, the thermal conductivity was found to be an order of magnitude 

greater in the fibre direction than transverse to fibres, as presented in Table 7. 

Equivalent data for unidirectional glass-epoxy specimens could not be found in 

the literature but as glass fibres have a thermal conductivity half that of carbon, 

heat sources are expected to dissipated more slowly in glass-epoxy laminates.  

Material 

Thermal conductivity  in 

fibre direction (W/mK) 

Thermal conductivity in 

transverse direction (W/mK) 

Carbon-epoxy 5~7 0.5~0.8 

Table 7: Anisotropic thermal properties of unidirectional carbon-epoxy [116] 
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 Application of Full-Field Techniques  3.5

Point measurement techniques can be used to study the behaviour of homogenous 

materials as the measurement is generally an accurate representation of the entire 

material. Damage in FRP materials occurs heterogeneously, making point 

measurements inadequate and driving the use of optical full-field measurement 

techniques for the study of damage [12, 117].  

Coherent light techniques, such as shearography and electronic speckle pattern 

interferometry (ESPI) have proven capable of identifying hail damage and surface 

cracking in FRP materials [118, 119]. However, such techniques are highly 

susceptible to environmental disturbances and as a result, must be isolated against 

vibrations [12]. As GFRP laminates may fail at 2.8% strain or above [2], coherent 

light techniques are unsuitable for the current work as they are limited to the 

measurement of small strains.  

X-ray computed tomography (CT) is a technique that has been used to 

characterise damage in FRP materials by analysing the spatial differences in X-

ray attenuation [77, 120-123]. The technique allows damage to be identified in 

three-dimensions whilst achieving voxel resolutions of 2-3 µm [124]. The use of 

more a powerful synchrotron radiation source allows greater voxel resolutions of 

<1 µm to be achieved [124]. The technique is capable of identifying all types of 

FRP damage, including transverse cracking, longitudinal splitting, delaminations, 

single fibre breaks and even matrix micro-voids arising from fibre-matrix 

interface failure [120, 122, 125]. The technique requires specialist facilities and 

depending on the exposure time and the number of radiographs taken, a single 

scan may take over an hour to complete [126]. Additionally, the loading of 

specimens during scanning is difficult and requires the design of custom loading 

rigs. To achieve the highest voxel resolutions, samples must be cut to form 

matchstick sized specimens unless synchrotron facilities are employed [120, 124], 

so limiting the highest resolution scans to a post-mortem analysis. The technique 

is therefore not well suited to monitoring damage progression in FRP materials. 

Ultrasonic methods are capable of providing full-field data of FRP damage 

behaviour and are especially suited to identify delaminations [127-129]. The 

technique is less suited for the study of in plane damage due to the lack of 
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acoustic attenuation. Additionally a full-field image may take many minutes to 

acquire. To minimise losses, the object under investigation is immersed in liquid, 

or a suitable gel is used for acoustic coupling. For these reasons the technique is 

impractical to use during the fatigue loading of FRP specimens. 

Pierron et al [130] used the grid method to resolve surface and subsurface cracks 

around a hole in quasi-isotropic, [-454/904/454/04]s and [-45/90/45/0]4s GFRP 

laminates. The technique was found to have sufficient sensitivity to identify the 

location of subsurface cracks based upon the outer surface deformation response 

only. This analysis can be applied to any full-field deformation measurement 

technique, given sufficient sensitivity. Surface cracks of 25 µm crack opening 

displacement were identified in the outer 45° ply using the grid technique, 

allowing the effect of ply clustering on damage tolerance to be studied. The 

avoidance of spatial aliasing was highlighted as a crucial factor for the correct 

analysis of grid images, requiring a prior knowledge of the expected deformations 

between frames. A study into the effect of paint coating thickness has previously 

shown that significant thermal drag down occurs for coating thicknesses above 25 

µm [16]. The requirement for a grid to be attached to the specimen surface is 

therefore likely to be a limiting factor for the simultaneous application of the grid 

method and IR-thermography. 

DIC has lower strain accuracy when compared to the interferometric techniques, 

leading Pan et al [17] to comment that it is unsuitable for the study of small 

heterogeneous deformations. Despite this, many authors have successfully used 

DIC to study damage in FRP materials [131-137]. Whilst the technique normally 

requires the application of a speckle pattern coating, fibres alone can be used as a 

surface texture [138]. At greater magnification levels, strain concentrations 

around individual glass fibres have been identified via DIC through the use of 

deposited submicron alumina particles on the FRP surface, allowing the study of 

the initial stages of damage [137]. DIC was used by Giancane et al [132] to 

calculate full-field maps of Young’s modulus at various stages in the fatigue cycle 

of crossply GFRP specimens. Although a decrease in stiffness is likely to be 

attributable to damage, the authors did not carry out any validation studies to 

verify this conclusion or to determine the type of damage identified. In a separate 

study, Dattoma and Giancane [139] used DIC in combination with IR-
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thermography to evaluate fatigue damage in crossply glass-epoxy specimens. 

Full-field hysteresis data was obtained through analysis of the stress and DIC 

strain data whilst IR-thermography was used to obtain full-field temperature 

plots. Using this information, the energy absorbed by the material for the 

propagation of damage was calculated. This technique was able to identify 

increased damage evolution at notches and at the final stages of fatigue life.  

Any type of image can be processed via DIC given that a suitable surface texture 

is achieved. In the study by Silva et al, [140] surfaces were speckle patterned 

using paints of varying emissivity. The IR images collected were processed using 

DIC to allow the simultaneous collection of thermal and kinematic data from 

various materials. Although this methodology allows for a simple experimental 

setup, the key advantage of using high resolution white-light cameras for DIC is 

lost. IR cameras generally have lower pixel counts when compared to white-light 

cameras and as a result, DIC data may lack the spatial resolution necessary for 

damage identification.  

3.5.1 Thermography Techniques 

Various authors have used IR-thermography to identify damage in FRP materials. 

Naderi et al [141] used IR-thermography at a macroscopic scale to identify 

damage evolution in thin woven glass-epoxy laminates during cyclic reversed 

bending at 10 Hz. Three stages of damage evolution were found in the study. In 

the initial stage, matrix cracking at material weak points was found to dominate 

the first 20 % of the fatigue life, showing a rise in surface temperature. The 

second stage, comprising of 75 % of the fatigue life was characterised by further 

matrix cracking, delamination and fibre-matrix debonding, showing a steady 

increase in surface temperature with damage evolution. The final stage shows a 

rapid temperature rise associated with fibre breakage [141]. A similar 

investigation was conducted by Broughton et al using the surface temperature rise 

as an indicator of the damage level in FRP materials. A similar three stage 

damage evolution behaviour was found in open-hole GFRP laminates [142].  

Lisle et al [114], used IR-thermography to analyse damage and calculate energy 

release rates in woven glass-epoxy laminates. To minimise thermal effects from 

the surrounding environment, specimens were enclosed inside an opaque foam 
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box and specimens were coated with matt black paint to maximise surface 

emissivity. Sensor noise was minimised using a 2D second order polynomial 

smoothing over an area of 5 x 5 pixels. The smoothing area chosen required a 

compromise between the adequate filtering of sensor noise and the identification 

of small heterogeneous heat sources. The spatial resolution necessary for 

identifying damage using IR-thermography is dependent on the scale of damage 

expected, in this case, the scale of the weave material [114]. Lisle et al was able 

to use IR-thermography of spatial resolution 0.16 mm/pixel to identify fracture in 

transverse weft yarns and the coalescence of such cracks  [114]  

Damage in woven carbon laminates has also been quantified using IR-

thermography [143]. Single layer woven [0, +60, -60] carbon-polyimide 

laminates were monotonically loaded to failure whilst imaged using IR-

thermography. Specimens were also cyclically loaded at up to 80% of the 

material UTS, with an IR image captured at the maximum load point of each 

cycle, thus eliminating the effect of any thermoelastic temperature change. The 

number and location of matrix cracks during monotonic loading in the +60 and -

60 plies was determined by monitoring the number of thermal spikes. CFRP is 

expected to possess a greater thermal conductivity than GFRP laminates, resulting 

in heat rises being dissipated more rapidly [79]. However, it was found that an 

imaging frequency of 50 Hz was adequate to identify the instantaneous 

temperature rises as a result of crack initiation in woven CFRP laminates [143]. 

The authors do not comment on the spatial resolution of the IR images. Cyclic 

loading found that the majority of matrix cracks occur within 5000 cycles. Within 

this time, the surface temperature also reached a plateau as a result of frictional 

heating between fibre-matrix interfaces.   

As the TSA technique requires a cyclic load to achieve adiabatic conditions, it is 

inherently suited to fatigue loading and hence damage study [52]. Various authors 

have used TSA to study damage in FRP materials [11, 18, 22, 42, 144-146]. 

Emery et al [18] used TSA to study the development of strain as a result of 

damage in crossply, quasi-isotropic and angle-ply glass-epoxy laminates. 

Although TSA was able to identify strain concentrations as a result of damage, 

without prior knowledge of the specimen layup it is likely to be difficult to 

distinguish between the various damage types based upon thermoelastic response 
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alone. A thresholding procedure was used to monitor the cumulative damage in 

unnotched angle ply laminates, accurately predicting the final failure location.  

TSA has been applied at high magnifications to the study of damage at the yarn 

scale in woven glass laminates, requiring the use of motion compensation [52]. 

The author was able to identify the initiation of transverse cracking in weft yarns 

and highlights the importance of phase data in investigating the damage response 

when the initial undamaged thermoelastic response is unknown.  

One of the few studies to employ DIC and TSA together to study damage in FRP 

materials is undertaken by Goidescu et al [147]. Angle-ply and crossply woven 

carbon epoxy laminates were loaded using two routines; the first applies a quasi-

static load to failure whilst the second is similar but returns the load to zero at 

several points during the quasi-static test. The author used a single IR camera 

positioned perpendicular to specimens to capture thermal data, whilst a stereo 

DIC system provided kinematic data. X-ray CT was used to verify damage during 

interrupted loading tests. A homogenous response was shown for all specimens 

during initial loading. From a load of 30% UTS onwards, thermal hotspots are 

identified as fibre breaks in the surface 0° layer of crossply laminates. The 

resulting strain behaviour was found to be within the noise threshold of the DIC 

measurement and therefore could not be identified. Fibre-matrix debonding in 

angle-ply laminates could not be observed in the thermal images. This is 

attributed to the low energy release of this damage type and the homogenous 

distribution over the specimen surface. The author notes that the use of high speed 

cameras would be advantageous to enable the dynamic study of damage. 
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 Application of Full-Field Techniques at Elevated 3.6

Strain Rates 

Whilst numerous studies have used full-field optical techniques to study FRP 

damage behaviour during quasi-static and cyclic loading, far fewer studies have 

used the techniques during high strain rate loading. The lack of papers is 

attributed to the requirement for expensive high speed cameras powerful 

illumination and accurate triggering methods. The most common high strain rate 

loading method, the split-Hopkinson pressure bar (SHPB), is limited to the study 

of small specimens, making full-field measurements difficult due to a lack of 

optical access. As discussed in section  2.3, high speed cameras are less well 

suited to use with full-field measurements due to the increased noise levels and 

lower resolution when compared to low frequency CCD cameras [26].  

The majority of work involving high speed cameras and DIC measures the out of 

plane deformation of panels as a result of shock or blast loading using a stereo 

camera system [148-150]. Fewer studies have used high speed DIC for damage 

identification. Koerber et al [151] used a single unintensified CMOS Photron SA5 

high speed camera to characterise the damage behaviour of carbon-epoxy during 

transverse compression and in-plane shear loading using a SHPB. Images 

collected had a spatial resolution of 0.074 mm/pixel and correlations were carried 

out using the ARAMIS software using very small cell sizes of 10 x 10 pixels with 

a step size of 5 pixels. Shear dominated failure modes were clearly identifiable as 

regions of low strain in unidirectional off-axis laminates. 

Lee et al [152] investigated the dynamic fracture velocities of edge-notched 

unidirectional carbon-epoxy specimens over a 30 x 30 mm area using a Cordin 

550 high speed camera operating at 2.5 x 10
5
 Hz. This camera type uses 32 

individual CCD sensors, each with slight variations in alignment. For this reason, 

a reference image was required for each sensor, further complicating DIC 

processing. At crack initiation it was found that the crack driving force is higher 

in the dynamic loading case than during quasi-static loading, irrespective of the 

fibre orientation.  
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Crammond [11] used high speed DIC at 25 kHz to measure the transverse shear 

strains in a single lap joint loaded under tension. Transverse cracking of the 90° 

plies was identified in the central adherend. Final failure was identified from a 

crack initiating at the adhesive bond line. 

IR camera technology is significantly less mature than that of white-light 

cameras. As a result, the maximum imaging frequency of most IR cameras is 

significantly lower than that of similarly priced high speed white light cameras. 

As described in section  2.6, the use of a commercial IR detector at high imaging 

frequencies requires the use of a reduced subwindow and a custom temperature 

calibration [47]. This methodology was used to investigate the thermal behaviour 

of double notched woven glass-epoxy specimens loaded to failure under tension 

at strain rates up to 100 s
-1

. Using an imaging frequency of 15 kHz, four IR 

images were captured during loading. At lower actuator velocities, a noticeable 

drop in overall specimen temperature due to the thermoelastic effect was 

identified. Post-failure examination of the specimens after failure found that the 

temperature change at areas of delamination was 60 K, but only 30 K at areas 

dominated by fibre breakage. The measurements were found to lack the spatial 

resolution necessary to identify individual fibre breaks or matrix cracking at the 

yarn scale. 

No previous combined usage of high speed IR-thermography and DIC for the 

identification of damage in FRP could be located in the literature. 

 Summary 3.7

The chapter has reviewed relevant literature on the progression of damage in FRP 

materials subjected to tensile loading and the effect of strain rate on the damage 

response. A specific focus has been placed upon crossply lay ups and 

carbon/glass-epoxy materials. Due to the free edge effect and the low strain to 

failure under transverse loading, the first damage type expected to initiate in 

crossply laminates are edge cracks in 90° plies. Typically, such cracks propagate 

quickly into full-width cracks. Upon further loading, transverse crack density 

saturates until delaminations initiate. Finally, longitudinal splitting initiates in 0° 

plies, followed by fibre breaks, eventually resulting in laminate failure. Strain rate 

effects due matrix viscoelasticity have been shown to result in increased ultimate 
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failure strengths and stiffness and an increase of damage localisation, 

necessitating the use of full field measurement techniques.  

The mechanisms of heat generation have been reviewed, with a focus on the heat 

released during crack formation. Although the majority of studies using IR-

thermography have used the technique to monitor temperature rises due to 

frictional heating, some studies have used IR-thermography to measure the 

temperature rises associated with crack formation. One such study was able to 

identify the initiation and coalescence of cracks at the weave scale in GFRP 

laminates, noting that sensor noise was a major issue. 

DIC has been proven by numerous studies to be capable of resolving surface 

damage during low speed loading in FRP materials but has rarely been applied to 

images captured from high speed cameras for this purpose. 

 TSA has been shown by various authors to be especially suited to the study of 

damage in FRP due to requirement of a cyclic load and the low surface 

preparation requirements. It is noted however that distinguishing between 

different damage types is difficult when using TSA, but use of phase data can be 

highly important when the initial undamaged thermoelastic response is not 

known. Also, motion compensation may need to be applied when imaging at high 

spatial resolutions.  

Although a limited number of studies have used DIC and thermal techniques at 

low strain rates, no previous work has attempted to use IR-thermography and DIC 

together to identify damage during intermediate strain rate loading. The combined 

use of kinematic and thermal full-field techniques not only increases confidence 

in the identification of damage [11] but has also been shown to be capable of 

identifying more types of damage than a single technique alone [147], driving the 

use of a combined methodology for the current work. 
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Chapter 4 

4. Testing Methodology at Intermediate 

Strain Rates 

 Introduction 4.1

This chapter outlines the equipment and methodology used to perform the 

intermediate strain-rate testing discussed in later chapters. The chapter begins 

with a review of the Instron VHS test machine, detailing its method of operation, 

specifications and the accessories required to perform simple uniaxial tests on 

FRP material to failure. The adaptations to the methodology required to provide 

interrupted loading to FRP specimens are discussed in detail in Chapter  7. Next, 

an overview of the high speed camera triggering methodology developed by Dr 

Crump is presented, followed by a discussion on lighting conditions for 

simultaneous high speed white-light and IR measurements, driving the 

development of a custom Light Emitting Diode (LED) lighting solution. The 

chapter concludes with a discussion on the test specimen design and motivation 

for the specimens used throughout the thesis.  

An impact event on an FRP component in service is likely to result in a 

combination of many different loading types, including tensile, compressive, 

shear and out-of-plane forces. Although it would be preferential to establish 

experimental methodologies to investigate the damage response for all loading 

types, it was decided to concentrate solely on the tensile loading of specimens as 

a first step in the development of the optical measurement methodology. It is 

envisaged that the optical methodologies for the study of tensile damage 
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developed in the thesis will be transferable to other loading scenarios in future 

projects, requiring only alterations to the loading methodology.  

The strain rate applied to a material is a function of the gauge length and the 

velocity of the applied loading as follows. 
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where ε&  is the strain rate, t is time, l is the specimen length after an applied 

strain, l0 is the original specimen gauge length and V is the velocity of the 

deformation. 

To achieve greater strain rates, a higher loading velocity must be applied or 

shorter gauge length specimens must be used, or a combination of both. The use 

of short gauge length specimens is avoided where possible when using FRP 

specimens as they are often not representative of the behaviour of larger 

structures. Small samples may not include enough fibres or defects to be 

considered statistically representative of the bulk material [153]. Smaller samples 

have a lower chance of containing a significant defect within their gauge length 

and have been shown to have a significantly higher strength as a result [154]. This 

is true at both the fibre scale and the lamina scale. It is therefore preferable to use 

larger and consequently more representative FRP specimens loaded at greater 

velocities to achieve greater rates of strain. The free edge effect has also been 

shown to have an effect that is dependent on specimen geometry. As the ply 

thickness of quasi-isotropic laminates is increased it has been shown that edge 

delaminations initiate at a lower applied strain level [155].  

Conventional test machines are limited to low strain rates due to inertial effects in 

the load cell and grips [156]. A variety of alternative loading techniques have 

been developed to apply intermediate and high strain rate tensile loading, each 

with their own inherent advantages and disadvantages when being used with FRP 

material. The typical strain rate regimes of the available techniques are shown in 

Table 8.  One of the most common methods for high strain rate compressive 

loading which can also be adapted for tension is the SHPB. The device can 

typically load small specimen sizes of around 6 mm in length and requires careful 
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interface design between the specimen and the bars to transfer load effectively 

[157]. A SHPB also has limited optical access, hindering the application of 

optical techniques. For these reasons it is not the preferred loading technique for 

the current work. Other loading techniques that operate at 10
4
 s

-1
 would fail 

typical CFRP specimens within 2 µs. This requires the use of ultra high speed 

cameras to achieve more than a single frame during loading. Such cameras do not 

exist in IR wavelengths and ultra high speed white-light cameras bring about 

additional complications, including increased image noise resulting from image 

intensifiers and the use of multiple sensor arrays. Highly precise camera timing 

and synchronisation is also required for such cameras, bringing additional 

experimental challenges. For the many reasons stated it was decided to use a 

servo-hydraulic test machine to provide loading at intermediate strain rates 

between 10 – 100 s
-1

. 

Technique Strain rate (s
-1

) 

Conventional test machine < 0.1 

Servo-hydraulic machine 0.1 - 100 

SHPB 100 - 10
4
 

Expanding ring 10
4
 

Flyer Plate >10
5
 

Table 8: Experimental techniques for tensile high-strain rate testing [5] 

 The Instron VHS 80/20 4.2

The Instron Very High Speed (VHS) 80/20 is a servo-hydraulic test machine that 

was specifically designed for the application of intermediate strain rate loading of 

metallic specimens. The Fast Jaw gripping system, explained in detail later in this 

section, was found to be incompatible with FRP specimens due to the increased 

incidence of grip slippage and specimen failure at the point of gripping when 

compared to metallic specimens. To facilitate the testing of FRP specimens, a 

new slack adaptor gripping system was therefore designed, as discussed further in 

section  4.3.  

The VHS machine has a maximum actuator velocity of 20 m/s and is capable of 

applying a maximum load of 80 kN. Although the machine is able to apply 

loading under both tension and compression, the methodology discussed in the 

thesis concentrates on tension for the reasons previously discussed in section  3.1. 
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The machine is capable of loading specimens up to 30 mm in width and 

approximately 4 mm thick. Specimen length is limited only by the maximum 

height of the crosshead, giving a maximum specimen/fixture length of 

approximately 1.15 m. The machine is therefore able to test specimens that fulfil 

the ASTM D3039 geometry recommendations for the quasi-static testing of FRP 

coupons [153]. To enable the safe testing of FRP specimens whilst improving 

optical access, a new protective enclosure around the VHS test machine was 

constructed. The larger size allows cameras, tripods and lighting equipment to be 

placed inside, eliminating the possibility of distortion as a result of imaging 

through the transparent enclosure panels, whilst also giving greater freedom of 

camera and lighting placement. The enclosure is designed to protect the operator 

from flying debris and uses interlock systems to ensure that tests cannot be 

conducted whilst an operator is inside. Figure 26 shows the VHS machine before 

and after the manufacture of the new enclosure.  

  

Figure 26: The Instron VHS 80/20 machine and the old (left) and new (right) protective 

enclosure. 

The VHS machine includes several design features to facilitate high speed testing. 

This includes a Kistler 9071A model piezoelectric load cell located on the 

machine crosshead, combined with a Kistler charge amplifier. Piezoelectric load 

cells are inherently suited to dynamic force measurements due to their small size 

and high stiffness [158]. Load data is collected using one of the input channels on 



73 

 

a high rate National Instruments type 6110 DAQ card. The card comprises of four 

synchronised input channels operating at sampling rates of up to 4 MHz. A linear 

variable differential transformer (LVDT) provides actuator displacement data to 

one of these channels. In the work described in the thesis the other two channels 

are used to record strain gauge data and camera trigger data, as discussed further 

in section  4.4.  

The most important feature of the Instron VHS machine is the ability to achieve 

constant actuator velocities ranging from 1 to 20 m/s. The actuator is accelerated 

over a distance of approximately 150 mm through the use of a fast response 

proportional valve and a high pressure accumulator, storing hydraulic oil at a 

pressure of 280 bar prior to each test. Although the valve allows a variable output, 

direct feedback between the actuator LVDT and the valve does not occur above 

actuator velocities of 1 m/s due to the short timescales involved. The Instron VHS 

actuator therefore operates in what is known as an ‘open loop’ configuration 

whereby feedback from an external sensor such as the actuator LVDT or load cell 

is not used to control the actuator during a test. The absence of such a feedback 

loop, combined with the high inertia of the actuator prevents the possibility of 

stopping the actuator at a predetermined load or position using the standard 

machine setup. The result is that any specimen clamped into the machine will be 

loaded to ultimate failure. A new loading methodology was therefore required to 

apply damage from an intermediate strain rate event without complete specimen 

failure. The interrupted loading methodology developed is discussed in detail in 

Chapter  7. With the absence of feedback control, the VHS actuator achieves a 

constant velocity prior to specimen loading through the use of a predefined 

calibration file relating valve control voltage to test time. Velocity calibration 

files are generated through the post processing of LVDT data across a series of 

repeated tests across a range of actuator velocities. The actuator is stopped at the 

bottom of its travel using a buffer. 

To account for inertial effects of the actuator and grips, the actuator must be 

allowed a distance of approximately 150 mm to accelerate to the required velocity 

prior to specimen loading. As previously mentioned, the VHS machine originally 

included the ‘Fast Jaw’ gripping system for this purpose, a schematic of which is 

shown in Figure 27. The system relies on two gripping faces being initially held 
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apart by a pair of angled wedges. The actuator initially accelerates downwards 

with the specimen passing freely between the grips. At the desired location the 

wedges are knocked out by a set of adjustable rods, as shown in Figure 27 (b). 

This action releases the force of four pretensioned bolts, so causing a set of grips 

to clamp onto the specimen surface, applying the high velocity loading, as shown 

in Figure 27 (c). This system was found to be challenging to use in practice due to 

the requirement for small clearances between jaw face and specimen surface and 

high bolt pretensions. Too little clearance results in the jaws dragging against the 

specimen surface, preventing the actuator from accelerating correctly and too 

large a clearance results in slippage against the specimen surface after wedge 

knockout.  

 

Figure 27: Method of operation for the Fast Jaw gripping system: (a) the Fast Jaw system 

prior to a test, (b) after 150 mm of travel, wedges are displaced by the end stops on two 

knock-out pins, (c) which release the pretension in four bolts, allowing grips to apply load 

to the specimen [159]. 

Greater challenges were found when using the system with FRP specimens. Since 

the actuator and jaws accelerate as they travel down the length of the specimen, 

FRP coupons need to be manufactured approximately 300 mm longer than their 

intended gauge length. It was also found that the jaws would either slip against 

the FRP surface, resulting in inconsistent and unrepeatable loading being applied, 

or cause failure at the gripping location. The problem was rarely found when 

using metallic coupons as the material is generally softer and the jaw faces were 

found to grip more successfully. A metallic tail clamped to the bottom of FRP 
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specimens was found to partially alleviate the slipping problem at the jaw 

interface but caused slipping at the interface between the FRP specimen and tail. 

Due to these problems, an alternative slack adaptor design was developed, based 

upon previous designs developed by multiple researchers [108, 159-163]. 

 The Slack Adaptor 4.3

The new slack adaptor loading methodology, as presented in Figure 28, uses the 

same upper gripping system as used in the previous fast jaw system, consisting of 

two hardened steel jaw faces situated in a titanium grip block. The block is bolted 

and tightened against the load cell located under the crosshead, allowing the 

wedge action jaws to grip the specimen. A similar gripping system was designed 

for the lower grip. The lower jaws were constructed from hardened BS4659 - B01 

steel instead of titanium due to its prohibitively high cost. Consequently, the FRP 

specimen remains gripped at both ends throughout a test. 

 

Figure 28: Slack adaptor parts, layout and function 
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A layout of the slack adaptor parts is shown in Figure 28 (a) including an 

exploded view with one half of the tube removed in Figure 28 (b). The slack 

adaptor design consists of two major parts, an aluminium 7075 rod and a two 

piece EN8 steel tube featuring a partially capped top. The rod is bolted to the 

lower grip block and remains free to hang from the specimen throughout the test. 

The two piece tube is held together by two clamping collars and is closed around 

the rod. The tube is allowed to pass freely over the rod. Once fully assembled, the 

tube is screwed onto the top of the VHS machine actuator, such that when the 

VHS machine is fired, the slack adaptor tube moves down with the actuator, 

accelerating to reach the required velocity within 150 mm. Loading begins once 

the tube has descended sufficiently for the inner surface of the tube end cap to 

reach the top of the piston. The load is then transmitted through the rod and lower 

grip to the FRP specimen. A cross section showing the slack adaptor prior to, and 

at the point of loading is shown in Figure 28 (c) and Figure 28 (d) respectively. 

Additions to the slack adaptor include a two-part rebound damper to prevent 

damage to the rod and tube after specimen failure and a 1 mm polyethylene 

washer at the loading interface. The washer was found to minimise the onset of 

load cell ringing, a phenomenon whereby the load cell and upper grip block enter 

into a vertical oscillation creating an oscillatory signal in the load trace. 

A single piece aluminium rod was used to maximise strength through the 

elimination of weak points such as threaded joints. Earlier rod/piston designs 

were constructed from multiple parts and were found to fail after repeated tests 

through plastic deformation at the threaded interfaces. An important factor to note 

is that the single piece rod experiences loads far in excess of that of the failure 

load of the specimen when operating at high velocities. The lower grip block and 

single piece rod have a combined mass of 2.032 kg which must be accelerated by 

the actuator over a very short distance, imparting significant impulse loading to 

the rod. This loading is difficult to estimate numerically as it requires a dynamic 

analysis of the system whilst also taking into account the behaviour of the washer 

and specimen compliance. An experimental investigation was instead conducted 

using high speed imaging combined with DIC to investigate the acceleration of 

the lower part of the rod at various actuator velocities. This part was imaged 

through the window on the side of the slack adaptor tube. It was found that at an 
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actuator velocity of 9.62 m/s, the acceleration was 54600 m/s
2
, equating to a rod 

stress of 423 MPa, close to the material yield stress for aluminium-T651 of 462 

MPa [164]. Any future usage above 10 m/s will therefore require a redesign to 

minimise the inertial mass and to give greater strength to the rod. One possible 

solution may be to substitute the rod material for a material such as Ti-6Al-4V or 

to redesign the lower grip block to reduce mass.. 

 Camera Synchronisation and Data Capture 4.4

Methodology 

An important aspect of applying optical measurement techniques to high-speed 

events is ensuring that the optical data collected can be related temporally to other 

data sources. Since the VHS machine contains no in-built trigger system for such 

a purpose, a methodology was developed by Dr Crump [9] to allow the 

synchronisation of optical data to data collected from the VHS DAQ card, as 

outlined in Figure 2. The methodology developed relies on a custom designed 

circuit to trigger cameras at a specific point in a high speed test. A schematic 

showing the connections between cameras, the triggering system and the test 

machine are shown in Figure 29. 

Prior to a test, the VHS actuator is moved to a height to allow approximately 10 

mm clearance before loading takes place between the slack adaptor rod and tube. 

The voltage output from the LVDT at this actuator height is then entered into the 

console on the front of the triggering system by the operator. The actuator is then 

returned to the starting position ready for firing. Throughout a high velocity test, 

the LVDT voltage is read into the triggering system and once the voltage crosses 

the previously entered value, transistor-transistor logic (TTL) pulses are sent 

across four output channels. These channels are connected to high speed cameras 

which are preconfigured to record upon receiving a TTL pulse. One of the outputs 

of the trigger circuit is also connected to an input of the VHS DAQ card. This 

allows the TTL trigger pulse to be recorded in the VHS DAQ card data and 

allows temporal synchronisation between images and test machine data.  

A known limitation of the high speed camera synchronisation methodology used 

in the thesis is the timing accuracy of the recorded images. Both the CEDIP Silver 
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480M IR camera and Photron SA1 white-light camera use an internal clock to 

time the exposure of images. The Photron camera clock runs continuously such 

that the cameras are always buffering at least one image in the onboard memory. 

When using the standard triggering mode, the camera starts recording images 

upon receipt of a TTL pulse. The first image in the series will be from the clock 

cycle immediately prior to the TTL pulse, resulting in a timing error of up to one 

frame period. This is illustrated in the top diagram of Figure 30.  

 
Figure 29: Camera triggering and data synchronisation with the Instron VHS 

When operating at high frequencies, the CEDIP IR camera groups together 

approximately 120 frames into a single data packet for transfer to the PC memory. 

When a TTL pulse is received by the camera the PC starts saving the next data 

packet onwards, resulting in up to 120 frames after the trigger pulse being lost, so 

making image synchronisation impossible. For this reason it was found to be 

essential to set the CEDIP IR camera to operate in a circular buffer mode to be 

certain of capturing the true trigger point. The circular buffer operates by saving 

500 frames of data onto the PC memory which are constantly overwritten as new 

image packets are received. When the camera receives the trigger pulse, the 

images on the PC are no longer overwritten and new images are saved to the PC 

memory. This results in an image sequence with approximately 500 frames of 
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data prior to the camera receiving the trigger pulse. The CEDIP IR camera also 

features two voltage inputs which allow one sample of external data to be 

recorded with each IR image. The trigger signal was also recorded using one of 

these data inputs, so allowing the exact frame at which the trigger pulse is 

received to be determined through inspection of the recorded data. Since the 

trigger pulse may occur anywhere within the frame period, the timing error of the 

IR data is up to one frame period. 

The internal clocks of the Photron cameras and the CEDIP IR camera are not 

synchronised and will therefore be out of phase with one another even when 

operating at the same imaging frequency. A potential way to overcome this 

limitation in any future use of the methodology is to make use of the ‘random 

reset’ trigger setting on Photron cameras combined with the ability to trigger 

individual frames on the IR camera. The ‘random reset’ setting resets the internal 

clock of the Photron camera upon receipt of a TTL trigger input such that the 

exposure of the first image occurs as soon as possible after the trigger, typically 

within 0.7 µs [165]. This behaviour is illustrated in the bottom diagram of Figure 

30. For more accurate synchronisation between the CEDIP and the Photron 

cameras, a master-slave arrangement would need to be used, whereby the Photron 

camera is set to output a TTL pulse at the start of each clock cycle and the CEDIP 

camera is set to record a frame upon receiving each pulse. By setting the IR 

camera to record individual frames the internal clock is no longer used and the 

images are synchronised more accurately.  

 
Figure 30: Timing principle for TTL triggered recordings on Photron high speed cameras 

[166] 
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Strain gauge measurements are conditioned using a Vishay 2311 strain gauge 

amplifier before being recorded by the VHS DAQ card. The Vishay 2311 is 

especially suited for use with dynamic tests due to possessing an extremely fast 

response time, with a typical output slew rate of 7.8 V/µs [167]. The device also 

provides the strain gauge excitation voltage, bridge completion circuitry and 

shunt calibration ability. Shunt calibration for all tests were carried out using a 2 

kΩ shunt resistor giving a simulated strain level of 2.86% strain. All tests were 

conducted with an excitation voltage of 2.7 V in a quarter bridge configuration. 

Quarter bridge nonlinearity was corrected for using the following equation, as 

recommended in  Vishay tech note 514 [168] 
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4.2  

where ε is the corrected strain, εs is the shunt calibration strain, ε%  is the indicated 

strain and FG is the gauge factor of the strain gauge.  

 Lighting 4.5

A crucial aspect in devising a successful imaging methodology for making 

kinematic measurements is to achieve adequate, uniform illumination that makes 

good use of the sensor dynamic range without saturation. This minimises bias and 

noise in subsequent DIC analysis [27]. When using high speed cameras the use of 

powerful illumination is essential for enabling greater imaging frequencies (and 

shorter exposure times) to minimise image blurring when studying dynamic 

events. Such blurring limits the subpixel accuracy achievable via DIC [27, 149]. 

More powerful illumination also allows the use of a smaller lens aperture, 

increasing the depth of field of the system and ensuring that more of the subject is 

in focus. The depth of field is usually not a consideration when imaging flat 

specimens with a single camera positioned perpendicularly. However, a calibrated 

stereo camera system requires that the cameras are situated at an angle to the 

specimen surface, and therefore a sufficient depth of field is required to ensure 

that the entire surface under examination remains in focus.   

There are many possible methods of illumination for high speed imaging, 

including the use of lasers, spark sources and stroboscopes to name just a few 

[169]. For health and safety reasons in an open laboratory setting, lasers and spark 
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sources were not trialled. Strobe lighting requires synchronisation between the 

strobe and camera shutter, complicating experimental setup. For this reason it was 

decided to only use constant light sources. A further consideration in the choice of 

lighting system is the physical size of the light unit, which in turn affects how 

close the lights can be placed to the surface under investigation and therefore the 

intensity of surface illumination. Adding lenses to the lighting system or fibre 

optics may allow a greater stand-off distance.  

As one of the objectives of the work is to use white-light and IR imaging 

simultaneously, an important consideration is the effect of the lighting system on 

the thermal behaviour of the specimen and environment. To investigate this, a 

static unloaded specimen with a speckle patterned surface was imaged using a 

Redlake (now IDT Ltd.) Motionpro X3-plus high speed camera operating at 30 

Hz frame rate. Two types of illumination were trialled; a single 1250 W tungsten 

halogen floodlight situated at 0.3 m stand-off distance and a 72 W LED floodlight 

situated at 0.5 m stand-off distance. Images were correlated in DaVis 8.1.3 using 

a cell size of 64 x 64 pixels and a step size of 16 pixels. A selection of DIC strain 

maps for the two types of illumination are shown in Figure 31. Since the 

specimen remained static and undeformed throughout, any calculated strain is 

error in the measurement system. The LED illumination was found to produce 

uniform strain maps across all images with a maximum variation of 0.03% strain, 

within the error level expected of the correlation algorithm. Halogen illumination 

was found to cause large errors, up to 0.5% strain. Similar behaviour is shown in 

the horizontal strain field. Such behaviour is caused by the high temperature of 

the halogen light and the integrated fan cooling system which directs hot air into 

the optical path. Such temperature variations cause density changes in the air, 

resulting in highly distorted images.  

Using a CEDIP Silver 480M IR camera, it was found that the halogen 

illumination caused a near instantaneous temperature rise of 25 ºC at first switch 

on, followed by a slow rise to an equilibrium temperature of 80 ºC over 4 

minutes. The initial apparent temperature rise was caused by IR reflections from 

the specimen surface. As the temperature effects were found to dominate both the 

white-light and IR measurements, the halogen illumination was set aside and LED 

illumination was explored further. 
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Figure 31: Effect of illumination type on the DIC measurement of a static, unloaded 

surface. 

The physical size of the LED floodlight (approximately 0.4 x 0.4 x 0.1 m) was 

found to severely restrict its use with the Instron VHS. Since the illumination 

could neither be focussed adequately onto a specimen nor situated in close 

proximity, alternative LED solutions were investigated. Most commercial systems 

available control the LED modules using pulses of current at high frequency, 

varying the duty cycle to alter the LED output. Although the frequency is above 

that noticeable by the human eye, it is within the temporal resolution of high 

speed cameras. LED systems without pulsed control exist specifically for high 

speed imaging but are costly, hence a more cost effective solution was sought.  

Two new LED lighting systems were designed and manufactured, the first using 

an array of 4 and the second using an array of 8 Intelligent LED Solutions ILH-

ON01-ULWH-SC201 LED modules. Each LED module, outputting 

approximately 250 lumens, is combined with an acrylic lens of a full-width half 

maximum angle of 4.5º giving a concentrated column of light. Pulsed light output 

was avoided by wiring the LED modules in series and powering the modules 

directly using DC power supplies. The modules were cooled using a passive heat 

sink located at the rear of the unit to minimise the possibility of air distortion. 

Further information on the design of the LED lighting systems is included in 

Appendix C.  
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The larger LED lighting system was found to provide sufficient illumination for 

imaging at frame rates of up to 40 kHz using the settings described in Table 9. 

Images were again captured of a static, unloaded specimen with a speckle pattern 

and processed in DaVis 8.1.3 using a cell size of 64 x 64 pixels and a step size of 

16 pixels. The strain data was found to be highly uniform and within ± 0.02 % 

strain with no evidence of distortion effects as previously found using halogen 

floodlight illumination. 

Camera Lens Aperture 

Imaging 

Frequency 

(kHz) 

Exposure 

time (µs) 

Camera 

stand-off 

distance (m) 

LED unit 

stand-off 

distance (m) 

Photron 

SA1.1 

Sigma FX 

105 mm 

macro 

f 11 40 25 0.3 0.3 

Table 9: Experimental setup for validation of custom LED lighting system. 

A CEDIP Silver 480M IR camera was again used to assess specimen heating as a 

result of the custom LED illumination. Figure 32 (a) shows the surface 

temperature of a GFRP specimen without LED illumination, whilst Figure 32 (b) 

shows the surface temperature after LED illumination is applied and the specimen 

is allowed to reach thermal equilibrium.  

   

(a)  (b)  

Figure 32: Effect of custom LED lighting on the surface temperature recorded using an IR 

camera 

It can be seen that the surface temperature in the centre of the specimen rises by 

approximately 19 ºC and a temperature gradient of approximately 7 ºC is created 

across the specimen. Although the surface temperature rise is undesirable, it is 

much lower than that found when using halogen illumination and is therefore less 

likely to influence the material behaviour or cause image distortion.  
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 Test Specimens 4.6

Test specimens used in the thesis were manufactured from readily available 

carbon/epoxy and glass/epoxy pre-impregnated (pre-preg) material, as stated in 

Table 10. Both types of pre-preg comprise of a single layer of unidirectional 

fibrous reinforcement in an epoxy resin. Two different materials were used to 

prove that methodologies developed in later chapters are not limited to a single 

material type. 

Manufacturer Resin Type Fibre Type 

Fibre 

weight 

(g/m
2
) 

Fibre 

Volume 

Fraction  

Cured lamina 

thickness 

(mm) 

Gurit 
SE84LV 

(epoxy) 

Unidirectional HEC carbon 

fibre (Tensile strength  > 4.8 

GPa) 

300 75% 0.281 

Advanced 

Composites 

Group (ACG) 

MTM28-1 

(epoxy) 

Unidirectional E-Glass 

(Tensile strength = 1.05 GPa) 
200 45% 0.150 

Table 10: Pre-preg material types used for specimen manufacture [170-172] 

A symmetrical crossply lay-up was chosen for specimen manufacture to minimise 

many of the complicating effects arising from elastic coupling. The use of a 

symmetrical laminate eliminates elastic coupling between in-plane strains and out 

of plane deformation, minimising out of plane movement, whilst the use of a 

crossply laminate also eliminates shear coupling effects [2]. Another benefit of 

using a crossply configuration is that the damage behaviour of such material has 

been extensively documented, as previously discussed in Chapter  3, helping to 

simplify the interpretation of optical measurements.  

Eight layers of glass/epoxy pre-preg material were used for laminate manufacture 

to give a [90,0,90,0]S lay up and a panel thickness of 1.2 mm. Four layers of the 

carbon/epoxy prepreg material were used to give a [90,0]S lay up and a similar 

panel thickness of 1.13 mm. Outer 90° layers were used to promote surface 

damage in the form of transverse cracking when under load, as such damage 

should be resolvable by the optical measurement techniques. A classical laminate 

theory (CLT) analysis was conducted for the symmetric crossply laminates using 

the eSuite 1.0 software by ESP Composites [173]. Representative material data 

was provided by Daniel et al [2] for E-glass epoxy and carbon-epoxy. The use of 

increased ply clustering, i.e. a [902,02]S configuration rather than [90,0,90,0]S, 
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found no change in the lamina stresses. The use of thinner plies should therefore 

not influence the expected damage behaviour. However, CLT analysis does not 

take into account 3D effects such as that caused by a free-edge, or the additional 

constraining effects that are caused by a finer ply distribution. It also does not 

take into account reinforcement differences between the two material types such 

as fibre diameter and fibre volume fraction, both of which are likely to cause a 

difference in damage behaviour.  

4.6.1 Geometry and End Tab Configuration 

The use of dogbone shape specimens to promote specimen failure within the 

gauge length is generally avoided in FRP materials in favour of end tabs due to 

the ‘shoulders’ of waisted specimens often detaching from the rest of the 

specimen by longitudinal splitting prior to final failure. ASTM D3039 

recommends the use of aluminium or woven glass end tabs adhered to composite 

laminates as a post-process [153]. Such a methodology was found to be 

inadequate when FRP specimens were tested at intermediate strain rates, with the 

majority of end tabs becoming detached from the specimen prior to final failure 

despite adequate surface preparation. An alternative methodology was developed 

by Longana et al. [174] to produce laminates with end tabs integrated into the 

panel using the same pre-preg material. An aluminium sheet of suitable thickness 

was used as a mould beneath the gauge section, so preventing bending of the 

specimen during curing. The integrated end-tab methodology was found to be 

superior to the ASTM D3039 end tab method at promoting failure within the 

gauge length and was used for both the GFRP and CFRP panels, as shown in 

Figure 33 and Figure 34 respectively. All laminates were cured in an autoclave 

with vacuum assisted consolidation using the manufacturers recommended cure 

cycle. Specimens were cut from panels using a diamond coated saw to a width of 

25 mm and 20 mm for GFRP and CFRP specimens respectively. CFRP specimen 

width was decreased to 20 mm to reduce the specimen failure load, allowing an 

easier implementation of the intermediate strain rate damage methodology as 

discussed further in Chapter  7.  

All specimens to be tested at intermediate strain rates were equipped with a single 

CEA-06-240UZ-120 Vishay strain gauge located at the centre of the specimen 



86 

 

width. The gauges have an active length of 6 mm and are the recommended 

choice for FRP material testing, withstanding strains up to 3-5% when bonded 

with cyanoacrylate adhesive. The bonding surface was prepared according to the 

strain gauge manufacturer’s instructions for FRP materials [175]. Additional 

wiring terminals were also bonded to the specimen above the strain gauge. The 

use of such terminals allows smaller wires to be soldered to the strain gauge 

terminals, minimising the chance of strain gauge debonding due to solder 

reinforcement. 

 

Figure 33: GFRP integrated end tab specimens with nominal dimensions 

 

Figure 34: CFRP integrated end tab specimens with nominal dimensions  

4.6.2 Speckle Pattern Application 

To facilitate DIC analysis, a speckle pattern was applied to the specimen gauge 

section using readily available acrylic spray paints. All specimens were coated 

using three passes of RS matt black paint and once dry, a light coat of Ambersil 

RAL9010 matt white paint was applied to create a fine speckle pattern suitable 

for use with high resolution cameras. A non-standard 2 mm diameter nozzle was 

used to produce larger speckle size, more suitable for imaging with high speed 

cameras due to the generally decreased spatial resolution. The use of this coating 
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methodology has been previously found to give a homogenous emissivity 

distribution suitable for TSA analysis. It is important to note that the application 

of a consistent speckle pattern is highly dependent on the experience and skill of 

the user. Speckle patterns were inspected visually for consistent speckle size and 

distribution. Any speckle patterns found to be inconsistent were removed using 

acetone and the speckle pattern application repeated.  

4.6.3 Young’s Modulus Characterisation 

A total of twelve CFRP and twelve GFRP specimens were tested to failure in 

order to evaluate the Young’s modulus and failure stress at quasi-static and an 

intermediate strain rate. Specimens were loaded in an Instron 5569 servo-

mechanical test machine at an actuator velocity of 2 mm/min (3.33 x 10
-4

 s
-1

) with 

strain measurement provided by a 50 mm gauge length extensometer. Six 

specimens were also tested in the Instron VHS at an actuator velocity of 3.2 m/s 

(a nominal strain rate of 32 s
-1

). Strain was measured using the attached strain 

gauge and the Vishay 2311 strain gauge amplifier using the methodology 

previously discussed in section  4.4 A summary of the material properties found 

are stated in Table 11.  

Specimen Type 
Actuator 

Velocity (ms
-1

) 

Nominal Strain 

Rate (s
-1

) 

Young’s 

Modulus (GPa) 

Failure Stress 

(MPa) 

CFRP [90,0]S 

3.33 x 10
-5

 3.33 x 10
-4

 71.20 ± 1.31 951 ± 27.50 

3.20 32.00 66.17 ± 2.95 1073 ± 60.21 

GFRP [90,0,90,0]S 
3.33 x 10

-5
 3.33 x 10

-4
 21.04 ± 0.38 512 ± 30.5 

3.20 32.00 25.47 ± 1.16 728 ± 45.8 

Table 11: Crossply CFRP and GFRP material properties at quasi-static and intermediate 

strain rates 

 Summary 4.7

The chapter has presented an introduction to the high strain rate testing of FRP 

materials and describes the methodology used in later chapters for the 

intermediate strain rate testing of FRP materials. The reasoning for using the 

Instron VHS machine in the thesis has been described along with an in depth 

discussion of the operation of the machine. This includes machine specifications, 

limitations and an overview of the slack adaptor loading system developed at the 

University of Southampton. An important aim of the thesis is to use high 
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frequency imaging to study damage behaviour during intermediate strain rate 

loading. The method by which cameras are triggered and synchronised to test 

machine data is therefore described in detail along with validation of the 

illumination methodology. Finally the test specimens used in the thesis were 

described. 
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Chapter 5 

5. Investigation of High Speed Camera 

Sensor Architecture 

 Introduction 5.1

A key objective of the work described in the thesis is to establish a full-field 

experimental methodology for identifying damage in FRP material during high 

velocity loading. The short test durations during high velocity loading necessitate 

the use of high speed cameras to capture a sequence of images for subsequent 

DIC analysis. DIC analysis of the images intends to identify areas of high strain 

or changes in strain distribution that may be indicative of damage.  

The majority of previous materials research implementing DIC has been carried 

out with high resolution, low speed cameras using CCD sensor architectures [176, 

177]. Fewer studies have used high speed cameras, primarily based on CMOS 

sensors [26, 151, 178-181]. As previously discussed in section  2.3, many high 

speed cameras have inbuilt features that have a serious detrimental effect on the 

image quality, and as a consequence, on the accuracy of DIC measurements [26, 

182]. Image intensifiers have been shown to generate high noise levels in 

captured images, whilst the use of rotating mirror systems with multiple CCD 

arrays can cause errors due to differences in the sensors and misalignment 

between the sensors [26, 182]. For these reasons, only high speed cameras using a 

single unintensified CMOS sensor were used in the work described in the thesis.  

CMOS sensors generally have a lower sensitivity, larger pixel sizes and a greater 

dark current than CCD sensors and are consequently less suitable than CCD based 
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cameras for DIC [25]. However, CMOS sensors are still the architecture of choice 

for high speed imaging due to their faster charge readout rate and the ability of 

random pixel access, enabling smaller window sizes to be selected and greater 

imaging frequencies to be used [25, 183]. 

Although high speed cameras have been used for many years, they have generally 

been used for qualitative examinations. As outlined in section  3.6, authors that 

have applied DIC to images captured using high speed cameras generally do not 

aim to identify small scale damage behaviour. The use of high speed cameras and 

DIC for such a purpose therefore warrants further investigation to be confident in 

the identification of FRP damage in later chapters.  

 Camera and Sensor Architecture 5.2

Two types of high speed single CMOS sensor cameras were investigated for their 

suitability for use with DIC. A low speed CCD camera was also used as a 

comparison. An overview of the camera specifications are presented in Table 12.  

Camera 

Manufacturer 
Model Sensor Type 

Pixel Size 

(µm) 
No. of Pixels 

ADC Bit 

Depth 
Fill-Factor 

Redlake 
MotionPro 

X3Plus 

CMOS 

(other properties 

unknown) 

12 x 12 1280 x 1024 12 Unknown 

Photron SA5 
CMOS - Active Pixel 

Sensors 
20 x 20 1024 x 1024 12 52% [184] 

LaVision 
Imager 

E-Lite 5M 

Progressive scan CCD 

– Sony ICX625 
3.45 x 3.45 2448 x 2050 12 ~ 100% [185] 

Table 12: Overview of camera specifications used for validation trials [186-188] 

Sensor architecture details are often proprietary information and rarely disclosed 

in detail in manuals or datasheets. Further information of the MotionPro sensor 

architecture could not be sourced either in the literature or from the manufacturer. 

The Photron SA5 sensor uses all active pixels with no interpolation. Pixels have a 

fill factor of 52%, which is the same in the horizontal and vertical directions 

[184]. The Sony sensor used in the E-Lite camera has a fill factor close to 100% 

with the use of microlenses [185]. Such lenses are situated above the sensor array 

and gather incident light over the entire pixel area onto the active area, as shown 

in Figure 35. 
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Figure 35: Schematic of microlenses, as used in the Imager E-Lite 5M camera [186] 

 Initial Experiments 5.3

A series of tensile tests were conducted using the three types of camera 

previously described. All three cameras were fitted with a Sigma 105 mm lens. A 

single unidirectional [0]4 GFRP specimen was repeatedly loaded quasi-statically 

to 1.2 % strain using an Instron 5569 servo-mechanical test machine. During 

loading the specimen was imaged by each of the three cameras in turn. Tests were 

also repeated with the cameras rotated by 90° to investigate for any sensor 

asymmetry. As the applied load is within the elastic region of the material, 

damage should not occur over the limited number of loading cycles. A small 100 

N preload was applied prior to each test to minimise any out of plane motion of 

the specimen due to grip realignment.  

The specimen was coated in two passes of RS matt black paint with a further light 

coat of matt white paint to provide a random speckle patterned surface for DIC 

analysis. A 50 mm gauge length extensometer was attached to the rear surface of 

the specimen to validate the strains determined by DIC. Sets of 400 images were 

taken during the loading sequence using each of the three cameras. The spatial 

resolutions were kept nominally constant at 0.038 mm/pixel throughout all tests 

by adjusting the camera stand-off distance, so keeping the speckle pattern 

nominally identical across all tests. The image sets were processed in DaVis 8.1.3 

and correlated relative to the first image in the series, using a cell size of 31 x 31 

pixels and a step size of 8. Correlations were performed using the standard 

bilinear subpixel interpolation method. The final strain maps for each camera type 

and camera orientation are presented in Figure 36.  
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Motionpro-X3 Plus  SA5  Imager E-Lite  

   

Motionpro-X3 Plus 

(Rotated 90°) 
 

SA5 

(Rotated 90°) 
 

Imager E-Lite 

(Rotated 90°) 
 

Figure 36: DIC strain maps using a bilinear subpixel interpolation method of a 

unidirectional GFRP specimen loaded to 1.2% strain, imaged with three camera types at 

two different camera rotations. 

A pattern of horizontal bands were found across all cameras tested except the 

Motionpro camera when rotated. This camera and orientation was found to 

exhibit high noise levels, potentially masking the banding effect. Please note the 

different scale for the Motionpro camera when in its normal orientation. The 

bands were found to increase in density with increasing applied strain and to 

move relative to the specimen surface. They therefore cannot be attributed to real 

behaviour of the material. Whilst the strain bands are of greatest magnitude in the 

data from the Motionpro camera when in its normal orientation, similar behaviour 

can be noted across all camera types. A vertical strain gradient can also be noted 

in the SA5 data. This is likely to be caused by camera misalignment. The 

horizontal band in the E-Lite data is a known issue, attributable to a tapshift 

correction not being applied. This correction is required to take into account the 

slight gap between the two sensor arrays used in this sensor type. 
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No change in the position or the spatial frequency of the pattern could be noted 

with the use of other subset or step sizes, as shown in Figure 37. The use of subset 

sizes above 63 pixels was unable to identify individual band patterns, whilst the 

use of subset sizes below 16 pixels was found to result in high noise levels 

resulting in the patterns becoming indistinguishable.  

     
Subset size: 31 x 31 pixels 

Step size: 4 pixels 
 

31 x 31 

8 
 

31 x 31 

24 
 

     
Subset size: 12 x 12 pixels 

Step size: 8 pixels 
 

41 x 41 

8 
 

63 x 63 

8 
 

Figure 37: Final SA5 image processed using various cell and step sizes.  

As the bands are liable to disguise real material behaviour, or worse, be 

interpreted as material damage, methods for reducing or eliminating the effect 

were investigated. 

As described in section  2.4.4, a sinusoidal variation in the subpixel accuracy of 

DIC is well known to occur for each pixel of applied displacement [41, 189]. It 

was therefore hypothesised that the behaviour occurred due to correlation 

algorithm inaccuracies. The periodicity of the bands were therefore investigated 

further by inspection of the longitudinal displacement maps from which the plots 

in Figure 36 are derived.  
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The following analysis was conducted for the final displacement map of each 

camera an orientation. As a uniform strain is applied to the specimen, the 

displacements on the specimen surface are expected to increase linearly along the 

specimen height. Any deviation from these displacement values are as a result of 

error in the DIC measurement. These errors were calculated and presented in 

Figure 38 for the Motionpro and SA5 cameras in the usual upright orientation.  

Redlake Motionpro-X3 Photron SA5 

Figure 38: Error in calculated displacement as a function of applied displacement when 

using a bilinear interpolation method. 

A periodic error behaviour was found for all cameras types. The SA5 and E-Lite 

cameras displayed a full period for every 1 pixel of applied displacement with the 

greatest accuracy occurring at integer and 0.5 pixel displacements. Such 

behaviour is typical of correlation algorithms [41, 189]. The Motionpro data when 

upright displayed a period for every 2 pixels of applied displacement. This 

behaviour was unexpected and is investigated further later in the chapter. 
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 Application of Higher Order Subpixel 5.4

Interpolation Method 

In an effort to minimise the banding effect, correlations were repeated using a 

high accuracy 6
th

 order spline subpixel interpolation method. Figure 39 and 

Figure 40 present a selection of longitudinal strain maps for the three camera 

types in the two orientations when using the high accuracy subpixel interpolation 

method. Whilst the periodicity and the magnitude of the banding patterns remain 

unaffected in the Motionpro data, the bands previously exhibited in the E-Lite 

data are eliminated by use of the high accuracy subpixel interpolation. Banding 

patterning of a lower magnitude is still apparent in the SA5 data. 

     
Motionpro-X3 Plus  

     
Photron SA5  

     
Imager E-Lite  

Figure 39: DIC strain maps using a 6
th

 order spline subpixel interpolation of a 

unidirectional composite specimen loaded to 1.2% strain  
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Motionpro-X3 Plus (Rotated 90°)  

     
Photron SA5 (Rotated 90°)  

    
 

Imager E-Lite (Rotated 90°)  

Figure 40: DIC strain maps using a 6
th

 order spline subpixel interpolation of a 

unidirectional composite specimen loaded to 1.2% strain, showing the effect of camera 

hardware and camera rotation. 

Correlations were also carried out using MatchID [190] using a subset size of 21 

pixels and a step size of 10 pixels. The correlation was carried out using the 

ZNCC correlation method with a bicubic interpolation method. Figure 41 shows 

the final longitudinal strain map from the Imager E-Lite camera in an upright 

orientation. The bands are still apparent despite the change in correlation 

software. 
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Figure 41: Final longitudinal strain map of the Imager E-Lite in the upright orientation. 

Using the same procedure as discussed previously to produce Figure 38, the 

displacement errors were calculated when using the high accuracy interpolation 

method in DaVis 8.1.3 for all cameras and orientations. Figure 42 shows the 

change in periodic behaviour when the high accuracy method is used for the SA5 

data when orientated upright. The error is much decreased when using the 6
th

 

order spline method but not entirely eliminated. The use of this method was also 

found to cause a phase shift of half a pixel. Similar behaviour was found from the 

SA5 data when rotated. The error was found to reduce to negligible levels for the 

Imager E-Lite camera when using the high accuracy method in both orientations. 

The large errors found from the Motionpro data was found to be unaffected by 

use of the high accuracy method. 
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Figure 42: Comparison of displacement errors in SA5 data when using bilinear and 6
th

 

order spline subpixel interpolation methods. 

5.4.1 Correlation Strength 

In an effort to further understand the remaining error after the application of the 

high accuracy interpolation method, maps of the correlation strength were studied 

(See section  2.4.2 for a description of correlation strength). Upon study of the 

correlation strength maps, a similar banding pattern was found to that previously 

found in the longitudinal strain maps. Figure 43 presents maps of correlation 

strength for the final correlated image of each camera type and orientation when 

using the high accuracy subpixel interpolation (Note the different scales for each 

type of camera.) 

In the Motionpro and SA5 data, the lowest correlation values were found to 

coincide with the regions of greatest displacement error. The correlation strengths 

of the E-Lite camera data were found to be generally higher than those of the SA5 

camera which in turn, were found to be greater than those of the Motionpro 

camera, as shown by the different scales used in Figure 43. Banding in the SA5 

correlation strength maps (and to a lesser extent in the Imager E-Lite) was found 

in both the vertical and horizontal directions. Upon study of the horizontal strain 

maps, it was found that similar bands in the strain data also occur in the horizontal 
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direction due to the horizontal displacement of the specimen surface due to 

material contraction under axial loading. The bands in correlation strength were 

found to occur at every integer pixel displacement in both the x and y directions.  

Bands in the correlation strength maps could not be noted in the horizontal 

direction for the Motionpro camera when upright. This is believed to be due to the 

large range of correlation value in the vertical direction masking any smaller 

changes in the horizontal direction. 

     

Motionpro (Upright)  SA5 (Upright)  E-Lite (Upright)  

     
Motionpro (Rotated)  SA5 (Rotated)  E-Lite (Rotated)  

Figure 43: Correlation strength maps for the final image in each of the 6 tensile tests 

conducted when using the 6
th

 order spline subpixel interpolation 

The use of the 6
th

 order spline subpixel interpolation method was found to 

significantly reduce the systematic errors when using the SA5 and to reduce the 

behaviour to negligible levels when using the Imager E-Lite camera, the 

Motionpro data was largely unaffected. It is therefore recommended that work 

requiring DIC and high speed cameras should use the Photron SA5 camera 

combined with the high accuracy subpixel interpolation method. Due to camera 

availability, similar Photron SA1 cameras are used in later chapters.  

Although the effect of systematic errors has been significantly reduced, such that 

real material behaviour is distinguishable from systematic error, the cause of the 
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behaviour is unclear. The pixel locking (mean bias) effect, as defined in 

section  2.4.4 was ruled out as the cause of the systematic errors as the effect is 

dependent on speckle size and correlation algorithm only. Since the speckle size 

was kept constant by using the same specimen and the same spatial resolution for 

all tests, the effect of pixel locking would also be expected to be constant across 

all tests. The systematic errors would also not be expected to change as a result of 

camera choice or camera rotation if the effect was due to pixel locking.  

 Investigations of Pixel Locking 5.5

The investigations discussed in the previous sections were complicated by camera 

alignment and the horizontal material contraction as a result of a vertically 

applied strain. To remove these effects it was decided to develop a numerical 

stretching process. 

The numerical image stretching algorithm was implemented in Matlab by 

frequency domain zero padding. This method is well known in digital signal 

processing (also known as ‘exact interpolation’) [191, 192] and is usually used to 

interpolate 1D time-domain signals, but can equally be applied to 2D image data.  

An important point to note is that any image can be represented as a superposition 

of sinusoidal waves. A discrete Fourier transform of an image measures the 

“spatial frequencies” in the image, returning the real and imaginary parts, 

commonly referred to as magnitude and phase respectively when image 

processing. An image composed only of a one sinusoidally varying intensity, such 

as those presented in Figure 44 (i) and (ii) (top), will return three magnitude 

values when processed using an FFT.  

The centre value is the DC value and corresponds to the overall brightness of the 

image. The points either side of this value give the spatial frequency component 

of the image. Two points are given as the FFT is always symmetrical. The centre 

image of Figure 44 has a greater spatial frequency. The values in the magnitude 

FFT therefore move closer to the outer edges. A speckle pattern is composed of 

many spatial frequencies, hence the resulting FFT magnitude image is much more 

complicated. Large speckles contribute more low frequency data whilst small 

speckle contribute more high frequency data. 
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Figure 44: FFT of various images showing the effect of spatial frequency content 

The image stretching procedure will now be explained using a 1D image as an 

example. A high spatial resolution image with a sinusoidally varying intensity is 

shown as (a) in Figure 45, whilst a lower resolution (1 x 20 pixel) image is shown 

as (b) in Figure 45. 

 

Figure 45: Discretisation of an image with a sinusoidally varying intensity. (a) High 

spatial resolution image, shown by a blue line in lower figure. (b) 1 x 20 pixel image 

represented as red points in lower figure.  
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The set of 20 samples within the low resolution image are converted from the 

spatial (image) domain to the frequency domain using a discrete FFT. This is 

shown in (b) and (c) of Figure 46 for the real (magnitude) and imaginary (phase) 

components respectively. The magnitude and phase samples are then padded with 

zeros at the centre of the set. This is essential to maintain spectral symmetry 

[191]. Zero values are highlighted in black in (d) and (e) for the real and 

imaginary components. An inverse discrete FFT is applied to the padded 

frequency data to convert back to the time domain. The resulting data, shown in 

(f) is now interpolated at a greater number of sampling points, resulting in an 

elongated sine wave. The example shown adds four zeros to the 20 sample set to 

give 20% elongation after conversion back to the spatial (image) domain. It 

follows that padding the 20 point data set with 10 zeros results in a 50% signal 

elongation.  

A key feature of this technique is that the zeros added to the frequency domain 

data contain no frequency content. Therefore no additional data is added to the 

image and the interpolated images are composed of exactly the same frequencies 

as the original image [191]. Therefore no data is added or lost. This is a key 

advantage over other image stretching algorithms in order to avoid additional 

noise. 

An artefact of the zero padding process is a decrease in the signal amplitude 

directly proportional to the percentage of elongation. To compensate, the 

amplitude of the signal is increased as a post process. A second artefact is that the 

resulting stretched data is larger than the original. Images stretched using this 

algorithm must therefore be cropped prior to image correlation.  

A new, higher resolution (4000 x 2800 pixel) speckle pattern image was captured 

and manipulated using the numerical stretching algorithm. A higher resolution 

image was required in order to maintain an adequate image size after fill-factor 

simulations, to be discussed in section  5.6.  

A speckle pattern was applied to a matt white surface using RS matt black paint. 

A larger nozzle diameter was used to increase the speckle size produced. The 

surface was imaged using a Pentax K-x digital SLR camera combined with a 300 

mm macro lens at a stand-off distance of approximately 2.5 m. The 4000 x 2800 
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pixel speckle pattern image was artificially strained using the zero-padding 

algorithm to produce a series of 100 strained images in steps of 0.01% up to 1% 

strain. The strained images were processed in DaVis 8.1.3 using a cell size of 31 x 

31 pixels, a step size of 8 pixels and a 6
th

 order spline subpixel interpolation 

method. Figure 47 presents a selection of the strain maps between 0.1 to 0.18 % 

of applied strain. 

 
Figure 46: Example of zero-padding a 1D image in the frequency domain. 
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0.10% 0.14% 0.18%  

Figure 47: Selection of DIC Strain maps from artificially stretched images showing the 

reoccurrence of band patterns. 

The bands were found to still occur, although at a much lower magnitude than 

those found during tensile tests. Also, the bands were found to occur at every 

integer pixel displacement.  

Schreier et al states that a reduction of the high frequency content in the speckle 

pattern image through use of a low pass filter can be used to reduce systematic 

errors such as pixel locking [41]. A 2D Gaussian low pass filter was therefore 

applied on the original speckle pattern image prior to applying the zero-padding 

algorithm. The filter was implemented using the following algorithm in the 

frequency domain, 

 H&u, v' � eH |Z
�}~I

 
5.1  

where r � �m� 0 n�  

where H(u,v) is the image data in the frequency domain for columns u and rows v, 

Fc is the cutoff frequency, m is the vertical distance (pixels) from the data centre 

and n is the horizontal distance (pixels) from the data centre.  

The original speckle pattern image was filtered using the low pass filter with a 

cutoff frequency of 400 Hz. A small 120 x 120 pixel area of the image is shown 

before and after the application of the low pass filter in Figure 48. The filter has 

the effect of reducing high frequency content, such as small speckles and camera 

noise. Even when large speckles are imaged some high frequency content is 

unavoidable, as can be seen in Figure 48. 
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No filtering 400 Hz low pass Gaussian filter 

Figure 48: 120 x 120 pixel areas of the speckle pattern image before and after applying 

Gaussian filtering. 

The filtered image was numerically stretched using the same procedure and the 

resulting images were correlated using identical settings as in the previous 

investigation. The strain maps produced are presented in Figure 49. It can be seen 

that the bands are no longer evident. This finding shows that the occurrence of 

these systematic banding errors occur at least in part due to the high frequency 

content of images. The displacement maps from which Figure 47 and Figure 49 

were produced were analysed for pixel locking by extracting the subpixel 

component of all displacement vectors and plotting the values in a histogram. The 

results are shown in Figure 50. Clear pixel locking behaviour is evident for the 

unfiltered image data, as shown by the increased number of displacement vectors 

close to 0 and 1 pixel. This behaviour is significantly reduced by the application 

of the low pass filter. 

    

0.10% 0.14% 0.18%  

Figure 49: Selection of DIC Strain maps from artificially stretched images filtered using a 

2D low pass filter of 400 Hz. 
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Figure 50: Histogram plots of the subpixel displacement component to investigate pixel 

locking. 

Pixel locking cannot be the sole cause of the bands found during the tensile tests 

presented in section  5.4 as the bands were found to change according to the 

camera used and camera orientation. This is despite the same speckle pattern 

being imaged at the same spatial resolution. The effect must therefore be arising 

as a result of sensor architecture. 

 Fill Factor Simulations 5.6

The change in systematic error due to camera choice and rotation suggests an 

underlying cause arising from the sensor architecture. It was considered that the 

sensor fill-factor may be the cause of the banding seen in the correlated images 

that could not be attributed to the accuracy of the subpixel interpolation algorithm 

or pixel locking. It was hypothesised that as the Motionpro camera behaves 

differently when rotated, the fill factor may be greater in one direction than the 

other. This was investigated further through numerical simulations. 

The set of 100 numerical stretched images were processed using a separate 

algorithm to simulate the effect of sensor fill factor (discussed shortly). The use of 
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the numerical stretching procedure is essential for this analysis as it eliminates the 

need for a real camera to produce a set of strained images. The camera has its 

own inherent sensor fill factor and so would conflict with the simulated fill factor. 

Use of the numerical stretching also avoids experimental complications such as 

camera and loading misalignment.  

The fill factor simulation was developed in Matlab by first dividing the image 

into areas of 4 x 4 pixels. For each area, the following procedure is applied. For 

the case of a 25% fill factor, the intensity values of the upper left quadrant of 2 x 

2 pixels is extracted and the mean intensity calculated. This 2 x 2 area is 

analogous to the light sensitive area of a pixel in a real camera sensor with 25% 

fill factor. This mean intensity value is placed into one pixel in a new, separate 

image. A schematic of this procedure for 25% and 100% fill factors is shown in 

Figure 51. This algorithm was repeated for each 4 x 4 area and each image in the 

series. A 56% fill factor was simulated by applying the same procedure but using 

an active area of 3 x 3 pixels over which the mean intensity value is calculated. 

To simulate a 100% fill factor, all 16 pixels in a 4 x 4 area are used. All of the 

simulated fill factor images are therefore a quarter of the size of the original 

image, hence the need for a large original speckle pattern to obtain a usable 

speckle pattern for DIC analysis.  

 
Figure 51: Methodology for numerically simulating camera fill factors 

The simulated fill factor procedure was applied to the image set generated using 

the zero-padding technique. The use of numerically stretched images allows 

exactly the same set of images to be sampled at exactly the same points using 

various fill factors. This would be impossible to achieve in reality using different 

cameras, due to slight variations in pixel sensitivities, pixel sizes, spatial 

resolution, alignment etc.  
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A number of variables were investigated in turn for their effect on the systematic 

errors. Fill factors of 100%, 56% and 25% were simulated using the procedure 

previously described. The effect of non-regular active areas was also investigated 

as a possible cause of the orientation dependent banding in the images captured 

by the Motionpro camera. A schematic demonstrating the layout of regular and 

non-regular active areas is shown in Figure 52.  

The effect of speckle pattern size was also investigated by down-sampling the 

original 4000 x 2800 pixel speckle pattern image to 75% (3000 x 2100 pixels) and 

50% (2000 x 1400 pixels) of the original size, prior to numerical stretching. The 

resampling was carried out in Matlab using a bilinear interpolation method 

whereby the output pixel values are a weighted average of pixels in the nearest 2 

x 2 neighbourhood. Table 13 presents a test matrix of all the variables 

investigated. All tests were conducted twice, the first without filtering and the 

second using a 400 Hz low pass Gaussian filter applied during zero-padding.  

  
Regular sensor array of 4x4 

pixels with 25% fill factor 

Non-regular sensor array of 

4x4 pixels with 25% fill factor 

Figure 52: Schematic showing regular and non-regular active area locations on a sensor 

 
Image size 

(pixels) 

Active 

areas 

position 

Fill 

factor 

  
Image size 

(pixels) 

Active 

areas 

position 

Fill 

factor 

   
Image size 

(pixels) 

Active 

areas 

position 

Fill 

factor 

(a) 4000 x 2800 Regular 100%  (g) 3000 x 2100 Regular 100%  (m) 2000 x 1400 Regular 100% 

(b) 4000 x 2800 Regular 56%  (h) 3000 x 2100 Regular 56%  (n) 2000 x 1400 Regular 56% 

(c) 4000 x 2800 Regular 25%  (i) 3000 x 2100 Regular 25%  (o) 2000 x 1400 Regular 25% 

(d) 4000 x 2800 
Non- 

Regular 
100% 

 
(j) 3000 x 2100 

Non- 

Regular 
100% 

 
(p) 2000 x 1400 

Non- 

Regular 
100% 

(e) 4000 x 2800 
Non-

Regular 
56% 

 
(k) 3000 x 2100 

Non-

Regular 
56% 

 
(q) 2000 x 1400 

Non-

Regular 
56% 

(f) 4000 x 2800 
Non-

Regular 
25% 

 
(l) 3000 x 2100 

Non-

Regular 
25% 

 
(r) 2000 x 1400 

Non-

Regular 
25% 

Table 13: Test matrix of simulated fill factor trials 



109 

 

Two potential routes for processing the simulated fill factor images were 

determined: 

1. To use cell and step sizes that are decreased in proportion with the 

downsampled image size, i.e. if the full size image sets are processed using a 

cell size of 31 x 31 pixels and a step size of 8, then the 2000 x 1400 image 

sets are processed using a cell size of 15 x 15 pixels and a step size of 4.  

2. To use the same cell size and step size regardless of image downsampling.  

Option one has the benefit of keeping exactly the same speckles inside each 

subset, so only the speckle size is changed as downsampled images are used. 

However, it is impossible to differentiate between errors caused by the change in 

speckle size and errors introduced as a result of the decreased precision of smaller 

cell and step sizes.  

The result of option two is that the expected strain accuracy is constant across all 

correlations. However, the number of speckles within each cell will change 

according to the level of downsampling. Also, the number of displacement 

vectors in the correlated maps decrease with greater downsampling.  

Although both routes were evaluated, the second route was determined to be the 

only feasible method to quantitatively compare the effect of speckle sizes on the 

systematic errors. The artificially strained image sets, outlined in Table 13, were 

processed using a cell size of 23 x 23 pixels, a step size of 6 pixels and a 6
th

 order 

spline subpixel interpolation method. 

Figure 53 presents examples of strain maps from tests (a), (b), (c), whilst Figure 

54 presents tests (m), (n) and (o), all without use of the low pass filter. Figure 53 

shows that the banding behaviour becomes greater in magnitude as lower fill 

factors are simulated. Similarly to the investigations presented in section  5.4, the 

number of bands in a strain map was found to be equal to the number of pixels of 

applied displacement, with the lowest error and the maximum correlation value 

found at integer pixel displacements. The periodic behaviour of 1 pixel period is 

is similar to that previously exhibited by the Photron SA5 camera and to a lesser 

extent the imager E-Lite camera, which is different to the errors caused by pixel 

locking where the greatest errors were found at integer pixel displacements.  
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A similar banding pattern occurs (see Figure 54) when the speckle size is halved 

using a 50% downsampling and applying the fill factor algorithm. The strain 

maps again display one error band for every pixel of applied displacement. As the 

downsampled images have half the number of pixels and hence half the spatial 

resolution, the same applied strain level causes half the number of pixels of 

displacement. This therefore manifests itself as half the number of bands in the 

images. Plots of correlation value, presented in Figure 55, show that the bands 

coincide with the areas of decreased correlation value, with a lower fill factor and 

a smaller speckle size contributing to further decreases in correlation value. 

 

(a) 

    

 

Applied strain: 0.30% 0.34% 0.38% 0.42% 

(b) 

    
 0.30% 0.34% 0.38% 0.42% 

(c) 

    
 0.30% 0.34% 0.38% 0.42% 

Figure 53: Selection of DIC Strain maps from artificially stretched images with fill factor 

simulation, showing the effect of sensor fill factor on systematic error behaviour. 
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(m) 

    

 

Applied strain: 0.30% 0.34% 0.38% 0.42% 

(n) 

    
 0.30% 0.34% 0.38% 0.42% 

(o) 

    
 0.30% 0.34% 0.38% 0.42% 

Figure 54: Selection of DIC Strain maps from artificially stretched images with fill factor 

simulation, showing the effect of speckle size and fill factor on systematic error behaviour. 

     
(a) (c) (m) (o)  

Figure 55: Maps of correlation value for the strain maps presented in Figure 53 and 

Figure 54 for an applied strain of 0.42%. 
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The strain maps at 0.5% of applied strain were analysed quantitatively using the 

following procedure. 0.5% strain was subtracted from the strain maps, so leaving 

the measurement error.  The standard deviation of each row of strain data was 

then calculated, giving a measure of the strain precision as a function of vertical 

position. The mean strain of each row was not found to display any systematic 

behaviour. This procedure was applied to all fill factor simulations using regular 

active areas without Gaussian filtering, as shown in Figure 56. For all speckle 

sizes trialled, a lower fill factors result in decreased strain precision. The strain 

precision was expected to be inversely proportional to speckle size, as smaller 

speckles have fewer pixels and therefore carry less information. However, it was 

found that the full sized images displayed the highest strain errors, followed by 

the image sets downsampled to 50% of original size. The image sets 

downsampled to 75% of their original size show the lowest strain error, 

suggesting an optimum speckle size for these correlation settings. As subset size 

was kept constant across all tests, this finding is attributed to the greater number 

of speckles per subset in the downsampled images. Although more speckles are 

contained in each subset for the 50% downsampled image sets, it is believed that 

the speckles become too small, resulting in a decrease in strain precision.  

   
Figure 56: Strain precision as a function of vertical position for an applied strain of 0.5%. 

See Table 13 for description of test variables. 
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Further investigations were carried out by applying the same analysis to the fill 

factor simulations conducted with the use of the low pass filter. The results are 

shown in Figure 57 (please note the different scale compared to Figure 56). The 

use of the low pass filter eliminates the vast majority of strain error when full 

sizes images are used. The strain errors re-appear as greater downsampling is 

applied to images and lower fill factors are simulated. This proves that images 

must contain some high spatial frequency content for the banding effect to occur, 

but the problem is amplified by lower fill factors. Since high frequency content is 

inherent in all real images, the sensor fill factor will always have some effect on 

DIC strain measurements unless images are prefiltered. 

   
Figure 57: Strain precision as a function of vertical position for an applied strain of 0.5%, 

with low pass filter applied during artificial image straining. See Table 13 for a 

description of test variables. 

The effect of non-regular active areas, as shown in Figure 52, was also 

investigated for their effect on the systematic errors. Selected strain maps from 

tests (d), (j) and (p) are presented in Figure 58. It was found that the use of non-

regular active areas decreased the spatial frequency of the bands by a factor of 

two, i.e. two pixels of applied displacement were required for a single strain band 

to occur.  
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(d) 

    

 

Applied strain: 0.30% 0.34% 0.38% 0.42% 

(j) 

    
 0.30% 0.34% 0.38% 0.42% 

(p) 

    
 0.30% 0.34% 0.38% 0.42% 

Figure 58: Selection of DIC Strain maps from artificially stretched images with fill factor 

simulation, showing the effect of active area location and speckle size on the systematic 

error behaviour. 

In contrast to the tests conducted on simulations of regular active areas, the use of 

a low pass filter was not found to decrease the magnitude of the systematic error 

bands when non-regular active areas are used. Figure 59 shows a selection of 

strain maps produced after the application of the filter. 
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(d) 

    

 

Applied strain: 0.30% 0.34% 0.38% 0.42% 

(j) 

    
 0.30% 0.34% 0.38% 0.42% 

(p) 

    
 0.30% 0.34% 0.38% 0.42% 

Figure 59: Selection of DIC Strain maps from artificially stretched images with a 

Gaussian low-pass filter and fill factor simulation, showing the effect of active area 

location and speckle size on the systematic error behaviour. 

 Discussion 5.7

The cause of the systematic banding in the images can be understood by 

considering the effect of the sensor fill factor and active area locations on the 

image produced. Figure 60 helps to visualise this by taking an idealised patterned 

surface, shown as an array of coloured dots, and then applying a displacement of 

one pixel. For the purposes of simplicity the white background of the speckle 

pattern is ignored. In the case of regular active areas, the correlation is at a 

minimum at 0.5 pixels displacement as entirely new areas of the specimen surface 
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are imaged by the two pixels. These areas may bear no resemblance to the 

original reference image, resulting in a lower correlation value. As the surface is 

further displaced to 1 pixel, the original areas are sampled once again by adjacent 

pixels and the correlation value is at a maximum, resulting in maximum strain 

precision. When non-regular active areas are considered, the image only begins to 

sample the original areas again after 2 pixels displacement.  

 

Figure 60: Schematic showing the effect of regular (upper) and non-regular (lower) active 

areas on the sampling behaviour of a camera sensor. 

 Conclusions 5.8

The application of DIC to images collected using high speed cameras has been 

investigated. A main aim of the PhD is to be able to identify damage occurring on 

FRP specimens during intermediate strain rate loading, so requiring the use of 

DIC with small subset sizes.  

The use of a high accuracy 6
th

 order spline subpixel interpolation method was 

found to be crucial to reduce systematic errors. As expected, the Photron SA5 and 

Redlake Motionpro X3-Plus high speed cameras were found to display a higher 
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noise level than low frequency CCD cameras. However, the noise level was found 

to be much greater when using the Motionpro camera in a certain orientation.  

Through the development of two separate numerical methods; a Fourier domain 

stretching algorithm and an algorithm to simulate sensor fill factor, it has been 

shown that there is a synergistic effect of speckle size and sensor fill factor on the 

systematic errors. Whilst use of a larger speckle pattern produces lower levels of 

systematic error, the error is not eliminated entirely and is amplified when 

cameras with low fill factors are used. Use of a low-pass filter in the frequency 

domain was found to decrease systematic errors to negligible levels. However, the 

error was found to reappear once smaller speckle sizes were created, proving that 

the effect is a function of both high frequency image content and sensor fill 

factor.  

It has also been shown that sensors with non-regular active areas are incompatible 

with DIC. It is believed that such a sensor layout is used in the Motionpro-X3 

Plus camera. 

From the findings of this chapter, it is recommended that the Photron SA5 is to be 

used for future tests requiring the use of a high speed camera, whilst CCD 

cameras incorporating microlenses are used whenever high imaging frequencies 

are not required. A sixth order spline subpixel interpolation method is 

recommended to be used for all image correlations to minimise systematic errors. 
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Chapter 6 

6. Quasi-Static Validation of Imaging 

Methodology 

 Introduction 6.1

The work discussed in the next three chapters aims to demonstrate an entire 

working methodology for the assessment of damage in FRP material during 

intermediate strain rate loading and in subsequent cyclic fatigue loading, with 

each chapter building upon the work of the previous. Firstly, in the present 

chapter, validation studies are conducted using DIC and IR-thermography to 

identify damage during quasi-static loading. The loading allows the use of low 

imaging frequencies, such that the CEDIP 480M IR camera can operate using its 

full window size and two AVT Manta G-504B 5-MPixel white-light cameras 

operating at 1 Hz framing rate can be used. This allows data of a finer resolution 

to be obtained, increasing the likelihood of successful damage identification. In 

Chapter  7 the methodology and test rig design to impart a purely tensile 

intermediate strain rate load, without fully failing FRP specimens is discussed. 

Included is a validation of the rig design along with a discussion of the design 

limitations. This interrupted loading methodology is used together with high 

speed imaging for the identification of surface damage during intermediate strain 

rate loading. Strain data is obtained after DIC analysis of the white light images 

and temperature evolution is obtained using IR thermography. 

Chapter  8 describes the development of a camera triggering and data capture 

methodology for the assessment of damage propagation during cyclic fatigue 
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loading. Timing validation studies and data post processing steps are also 

outlined. Chapter  8 uses this methodology to compare and contrast damage 

propagation behaviour in previously undamaged CFRP and GFRP specimens and 

in specimens previously loaded at an intermediate strain rate using the 

methodology outlined in Chapter  7. Confirmation of the optical measurements 

was obtained using X-ray CT scans of damaged specimens.  

 Experimental Methodology 6.2

The use of DIC and IR thermography allows two independent data types to be 

collected (surface strain and surface temperature), so giving greater certainty as to 

the identification of surface damage. Low strain rate loading allows the use of low 

imaging frame rates, permitting the use of larger window sizes and/or higher 

resolution cameras. Captured images consequently have a greater number of 

pixels, resulting in finer spatial resolution thermal and strain maps and a greater 

potential for identifying damage.  

Sets of eight GFRP and CFRP specimens, previously described in Chapter  4, 

were loaded quasi-statically using an Instron 5569 electromechanical test 

machine. As inertial effects are small, specimen loading is easily stopped at pre-

defined values. A summary of the loading conditions and specimens tested is 

presented in Table 14. Variability in the final applied stress level is due to 

tolerances in specimen width and thickness. 

Material 
Specimens 

tested 

Cross 

section area 

(mm
2
) 

Applied 

strain rate 

(s
-1

) 

Maximum 

applied load 

(kN) 

Maximum 

applied stress 

(MPa) 

Percentage 

of material 

UTS 

GFRP 8 29.94 ± 0.58 3.33 x 10
-5 

10.30 ± 0.01 344 ± 0.01 67.19 ± 1.4 

CFRP 8 23.61 ± 0.27 3.33 x 10
-5

 15.57 ± 0.03 659 ± 0.01 69.35 ± 0.8 

Table 14: Loading conditions for quasi-static validation tests of imaging methodology 

(where ± signifies the standard deviation of all specimens tested). 

The CEDIP Silver 480M IR camera was aligned by eye such that the sensor plane 

was nominally parallel to the specimen surface and situated at a stand-off distance 

of 200 mm. The camera aims to identify changes in the specimen temperature 

resulting from damage. Since such heating was expected to dissipate quickly, a 

high imaging frequency was required. The imaging frequency must be balanced 
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against the time required to record images, which is limited by the available PC 

random access memory (RAM). An imaging frequency of 1 kHz was chosen to 

give a temporal resolution of 1 ms and a maximum recording time of 

approximately 140 seconds, sufficient for the duration of the quasi-static tests 

conducted. This frame rate requires the use of a sub-window of a quarter of the 

full sensor area (80 x 64 pixels), which allows the standard manufacturer 

temperature calibration procedure to be used. 

White light images of the specimen surface were captured using a stereo pair of 

AVT Manta G-504B cameras fitted with Sigma FX 105 mm lenses. These 

cameras were positioned either side of the IR camera at an angle of approximately 

15º from the IR camera optical axis, giving a combined angle of 30º between 

Manta cameras. The stereo calibration was carried out using a set of four images 

of a LaVision type 7 calibration plate, giving a satisfactory calibration root mean 

square (RMS) value of 1.13 pixels. The larger LED array was used to provide 

illumination, as described in Appendix C, allowing the use of the smallest 

aperture available for this type of lens, f/32. The use of a small aperture allows 

sufficient depth of field for the entire width of the specimen to be in focus 

simultaneously, despite the camera perspective. The white light cameras were 

positioned to match the field of view of the IR camera as closely as possible. A 

summary of the camera settings used for the validation tests is presented in Table 

15. 

Camera 
Image size 

(pixels) 

Imaging area 

(mm) 

Spatial 

resolution 

(mm/pixel) 

Imaging 

frequency 

(Hz) 

Exposure/ 

integration time 

(µs) 

2 x AVT  

Manta G-504B 
2452 x 2056 26.31 x 22.06 0.011 1 18000 

1 x CEDIP 

Silver 480M 
80 x 64 30.87 x 24.70 0.386 1000 800 

Table 15: Camera settings for quasi-static validation tests of imaging methodology 

Figure 32 shows a white light image and an IR image of the same GFRP 

specimen prior to loading. An obvious artefact in the IR image is the large 

temperature gradient across the specimen of approximately 7 ºC. Figure 62 shows 

an IR image of another GFRP specimen prepared and imaged in the same manner 

without any LED illumination. A horizontal band of increased temperature at the 

bottom of the image can be attributed to a strip of aluminium foil placed on the 
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specimen surface for alignment purposes. The variation of temperature across this 

specimen is approximately 1 ºC and shows no evidence of the narcissus effect, 

arising from the cooled IR sensor reflecting on the specimen surface. The paint 

coating therefore has a sufficiently high emissivity that the temperature gradient 

found in Figure 32 must be as a result of surface heating arising from the LED 

illumination rather than surface reflections. No difference in emissivity can be 

noted between the applied black and white paint. Any difference in emissivity 

would be apparent as localised changes in surface temperature in Figure 62. 

   
Figure 61: Example white-light image (left) and IR image (right) of a GFRP specimen 

prior to loading with LED illumination. 

  
Figure 62: IR image of a GFRP specimen prior to loading without LED illumination. 

Since loading was applied quasi-statically, the timing of image exposure was not 

as crucial in this application and the cameras were triggered directly in LabView 

without an external trigger circuit. To allow later synchronisation of white-light 

and IR images, the Manta cameras were set to output a 5V pulse at the start of 

each image exposure. This voltage was recorded alongside IR images using the 
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DAQ capability of the IR camera hardware, thus allowing the time of each white 

light image to be recorded.  

As presented in Figure 63, a fine 0.05 mm diameter wire was temporarily 

attached to the surface of specimens prior to each test and white light and IR 

images captured. Being visible in the white light and IR spectrums, the wire tip 

allows a common datum point to be known between both image sets. This 

reference point allows the IR and DIC data to be post-processed and interpolated 

to match spatially, as discussed in further detail later in this section. Since the 

reference coordinates are determined through visual inspection, the location of the 

wire tip cannot be determined to greater accuracy than a single pixel. 

   
Figure 63: White-light image (left) and IR image (right) showing the 0.05 mm reference 

wire tip (highlighted by dashed circle) in both imaging spectrums. 

In crossply specimens, surface cracks form in the transverse direction with a 

greater crack density as load level is increased, as previously reviewed in 

Chapter  3. Such cracks are expected to generate heat and cause a local 

temperature rise. As predicted, horizontal bands of heating were found to occur 

during the quasi-static loading of CFRP specimens, suggesting the formation of 

surface cracks. Conversely, none of the crossply GFRP specimens showed such 

temperature rises, suggesting that surface cracking did not occur. An example of 

surface heating on a CFRP specimen is presented in Figure 64. In this instance, 

the surface temperature of the specimen was found to have increased by 

approximately 0.53 ºC in 2 ms. The majority of the temperature rise was found to 

have dissipated within 160 ms. This behaviour is in contrast to DIC based strain 

measurements, whereby surface cracks are highlighted as bands of increased 
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strain and are a permanent feature on the specimen surface. As a result, DIC strain 

maps are not readily comparable to raw temperature data. 

     
t = -2 ms t = 0 ms t = 80 ms t = 160 ms   

Figure 64: Selected IR images of a CFRP specimen loaded quasi-statically, showing the 

temperature progression of a single band of surface heating, where t = 0 ms at the first 

frame of significant heating. 

6.2.1 IR Cumulative Thresholding Procedure 

To enable the comparison of surface temperature and strain data, a time history of 

the surface temperature of the specimen was required. A thresholding procedure 

was adopted for this purpose to highlight any pixels which display a sudden 

increase in temperature. This method has the potential to highlight small increases 

in surface temperature that may not be detected by visual inspection, which might 

be the case for the GFRP specimens tested. The IR data was processed using the 

following procedure. Each IR image was subtracted from the previous image in 

the series to create a ∆T image. A threshold was then applied to the ∆T image 

such that only those pixels with a temperature change greater than the predefined 

threshold value remain. These pixels are then added to a separate array at the 

original pixel location. This is repeated for every IR image in the series, resulting 

in a cumulative ∆T image that highlights the location of any large changes in 

surface temperature.  

A study was conducted to find an appropriate threshold value for the IR data 

collected. A value too low allows sensor noise to pass through to the final image, 

whilst a value too high may filter out real material heating. The camera is quoted 

as having a noise-equivalent temperature of 25 mK, i.e. the temperature that is 

equal to the noise of the detector. The threshold value therefore needs to be 

greater than this value otherwise sensor noise will not be filtered. In practice 

however, the variations in recorded temperature were found to be far greater and 
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sensor noise was found to be highly variable between pixels. Several pixels were 

found to be faulty and highly overactive. The data from these pixels was 

eliminated. Figure 65 shows a section of IR data from a quasi-statically loading 

CFRP specimen processed using various threshold values. A value of 0.12 ºC did 

not filter the sensor noise, whilst a value of 0.40 ºC filtered out some of the 

specimen heating behaviour. A compromise value of 0.20 ºC was used for 

subsequent analysis. A high temperature variation was found at the edges of all 

specimens. This may be either caused by random reflections from the surrounding 

environment or from slight horizontal movement of the specimen. At the left 

specimen edge, a subpixel translation of the specimen to the left will allow the 

specimen surface to fill a greater area of a pixel. Since the specimen is at a higher 

temperature than the background, the pixel will record a higher temperature, 

which may be great enough to pass through the 0.20 ºC threshold. 

 

    

 

Threshold = 0.12 ºC 0.15 ºC 0.20 ºC 

  

 

0.30 ºC 0.40 ºC  

Figure 65: Effect of threshold value on the ability to resolve surface heat generation using 

the cumulative thresholding technique. Performed on a series of IR images obtained from a 

CFRP specimen loaded quasi-statically to 447 MPa. 
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6.2.2 IR Motion Compensation Procedure 

A limitation of the cumulative thresholding procedure is that the recorded 

location of surface heating is only correct at the time of first initiation. This 

initiation location will move with the rigid body motion of the specimen as the 

applied strain increases. Further processing is necessary to take account of rigid 

body motion in the cumulative ∆T data. A Matlab algorithm was developed to 

move the cumulative ∆T data accordingly by applying the surface displacements 

obtained from DIC. The location of the wire tip was used as a datum point 

between the IR and white light images. Since the spatial resolutions and therefore 

the locations of the DIC and IR data types are different, a bilinear interpolation 

method was used to resample displacement data at the IR pixel locations. The 

displacements were then used to shift the previously recorded cumulative ∆T data 

to the new location in the window to subpixel accuracy. As the cumulative ∆T 

data is now no longer in exactly the same location, the next iteration of ∆T data 

cannot be directly added to the previous data. The previous ∆T data was therefore 

resampled at the original IR sensor pixel locations, again using bilinear 

interpolation, so allowing the next iteration of ∆T IR data to be added directly to 

the previous motion compensated cumulative ∆T data. Areas on the specimen 

surface that were not simultaneously imaged by both DIC and IR were omitted 

from any motion compensation procedure.  

Figure 66 shows the effect of motion compensation on cumulative ∆T data and 

the effect of faulty pixels. Although the effect of motion compensation on this 

data set is slight, it is important to note that rigid body motion is likely to have a 

greater effect when the camera is situated closer to the specimen, as is likely to be 

the case in later tests performed at intermediate strain rates. The faulty pixel 

highlighted by a red arrow in Figure 66 was found to cause a large region of error, 

which is eliminated after discarding data from this pixel. A second overactive 

pixel is highlighted by a green arrow, causing a vertical line of thermal activity 

after motion compensation. An area of thermal activity can be noted to widen at 

the left specimen edge after motion compensation. This occurs due to the 

decreased accuracy of DIC at a free edge, causing erroneous displacement vectors 

to be calculated. Upon the application of motion compensation, the original single 

column of thermal activity is blurred over adjacent columns.  
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Original cumulative  

∆T data 

Motion Compensated Motion Compensated with 

faulty pixel removed 

 

Figure 66: Effect of motion compensation on cumulative ∆T data. Arrows indicate the 

location of faulty pixels. 

6.2.3 Results from CFRP and GFRP specimens 

The IR data collected during quasi-static loading of CFRP and GFRP specimens 

was processed using the previously described cumulative thresholding 

methodology and motion compensation. DIC was performed on the white light 

images in DaVis 8.1.3 using a variety of subset and step sizes. A high accuracy 

sixth order spline subpixel interpolation method was used, as recommended from 

the work conducted in Chapter  5. Use of a subset size of 31x31 pixels and a step 

size of 8 pixels was found to give an acceptable compromise between spatial 

resolution (2.73 mm) and noise. Static images collected from specimens prior to 

each test were processed using identical correlation settings. The standard 

deviation of the strain data produced was then calculated to give an indication of 

the measurement noise. The noise level for the CFRP sample presented in Figure 

67 was found to be 0.053 % strain. 

Figure 67 presents DIC longitudinal strain data and IR data obtained using the 

cumulative thresholding methodology of a CFRP specimen loaded quasi-

statically. Such data was found to be typical of all the CFRP specimens tested. 

Strain data is plotted in the correct spatial location using the displacement vectors. 

Interpolation of the vectors was not required since each strain point has its own 

corresponding displacement vector. Coordinates are stated in units of mm, with 

the origin at centre of the first calibration plate image used for the stereo camera 

calibration. Some DIC data is lost at the top of the strain map with increasing 

strain due to the specimen surface moving out of view and equivalently at the 

bottom of the specimen where new areas of the specimen surface come into view.  
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Load (stress) DIC IR  

 

7.93 kN 

(328 MPa) 

 

 

 

  

 

8.86 kN 

(367 MPa) 

  

10.14 kN 

(420 MPa) 

  

11.63 kN 

(482 MPa) 

  

15.55 kN 

(644 MPa) 

  
Figure 67: DIC strain data and cumulative ∆T IR data obtained from a CFRP specimen 

loaded quasi-statically to 68% of the material UTS. 
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It can be seen from Figure 67 that there is a strong correlation in the locations of 

bands of high strain and the locations of significant surface heating. As the bands 

are identifiable in both data types, the behaviour is highly indicative of transverse 

cracking in the surface lamina. The cracks were found to grow in number and 

density with increasing applied load, as expected for this material and laminate 

configuration. It is important to note that the strain measured by DIC at a crack is 

not the real strain experienced by the material and is simply used to highlight the 

onset of damage. Across a crack, each individual subset measures a combination 

of the crack opening displacement and the deformation within the subset as 

described by the subset shape function. This is then converted into a strain value 

using the central differencing method. 

Due to the lower resolution of the IR data, the identification of individual surface 

cracks becomes more difficult with increasing crack density. The majority of 

cracks were found to extend across the entire specimen width within the period of 

one white-light frame (1 second), as is the case for the first crack identified at an 

applied stress of 328 MPa. Some cracks were found to progress more slowly 

across the width, an example of which is indicated by the arrow in Figure 67 and 

presented in greater detail in Figure 68. 

Load (Stress)  DIC IR  

7.01 kN (291 MPa)  

 

 

 

8.07 kN (334 MPa) 
 

8.54 kN (354 MPa) 
 

8.70 kN (360 MPa) 
 

8.86 kN (367 MPa) 
 

9.01 kN (373 MPa) 
 

9.66 kN (400 MPa) 
 

9.82 kN (407 MPa) 
 

10.63 kN (440 MPa) 
 

10.80 kN (447 MPa) 
 

10.95 kN (454 MPa) 
 

Figure 68: Cumulative IR and longitudinal strain data showing the development of a crack 

in a CFRP crossply specimen, the location of which is shown in Figure 67. 
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The strain maps presented in Figure 68 show that the crack initiated slowly from 

the left specimen edge between 291 and 360 MPa of applied stress. No 

corresponding temperature increase indicative of crack initiation could be noted 

in the IR data.  

The crack was found to propagate quickly across approximately half the specimen 

width at 367 MPa of stress, with evidence seen in both the cumulative IR and 

strain data. A log of the mean temperature over this area of crack extension is 

shown in Figure 69 as Area 1. Between 367 and 400 MPa of applied stress, the 

crack propagates slowly by approximately 0.6 mm over 6 seconds, with no 

evidence being identified in the cumulative ∆T data or in the mean temperature 

over this area, as shown in Area 2 of Figure 69. At 407 MPa of applied stress the 

crack propagates by 5.0 mm. This area, denoted as Area 3 in Figure 69, can be 

resolved in both the cumulative ∆T map and also as a sharp temperature increase 

in the mean temperature plot. As expected, this finding shows that there is a 

minimum crack propagation rate needed to generate the required temperature 

change to pass through the cumulative thresholding technique. Due to sensor 

noise, it is not possible to further reduce the temperature threshold to identify the 

slowly propagating crack in Area 2. 

 

Figure 69: Log of the mean temperature during a seven second period over three areas on 

the specimen surface. 
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The minimum crack propagation rate required for damage identification using the 

cumulative thresholding technique is dependent upon many variables. In the case 

of a crack forming instantaneously, heat conduction and radiative effects can 

assumed to be zero. The temperature change of a volume of material is therefore 

dependent upon only the amount of heat released by a crack and the material 

specific heat capacity, as discussed in section  3.4. The heat release is in turn 

dependent on the material fracture toughness and the new surface area created 

[193]. Since all of these variables are constant for a given material, the released 

heat will be expected to be nominally identical between two cracks of the same 

length; i.e. as the crack extends through Area 2, the released heat per pixel area 

should be the same as the previous crack forming through Area 1. The time 

dependent effects of thermal conductivity and IR radiation must therefore be 

causing the local temperatures within Area 2 to remain below the 0.2 ºC threshold 

value throughout the 6 seconds of crack propagation. Estimations of the heat 

conduction and radiative cooling effects during this time period are presented in 

Appendix D. Whilst it was found that radiative cooling has a negligible effect, 

heat conduction effects are considerable and are the likely cause of the failure to 

resolve crack propagation inside Area 2. In contrast to DIC, the cumulative 

thresholding technique is therefore limited to the study of rapidly propagating 

cracks in FRP materials. 

As can be seen in Figure 67, the majority of heating bands were found to stop at 

around 2 pixels from the free-edge of the specimen. There are two possibilities to 

explain this behaviour: the cracks are propagating more slowly as they reach the 

free edges, as was found to be the case for the crack shown in Figure 68, or edge 

cracks may have already formed, slowly and at a lower applied stress, resulting in 

no further heat generation as the transverse cracks coalesce with the edge cracks. 

In reality a combination of both is likely. Edge cracks will have formed at lower 

load levels and will be the preferential start and end path for a transverse crack. 

As there is likely to be high edge crack density by the time transverse cracking 

occurs, the driving force for a new crack path is lowered. Transverse cracks 

therefore propagate more slowly at the free edges if trying to form a new crack 

path rather than follow a pre-existing edge crack.  
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The combined IR and DIC methodology was next applied to six quasi-statically 

loaded GFRP specimens using the conditions stated in Table 14 and Table 15. 

White-light images were collected and processed using the same methodology 

previously described for CFRP specimens. IR data was processed using a slightly 

lower threshold value of 0.15 ºC to highlight smaller temperature changes but at 

the cost of increased noise. Figure 70 presents the final longitudinal strain map 

and cumulative ∆T map for a typical GFRP specimen. The artefacts highlighted 

by green arrows in Figure 70 are caused by faulty pixels in the IR sensor as 

discussed previously in section  6.2.2. Similarly to the previous CFRP specimen, 

the large region of thermal activity at the left specimen edge is caused by 

erroneous DIC vectors. Such vectors cause the column of high thermal activity at 

the specimen edge to be moved inwards after the application of motion 

compensation. As the procedure retains pixels above a certain threshold, the error 

is not removed in the next iteration. 

 DIC IR  

  Applied Load: 10.28 kN,  Stress: 356 MPa 

Figure 70: DIC strain data and cumulative ∆T IR data obtained from a GFRP specimen 

loaded quasi-statically to 70% of the material UTS. Highlighted area is further analysed in 

Figure 71. 

The distinctive bands evident from CFRP samples are absent in both the strain 

and IR data collected from all of the GFRP specimens tested. Arguably, small 

horizontal bands of high strain can be seen to occur across the entire specimen 

surface as load is increased. This is believed to be transverse cracking occurring 

at a scale just resolvable by the DIC system. In contrast to the majority of CFRP 

cracks, these small bands appear slowly with increasing load. They cannot be 

seen in the horizontal strain maps, as would be expected by any system noise. 
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In a small number of samples a clearly identifiable horizontal band of high strain 

can be seen, one of which is highlighted by a black arrow in Figure 70. Such 

bands were found to also develop slowly over a period of around 30 seconds and 

to not extend across the entire specimen width. This band is not corroborated in 

the processed IR data, which is understandable given the previous analysis of heat 

conduction effects within a CFRP material. Although the thermal conduction of 

the GFRP material is likely to be lower, it is still likely to be within a similar 

order of magnitude. The crack surface area also plays a key role in the amount of 

heat released. The GFRP ply thickness is approximately half that of the CFRP, 

resulting in half the heat release for the same length crack. Also, the glass fibres 

are approximately twice the diameter of the carbon fibres so the same length 

crack in the GFRP material will create a much lower surface area than an 

equivalent crack in the CFRP material. Cracks in the surface of the GFRP 

material are therefore expected to generate far less heat. As the specific heat 

capacities of the two materials are nearly identical, a much lower temperature 

change will be produced in the GFRP material. Additional GFRP specimens were 

loaded to 87% of the material UTS but no overall difference in the material 

behaviour could be noted in the DIC data or the cumulative ∆T maps due to the 

increased load. 

A CLT analysis carried out for the GFRP specimens using the eSuite software 

[173] found that the stress in the 90° plies at 70% UTS is estimated at 118 MPa. 

This is far above the expected transverse failure stress of glass-epoxy of 39 MPa 

[2]. Transverse cracking must therefore be occurring but at a scale smaller than 

that currently resolvable in the DIC data. The small cracks must also be causing 

temperature rises that are too small to be resolved within the cumulative ∆T IR 

data, the reasons of which are discussed previously.  

The images were therefore recorrelated using a smaller step size of 6 pixels in an 

attempt to resolve smaller scale damage behaviour. The progression of 

longitudinal and horizontal strain over the area highlighted in Figure 70 is shown 

at a greater magnification in Figure 71. Upon closer inspection of the longitudinal 

strain data, an almost homogenous distribution of horizontal bands of higher 

strain can be seen to progressively form across the entire specimen surface above 

3.34 kN of applied load. CLT predicts a stress of 38.5 MPa within 90° plies at this 
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load level, close to the expected transverse ply failure load. These bands are not 

apparent in the horizontal strain maps and are not due to the fill factor effects 

described in Chapter  5 as they remain static on the specimen surface. 

    
Applied Load: 3.34 kN 8.10 kN 10.28 kN 

Mean Stress: 116 MPa 280 MPa 356 MPa 

CLT Prediction 

in 90° plies: 38.5 MPa 93.1 MPa 118 MPa 

   
Figure 71: Longitudinal strain maps (upper) and horizontal strain maps (lower) for a 

GFRP specimen within the area highlighted in Figure 70 

Based on the CLT analysis and the DIC studies conducted, it is considered that 

transverse cracking is occurring in the surface ply of the GFRP specimens tested 

but at a scale too small to be reliably identified using the white-light setup 

employed. This would ideally be confirmed using microscopic analysis of 

specimens. Higher spatial resolution white-light imaging would need to be used 

for future investigations into specimens of this material type and lay up.  
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 Summary 6.3

The Chapter has successfully used low-frequency IR and white-light imaging to 

identify damage in FRP material during quasi-static loading. An IR cumulative 

thresholding technique has been developed to highlight areas of significant 

surface heating, indicative of damage. The technique was improved through the 

use of DIC assisted motion compensation, ensuring data remains spatially correct 

throughout a test and therefore comparable to DIC strain measurements. Faulty IR 

pixels have also been found to have a detrimental effect on the clarity of 

processed IR data.  

The application of the methodology to crossply CFRP specimens has shown clear 

surface damage behaviour in the form of transverse cracks, matching both 

spatially and temporally. Due to heat conduction effects, the cumulative ∆T 

technique has been shown to be limited to the identification of rapidly 

propagating cracks. Data collected from GFRP specimens lack the spatial 

resolution to categorically identify transverse cracks within DIC strain data. No 

indication of transverse cracking could be noted within cumulative ∆T IR data for 

GFRP specimens. This is believed to be due to the slow crack formation, making 

conduction effects more important and the lower heat release of GFRP laminates 

due to lower crack surface area. 

Having proven the methodology’s capability of identifying damage in quasi-

statically loaded specimens, the next step is to transfer the methodology to the use 

of high speed imaging for the identification of damage initiation at intermediate 

strain rates. This first requires adaptations to the VHS 80/20 machine to facilitate 

interrupted loading.  
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Chapter 7 

7. Interrupted Intermediate Strain Rate 

Loading 

 Introduction 7.1

The work described in Chapter  6 has demonstrated the capability of the optical 

methodology for identifying surface damage in quasi-statically loaded specimens. 

The next step is to adapt the methodology to identify damage in FRP specimens 

during intermediate strain rate loading. A primary aim of the thesis is to 

subsequently study the damage propagation behaviour of specimens under cyclic 

loading after experiencing an intermediate strain rate load. For this reason, a 

methodology was required for applying an intermediate strain rate load without 

reaching final specimen failure.  Adaptations to the standard loading methodology 

previously described in Chapter  4 were required. The chapter first outlines the 

operation of the interrupted loading methodology developed and validation 

studies conducted. The optical methodology developed in Chapter  6 is next 

transferred to high speed imaging and combined with the interrupted loading 

methodology, enabling the study of damage in GFRP and CFRP specimens 

during intermediate strain rate loading. Finally, validation of the optical 

measurements is conducted using X-ray CT and optical microscopy analysis.  
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 Interrupted Loading Methodology 7.2

As previously discussed in Chapter  4, the Instron VHS operates in an ‘open loop’ 

mode during high speed testing, such that there is no feedback control between 

the actuator and the load or position transducers. As a result, the actuator cannot 

be stopped at a predefined load or position using the standard machine setup 

resulting in the specimen being completely destroyed. To investigate the damage 

propagation behaviour of FRP specimens after the application of an intermediate 

strain rate load, an alternative loading methodology is therefore required to avoid 

complete specimen failure. 

Very few previous studies have attempted to adapt open-loop servohydraulic test 

machines for interrupted loading. The work by Fitoussi et al [108] is one such 

attempt where a mechanical fuse was placed in the load path of a test on an FRP 

specimen. The fuse consists of a double edge notched tensile (DENT) 

poly(methylmethacrylate) (PMMA) coupon, which was designed based on a 

dynamic finite-element analysis (FEA) of the fuse, allowing the failure load to be 

pre-determined. The study highlights several complicating aspects of high strain 

rate testing, the most challenging of which is the introduction of uniform stress 

and strain into FRP specimens. This is difficult to achieve in practice due to 

stress-wave propagation effects caused by the transient loading known as 

‘ringing’ in the load cell. This creates a non-uniform stress and strain field in the 

specimen both spatially and temporally which subsequently causes a non-uniform 

strain-rate, making material characterisation difficult when using point or global 

measurement techniques. Fitoussi et al [108] minimised stress wave effects 

through the use of a dogbone shaped FRP specimen to give a smooth load 

transmission path and through the introduction of a rubber damping joint at the 

point of contact in the slack adaptor. Although it is important to minimise the 

effects of load cell ringing, it was deemed that obtaining a perfectly homogenous 

strain field would not be hugely beneficial to the study of FRP damage. Also, the 

collection of full-field DIC data negates such a reliance on a perfectly uniform 

strain field, since the strain and strain rate can be quantified both spatially and 

temporally across the specimen for each test.  
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The study by Fitoussi et al [108] found clear differences in the distribution and 

level of damage in FRP coupons when loaded at intermediate and quasi-static 

strain rates. The author drew these conclusions based on scanning electron 

microscope (SEM) images of the damaged coupons. However, it is clear from the 

strain gauge data presented that the specimen enters into a vertical oscillation 

after the PMMA fuse fails. This occurs due to the release of elastic strain energy 

in the specimen causing the intermediate grip to return and pass its starting 

position, so loading the specimen under compression. The author comments that 

the compressive loading did not cause any additional damage as the compression 

stress after fuse failure was limited to 80% of the initial tensile stress. Since FRP 

composites are often more susceptible to damage under compression due to 

microbuckling and fibre kinking, this analysis is questionable. Unidirectional E-

glass epoxy has been found to have a longitudinal compressive strength 43% 

lower than its tensile strength, whilst unidirectional carbon-epoxy has been found 

to have a longitudinal compressive strength 34% lower that its tensile strength 

[2]. Since the author has no means of observing the onset of damage during 

loading, the exact cause of damage cannot be determined. Although the work in 

this chapter uses high speed imaging techniques to allow the observation of 

damage during loading, it is preferential to eliminate any compression loading of 

FRP specimens to be certain of the exact cause of damage. 

Due to the complexity of the approach used by Fittousi et al [108], simpler 

alternative methodologies for achieving interrupted loading were evaluated. Early 

trials aimed to weaken a section of specimen, thus eliminating the need for a 

separate fuse and an intermediate set of grips. A schematic of this procedure is 

outlined in Figure 72.  

Edge notches approximately 2 mm long were cut into one side of 12 mm wide 

crossply [0,90]s CFRP specimens using a fine saw blade. Upon loading at quasi-

static strain rates it was found that the failure occurs at the notched location at 

lower load levels than the unnotched specimens, as required. However, notch 

length was highly variable result in inconsistent failure loads. In addition, the 

notching of specimens was found to affect the load transfer to the rest of the 

specimen, as shown in the DIC strain maps presented in Figure 73, where the 

material directly above and below the notch has no load carrying capacity and 

hence experiences far lower strain than the rest of the specimen.   
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Figure 72: Proposed edge notching methodology for the loading of FRP material at an 

intermediate strain rate. 

     
Figure 73: Longitudinal strain maps (εyy) of a notched crossply CFRP specimen loaded 

quasi-statically. 

The presence of the notch was also found to affect the damage behaviour of the 

material. In the majority of specimens, longitudinal splitting was found to 

emanate from the notch root, along the strain discontinuity shown in Figure 73. 

Such damage was found to extend significantly into the portion of the specimen 

used to form the subsequent final sample. For the above reasons, notched 

specimens cannot be used to impart an interrupted load into FRP specimens. 

Other similar methods were also considered, such as cutting a single ply during 

laminate manufacture or waisting a section of the gauge length to a dogbone 

shape. These approaches were also deemed to affect the load transfer to the rest of 

the specimen and change the damage initiation behaviour and were not 

investigated further.  

2 mm edge 

notch 
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It was therefore decided to adapt the methodology proposed by Fittousi et al 

[108]. The DENT fuse design was deemed to be too time consuming and 

expensive to manufacture for each interrupted test. The fuse also requires an extra 

set of grips in series with the FRP specimen. This increases both mass and inertia 

of the moving parts and raises the possibility of slippage due to the additional grip 

surfaces. Directly adhering fuses to FRP specimens may solve these issues but 

could raise further complications in achieving sufficient adhesion strength. A 

simpler design not reliant on extra gripping surfaces was therefore preferred for 

providing interrupted loading to FRP specimens.  

Load level and strain rate can be tightly controlled using a standard servo-

mechanical test machine. When using the Instron VHS 80/20, with no such 

control, the task becomes significantly more complex. The variables that are of 

the most importance during an interrupted test at an intermediate strain rate test 

are as follows:  

i. Strain rate of applied load  

The strain rate can be roughly adjusted by changing the intended actuator 

velocity prior to a test. The machine then uses a different velocity 

calibration file, as previously discussed in Chapter  4. The exact strain rate 

can be measured more accurately on the specimen surface through the 

manipulation of DIC data or through analysis of strain data from an 

attached strain gauge. 

ii. Maximum applied load level 

The failure load of the fuse needs to be adjustable so that the effect of 

differing load level on the damage initiation can be studied across a range 

of materials.  

iii. Rig and specimen behaviour after fuse failure 

For simplicity, the thesis is concerned with developing a methodology for 

applying purely tensile intermediate strain rate loads. The behaviour of the 

loading rig after fuse failure is therefore an important aspect to avoid any 

potential for compressive loads.  

The chosen design relies on the use of fuses in the form of shear pins which are 

notched at two locations using a 1 mm radius tool. A schematic of a shear pin is 

shown in Figure 74 (c). The load level imparted by the shear pin is varied 
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according to FRP specimen size and material by altering the depth of the notches. 

Use of a cylindrical shear pin allows a lathe to be utilised, giving faster 

manufacture times and typically tighter tolerances than a DENT fuse coupon 

manufactured by milling. The use of simple machining techniques also allows 

fuses to be manufactured by a relatively unskilled worker, so allowing shear pins 

to be manufactured on demand. 

The shear pin loading system developed is shown in Figure 74 (a full set of 

engineering drawings is available in Appendix B). Shear pin loading was 

achieved through a redesign of the slack adaptor rod into two separate parts with a 

shear pin providing the load transfer path in between. Two circlips are attached to 

the shear pin prior to each test to avoid lateral movement, ensuring that the 

correct notched areas are loaded under shear.  

Shear pins were originally intended to be manufactured from PMMA to give a 

brittle failure and a repeatable failure load, in a similar manner to the DENT fuses 

used by Fitoussi et al [108]. Since the material should behave without plasticity 

and an analytical solution of stress concentration factor is available for this shear 

pin geometry [194], it was considered that the failure loads could be predicted 

with reasonable accuracy. PMMA pins of the same geometry shown in Figure 74 

(c) were loaded under shear using an early rig design similar to that shown in 

Figure 74 (a) with a crossply GFRP specimen in-situ. Failure loads were found to 

be highly variable and not as predicted by the analytical solutions. Plots of load 

against actuator position for several PMMA shear pins loaded quasi-statically are 

shown in Figure 75, showing a high degree of variability. It was also found that 

due to the cutting force applied during turning and the low stiffness of PMMA, 

the desired notch depth tolerances of +/-0.05 mm were difficult to achieve. 

Due to these complications, shear pins manufactured from aluminium alloy 6082-

T6 were trialled. The shear pins were again loaded under shear, using the earlier 

rig design with a crossply GFRP specimen in-situ. A schematic of the shear pin 

loading process is shown in Figure 78. The aluminium alloy shear pins were 

found to give highly repeatable load traces and final failure loads, as shown in 

Figure 76 and Figure 77. An additional benefit of using aluminium shear pins was 

the tighter manufacturing tolerances achievable of ± 0.05 mm.  
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Figure 74: Interrupted loading rig in a conventional layout (a) and an exploded view (b) 

with a close up of a shear pin (c)  

 

Figure 75: Plots of load vs. actuator position for 6.45 ± 0.15 mm notched diameter PMMA 

shear pins loaded quasi-statically showing considerable variability in failure load. 
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Figure 76: Plots of load vs. actuator position for 6.25 ± 0.10 mm notched diameter 

aluminium 6085-T6 shear pins loaded quasi-statically in a servo-mechanical test machine. 

 

Figure 77: Plots of load vs. actuator position for 6.25 ± 0.10 mm notched diameter 

aluminium 6082-T6 shear pins loaded at 1 m/s actuator velocity in the Instron VHS. 

Due to the onset of plasticity, the failure loads of aluminium alloy shear pins 

cannot be easily estimated analytically. Shear pin failure loads were therefore 

determined empirically. A further complication in the use of aluminium alloy 

shear pins is a change in response found at higher actuator velocities. Whilst the 

peak loads of nominally identical shear pins were found to be very similar when 

loaded at quasi-static and 1 m/s actuator velocities, it was found that an actuator 

velocity of 2.7 m/s resulted in a consistent 50% increase in the peak load. This is 
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contrary to previous work studying the strain rate response of aluminium alloy 

6082-T6 which found a much lower strain rate dependency [195, 196]. This 

behaviour can be explained by considering the failure process of the shear pin, as 

presented in Figure 78. The central part of the shear pin elongates during failure 

due to plasticity, but remains constrained laterally by the fork of the lower shear 

pin rod as it descends. This causes friction between the central part of the shear 

pin and fork after pin failure, causing an overall increase in the applied load to 

FRP specimens. Further evidence for this behaviour is gained by visual inspection 

of the inner fork surfaces after loading, where shear pin material has transferred 

onto the inner fork surfaces.  

 
Figure 78: Process of shear pin failure and cause of increased failure load at high 

velocities 

Having described the interrupted loading methodology developed, further 

adaptions and considerations of the methodology are now discussed. 

7.2.1 Inertial Effects 

Further complications from dynamic loading arise when the inertia of the various 

rig parts is considered. The shear pin must transmit sufficient force to accelerate 

the mass of all rig parts above the shear pin to the required velocity, such that the 

FRP specimen above is loaded at the required strain rate. However, the shear pin 

cannot have a failure load greater than that of the specimen itself. Under quasi-

static conditions the inertia effects are small, whilst at very high velocities the 
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shear pin is likely to break due to the shock loading before the force can be 

transmitted effectively to the FRP specimen. There will therefore be a maximum 

permissible actuator velocity for a given strength shear pin. 

Initial predictions were calculated using Newton’s second law to estimate the 

force required to overcome rig inertia. The calculations were based on the total 

mass of the rig parts above the shear pin (2.14 kg) and the estimated distance over 

which the acceleration takes place (0.5 mm). The acceleration distance was 

estimated based on the expected compression of the 1 mm thick polyethylene 

washer located at the point of contact in the slack adaptor. It was calculated that 

an actuator velocity of 5, 4, 3, 2 and 1 m/s, would create respective inertial loads 

of 54, 34, 19, 8.6 and 2.1 kN. To load specimens at a velocity of 5 m/s, a shear 

pin with a failure load of at least 54 kN would be required. Since the failure load 

of the GFRP specimens was measured to be 20.7 kN, this would limit the applied 

velocity to just over 2 m/s. This simple analysis does not take into account 

elasticity of the rig parts or the additional resistance caused by the FRP specimen 

in the loading chain. A further experimental study was therefore carried out to 

determine the velocity limits of the shear pin loading system.  

Nominally identical shear pins of 5.90 ± 0.10 mm were loaded at actuator 

velocities between 1.5 and 5 m/s using the rig design presented in Figure 74. The 

study also used the anti-compression methodology discussed in section  7.2.2 to 

prevent compressive loading. Crossply GFRP specimens, as previously described 

in Chapter  4, were situated in the loading path for this study. A plot showing how 

the peak load changes with increasing actuator velocity is presented in Figure 79. 

Initially peak load increases with actuator velocity due to frictional effects 

between the remnant shear pin and rig parts. After approximately 3.2 m/s, a sharp 

decrease in peak load occurs due to the inability of the shear pin to transfer 

sufficient load to overcome the inertial effects of the lower grip. This therefore 

limits the methodology to a maximum actuator velocity of 3.2 m/s (32 s
-1

) for the 

crossply GFRP specimens used in the thesis. The use of stronger specimens 

allows correspondingly stronger shear pins to be used, raising the maximum 

allowable actuator velocity. 
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Figure 79: Peak loads of 5.90 ± 0.10 mm notched diameter shear pins across a range of 

actuator velocities showing the maximum permissible loading velocity for GFRP 

specimens. 

Having discussed the rig behaviour up to shear pin failure, it must now be 

considered how the rig behaves after the failure event. 

7.2.2 Anti-Compression Rig 

After shear pin failure, the lower grip will recoil because of the strain energy 

stored in the specimen from the initial shear pin loading. The inertia of this mass 

has the potential to cause the FRP specimen to be loaded in compression and to 

create additional damage; such behaviour was not accounted for by Fitoussi et al 

[108]. As FRP materials are more susceptible to damage when subjected to 

compressive loads, the behaviour of the rig was investigated further. High speed 

white light images were collected of the side of FRP specimens during shear pin 

loading, a selection of which are shown in Figure 80. It is clear that the specimen 

undergoes significant compression and bending after pin failure. This springback 

needs to be avoided if tensile damage is to be differentiated from damage caused 

by compression or bending. A further device was therefore developed to prevent 

the specimen entering into compression pin failure.  
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Figure 80: High speed images of the side of an FRP specimen showing buckling caused by 

specimen springback 

The anti-compression rig developed relies on a crossbar consisting of a rigid box-

section beam that prevents the lower grip from returning past its original position. 

A small preload is applied to the specimen before a test by adjusting four M10 

bolts to account for any compliance in the crossbar. Two ZEDEX-100EL55 

polymer dampers are situated at the point of contact between the crossbar and the 

shear pin rod to help minimise the introduction of ringing to the loading. A 

schematic of the Instron VHS with the interrupted loading rig and anti-

compression rig in place is shown in Figure 81.  

 
Figure 81: Schematic of anti-compression rig and interrupted loading rig in-situ on the 

Instron VHS machine 



149 

 

An important note is that piezoelectric load cells are highly susceptible to drift. 

For this reason, the charge amplifier is programmed to reset the load output to 

zero immediately before a test, so cancelling any preload applied to the FRP 

specimen. The preload was established prior to each test using a strain gauge 

attached to the specimen combined and the Young’s modulus of the material 

obtained experimentally under quasi-static loading. Example data from a crossply 

GFRP specimen preloaded to 0.34% strain loaded at 5 m/s using the interrupted 

loading and anti-compression methodology is shown in Figure 82.  

 

Figure 82: Plots of stress and strain data obtained from a GFRP crossply specimen loaded 

at 5 m/s actuator velocity using the interrupted loading and anti-compression 

methodologies. 

It can be seen that neither the specimen stress, as calculated from the load cell 

data, nor the strain gauge reading, passes into compression. Further confirmation 

was provided through the DIC analysis of images taken from two Photron SA1 

high speed cameras positioned perpendicular to the front and back specimen 

surfaces, also given in Figure 82. By taking an average of the entire specimen 

area, it can again be seen that the specimen does not experience compression 

during the test and purely tensile loading is achieved. 

Having developed a repeatable methodology for imparting purely tensile 

interruptible loads to FRP specimens and investigated the operational limits of the 

design, the methodology was applied to the study of GFRP and CFRP samples in 

conjunction with the previously validated optical methodology. 
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 Damage Initiation in CFRP and GFRP at 7.3

Intermediate Strain Rates  

The interrupted loading and anti-compression rigs were employed for the 

intermediate strain rate loading of a set of five crossply [90,0]S CFRP and five 

[90,0,90,0]S GFRP specimens in the Instron VHS test machine. The specimen 

geometry is previously described in Chapter  4. The tests were conducted for two 

main purposes: the first being to investigate the potential of using high speed 

imaging for full-field damage assessment in FRP materials and the second being 

to investigate the effect of applied strain rate on the damage initiation behaviour 

through comparison to the results in Chapter  6. As discussed in section  7.2.1, the 

maximum actuator velocity possible for shear pins of 5.90 mm notch diameter 

was found to be approximately 3.2 m/s, beyond which, inertial effects cause shear 

pin failure before the specimen can be accelerated to the correct velocity.  

Five CFRP and six GFRP specimens were loaded at an intermediate strain rate 

using nominally identical shear pins using the interrupted loading methodology. 

A summary of all tests conducted is presented in Table 16. Actuator velocity from 

the actuator LVDT was 3.23 ± 0.037 m/s, so giving a nominal applied strain rate 

of 32.3 s
-1 

for the 100 mm gauge length specimens. In reality, the actual strain rate 

experienced by the material will be much lower due to rig compliance. Strain rate 

was therefore calculated according to equation 4.1 using strain data sourced from 

DIC and strain gauges. DIC longitudinal strain data was averaged over the entire 

specimen area for each image, whilst strain gauge data was processed using a 40 

point moving average to reduce measurement noise. Typical plots of strain rate 

during intermediate strain rate tests on GFRP and CFRP specimens are shown in 

Figure 83 and Figure 84 respectively. The calculated strain rate was found to 

match closely between the two data sources, with typical maximums of 11 s
-1

 for 

CFRP specimens and 15.2 s
-1

 for GFRP specimens, much lower than nominal 

strain rate predicted by actuator velocity. This is believed to be due to elasticity of 

the rig components and ductility of the shear pin material reducing the applied 

strain rate.   
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Test 

No. 

Specimen Shear pin 

notched 

area (mm
2
) 

Actuator 

Velocity 

(m/s) 

Load 

Stress 

(MPa) 

Fraction 

of failure 

stress 

Strain rate 

Materia

l 

Cross-Section 

area (mm
2
) 

Preload 

(kN) 

Dynamic 

(kN) 

Total 

(kN) 

DIC 

(s
-1

) 

Strain 

gauge (s
-1

)
 

1 CFRP 22.57 55.24 3.199 6.29 10.69 16.99 753 70 % 10.8 10.3 

2 CFRP 22.25 55.14 3.210 6.30 10.79 17.09 768 72 % 11.3 11.1 

3 CFRP 22.55 55.61 3.216 6.56 11.04 17.60 780 73 % 10.6 11.5 

4 CFRP 22.21 55.24 3.217 6.79 10.25 17.05 767 72 % 11.8 12.6 

5 CFRP 22.30 55.70 3.204 6.88 10.45 17.32 777 72 % 10.9 12.0 

Mean  ± s.d 22.38 ± 0.17 
55.39 ± 

0.25 

3.209       

± 0.008 

6.57    

± 0.27  

10.64     

± 0.30 

17.21 

± 0.25 

769     

± 10.8 
72 ± 0.01 

11.1

± 0.5 

11.5        ± 

0.9 

6 GFRP 30.27 55.80 3.237 4.95 10.35 15.31 506 69 % 16.1 14.9 

7 GFRP 29.37 55.80 3.194 5.00 10.16 15.16 516 71 % 16.3 15.2 

8 GFRP 30.83 55.80 3.236 5.20 9.72 14.92 484 66 % 15.5 14.7 

9 GFRP 30.03 55.15 3.286 5.26 9.08 14.35 478 66 % 15.4 15.0 

10 GFRP 30.62 55.80 3.309 5.28 9.86 15.14 494 68 % 15.6 15.6 

11 GFRP 29.10 55.52 3.208 4.84 10.16 15.00 516 71 % 17.6 15.7 

Mean ± s.d 30.04 ± 0.69 
55.64 ± 

0.27 

3.245     

± 0.045 

5.09    

± 0.18 

9.89       

± 0.46 

14.98 

± 0.34 

499     

± 16.2 
69 ± 0.02 

16.1

± 0.8 
15.2 ± 0.4 

Table 16: Summary of intermediate strain rate tests conducted using the interrupted 

loading methodology 

 

Figure 83: Strain rate during an interrupted loading test on a CFRP specimen, calculated 

from DIC data and strain gauge data. 

A preload of approximately 6.55 kN was applied to CFRP specimens whilst a 

nominal preload of 5.14 kN was applied to GFRP specimens. Shear pins of 5.95 

mm nominal notch diameter were used to provide dynamic loads of 

approximately 10.64 kN and 9.83 kN to CFRP and GFRP specimens respectively. 

In earlier trials, this combination of preload and shear pin geometry was found to 

successfully prevent specimens experiencing compression after shear pin failure. 

These loading ranges give a total stress equivalent of 72% and 69% of the 
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material UTS for the CFRP and GFRP specimens respectively. The results are 

therefore comparable to the quasi-static tests presented in Chapter  6, in which 

specimens were loaded to 70% of their quasi-static failure stress. A plot of total 

load (preload plus dynamic load) and strain against time for a typical CFRP 

specimen is shown in Figure 85. It is again shown that the preloading 

methodology was able to successfully prevent the specimen from entering into 

compression with a minimum strain gauge reading of 0.06% strain and a 

minimum total load of 1.31 kN. Such behaviour was typical across all tests.  

 

Figure 84: Strain rate during an interrupted loading test on a GFRP specimen, calculated 

from DIC data and physical strain gauge data. 

 

Figure 85: Plots of load and strain against time for a typical CFRP crossply specimen 

loaded at an actuator velocity of 3.23 m/s. 
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A plot of the same data focussing on the shear pin loading phase is shown in 

Figure 86. The shear pin load can be seen to begin at 0.0127 s and to end at 

approximately 0.0139 s. Two types of oscillatory behaviour can be seen in the 

load trace; a high frequency oscillation of approximately 12.8 kHz originating at 

0.0134 s and a lower frequency oscillation of approximately 400 Hz induced after 

shear pin failure. The high frequency oscillation is likely to be a result of 

specimen damage occurring, releasing strain energy and causing a longitudinal 

vibration in the specimen. The low frequency oscillation is likely to be caused by 

specimen spring back resulting in the lower grip hitting the anti-compression rig 

crossbar and causing the entire rig to enter into a low frequency vertical 

oscillation. This vibration causes the specimen to be cyclically loaded for two 

cycles at approximately ± 2 kN, before rapidly decaying to a cyclic load of 

approximately ± 0.75 kN. It is not considered that such cyclic loading contributed 

to any additional surface damage. This conclusion was based upon the inspection 

of DIC strain maps, derived from white-light images of the specimen surface 

which continued to be collected for approximately 12 ms after shear pin failure, 

the period in which the highest amplitude cyclic loading occurs.  

 

Figure 86: Plot of load and strain against time for a typical CFRP crossply specimen 

loaded at an actuator velocity of 3.23 m/s focussing on the shear pin loading phase. 

Specimens were imaged during loading using a CEDIP Silver 480M IR camera 

and two Photron SA1 high speed white-light cameras. Details of the camera 

systems and settings used are described in Table 17.  
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Camera 
Image Size 

(pixels) 

Imaging Size 

(mm) 

Spatial Resolution 

(mm/pixel) 

Imaging 

Frequency (Hz) 

Exposure/ Integration 

time (µs) 

CEDIP Silver 480M 64 x 24 21.12 x 7.92 0.33 9372 80 

2 x Photron SA1  624 x 448 20.33 x 14.60 0.033 18000 55.6 

Table 17: Imaging settings for intermediate strain rate tests 

The IR camera was positioned perpendicularly to the specimen surface with an 

SA1 camera located on either side. To maximise the spatial resolution in both the 

IR and white light images, the cameras were positioned as close to the specimen 

as possible with an approximate standoff distance of 150 mm for the SA1 

cameras and 200 mm for the IR camera. A photograph of the camera setup is 

shown in Figure 87. The minimum standoff distance possible was determined by 

the physical size of the camera housings and the increasing angle between the 

SA1 cameras at smaller standoff distances. An angle greater than 60° was found 

to result in a deterioration of the stereo camera calibration. A compromise was 

reached with the SA1 cameras having an angle of 50° between cameras axes 

giving a calibration RMS value of 0.31 pixels. The SA1 cameras were equipped 

with 105 mm sigma lenses set to an aperture of f/16. Illumination was provided 

by both of the custom LED units, further details on which are presented in 

Appendix C. As discussed in section  4.5, the LED lighting produces far lower 

levels of IR radiation when compared to halogen lighting and so minimises image 

distortions caused by air density changes.  

 
Figure 87: Camera and lighting setup for intermediate strain rate testing 
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The CEDIP Silver 480M IR camera must use a sub-window to image at 

frequencies above 383 Hz. Since any cracking on the specimen surface is 

expected to form in the transverse direction, a tall and narrow sub-window was 

chosen to increase the likelihood of capturing multiple instances of crack 

initiation. The sub-windowing on this model of IR camera only allows certain 

image sizes to be selected and has a preference for sub-windows which are wider 

than they are high. For this reason the IR camera was rotated and mounted at 90°.  

Figure 88 shows a full-frame 320 x 256 IR image of a CFRP specimen along with 

the sub-windowing area used during the intermediate strain rate tests. Also shown 

is the white-light imaging area of the SA1 cameras. Due to slight camera 

misalignment, only half of the IR sub window was found to coincide with the 

white-light image area for the CFRP tests conducted. The error was rectified for 

later tests conducted on GFRP specimens, as shown in Figure 89. A fine wire was 

temporarily attached to the surface of specimens prior to a test and white light and 

IR images captured. The wire, being visible in both the white light and IR 

spectrums, allows a common datum point to be known between both image sets. 

This reference point allows the post-processing of IR and DIC data to match 

spatially. As previously discussed in section  4.5, the high specimen surface 

temperature and vertical temperature gradient were found to be caused by the 

LED illumination despite their relatively low IR output. 

Approximately 18 white light and 9 IR images were collected during the shear pin 

loading sequence. Cameras were triggered using the methodology outlined in 

section  4.4. As previously discussed, the Photron SA1 cameras were set to start 

recording upon receiving the trigger signal but were not programmed to reset the 

internal clock, such that the start of the first image exposure occurs up to one 

frame period earlier than the trigger pulse. The IR camera operated using a 

circular pre-buffer of 500 frames to be certain of capturing the loading event. The 

trigger pulse was also recorded onto one of the data channels of the IR camera 

allowing the trigger to be synchronised with the correct IR image. The start of 

exposure of the 500
th

 IR image may therefore occur up to one frame earlier than 

the trigger signal. Figure 90 shows a typical load plot for a CFRP specimen 

loaded using the shear pin methodology and the temporal location of white light 

and IR images. The letters a to d designate the images used in subsequent figures. 



156 

 

  

Figure 88: Full-frame IR image of a CFRP specimen showing sub-window area, white-

light imaging area and strain gauge location 

 

Figure 89: Full-frame IR image of a GFRP specimen showing sub-window area, white-

light imaging area and strain gauge location 



157 

 

 
Figure 90: Plot of load and strain against time during shear pin loading of a CFRP 

specimen showing locations in time of white light and IR images. 

White light images were processed in DaVis 8.1.3 using a subset size of 21x21 

pixels and a step size of 6 pixels giving a spatial resolution of 4.16 mm. A high 

accuracy sixth order spline subpixel interpolation method was used, as 

recommended from the work conducted in Chapter  5. Static images collected 

from specimens before each test were processed using the same correlation 

settings to determine the noise level of the DIC measurements. The standard 

deviation of the strain data was found to be between 0.087 and 0.119 % strain 

across all samples tested.  

IR images were calibrated using the methodology established by Fruehmann et al 

[47]. Examples of uncalibrated and calibrated IR images recorded during loading 

of a CFRP specimen are shown in Figure 91. After calibration, a vertical 

temperature gradient of approximately 8 K can be noted. This behaviour was 

found to be common across all samples with the centre of the specimen being 

significantly warmer. This is caused by heating from the LED illumination which 

is focused on the centre of the specimen. After calibration, horizontal bands of 

heating can be noted in the IR images of approximately 2 K for the CFRP 

specimens. No such behaviour could be noted in the data collected from GFRP 

specimens. To more easily distinguish damage induced heating from sensor noise, 

the calibrated IR data was processed using the thresholding algorithm previously 

described in section  6.2.1.  
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Figure 91: Example of raw IR images in digital levels (upper) and thermally calibrated IR 

images (lower) recorded at 9.372 kHz of a CFRP specimen during shear pin loading. 

A further study was conducted to find an appropriate threshold value for the IR 

data collected from the intermediate strain rate tests. Figure 92 shows a set of 

processed IR data showing the effect of different threshold values. A threshold 

value of 0.20°C allows much of the sensor noise to pass to the final image with 

any potential damage being unresolvable as a result. A higher value of 0.80°C 

was found to filter out the majority of heat generation in the material. A 

compromise threshold value of 0.50 °C was used for subsequent IR analysis. 

Sensor noise was found to be non-uniform across the sub window area, with four 

pixels found to be faulty, displaying highly random temperature outputs above all 

threshold values trialled, prior to any loading being applied. A threshold value of 

0.5 °C was found to yield the best compromise and was used for subsequent 

analysis. 
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Figure 92: Cumulative ∆T IR plots during the shear pin loading of a CFRP specimen to 71% 

of its failure stress showing the effect of threshold value 

To take into account the rigid body motion of the specimen during loading, the 

motion compensation procedure developed in section  6.2.2 was applied to the ∆T 

IR data. Any areas of IR subwindow that do not overlap the DIC data were 

omitted from motion compensation. Figure 93 to Figure 96 show full-field DIC 

longitudinal strain data and cumulative IR data collected from the same CFRP 

specimen used to plot Figure 90, which was loaded to 70% of its UTS using the 

interrupted loading methodology. Figure 93 to Figure 96 show DIC strain and 

cumulative ∆T IR maps obtained from images collected at points a, b, c and d 

respectively, as shown in Figure 90. The DIC plots were calculated from the 

white-light image immediately preceding the IR image shown. The areas 

highlighted in red show the overlapping imaging areas of the white light and IR 

cameras. Due to rigid body motion of the specimen some DIC data is lost at the 

top of the plot as new areas of the specimen surface move into view and also at 

the bottom of the data, where previously visible subsets move out of the field of 

view. 

An area of decorrelation can be noted in the bottom left of the DIC data as 

highlighted within Figure 93. This is as a result of contamination on the specimen 

surface occurring after taking the reference image but before the intermediate 

strain rate test. 
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Figure 93: (a) Spatially corrected plots of DIC strain data and cumulative ∆T IR data for a 

CFRP specimen loaded at an intermediate strain rate. Red boxes denote the overlapping 

imaging areas and a white box shows an area of decorrelation. 

 

Figure 94: (b) Spatially corrected plots of DIC strain data and cumulative ∆T IR data for a 

CFRP specimen loaded at an intermediate strain rate 
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Figure 95: (c) Spatially corrected plots of DIC strain data and cumulative ∆T IR data for a 

CFRP specimen loaded at an intermediate strain rate 

 

Figure 96: (d) Spatially corrected plots of DIC strain data and cumulative ∆T IR data for a 

CFRP specimen loaded at an intermediate strain rate 
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Since the DIC data and the cumulative ∆T IR data are plotted in the correct spatial 

location, a direct comparison can be made to confirm the onset of damage with 

greater confidence. Although bands of heating and high strain can be seen to 

generally occur at the same location on the specimen surface, the behaviour is not 

as distinct as data collected at quasi-static strain rates, previously discussed in 

section  6.2.3. This can be attributed to the lower spatial resolution of the raw 

images collected during the intermediate strain rate loading, and the lower spatial 

resolution of the strain and IR data subsequently produced. A band of high strain 

and a band of heating appear within the overlapping imaging areas in Figure 94 at 

approximately the same height in both data sets. The DIC data shows one band of 

high strain with a band of lower strain magnitude immediately below. The IR 

data, however, shows one single horizontal band of increased temperature at this 

location. The most likely reason is that the smaller strain band signifies a smaller 

crack which did not generate sufficient heat at the surface to pass the thresholding 

procedure. Another possibility is that the smaller crack occurred on the back 

surface of the specimen resulting in a small increase in strain that was resolvable 

by DIC on the front surface. Any heat generated by such a crack would take time 

to diffuse through the specimen thickness to the front surface, whilst also 

diffusing in the plane of the specimen. The heating from such a crack would 

therefore be filtered by the threshold procedure. Another possibility is that the 

crack only occurs in the applied paint layer, resulting in a temperature change that 

is small and filtered by the thresholding procedure. The notion of the paint 

cracking versus actual cracks occurring is studied further in the microscopic 

analysis conducted on a different CFRP specimen in section  7.4. A further band 

of high strain and surface heating forms in the images in Figure 96 at the bottom 

of the IR sub window. Again, this occurs at approximately the same location in 

both data sets. 

Some bands were found to initiate a frame earlier in the strain data than in the IR 

data. As previously discussed in Chapter  4, the IR and white-light cameras were 

not programmed to reset their internal clocks upon receipt of a trigger signal. The 

temporal synchronisation of IR and white-light images is therefore only accurate 

to within one white-light frame period and is believed to be the cause of the 

anomalous behaviour between DIC and IR data. 
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A large increase in noise was found in a single DIC strain map which 

corresponded to the point of maximum strain rate. When the raw images were 

studied it was apparent that the images from which this strain map was derived 

had significantly more blurring than other images in the data set. This meant that 

only one strain map was affected as the correlation software was still able to track 

the surface correctly in subsequent images. To avoid blurring, a shorter exposure 

time would be necessary, so requiring the use of more powerful lighting or a 

camera system with greater light sensitivity. 

Other CFRP specimens tested were processed using the same image analysis 

procedure. Similar behaviour was found to that of the previously discussed 

dataset. 

The data collected from GFRP specimens loaded at an intermediate strain rate 

were processed using the same procedure. A selection of non-consecutive DIC 

strain and cumulative ∆T maps from one such specimen is shown in Figure 97. 

Red boxes denote the overlapping imaging areas of the IR and white-light 

cameras. In contrast to the findings from Chapter  6 of quasi-statically loaded 

GFRP specimens, clear bands of high surface strain and surface heating can be 

noted. The first sign of potential damage is highlighted within dashed ovals 

shown in Figure 97 (i). A single horizontal band of high strain can be noted in the 

DIC strain map whilst a corresponding area of thermal activity in the cumulative 

∆T map can be noted at the same position. Several other individual pixels of 

activity can be noted in this cumulative ∆T map away from the highlighted area. 

These pixels are faulty and were found to display a high variability in pixel 

intensity regardless of applied load.  

The locations of further strain banding, shown in Figure 97 (ii) and (iii) can be 

seen to generally match well with the cumulative ∆T data. However, some strain 

bands were found to occur earlier in time than found in the cumulative ∆T data. 

One such strain band, highlighted in Figure 97 (ii) can be seen to initiate without 

a corresponding increase in surface temperature. A corresponding band of heating 

is not found on the specimen surface until the next IR image is processed, as 

highlighted in Figure 97 (iii). This behaviour is attributable to the poor image 

synchronisation. It was found that the DIC and IR data from other GFRP samples 

showed similar results with spatially matching banding in each image set. 
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 (i) 

 

(ii) 

 

(iii) 

 
Figure 97: Spatially correct plots of DIC strain data and cumulative ∆T IR data for a 

GFRP specimen loaded at an intermediate strain rate. Red boxes denote the overlapping 

imaging areas and dotted ovals denote areas of interest. 
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As discussed in section  6.2.3, surface damage in quasi-statically loaded GFRP 

specimens could not be accurately identified using DIC or the cumulative 

thresholding process. Based upon CLT analysis, transverse cracking must have 

occurred and it was therefore concluded that the transverse cracks were too small 

to be accurately identified with the white-light imaging setup used. The cracks 

were also found to form extremely slowly, so allowing the heat release from crack 

formation to conduct to surrounding areas without a significant rise in surface 

temperature. The results from GFRP specimens loaded at an intermediate strain 

rate contrast greatly with these findings. Clearly identifiable bands of high strain 

and thermal response can be noted across all specimens tested. Since the spatial 

resolution of the strain data collected at intermediate strain rates is much lower 

than that collected at quasi-static strain rates, the damage must have become more 

pronounced and localised due to the increase in strain rate. This agrees well with 

previous work on FRP materials, as discussed in section  3.3. The ability to 

identify damage from the IR data using the cumulative thresholding technique is 

believed to be due to the rapid crack initiation and consequently the rapid release 

of heat. Thermal conductivity effects, found to dominate at quasi-static strain 

rates, are much less of an issue and surface temperature rises at the crack location 

are much higher. The result is that even when using the higher ∆T threshold of 

0.5°C, crack induced heating can be identified in the intermediate strain rate tests.  

The results gathered from CFRP and GFRP specimens are highly indicative of 

surface damage. To fully prove the existence of damage, further confirmation 

studies were carried out using microscopic and computed tomography (CT) 

analysis. 

 Microscopic and Computed Tomography 7.4

Validation 

In the previous section it was proposed that surface damage was resolvable from 

the DIC and IR data collected. It is clear from the response of these specimens 

that the strain values recorded across a crack are an order of magnitude greater 

than the strain errors previously found due to low fill-factor. To validate the 

results, a microscopic investigation was conducted on a CFRP specimen 

previously loaded using the interrupted loading methodology. Figure 98 shows a 
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DIC longitudinal strain plot closest to the point of maximum load. A red line 

denotes the location at which the specimen cross section was examined. The 

overlaid speckle pattern has been corrected for camera perspective, as per the 

procedure discussed in section  2.4.3. Also shown is a plot of vertical 

displacement and longitudinal strain along the cross section cut.  

 

 

 

 

 DIC εyy strain with corrected 

image overlaid 

Plot of displacement and strain along 

cross section 

Figure 98: Plot of longitudinal strain with overlaid raw image (left) of a CFRP specimen 

loaded at an intermediate strain rate to 70% of UTS showing location of cross sectional 

cut.  Plot of DIC strain (red) and displacement (blue) along cross section line (right). 

The displacement data shown in Figure 98 does not show obvious discontinuities 

that would be indicative of surface cracking. This is believed to be due to low 

spatial resolution of the strain data.  

Prior to cutting the specimen, the surface speckle pattern was examined under an 

optical microscope. An overview of the specimen area studied is shown in the left 

hand image presented in Figure 99. Areas highlighted in green are shown 

magnified further in Figure 100. Figure 99 also shows a plot of the longitudinal 

strain corresponding to the area under examination, showing the bands of high 

strain. The specimen was cut using a fine wafering saw and ground to the line 

shown in Figure 99. The cross section was polished and examined under an 
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optical microscope. An overview of the specimen cross section is shown in the 

right hand image in Figure 99 with areas highlighted in green shown at greater 

magnification in Figure 101.  

Although difficult to distinguish in areas covered only by matt black paint, 

surface cracks could be noted when crossing a white speckle. Surface cracks were 

found at each of the highlighted areas shown in Figure 100. The locations of the 

surface cracks were found to match well with the regions of high strain in the DIC 

data. To confirm that the surface cracks are not just present in the paint layer and 

continue into the composite material itself, the specimen cross section was 

analysed. Where each band of high strain was located, a transverse crack was 

found which penetrated fully through the surface 90° layer and terminated at the 

first 0° layer. The images in Figure 101 show two examples of such cracks at two 

different magnifications. An interesting finding is that the crack in the area 

marked E was found to penetrate through the 90° layer and also the paint coating, 

whereas the crack in image G was found to form in the 90° layer but not continue 

through the paint coating. Regardless of this, both cracks were clearly resolvable 

through the use of DIC, proving that the optical methodology used at intermediate 

strain rates is correctly identifying damage in the surface lamina of FRP material. 

To further validate the optical measurements, an X-ray CT scan was carried out 

on a CFRP specimen loaded to 72% of its UTS using the interrupted loading 

methodology. 
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Specimen surface DIC εyy strain Polished cross section   

Figure 99: Overview of the microscopic analysis conducted on a CFRP specimen loaded 

to 70% of its failure stress at an intermediate strain rate.  
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Figure 100: Microscopic images of the surface of a CFRP specimen prior to cutting for 

cross section analysis (341 µm/pixel). See Figure 99 for image locations. 

  

  
Figure 101: Microscopic images of the cross-section of a CFRP specimen showing the 

presence of transverse cracks. 0.340 µm/pixel (left images) and 0.138 µm/pixel (right 

images) See Figure 99 for cross-section location and individual image locations. 

A B 

C D 
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The CT scan was conducted using a custom 225 kV Nikon/Metris HMX ST 

machine operating at 60 kV. 3143 radiographs of 2000 x 2000 pixels were taken 

at 0.115º angular steps. After 3D reconstruction, voxel sizes of 10.1 µm were 

obtained. Figure 102 shows a vertical section of DIC longitudinal strain data at 

the time of maximum load and a CT scan image through the specimen thickness 

at the cross section location shown. Strain data has been plotted at the initial 

subset location, i.e. the strain map does not deform with applied loading. This 

allows the data to be compared to the unloaded specimen in the CT scan image. 

Any residual deformation due to the onset of damage will still exist in the 

specimen. 

Due to the relatively low spatial resolution of the CT data compared to the 

previous microscopic analysis, cracks were more difficult to identify. Cracks 

highlighted in red at areas a, c and d in Figure 102 were found to match well with 

the locations of high strain. However, a possible crack highlighted in blue within 

area d was also found which does not correspond to an increase in strain. 

Similarly, multiple cracks inside area b are apparent in the CT data but not in the 

DIC strain data. Higher spatial resolution CT data is therefore required to be 

confident of the identification of transverse cracking in this specimen.  

Despite the CT data not being able to fully confirm the presence and location of 

damage to validate the DIC and IR measurements, the optical microscopy 

conducted has been able to accurately confirm the existence of damage at the 

locations predicted. The combined white-light and IR methodology can therefore 

be considered as a validated methodology for identifying damage during 

intermediate strain rate loading.  
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DIC longitudinal strain (εyy) CT image of cross section 

Figure 102: Comparison of DIC strain (at point of maximum applied load) to a CT scan 

image taken at the cross section location shown for a CFRP specimen loaded using the 

interrupted loading methodology. Regions of interest are highlighted in red. 

 Summary 7.5

The chapter has described the development and validation of an experimental 

methodology for applying a purely tensile intermediate strain rate load to FRP 

specimens. The imaging methodology established in Chapter  6 is successfully 

transferred to use with high speed cameras, enabling the identification of surface 

damage in FRP materials during intermediate strain rate interrupted loading. 

Whilst the damage response of CFRP specimens were found to be relatively 
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unchanged by an increase in strain rate, GFRP specimens exhibited a more 

localised damage response at higher strain rates. Such damage was proven using 

optical microscopy and X-ray CT analysis. As expected, it was found that the IR 

thresholding procedure is better suited to the identification of damage at higher 

strain rates, due to thermal conductivity effects. 
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Chapter 8 

8. Combined TSA and DIC for Assessment 

of Damage Propagation 

 Introduction 8.1

The development of an experimental methodology combining the techniques of 

DIC and TSA for the identification of damage propagation in FRP material under 

cyclic loading is described. The use of the two techniques allows the collection of 

surface strain and stress sum data, so giving greater insight into how damage 

propagates in FRP. Unlike point measurement methods, the full-field techniques 

allow damage to be identified across an entire surface without prior knowledge of 

the material behaviour, as demonstrated successfully in Chapter  6. The chapter 

focuses on establishing the experimental methodology and includes example data 

collected from GFRP and CFRP specimens. It is envisaged that the methodology 

will provide a new approach to investigating the damage behaviour of FRP 

components under fatigue loading, enabling the production of damage tolerant 

and more efficient structures.  

As discussed in section  2.7, TSA requires the application of a cyclic load and so 

is inherently suited to the study of materials under fatigue loading. For adiabatic 

conditions, the FRP material must be cyclically loaded at around 5 – 10 Hz. The 

CEDIP Silver 480M camera is capable of imaging full-frame at a frequency of 

383 Hz, more than sufficient for sampling at this loading frequency. Capturing 

white-light images during a fatigue load requires considerably more effort. A 

simple and data-efficient solution is to pause the fatigue loading at the peak load 
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and collect a single white-light image. This approach is labour intensive and may 

cause greater damage due to the extended dwell time at high load. It was therefore 

deemed crucial to establish an automated means of capturing IR and white-light 

image data, suitable for DIC, without pausing the fatigue test and without any 

user interaction.  

A potential solution is to use high speed white-light cameras to collect a series of 

images throughout a loading cycle. Post-processing is then required to identify the 

image at the peak load. Given that the exposure time is maximised and that a 

specimen is loaded at 10 Hz, an imaging frequency of at least 200 Hz would be 

required to be certain of capturing a full image exposure above 95% of the peak 

load. As only the image at the peak load point is of interest, the vast majority of 

images are collected unnecessarily, wasting computer resources. Also, since the 

spatial resolution and quality of DIC data relies heavily on the size and quality of 

the images used, it is highly advantageous to use higher resolution CCD cameras 

where possible. The use of CCD based cameras with a high fill factor also 

eliminates the majority of the DIC systematic errors previously discussed in 

Chapter  5, if the correct interpolation algorithm is used. Since high resolution 

CCD cameras generally have a low frame rate, accurate timing is necessary to 

capture images at exactly the peak load in a cycle. A further benefit of using a 

methodology based around low-frame rate CCD cameras rather than high speed 

cameras is the decreased cost, allowing the methodology developed to be more 

accessible to future users. 

 Automating Image Capture 8.2

Where out of plane motion is negligible, the use of a single white-light camera 

and 2D DIC is preferred due to the increased in-plane displacement vector 

accuracy [17]. A methodology was therefore investigated using the CEDIP 480M 

IR camera in conjunction with a single white-light camera. However, since both 

the IR and white-light sensors need to be parallel with the specimen surface it 

would be necessary to use a mirror/beam splitter. Trials used a similar set-up to 

Bodelot et al [197], employing a mirror/filter to allow the majority of IR 

wavelength light to pass but reflecting visible wavelengths. The methodology was 

not adopted due to tolerances in mirror flatness causing large image distortions, 
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which could not be removed using the DIC calibration procedure. Therefore it 

was decided to use a calibrated stereo camera system to obtain images for DIC, 

whilst the IR camera remained nominally perpendicular to the specimen surface. 

A system is required that can automatically and repeatedly capture a set of IR 

images and a set of white-light images at the point of maximum load during 

fatigue loading. National Instruments LabView 9.0 was used to develop the 

automated system in conjunction with a National Instruments USB-6211 data 

acquisition input/output device and a set of two Manta G-504B 5 MPixel white-

light cameras manufactured by Allied Vision Technologies. LabView was used as 

it is compatible with this camera type and features a variety of Virtual 

Instruments (VI’s) specifically for the control of digital cameras. The addition of 

the USB-6211 device allows test machine voltage data to be collected and trigger 

signals to be sent to cameras as required. An overview of the USB-6211 and 

Manta camera specifications are presented in Table 18 and Table 19 respectively.  

Device 

Model 

Differential 

Analogue Inputs 

Analogue 

Outputs 

Output 

Slew Rate 

Max Sampling 

Rate 
Resolution 

Digital 

Inputs/Outputs 

USB-6211 8 2 5 V/µs 250 kS/S 16 bit 4 

Table 18: Overview of National Instrument USB-6211 device specifications [198] 

Camera 

Model 

Pixel 

Size 
Sensor Type Image Size ADC 

Maximum 

Frame rate 

Exposure 

time range 

Manta 

G-504B 

3.45 x 

3.45 µm 

SONY IT CCD 

ICX655AL/AQ  

with microlenses 

2452 x 2056 

pixels 
14 bit 9 Hz 

38 µs to 

60 s 

Table 19: Overview of Allied Vision Technologies Manta G-504B camera specifications 

[199] 

The test machine was set to operate in load control such that the load range and 

mean load remain nominally constant throughout, regardless of damage onset in 

the FRP specimen. The code was implemented by first defining in LabView the 

cycle numbers where the data collection section of code is executed. A simpler 

code implementation could use test time as the trigger, but this is dependent on 

the accuracy of the test machine loading frequency. Hence, loading cycles were 

counted by offsetting the mean load signal to give a sinusoidal voltage signal 

about zero. This signal was then sampled using one of the analogue inputs of the 
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USB-6211 device, smoothed and when a change in gradient is detected a loading 

cycle is recorded.  

Upon execution of the camera trigger code, the USB-6211 device outputs a 5V 

TTL pulse to the IR camera to begin the recording of an IR video for later TSA 

analysis. At this point, test machine data is also collected across a variety of 

channels and recorded as a text file. Next, the code triggers the stereo set of 

Manta cameras. Accurate triggering of the Manta cameras was found to be the 

most challenging aspect of the combined TSA/DIC methodology.  

Execution of the standard LabView camera triggering VI was found to operate 

using the process timing of the Windows operating system. Image timing was 

therefore found to be highly unpredictable. An alternative methodology was 

therefore explored to ensure images are captured at the maximum load point. 

A simple zero-crossing detector circuit was developed to produce square pulses 

whenever the load signal rises above 0 V. A circuit diagram of the zero crossing 

detector is shown in Figure 103. The circuit uses simple solid state electronics and 

as a result has an extremely fast response time of the order of several 

microseconds.  

 

Figure 103: Circuit diagram of zero crossing detector  

Although the circuit continues to send trigger pulses to the cameras throughout 

the test, the LabView code instructs the camera to only become receptive once the 

desired cycle number is reached and after the IR camera has been triggered. Each 

time the data collection code is executed, the cameras capture two images, the 

first at the minimum load point and the second at the maximum load point. For 

each image, the Manta cameras wait in two stages; the cameras initially wait for 
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the next rising edge from the zero-crossing detector and once received, the 

camera waits an additional time of approximately of 0.25 or 0.75 cycles before 

image exposure to collect minimum and maximum load images respectively. The 

exact wait time of the second stage is pre-calculated by the LabView code based 

on loading frequency and exposure time, such that the centre of the image 

exposure occurs at exactly the max load point. As the execution time of the 

LabView code is variable the exact cycle number at which the minimum and 

maximum load is unknown but typically occur within 8 and 26 cycles 

respectively after the triggering of the IR camera. Figure 104 shows the 

successfully working methodology with the centre of the image exposure 

occurring at the point of maximum load. It should be noted that short exposure 

times are still required to minimise image blurring, the value of which is 

dependent upon the loading frequency. 

 

Figure 104: Example data showing image exposure at the point of maximum load 

The image timing was validated by cyclically loading a specimen using an Instron 

8802 servo-hydraulic test machine at a frequency of 5 Hz. The machine was set to 

operate in load control with amplitude control set to off, thus ensuring maximum 

accuracy in applied frequency. Load and camera exposure voltages were sampled 

using a Picoscope 4424 oscilloscope operating at 6 MHz sampling rate. Load data 

was smoothed using a 1000 point moving average. The time difference between 

maximum load and the centre of exposure was then calculated. The results are 

given in Table 20. The timing of the images was found to be more than 

satisfactory with the worst error case of +0.773 ms equating to 99.8% of the 
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maximum load. The methodology can therefore be applied to tests conducted at 

much greater loading frequencies. It should be noted that greater timing errors 

were found when using badly auto-tuned or cold test machines. This is due to the 

inability of the test machine to apply an accurate sinusoidal load. A similar timing 

study was conducted to assess the variation of image timing between Manta 

cameras. As both cameras are triggered from the same zero-crossing detector, the 

image timing errors with respect to one another were found to be below 1 µs.  

Trial 

Number 

Image Timing Error 

(ms) 

Trial 

Number 

Image Timing Error 

(ms) 

  Image Timing 

Error (ms) 

Min Load Max Load Min Load Max Load 

 Min 

Load 

Max 

Load 

1 0.06400 -0.28900 11 0.16700 0.31500  Mean error 0.056 -0.007 

2 0.09600 0.77300 12 -0.00800 0.26700  Error range 0.605 1.452 

3 -0.11700 -0.18800 13 0.13900 -0.18600  Standard 

deviation 

0.192 0.364 

4 0.39100 0.58900 14 -0.20900 -0.09200  

5 0.30200 -0.32600 15 0.39600 -0.07400     

6 -0.03100 -0.67900 16 -0.11300 -0.23500     

7 -0.09700 -0.38300 17 -0.10200 -0.11900     

8 0.19400 0.39200 18 0.31400 -0.23800     

9 -0.11700 0.24300 19 -0.10000 0.20400     

10 -0.11200 -0.09800 20 -0.10000 -0.42100     

Table 20: Manta Camera triggering timing validation trials 

 Development of TSA Methodology 8.3

Whilst epoxy based composite materials have a sufficiently high emissivity to not 

require a paint coating for TSA analysis, the DIC technique still requires use of a 

paint coating to give sufficient surface contrast. An extensive analysis of the 

effect of paint coating type and thickness on TSA measurements was conducted 

by Robinson et al on aluminium and steel specimens [16]. The study found that 

RS matt black paint gave the most consistent thermoelastic signal and that two to 

three passes (equivalent to 15 to 25 µm coating thickness) combined with a 

loading frequency of between 5 and 15 Hz was optimum for TSA analysis. These 

recommendations are only applicable to metallic materials and their use on FRP 

materials requires further verification.  

As previously discussed in section  2.7, the TSA relationship shown in equation 

2.28 assumes that temperature changes occur adiabatically, i.e. no heat 

conduction occurs. This is most commonly achieved by cyclically loading a 

material at a frequency between 10 and 30 Hz, although other factors may also 

influence the loading frequency required for adiabatic conditions [19].  
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A study was therefore conducted into the required loading frequency to achieve 

adiabatic conditions for the GFRP and CFRP crossply specimens previously 

discussed in Chapter  4. Specimens were coated in two passes of RS matt black 

paint followed by a light coat of Ambersil matt white paint to create a DIC 

speckle pattern. A specimen prepared in a similar manner and examined under an 

optical microscope was found to have a paint coating thickness varying between 

15 and 40 µm. The large variation of paint thickness is due to the high surface 

roughness of the FRP material; an artefact of the peel-ply fabric required during 

manufacture. A GFRP and a CFRP specimen were cyclically loaded at 87 ± 69.6 

MPa and 109 ± 87.7 MPa respectively over a range of frequencies. The 

specimens were imaged using a CEDIP Silver 480M IR camera operating at 383 

Hz and 1300 µs integration time. IR videos were processed in the TSA software 

Altair LI 5.90 produced by CEDIP. The mean thermoelastic temperature rise (∆T) 

over the specimen area is plotted against loading frequency in Figure 105. The 

CFRP specimen tends towards a ∆T value of 0.162 ºC at frequencies above 

approximately 4 Hz, whilst the GFRP specimen tends towards a ∆T value of 0.31 

ºC above 4 Hz. The GFRP specimen exhibits a slight decrease with greater 

loading frequencies. This is believed to be caused by damage occurring 

homogenously over the outer 90º ply, decreasing the thermoelastic response. It is 

recommended that any future work repeat this frequency analysis on the GFRP 

specimens at lower stress levels. Based on these trials, cyclic loading was kept at 

or above 5 Hz for all tests conducted. 

 

Figure 105: Effect of loading frequency on the thermoelastic response of speckle patterned 

CFRP and GFRP specimens 
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8.3.1 Motion Compensation Procedure 

A consequence of applying a strain to a material is that any given area on the 

material surface will undergo rigid body motion. Rigid body motion during the 

recording of an IR video is detrimental to TSA analysis as the incident IR 

radiation of individual pixels becomes a combination of the original sampling 

area and surrounding areas. The motion effect only becomes apparent when the 

spatial resolution is sufficiently high, and according to Fruehmann [52] needs 

only be applied when a high magnification G1 lens is used.  

A minimum stand-off distance of 200 mm was required for the IR camera to 

avoid blocking the optical path of the white-light cameras. As a result, only the 27 

mm lens could be used. Despite use of a lower magnification lens, it was found 

that motion compensation was still required due to the large cyclic deformations 

applied and the relatively high spatial resolution. 

Motion compensation was performed using the ‘Random Motion’ 5.90 software 

by CEDIP. The software is able to compensate for translation, rotation and 

deformations in an IR video [52]. The algorithm requires that two markers of high 

IR contrast are located on the material surface, ideally at the top and bottom of the 

image. The translation and rotation of these points is then tracked in all images in 

the movie sequence. The software uses this information to interpolate the 

translation, displacement and rotation of all pixels in the image and for every 

image in the sequence. This data is used to move and distort the image sequence 

to subpixel accuracy such that the surface appears stationary with respect to the 

first image in the sequence. The exact interpolation algorithm used is not 

documented.  

When using the triggering methodology developed in  8.2, the IR camera begins 

recording at an arbitrary time within a loading cycle. As the motion compensation 

is with reference to the first image in the sequence, any two motion compensated 

IR videos are likely to be with reference to different load values. For this reason, 

all IR videos collected were cropped to start at the image closest to the first 

maximum load point by study of the load cell voltage recorded with IR images.  
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As the quality of the motion compensation procedure is highly dependent on the 

sharpness of the tracking points used, the most suitable method for producing 

tracking marks was investigated [52]. Pencil, Tippex, ball-point pen and self-

adhesive aluminium foil markings were trialled on a cyclically loaded specimen, 

as shown in Figure 106. Whilst the small size of the Tippex, pencil and pen 

markings gave a small marking and less wasted image area, it was found that the 

greater emissivity difference of the aluminium foil markings gave the most stable 

video after motion compensation and was subsequently used for all future tests. 

The self-adhesive aluminium foil, most commonly used for electrical and thermal 

shielding, was found to remain well adhered to the specimen surface even after 

the application of in excess of one million loading cycles.  

 
 

Figure 106: IR image of motion compensation reference mark trial, showing aluminium 

foil (left), pencil lead (centre left), ballpoint pen (centre right) and Tippex (right) markers.  

Motion compensation can have a large effect on the ∆T maps after TSA has been 

applied even when using the 27 mm lens, as shown in Figure 107. Cracks that 

were previously unresolvable in the lower portion of the specimen where there is 

the most displacement become well defined and overall noise is much reduced. 

As the motion compensated TSA data is with reference to the point of maximum 

load, the data is directly comparable to DIC strain data which is also taken at the 

point of maximum load. Further motion compensation using the DIC 

displacement data, as outlined in the method developed in section  6.2.2, is 

therefore not required.  
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Figure 107: TSA processed ∆T maps of a damaged CFRP specimen, showing the effect of 

motion compensation. 

 Damage Propagation in Previously Undamaged 8.4

Crossply CFRP Specimens  

Having established a methodology for collecting TSA and DIC data during cyclic 

loading, the procedure was applied to the fatigue loading of previously 

undamaged CFRP specimens with the aim of capturing the full-field evolution of 

surface damage. It should be noted that the primary aim of the thesis is to 

establish the experimental methodology rather than the collection of extensive 

material data on damage propagation behaviour. As such, tests are primarily 

aimed at proving a working methodology. 

CFRP specimens, previously described in Chapter  4, were cyclically loaded under 

tension-tension fatigue in an Instron 8802 servo-hydraulic test machine operating 

in load control. The tests were conducted overnight and ran for approximately 14 

hours. The specimens were undamaged prior to application of the cyclic load. A 

summary of loading conditions and data collection intervals is presented in Table 

21. Damage was expected to occur more rapidly during the initial stages of 

fatigue life, as discussed in Chapter  3, hence data was collected more frequently 

during the initial 10000 cycles. The applied cyclic load gives a peak stress of 570 
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MPa, equivalent to 53% of the material UTS. Illumination was provided by the 

larger LED array, as discussed in more detail in Appendix C. A summary of the 

camera settings used is presented in Table 22.  

Specimen 
Mean 

Stress 

Cyclic Stress 

Amplitude 
Frequency 

Loading 

Cycles 

Data collection intervals 

< 10000 cycles > 10000 cycles 

[90,0]S CFRP 300 MPa 270 MPa 5 Hz 250000 Every 500 cycles Every 5000 cycles 

Table 21: Test summary for previously undamaged CFRP specimens 

Camera 
Image size 

(pixels) 

Imaging area 

on specimen 

(mm) 

Spatial 

resolution 

(mm/pixel) 

Imaging 

frequency 

(Hz) 

Images 

captured 

Exposure/ 

integration 

time (µs) 

2 x AVT  Manta G-

504B 
2452 x 2056 19.96 x 28.92 0.014 N/A 

1 at min load 1 

at max load 
900 

1 x CEDIP Silver 

480M 
320 x 256 19.96 x 67.23 0.261 383 600 1300 

Table 22: Camera settings for tests conducted on undamaged CFRP specimens 

Prior to each test, two sets of reference images were taken of the specimen at zero 

load. In addition to the markers used for motion compensation, a piece of self-

adhesive aluminium foil was attached to the centre of the specimen. IR and white-

light images were subsequently taken to give a known datum point in both sets of 

data, allowing the two datasets to be aligned during post processing. The foil was 

then removed and another set of white-light images taken. These images were 

used as the reference images for later DIC analysis. A set of IR and white-light 

reference images are shown in Figure 108 showing the overlapping imaging 

areas. The IR camera was situated as close to the specimen as possible to remain 

in focus using the 27 mm lens.  

 
IR reference image White-light reference image 

Figure 108: White-light and IR reference images taken prior to loading of a CFRP 

specimen 
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White-light images were processed in DaVis 8.1 using a cell size of 31 x 31 

pixels, a step size of 6 pixels and a 6
th

 order spline subpixel interpolation method. 

IR videos were motion compensated using the procedure discussed in  8.3.1 and 

TSA processed using Altair LI 5.90. A Matlab code was developed to plot DIC 

and TSA data at the correct spatial locations. Any strain data exported from 

DaVis is plotted at the reference cell locations, making the strain data appear 

static throughout a test. The code developed therefore uses the DIC vertical and 

horizontal displacement vectors to shift the DIC strain data to their correct spatial 

location for each image. Using the foil as a point of reference, a 2D grid of IR 

pixel locations is next calculated using the same coordinate system as the DIC 

data, so allowing the TSA and DIC data to be overlaid.  

Maps of longitudinal (εyy), horizontal (εxx) and shear strain (εxy) were calculated 

via DIC analysis for each of the data sets collected. Maps of thermoelastic 

temperature change (∆T), mean temperature (Tm) and phase were calculated via 

TSA analysis for each of the sets of data collected during the fatigue test. ∆T data 

was divided by the mean temperature Tm at each pixel location to give a 

normalised thermoelastic response (∆T/Tm). This procedure compensates for 

changes in absolute temperature on the specimen surface that may occur due to 

changes in room temperature or local heating arising from damage [18]. It should 

be noted that the thermoelastic constants K1 and K2 were not evaluated and as 

such, the ∆T/Tm data is proportional to the sum of the principal stresses, as given 

by equation 2.28. The normalised thermoelastic data maps were further processed 

to investigate how the thermoelastic response of each pixel changes with time 

using the formula:  

 ∆ H∆T
] I � 	 H∆]] I� � H∆]] I� > 8.1  

where ∆T is the thermoelastic temperature change, Tm is the mean temperature and 

n is the data set number. 

Selected full field data from all data types are presented in Figure 109 across the 

entire fatigue test. The normalised thermoelastic response (∆T/Tm) and 

longitudinal strain maps (εyy) from the first, second and sixth data sets collected 

are shown at higher magnification in Figure 110. Despite the first data set being 

collected after just 10 loading cycles, it is obvious that significant damage has 
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already occurred to the surface 90º layer. Multiple horizontal lines of high strain, 

evident in the longitudinal strain map, were found to match spatially with 

horizontal lines of reduced thermoelastic response. Such behaviour is expected to 

occur as DIC records the crack opening displacement as an increase in 

longitudinal strain whilst TSA measures a decreased thermoelastic response as the 

cracked surface layer has a reduced load-bearing capability and therefore carried 

less stress. 

Most cracks formed across the entire specimen width within the 500 loading cycle 

interval between data collection. Examples of slowly propagating transverse 

cracks are highlighted inside the boxes shown in Figure 110. Between 500 and 

3000 cycles a crack initiates from the left edge, whilst a pre-existing crack 

propagates by approximately 1.8 mm. In subsequent images the two cracks are 

shown to coalesce.  
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Figure 109: Full-field data collected during the fatigue loading of a previously undamaged 

crossply CFRP specimen 
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Figure 110: Development of longitudinal strain (εyy) and normalised thermoelastic 

response (∆T/T) during the early fatigue life of a previously undamaged crossply CFRP 

specimen. 
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Although such damage evolution was found to generally agree well between the 

DIC and TSA data, there were some exceptions. One such instance is highlighted 

by the set of white arrows in the first data set collected in Figure 110, whereby a 

crack evident in the strain data occurs at a band of high thermoelastic response. In 

the next data set the crack is evident in both data sets. This erroneous behaviour 

can be explained by consideration of the image timing. 

The IR camera is triggered first and continues to record images over 

approximately 8 loading cycles. The triggering methodology next collects a set of 

white light images at the minimum load point followed by a set of white light 

images at the maximum load point. Whilst the minimum load images are captured 

within the time period of the IR video, the maximum load images are captured 

approximately 15 cycles later. This delay allows time for further damage to occur, 

so causing an apparent difference in surface response. Transverse crack saturation 

is reached at around 6000 cycles. After which, a region of low thermoelastic 

response can be noted to form at the bottom of the data map at the right specimen 

edge. Between 6000 and 9500 cycles this region spreads upwards. Between 

14500 and 19500 cycles a similar behaviour can be noted at the left specimen 

edge. The TSA phase and DIC shear strain (εxy) maps were studied for further 

information on this behaviour, a selection of which are presented in Figure 111. 

Under adiabatic conditions the phase map will display either 0º or 180º, indicating 

areas of compression or tension. Non-adiabatic conditions, such as at locations of 

damage cause a shift in the phase angle of the IR signal. Phase maps were initially 

shifted by 180º such that areas experiencing an applied tensile load appear as 0º 

phase, as is expected from areas of undamaged material. Undamaged areas of 

specimen in the first data set were found to be approximately 20º out of phase 

with the load signal. This offset remains constant throughout the test and is due to 

a combination of delays arising from the test machine, load cell and IR camera 

[52]. Unlike other TSA systems, this offset is not calibrated for before a test and 

was therefore corrected for in Matlab by shifting all phase values by -20º. In FRP 

specimens, frictional heating between damaged layers or crack surfaces takes a 

finite time to conduct to the surface, causing a phase change in the recorded IR 

signal. 
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Figure 111: Development of shear strain (εxy) and TSA phase during the fatigue of a 

previously undamaged crossply CFRP specimen. 
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Whilst some undamaged patches of material remain at 0º phase at 6500 cycles, 

the majority of the specimen surface is out of phase, indicating widespread 

surface damage. From 6500 cycles onwards, a change in in the response occurs. 

Between 6000 and 9500 cycles, an area of negative phase propagates vertically 

from the bottom of the image at the right edge of the specimen. This behaviour 

coincides with regions of high shear strain shown by the DIC. Between 14500 and 

19500 cycles a similar response occurs at the left specimen edge. The change in 

response is consistent with delamination damage propagating from the free edge 

of the specimen, which is a dominant failure mode in cross ply laminates caused 

by the free edge effect as discussed in detail in section  3.2.4. Further evidence of 

delamination was found in the DIC out of plane displacement measurements. 

Figure 112 presents the change in out of plane displacement (∆Vz) between 9500 

and 24500 cycles. A region at the left specimen edge shows an increase in 

displacement, as would be expected from a delamination. To confirm if 

delamination is taking place in these regions a CT examination was carried out, as 

described in section  8.4.1. 

  
Figure 112: Change in out of plane displacement between 9.5 and 24.5 thousand cycles. 

An interesting finding throughout this test and many later tests is that the entire 

specimen appears to move as the test progresses in both the white light and IR 

data. The more sudden changes in specimen position are caused by the onset of 

damage, but the gradual movement of the specimen to the lower right is 

considered to be caused by a change in laboratory temperature overnight, causing 

deformation of the camera stand and an apparent movement of the specimen. 
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8.4.1 Computed Tomography Inspection 

CT scans were conducted using a custom 225kV Nikon/Metris HMX ST machine 

operating at 60 kV. 3143 radiographs of 2000 x 2000 pixels were taken at 0.115º 

angular steps. After 3D reconstruction, voxel sizes of 10.1 µm were obtained. 

Figure 113 shows the final shear and longitudinal strain maps for the previously 

discussed specimen and the locations at which CT cross sectional images were 

extracted. Strain data is plotted at the initial reference subset location, i.e. the 

strain map does not deform with applied loading, so allowing the data to be 

representative of the unloaded specimen in the CT scan. Any residual deformation 

due to damage will still exist in the specimen.  

 

Figure 113: DIC strain data at 2.5 x 10
5
 cycles showing the locations of vertical 

(blue/white) and horizontal (magenta) CT scan cross sections, as presented in Figure 115 

and Figure 116.  

Unfortunately, the CT scan area did not extend fully to the right specimen edge 

and as a result, the damage behaviour at this location could not be verified. Cross 

sectional CT images at the locations highlighted in magenta are shown in Figure 

115 whilst locations highlighted in blue/white are shown in Figure 116. As 

previously hypothesised, a large area of delamination can be seen in Figure 115 

between the outer 90º and inner 0º layers as highlighted within the green boxes. 

By visual inspection of the CT data, the edge delamination was found to have 

penetrated approximately 5.2 mm into the specimen width at the top and middle 

locations, whilst at the bottom location the delamination was found to have 

penetrated approximately 8.3 mm. This finding matches well with the extent of 
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the out of phase regions present in Figure 114, so confirming the identification of 

delamination in Figure 111.  

Longitudinal splitting in the central 0º layers is also evident in the CT data, as 

highlighted inside the blue areas shown in Figure 115. The split extends the full 

height of the CT scan area at approximately 1.3 mm from the left specimen edge. 

The regions of increased shear strain, shown in Figure 113, starts at 1.4 mm from 

the specimen free edge. It is therefore believed that the longitudinal split in the 

central 0° layers is the cause of the increased shear strain measured on the 

surface.  

 

Figure 114: Final TSA phase plot of CFRP specimen after 250 thousand loading cycles. 

Magenta lines show the location of CT cross section images presented in Figure 115 

Vertical CT cross-sections at the locations shown in Figure 113 are presented in 

Figure 116, with two areas shown at a greater magnification. For comparison, 

sections of longitudinal strain data are shown aligned vertically. In the vast 

majority of cases, regions of high strain were found to clearly coincide with a 

surface ply crack in the CT data, some examples of which are highlighted in red. 

In a small number of cases cracks in the CT data cannot be clearly resolved, or 

multiple cracks were identified. One such case is highlighted in green. The use of 

a higher resolution CT scan would likely clarify such data. The use of CT 

scanning has successfully validated the damage behaviour previously identified 

using TSA and DIC. 
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Figure 115: CT width-wise cross sectional images of a fatigued CFRP specimen at the 

locations shown in Figure 113. Delaminations and longitudinal splitting is highlighted in 

green and blue respectively. 
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Figure 116: Comparison of DIC longitudinal strain data and CT cross sectional images of 

a fatigued CFRP specimen at the locations shown in Figure 113. 
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 Damage Propagation in Previously Damaged 8.5

Crossply CFRP Specimens  

An identical loading methodology to that used in section  8.4 was applied to two 

of the specimens previously damaged at an intermediate strain rate using the 

methodology discussed in Chapter  7. The speckle pattern previously applied for 

high-speed imaging was removed using acetone and a new finer pattern applied. 

Images of the surface before and after were used to determine a constant 

reference point on the specimen surface, allowing the comparison of data 

collected at intermediate strain rate and during fatigue loading. A selection of 

full-field data collected during the fatigue loading of a previously damaged 

specimen is presented in Figure 117.  

A greater level of transverse cracking can be noted in the first longitudinal strain 

map than was found in the specimen previously presented in Figure 109. This 

result is expected as significant transverse cracking was identified in the IR and 

DIC data collected during intermediate rate loading. 

It was originally envisaged that damage originally identified during intermediate 

strain rate loading would be identifiable during the initial stages of fatigue loading 

and the propagation from these initial points of damage monitored. Although the 

methodology is capable of doing so, the transverse cracks found during 

intermediate strain rate loading could not be identified in the initial data sets 

collected during fatigue loading. This is due to the rapid onset of further 

transverse cracking in the initial few cycles, resulting in the original damage 

becoming unresolvable. In future tests it is recommended to use a lower cyclic 

load initially to enable the identification of prior damage.  

Upon inspection of the longitudinal strain and normalised ∆T data, transverse 

crack density was found to increase within the first 10000 cycles, similar to the 

behaviour previously found. After 3500 cycles, activity in the shear strain data 

was found to occur close to the right free edge. This behaviour is believed to be 

caused by a combination of two longitudinal splits, highlighted in Figure 118, and 

was found to occur earlier than in the previously presented specimen.  
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Figure 117: Full-field data collected during the fatigue loading of a crossply CFRP 

specimen previously loaded at an intermediate strain rate to 70% UTS 
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It is likely that the intermediate strain rate loading caused damage to occur in the 

central 0° plies, leading to an increased tendency for longitudinal splitting under 

fatigue loading. Further testing of a greater number of samples would be required 

to fully validate this claim combined with optical/ X-ray CT validation. A further 

point of interest in Figure 118 is that the area of low shear strain is not apparent in 

the phase data until several thousand cycles later. This may highlight two 

different damage types, with a longitudinal split occurring first, generating the 

change in shear strain, followed by delamination as identified in the phase data. 

Without pausing the test at this moment and inspecting the specimen it is difficult 

to verify this claim however. 

 

Figure 118: Engineering shear strain and TSA phase data collected during the fatigue 

loading of a specimen previously loaded at an intermediate strain rate, showing the 

formation of two longitudinal splits at the areas highlighted. 

After 29500 cycles, an area of reduced shear strain was found to appear close to 

the left specimen edge, as indicated by the lower red arrow. Over the next 10000 

cycles a second area of low shear strain formed, as highlighted in Figure 119 by 

the upper red arrow. These two areas coincide with areas of phase change in the 

TSA data and therefore may indicate delaminations. 

The specimen was scanned using X-ray CT to confirm or deny the TSA and DIC 

findings.  
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Figure 119: Engineering shear strain and TSA phase data collected during the fatigue 

loading of a specimen previously loaded at an intermediate strain rate, showing the 

formation of two areas of delamination at the areas highlighted. 

 

8.5.1 Computed Tomography Inspection 

The damaged specimen was investigated using X-ray CT with the same settings 

and voxel resolution as the scan previously presented in section  8.4.1. The final 

TSA phase and engineering shear strain maps are shown in Figure 120, along 

with vertical white lines and horizontal magenta lines showing the locations of 

CT cross section images. The horizontal and vertical CT cross section images are 

presented in Figure 121 and Figure 123 respectively. 

From both CT and visual inspection, a much greater level of damage was found in 

the specimen previously damaged by intermediate strain rate loading than the 

specimen previously presented in section  8.4. Interestingly, a much greater level 

of damage could be noted on the reverse specimen surface, as shown within the 

area highlighted in red in Figure 123. Transverse cracks of much greater opening 

displacement and delaminations across the majority of the 0/90 interface can be 

noted on the back surface. The front surface shows smaller cracks and much less 

delaminated area. The paint layer on the front surface may be providing extra 

reinforcement resulting in lessened damage. Alternatively, a through thickness 

temperature gradient may be arising from the LED illumination, causing a cooler 
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back surface. Thermal expansion effects may therefore result in the back surface 

carrying a disproportionate amount of load, resulting in greater damage. It is 

unclear why only the specimens that had been previously loaded at an 

intermediate strain rate displayed this behaviour since all specimens were 

illuminated with the same power lighting at the same distance. Further tests 

would need to be conducted to fully investigate this behaviour. 

Similarly to the specimen previously discussed in  8.4.1, longitudinal splits in the 

0° plies and delaminations were found to occur close the free edges, as shown in 

Figure 121. It was hypothesised that two longitudinal splits could be identified 

within the shear strain map presented in Figure 118. Unfortunately this could not 

be validated as the CT scan area was found to only extend to the top magenta line 

shown in Figure 120. 

  
Figure 120: DIC shear strain and TSA phase data after 2.5 x 10

5
 cycles showing the 

locations of vertical (white) and horizontal (magenta) CT scan cross sections, as presented 

in Figure 121 and Figure 123.  

The delaminations highlighted in green in Figure 121 correspond to the right 

specimen edge in Figure 120. The width of the box corresponds to the 

approximate extent of the delamination into the specimen width. Due to the low 

spatial resolution of the CT data, only approximate lengths could be determined. 

It was found that the delamination penetrated further into the width at the middle 

and bottom cross sections locations, matching with the findings of the optical 

data. 
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Figure 121: Width-wise cross sectional X-ray CT images of a fatigued CFRP specimen 

after 2.5 x 10
5
 cycles. Cross section locations are shown in Figure 120.  

The cause of the high negative shear strain at the right specimen edge is believed 

to be caused by the longitudinal split at the specimen edge. Visual inspection of 

the specimen revealed that the split extended to the top of the specimen, leading 

to a bundle of 0° fibres becoming detached and non-load bearing, as shown in 

Figure 122. 

 

Figure 122: Longitudinal splitting of fatigued CFRP specimen at right specimen edge. 
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Figure 123: Comparison of TSA phase data and CT cross sectional images of a fatigued 

CFRP specimen at the locations shown in Figure 120. 

The left vertical CT cross section shown in Figure 123 highlights two areas of 

delamination in green and blue. These areas coincide with two areas of phase 

change which can be identified more clearly in Figure 120. Another delamination 

close to the right specimen edge is highlighted in magenta and also coincides with 

an area of phase change. 
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 Damage Propagation in Previously Undamaged 8.6

Crossply GFRP Specimens  

GFRP specimens, previously described in section  4.6, were cyclically loaded 

under tension-tension fatigue using the same image capture and data processing 

methodology as previously used for the CFRP specimens in section  8.4 and  8.5. 

Initial trials were conducted to final specimen failure using the loading conditions 

stated in Table 23 and the camera settings stated in Table 24. The number of 

cycles to failure was found to be highly unpredictable, ranging from between 20 

to 440 thousand cycles. The locations of failure were also unpredictable, with 

some specimens failing at the end tab suggesting a stress concentration arising 

from end tab geometry. Most others specimens were found to fail approximately 

10 mm from the top end tab, suggesting a manufacturing defect in the prepreg 

material, common across all specimens.  

Specimen Mean Stress 
Cyclic Stress 

Amplitude 
Frequency 

Loading 

Cycles 

Data collection 

intervals 

[90,0,90,0]S GFRP 85 MPa 75 MPa 10 Hz 240000 Every 5000 cycles 

Table 23: Test summary for previously undamaged GFRP specimens 

Camera 
Image size 

(pixels) 

Imaging area 

on specimen 

(mm) 

Spatial 

resolution 

(mm/pixel) 

Imaging 

frequency 

(Hz) 

Images 

captured 

Exposure/ 

integration 

time (µs) 

2 x AVT  Manta G-504B 2452 x 2056 24.99 x 26.81 0.014 N/A 
1 at min load 

1 at max load 
900 

1 x CEDIP Silver 480M 320 x 256 24.99 x 67.23 0.261 383 600 1300 

Table 24: Camera settings for tests conducted on undamaged GFRP specimens 

The requirement for high resolution white-light images limits the imaging area to 

approximately one third of the specimen gauge length. As a result, the failure 

locations were not imaged in the majority of data sets. However, after the loading 

of a GFRP specimen to 240 thousand loading cycles, inspection of IR data 

revealed an area of localised heating at the border of the IR imaging area. 

Example DIC and TSA data of the first and last data sets are presented in Figure 

124. A steady decrease in the thermoelastic response and a phase shift can be 

noted across the majority of the specimen surface, suggesting the onset of micro-

cracking in the surface 90º layer as previously suggested in section  6.2.3. The 

DIC longitudinal strain data shows many small bands of increased strain, further 

supporting this claim. 
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Figure 124: Longitudinal strain and normalised thermoelastic data for a GFRP specimen 

loaded to 240000 cycles. 
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A sharp decrease in the thermoelastic response can be identified at the area of 

localised heating, as circled in red in Figure 124. This area corresponds to a 

change in the TSA phase map and so is highly indicative of damage. The test was 

therefore paused at 240000 cycles so that the cameras could be moved to focus on 

the damage region. New reference images were taken at zero load and the fatigue 

test resumed. Data collection intervals were shortened to every 2000 cycles. 

Selected plots of longitudinal strain (εyy) and normalised thermoelastic response 

(∆T/Tm) are presented in Figure 125, whilst selected plots of shear strain and TSA 

phase are presented in Figure 126.  

 

Figure 125: Development of longitudinal strain (εyy) and normalised thermoelastic 

response (∆T/Tm) during the late fatigue life of a crossply GFRP specimen. 
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Figure 126: Development of shear strain (εxy) and TSA phase during the late fatigue life of 

a previously undamaged crossply GFRP specimen. 

A region of decorrelation highlighted in red in Figure 125 is caused by the 

detaching of small areas of paint from the specimen surface. This is likely caused 

by surface contamination prior to paint application. As the paint has a very similar 

emissivity to the specimen material, the TSA data was not affected.  

A clear region of damage close to the specimen right edge can be seen to grow in 

size throughout the various maps shown in Figure 125 and Figure 126. Although 

a significant crack in the outer 90º layer can be seen in both the longitudinal strain 

maps and by visual inspection of the raw images, it is the fibre failure in one or 

more of the 0º layers at this location which may be causing the majority of the 
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damage behaviour shown and ultimately, final failure. Both longitudinal strain 

and normalised thermoelastic response can be seen to decrease directly above and 

below the damaged area. This is to be expected as fibre breaks in the 0º layers 

reduce the load bearing capability across the damage site, causing load transfer to 

adjacent, undamaged 0º fibres. As the outer 90º layer is effectively acting as a 

strain witness of the underlying 0º layer, the stress sum experienced by the outer 

90º is also reduced by this event, causing the reduction in thermoelastic response.  

The maps of shear strain and phase give more information to the damage types 

occurring. As previously discussed in section  8.4, a change in the phase around 

the damage site is highly indicative of delaminations. The shear strain maps 

indicate how the strain is being redistributed due to the presence of the 

propagating 0º layer crack. As the normal stress in the 0º fibres at the crack tip 

increases, the normal stress in the 0º fibres above and below the crack decreases, 

creating a shearing deformation along the fibres. This behaviour is carried 

through to the outer 90º layer allowing measurement by DIC. As a shear stress 

causes no change in the principle stresses, the thermoelastic response remains 

unchanged. 

As this specimen was taken to final failure, no microscopic or CT analysis could 

be conducted. Due to the unpredictability of the GFRP specimens, further fatigue 

analysis was concentrated on the CFRP specimens.  

 

 Future Improvements 8.7

There were found to be several areas of the damage propagation methodology 

which require future improvement. 

• The cycle counter should be changed to operate directly from the output of 

the zero-crossing detector circuit to give a more robust solution. 

• At the moment, loading cycles are not counted during the execution of the 

camera trigger part of the LabView code. Small cumulative errors are 

therefore introduced into the number of loading cycles counted. This should 

be changed, either by continuing to sample load data during the trigger 
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sequence or by estimating the number of cycles missed based on the time 

taken to execute the trigger sequence. 

• It is recommended that future uses of the methodology adapt the LabView 

code to also use the zero-crossing detector to trigger the IR camera, thus 

ensuring that videos start at the exact point of maximum load. 

• For the work conducted in the thesis, an IR lens with a magnification between 

that of the 27 mm lens and the G1 lens would ideally be used to give IR and 

white light imaging areas of a more similar imaging area. The G1 lens was the 

only other IR lens available and can only be used at stand-off distances of a 

few mm.  

• As the images collected at the maximum load point are generally of greater 

importance, future users of the methodology are recommended to collect the 

maximum load image first to ensure better temporal synchronisation between 

the TSA and DIC data. A possible alternative is to use the limited on-board 

RAM of the Manta cameras to store both the minimum and maximum images 

for later data transfer to the PC, so allowing the minimum 0.11 seconds 

interframe period, governed by the camera maximum frame rate and thus 

ensuring that both image captures occur within the IR video time period.  

• Throughout the entire test, the overall magnitude of the ∆T/T maps and the 

phase maps can be seen to fluctuate even when no further damage is created, 

as is the case towards the end of the fatigue test. This behaviour is believed to 

be caused by small errors in the motion compensation procedure between data 

sets, either as a result of error introduced from the cropping of the IR video to 

the first maximum load point, or as a result of tracking inaccuracy. Although 

the Random Motion software was found to perform best when using the 

aluminium foil markers, the highly reflective surface causes IR intensity 

changes that are primarily from the surrounding environment. As a result, the 

recorded intensities are liable to change based on the marker position during 

cyclic loading, which may introduce errors to the motion compensation. It is 

recommended that future users of the methodology investigate other types of 

adhesive tapes to use as motion compensation markers or to use the DIC data 

to apply motion compensation. 
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 Conclusions 8.8

The chapter has successfully established and validated a semi-automated 

combined white-light and IR imaging methodology for the study of FRP 

specimens during un-interrupted fatigue tests. The approach has used simple 

electronics, intense LED lighting and a LabView based methodology to achieve 

accurate camera timing to within 0.77 ms, so allowing the use of low frequency, 

high resolution white light cameras during dynamic loading. The use of high 

resolution cameras has subsequently given high spatial resolution strain maps, 

allowing the imaging of small scale damage in CFRP and GFRP specimens.  

The use of a combined TSA and DIC methodology has allowed various damage 

types to be identified in the two types of specimen tested. Transverse cracking in 

CFRP laminates has been clearly identified in longitudinal strain and normalised 

thermoelastic data, whilst delaminations have been identified in shear strain and 

TSA phase data. Longitudinal splitting was also identified in one CFRP specimen 

as a result of fibre pull-out, causing a significant surface shear response. 

Large-scale fibre breaks were imaged in a GFRP specimen which would not be 

possible with one technique alone. The damage behaviour of the CFRP specimen 

discussed has been successfully validated using CT analysis. Due to the 

unpredictability of the GFRP specimens, further fatigue work concentrated on the 

study of CFRP specimens. 
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Chapter 9 

9. Conclusions and Future Work 

 Conclusions 9.1

The primary aim of this research has been to establish experimental 

methodologies based on optical techniques to study damage initiation and 

evolution in FRP materials, both during intermediate strain rate loading and 

during subsequent cyclic loading. The motivation for the work has arisen from the 

current lack of material data on the damage behaviour of FRP materials during 

high strain rate loading due to the lack of viable measurement techniques. 

The work in the thesis can be divided into 4 main parts: 

1. The application of DIC to high speed imaging. 

2. The development of an interrupted loading methodology for the application 

of purely tensile loads at intermediate strain rates to FRP specimens 

without causing final failure. 

3. The development and use of a combined DIC and TSA methodology for 

the study of damage propagation in FRP during fatigue loading. 

4. The development and use of a combined DIC and IR-thermography 

methodology for the identification of damage in FRP during interrupted, 

intermediate strain rate loading. 

The main findings in each area are summarised in the following sections. 
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9.1.1 The application of DIC to high speed imaging 

The work conducted has fulfilled the first objective defined in chapter 1; to 

understand the characteristics of high speed cameras, their limitations and to 

identify methods for reducing sources of error. The use of high speed cameras for 

high spatial resolution DIC measurements has highlighted several important 

findings and recommendations for future users: 

• The use of high accuracy subpixel interpolation algorithms for DIC is 

essential to be able to distinguish between small scale heterogenous 

behaviour and systematic errors. 

• The magnitude of systematic DIC errors has been shown to vary 

substantially between high speed cameras and can be dependent on camera 

rotation. 

• Low fill-factor sensors have been proven through numerical simulation to 

be detrimental to the accuracy of DIC measurements. A link has been 

shown between speckle size and sensor fill-factor that increases the 

strength of the pixel locking effect. 

• The layout of pixel active areas has been shown to affect the spatial 

frequency of systematic errors.  

9.1.2 The development of an interrupted loading rig 

Due to the open loop control system used by the Instron VHS 80/20 a 

methodology was required to stop the loading of an FRP specimen at a known 

load so that specimens can be subsequent tested for damage propagation 

behaviour. The development of this methodology has attributed to fulfilling the 

second objective defined for the thesis; to establish a methodology for the study 

of FRP damage during elevated strain rate loading.  

• A loading rig has been designed and validated that incorporates a simple 

shear pin fuse, which allows a variable load to be imparted to ASTM 

standard size FRP specimens up to an actuator velocity of 3.2 m/s, 

equivalent to a strain rate of approximately 15 s
-1

. 
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• In contrast to previous studies, purely tensile intermediate strain-rate 

loading was achieved through the use of an anti-compression device, 

giving greater confidence to the true cause of any damage. 

9.1.3 The development and use of a combined DIC-TSA 

methodology for the study of FRP damage 

propagation 

The extended time period of a typical fatigue test and the preference for high 

resolution white-light cameras for DIC has required the development of an 

automated methodology based around LabView to accurately trigger cameras and 

collect data. The methodology has been applied to crossply GFRP and CFRP 

specimens successfully identifying damage propagation, thus fulfilling the final 

objective stated in chapter 1; to establish an optical methodology for the study of 

damage in FRP materials.  

• An automated methodology has been developed for the collection of test 

machine and image data. 

• The methodology uses simple electronics to trigger white-light cameras to 

within 99.8% of the maximum load point during a 5 Hz cyclic load. 

• Transverse cracking has been identified for CFRP crossply laminates using 

DIC longitudinal strain maps and confirmed using TSA thermoelastic data. 

Validation has been provided using X-ray CT. 

• Delaminations and longitudinal splitting have been identified in crossply 

CFRP laminates from DIC shear strain data and TSA phase data. 

Validation is provided using X-ray CT analysis. 

9.1.4 A combined DIC-IR thermography methodology for 

FRP damage identification during intermediate strain 

rate loading 

To enable the identification of damage initiation in FRP materials during 

intermediate strain rate loading a combined DIC and IR-thermography 

methodology was devised using high speed imaging. The application of this 
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methodology to FRP specimens and the successful identification of damage fulfils 

the second objective stated in chapter 1.  

• A high intensity illumination solution was designed, allowing white-light 

imaging frequencies of beyond 60 kHz to be realised. The unit outputs less 

heat than the previously used halogen lighting, such that materials under 

investigation with high speed cameras are less influenced by temperature 

changes. DIC errors due to air distortion were minimised to negligible 

levels. 

• Transverse cracking has been identified in both GFRP and CFRP laminates 

using a thresholding procedure applied to high speed thermal images and 

confirmed through DIC analysis of high speed white-light images. 

Validation of full-field data has been carried out using optical microscopy 

and X-ray CT studies. 

• A new motion compensation procedure has been designed for thresholded 

IR data using DIC displacement data, thus enabling the direct comparison 

of DIC strain and thermal data throughout an intermediate strain rate test.  

 Recommendations for Future Work 9.2

• Redesign of the interrupted loading rig to minimise inertia of the rig parts, 

thus enabling a higher maximum applied strain rate to FRP specimens.  

• An extension of the FRP intermediate strain rate loading regimes to include 

compression and bending. 

• Improvements to the temporal synchronisation of the white-light and IR 

high speed cameras as discussed in section  4.4. 

• To undertake the improvements to the automated camera triggering 

methodology, as outlined in section  8.7. 

• To apply the full-field methodologies developed to the study of a range of 

laminate configurations and material types. It is envisaged that the 

generation of such data can lead to the development of future guidelines 

and recommendations on the best design of FRP components for increased 

damage tolerance.   
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Appendix B: Technical Drawings 

Slack Adaptor: Overview 
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Slack Adaptor Tube (Male) 
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Slack Adaptor Tube (Female) 
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Single-Piece Inner Rod 
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Shear Pin Rod (Lower) 
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Shear Pin Rod (Upper) 
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Clamp Inner 
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Clamp Outer 
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Rebound Damper 
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Anti-Compression Rig: Overview 
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Appendix C 

LED Light Unit Design 

Two lighting units were developed during the thesis. The first, lower powered 

unit consists of a set of 4 LED modules and the second larger unit uses a set of 8 

identical LED modules. The smaller unit consist of a single column of LED 

modules mounted on an aluminium base, whilst the larger unit consists of a 

column of 2 x 4 LED modules on an aluminium base. Modules are located in 

columns to better suit the aspect ratio of the specimens tested. Polycarbonate 

lenses are situated on each module to focus the light into a narrow beam.  

LED module: 

[200] 

Intelligent LED Solutions: 

ILH-ON01-ULWH-SC201  

Cool white  

(6000K to 6500K colour temperature). 

Lens: 

[201] 

Tina-Pin-OSL Real Spot:   

FWHM Angle of 4.5 degrees. 

Luminous flux output is estimated to ~250 lumens per LED module, equating to 

1000 and 2000 lumens for the two LED lighting units.  

As the LED units are to be used with high speed cameras, it is required that the 

LED modules are not controlled using the normal method of digital current 

pulsing. Such control results in pulses of light at a similar frequency to that used 

by the high speed cameras. The modules were therefore wired in series and 

powered directly using a DC mains power source or appropriate voltage and 

power. Finally, the aluminium base is cooled through use of a passive Fischer 

Elektronik Heatsink SK89 100 mm IGBT. 
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Appendix D 

Analysis of Heat Conduction in Crossply CFRP 

Given that an area of 1 IR pixel in the top surface ply remains at a temperature 

0.2°C hotter than the surrounding material, the following analysis calculates an 

estimate of the expected temperature drop due to conduction to the surrounding 

material over a period of 3.2 seconds. This is the estimated time for the crack to 

propagate by 1 pixel within Area 2 in Figure 69. This is carried out to determine 

if conduction effects are significant enough over this time period to keep the 

temperature below the 0.2 °C threshold. 

 

Fourier’s heat conduction law in one dimension: 

�� � ∆�
∆C = −nx

∆]
∆� 

∆� = −nx∆]∆� ∆C 
where ��  is the rate of heat conduction, Q is heat, ∆t is time interval, k is thermal 

conductivity of the material, A is the surface area normal to the flow of heat,  ∆T 

is the temperature difference between two points at ∆x distance apart.  

For information purposes: 

i = 	 n�h^ 
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where α is the thermal diffusivity, ρ is the material density and Cp is the specific 

heat capacity. 

Due to the orthotropic properties of the FRP material, the thermal conductivity is 

not constant in all directions. Tian [116] found the following properties for 

unidirectional CFRP: 

 

Based on his work, a thermal conductivity of 6 W/mK will be used along the x, 

fibre direction and 0.65 W/mk transverse to the fibres in both the y and z 

directions.  

In the x direction, A is equal to the pixel height (0.386 mm) multiplied by the ply 

thickness (0.281 mm), giving A = 1.085 x 10
-7 

m
2
. It is assumed that the entire 

volume shown in red in the above schematic is 0.2 °C hotter than the surrounding 

material. The heat flow to the centre of the next pixel in the x direction is now 

calculated: 

∆�, = −nx∆]∆� ∆C	

∆�, =	−6 ∗ (1.085	x	10 �) ∗ 0.2
0.386	x	10 A ∗ 3.2	

∆�, = −1.079	x	10 AJ 
As heat will flow from equally from the top and bottom surface, this quantity is 

doubled to give the total heat flow in the x-direction:  

Total	∆�, = −2.159	x	10 AJ 
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This is repeated for the y-direction  

∆�. = −nx∆]∆� ∆C	

∆�. =	−0.65 ∗ (1.085	x	10 �) ∗ 0.2
0.386	x	10 A ∗ 3.2	

∆�. = −1.170	x	10 XJ 

Total	∆�. = −2.339	x	10 XJ 

And again for the through thickness z-direction, where the area now becomes the 

pixel width multiplied by the pixel height to give 1.490x10
-7

 m
2
. 

∆�D = −nx∆]∆� ∆C	

∆�D =	−0.65 ∗ (1.49	x	10 �) ∗ 0.2
0.386	x	10 A ∗ 3.2	

∆�D = −1.606	x	10 XJ 
Total	∆�D = −3.212	x	10 XJ 

The total change in heat within the volume is therefore: 

Total	∆�, + 	Total	∆�. + 	Total	∆�D = −2.714	x	10 AJ 
Using the following relationship for specific heat: 

∆� = ^vMh∆]	
∆] = 	 ∆�^v�h 

where ρ is the material density, Cp is the specific heat capacity and ∆T is the change in 

temperature.  

Using the density of epoxy (1.2 g/cm
3
), the density of raw carbon fibres (1.772 g/cm

3
) an 

estimate for the CFRP density material based on fibre volume fraction (75%) is 1628 

kg/m
3
. Using a similar analysis based on the Cp of epoxy (0.64 J/gK) and the Cp of carbon 

fibre (0.80 J/gK) gives a total Cp of 760 J/kgK. Volume = pixel height  x  pixel width  x  

ply height (4.187 x 10
-11

 m
3
) 
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∆] � �2.714	x	10 A

1628 ∗ 4.187	x	10 >> ∗ 760 

∆] � 	�52	℃ 

A significant temperature drop would therefore be experienced by the material due to 

conduction effects. In reality, the temperature within the volume would continuously 

decrease due to conduction effects, so the total heat transfer would be considerably lower.  

Using the same analysis, when a crack forms instantaneously across one pixel within one 

IR frame period (0.001 seconds), the temperature drop due to conduction was found to be: 

∆] � �1.93x10 A	℃  

This is extremely small and shows why the cracks that occur near-instantaneously within 

area 1 and area 2 in Figure 69 remain above the threshold value for longer than 1 frame 

period.  

 


