The critical role of stratification in submarine channels: Implications for channelization and long runout of flows
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Abstract Channelized submarine gravity currents travel remarkable distances, transporting sediment to the distal reaches of submarine fans. However, the mechanisms by which flows can be sustained over these distances remain enigmatic. In this paper we consider two shallow water models the first assumes the flow is unstratified whilst the second uses empirical models to describe vertical stratification, which effects depth averaged mass and momentum transfer. The importance of stratification is elucidated through comparison of modeled flow dynamics. It is found that the vertically stratified model shows the best fit to field data from a channelized field-scale gravity current in the Black Sea. Moreover, the stratified flow is confined by the channel to a much greater degree than the flow in the unstratified model. However, both models fail to accurately represent flow dynamics in the distal end of the system, suggesting current empirical stratification models require improvement to accurately describe field-scale gravity currents. It also highlights the limitations of weakly stratified small-scale experiments in describing field-scale processes. The results suggest that in real-world systems stratification is likely to enable maintenance of velocity and discharge within the channel, thus facilitating sediment suspension over distances of hundreds of kilometers on low seafloor gradients. This explains how flows can travel remarkable distances and transport their sediment to the distal parts of submarine fans.

1. Introduction

Submarine density currents often form channelized flows that can travel for thousands of kilometers, transporting sediment from the coastal shelf into the deep ocean [Damuth and Kumar, 1975; Chough and Hesse, 1980; Hesse et al., 1987; Khripounoff et al., 2003]. However, the dynamics of channelized submarine flows remain poorly understood, and in particular the long runout length of such flows remains enigmatic [Vangriesheim et al., 2009]. Many modeling approaches to turbidity currents assume an absence of stratification, and such approaches are referred to as depth-averaged models [Parker et al., 1986; Das et al., 2004; Parsons et al., 2009], yet it is known that the vertical structure of density-driven flows is both nonuniform and an important control on flow dynamics [Stacey and Bowen, 1988a; Peakall et al., 2000a; Abad et al., 2011]. Such evidence is provided by previous conceptual [Hiscott et al., 1997; Peakall et al., 2000a, 2001], experimental [Amy et al., 2005; Felix et al., 2005; Islam and Imran, 2010; Sequeiros et al., 2010], theoretical [Stacey and Bowen, 1988a, 1988b; Mulder et al., 1997; Felix, 2002; Abad et al., 2011; Dorrell et al., 2013a], and field based studies [Arnott, 2007; Migeon et al., 2012; Sumner et al., 2013, 2014], which have shown the influence of stratification on many aspects of density-driven flow dynamics. The variation of flow density with flow depth can be seen to control the rate of erosion and deposition at the bed, as well as entrainment of ambient fluid; in addition, the density gradient can affect the autosuspension limit above which material is permanently carried in suspension [Stacey and Bowen, 1988a, 1988b]. As flow density drives flow velocity, vertical stratification can lead to longitudinal stratification of evolving flows [Amy et al., 2005]. Moreover, the structure of the vertical variation of both flow density and velocity has been shown to control secondary flow orientation in submarine meander bends [Abad et al., 2011; Dorrell et al., 2013a; Sumner et al., 2014].

Current three-dimensional flow models have been used to investigate the behavior of secondary flow cells in meandering submarine channels [see e.g., Kasem and Imran, 2004; Giorgio Serchi et al., 2011; Ezz and Imran, 2014] and in system scale studies detailing the runout on single turbidity current events [see e.g.,...
However, although such models incorporate flow stratification implicitly an explicit discussion of the effect of vertical stratification on flow dynamics has not previously been made. Moreover, whilst three-dimensional models of field-scale density currents are based on the Reynolds-Averaged Navier-Stokes equations, recent research has shown that such an approach poorly captures the downstream flow evolution, where stratification induced turbulence dampening is poorly captured [Yeh et al., 2013]. However, the effects of stratification are likely crucial to the evolution of the dynamics of density-driven flows. This is because vertical variation in the flow density and velocity fields affects the advective transport rates of mass, momentum and energy [Parker et al., 1986; Sequeiros et al., 2010]. The dynamics of density-driven flows are controlled by their excess density relative to their ambient surroundings; therefore it is essential that models accurately describe such transport processes.

Neglecting sediment entrainment, in this paper we extend the “three-equation” depth-averaged shallow water model of Parker et al. [1986], which conserves mass and momentum transport of the flow, and mass of material transported by the flow, to incorporate recent empirical research on the vertical shape factors of gravity-driven flows [Islam and Imran, 2010; Sequeiros et al., 2010; Abad et al., 2011]. We compare this stratified flow model to the classical, unstratified, flow model [see e.g., Parker et al., 1986; Das et al., 2004; Zeng and Lowe, 2006; Parsons et al., 2009; Hu et al., 2012; Castro Diaz et al., 2013], in order to elucidate the broader influence of stratification on flow interactions with topography and flow runout length.

In general deep-sea turbidity currents have proven difficult to measure, and thus directly investigate, due to their inaccessible location and infrequent occurrence, which is compounded by present sea-level highstand [Sumner et al., 2014]. However, the relatively shallow depths of the Black Sea shelf channel system and the quasi-continuous nature of the associated gravity current [Parsons et al., 2010; Sumner et al., 2013, 2014], provides a rare opportunity to study the dynamics of a saline-driven density current over complex topography (Figure 1). The detailed field data gathered from the Black Sea therefore allows an examination of the validity of theoretical models to describe submarine density-driven flow dynamics. The reduced complexity of the depth-averaged shallow water model employed in this study allows us to investigate the importance of key physical processes: namely the effect of stratification on depth averaged mass and momentum transfer and the resultant impact on flow dynamics. This approach allows us to explicitly examine the influence of stratification on flow dynamics within three-dimensional bend flow for the first time. The analogous nature of saline and particulate-driven density currents allows us to assess and discuss the probable controls on flow runout length in turbidity currents.

2. Hydrodynamic Model

The shallow water model used here to describe flow dynamics assumes that the vertical length scale, as characterized by the flow depth \( h \), is small in comparison to typical horizontal length scales, \( L \). The condition
that the aspect ratio $\delta = h/L \ll 1$ implies that vertical flow velocities are negligible in comparison to horizontal flow velocities. Thus, a necessary constraint of shallow water models is that the bed gradient in the direction of mean flow is small. Curvature of the flow and/or large bed gradients normal to the direction of mean flow can induce comparably large secondary flow [Huijts et al., 2006; Keevil et al., 2006, 2007; Wei et al., 2013], however here these effects are here assumed to be negligible. Therefore, here the condition $\delta \ll 1$ is assumed, see Appendix B2, implying that the pressure field is hydrostatic [see e.g., Parker et al., 1986; Tan, 1992]. The hydrostatic pressure field assumption allows the shallow water equations to be reduced to a two-dimensional depth averaged model, ideal for efficiently modeling flow hydrodynamics over complex topography.

Herein we assume that channelized density-driven submarine flow is stratified and composed of a dense core, overlain by a dilute mixing layer in which the density of the flow tends toward the density of the ambient fluid, as justified with reference to direct field observations of a channelized density current in the South West Black Sea (see Figure 2 and Appendix B) [Unlulata et al., 1990; Latif et al., 1991; Özsoy et al., 2001; Parsons et al., 2010; Sumner et al., 2014]. Such stratification of the flow results in additional weighting terms which describe the variation of flow acceleration, mass transport and hydrostatic pressure from the classical form of the unstratified depth averaged shallow water model [see e.g., Parker et al., 1986; Hogg and Pritchard, 2004; Sequeiros et al., 2010].

2.1. A Shallow Water Model of Density-Driven Flows

The shallow water model is derived by depth averaging the Reynolds Averaged Navier-Stokes equations, resultant temporally averaged effects of flow turbulence are here closed using empirical models [Dyer and Soulsby, 1988; Begnudelli et al., 2010]. The Black Sea Shelf exchange flow is assumed to be saline driven, and thus it is assumed that transportation, deposition and erosion of particulate material is of negligible importance. Further, it is assumed that flow velocity and diffusive terms vanish at the flow bed and as depth tends to infinity. From these assumptions the conservation of fluid mass may be expressed as

$$\frac{\partial h}{\partial t} + \frac{\partial}{\partial x}(h \bar{u}) + \frac{\partial}{\partial y}(h \bar{v}) = E ||\bar{u}||,$$  

where $h$ denotes flow depth, overbar notation denotes the depth average value of a flow parameter, the vector $[\bar{u}, \bar{v}, \bar{w}]$ describes the flow velocity field in the Cartesian frame of reference $[x,y,z]$, $||\bar{u}||$ describes the summed horizontal velocity $||\bar{u}|| = \sqrt{\bar{u}^2 + \bar{v}^2}$, and $E$ describes the rate of entrainment of ambient fluid into the flow (see Table 1) [Ellison and Turner, 1959; Parker et al., 1987]. In the absence of net entrainment of

![Figure 2. Flow stratification along the thalweg of the Black Sea channelized submarine density current plotted in Figure 1. Ambient flow salinity of the upper 40 m of the Black Sea is assumed to be ~18.5 ppt [Latif et al., 1991; Stanev et al., 2004], equivalent to a density of ~1014 kg m$^{-3}$. Dashed lines denote CTD measurements see Figure 1.](image)
Table 1. Parameters and Hydrodynamic Closures Used in the Shallow Water Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Closure</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>δ</td>
<td>$\frac{h}{h_0}$</td>
<td>Flow aspect ratio</td>
<td>Tan [1992]</td>
</tr>
<tr>
<td>$Fr_d$</td>
<td>$\sqrt{\frac{u^2}{</td>
<td>\mathbf{v}</td>
<td>\nu}}$</td>
</tr>
<tr>
<td>$E_s$</td>
<td>$\frac{\partial \phi}{\partial t} + \nabla \cdot (\phi \mathbf{u}) + \nabla \cdot (\mathbf{v} \phi) = 0$</td>
<td>Ambient fluid entrainment rate</td>
<td>Parker et al. [1987]</td>
</tr>
<tr>
<td>$K$</td>
<td>$\frac{k_s}{\sqrt{\nu}}$</td>
<td>Eddy diffusivity</td>
<td>Dyer and Soulsby [1988]</td>
</tr>
<tr>
<td>$u^*$</td>
<td>$\frac{u}{\nu}$</td>
<td>Friction velocity</td>
<td>Soulsby [1997]</td>
</tr>
<tr>
<td>$k_r$</td>
<td>2.5d</td>
<td>Nikoradze roughness</td>
<td>Soulsby [1997]</td>
</tr>
<tr>
<td>$z_0$</td>
<td>$\frac{1}{\nu} \left( 1 - \exp \left( -\frac{u}{\nu} \right) \right) + \frac{u^*}{\nu}$</td>
<td>Bed roughness height</td>
<td>Christoffersen and Jansson [1985]</td>
</tr>
</tbody>
</table>

Material carried within the flow, the excess density of the flow compared to the ambient fluid, as modeled by the concentration of solute (or particulate) material transported by the flow, is

$$\frac{\partial h \phi}{\partial t} + \nabla \cdot (h \phi \mathbf{u}) + \nabla \cdot (\mathbf{v} \phi) = 0,$$

(2)

where $\phi$ is a dimensionless measure of the excess density of the flow [Dorrell et al., 2013a] (or equivalently the concentration of particulate material transported by the flow). Diffusion of material transported by the flow, $D_{ps}$ is modeled using a simplified empirical form [Imran et al., 2004; Dorrell and Hogg, 2012],

$$D_{ps} = -K \frac{\partial h \phi}{\partial x}, \quad D_{py} = -K \frac{\partial h \phi}{\partial y}.$$

(3)

Here $K$, the eddy diffusivity coefficient, is defined in terms of the eddy viscosity using the turbulent Schmidt number, $\sigma_v$, such that $K = v_t / \sigma_v$ [Imran et al., 2004; Begnudelli et al., 2010; Abd El-Gawad et al., 2012]. Since the net entrainment of sediment into the flow is assumed to be negligible, the problem of ignition of the “three-equation” gravity current model is negated [Parker et al., 1987]. As discussed by Begnudelli et al. [2010] an algebraic description of the eddy viscosity, see Table 1, forms an attractive balance between numerical efficiency and model complexity, and is the approach used herein. Further, here we set the turbulent Schmidt number equal to unity, $\sigma_v = 1$ [Begnudelli et al., 2010; Abd El-Gawad et al., 2012] such that eddy diffusivity is equivalent to the eddy viscosity. The magnitude of eddy diffusivity (or equivalent eddy viscosity) which parameterizes diffusive effects arising through flow turbulence, may be expressed in terms of the bed friction velocity, see Table 1 and Dyer and Soulsby [1988].

Integrating the conservation of momentum equation in the vertical plane the shallow water approximation of the flow is seen to result in a hydrostatic pressure field, $P$, of the form

$$P = \rho_w g' h \int_0^\infty \int_{\eta}^\infty \phi d\eta' d\eta = \rho_w g' h \int_0^\infty \eta \phi d\eta,$$

(4)

where $\eta = (z - \psi) / h$. In a similar fashion, the shallow water equations describing the conservation of momentum in the horizontal plane are

$$\frac{\partial h u}{\partial t} + \frac{\partial}{\partial x} \left( h^2 + \frac{P w}{\rho_w} \right) + \frac{\partial}{\partial y} \left( h v \psi \right) = -g' h \phi \frac{\partial \psi}{\partial x} + h \psi - \frac{\partial}{\partial x} \left( \frac{h \psi}{\rho_w} \right) - \frac{\partial}{\partial y} \left( \frac{h \psi}{\rho_w} \right) - \frac{\psi}{\rho_w},$$

(5)

$$\frac{\partial h v}{\partial t} + \frac{\partial}{\partial x} \left( h^2 + \frac{P w}{\rho_w} \right) + \frac{\partial}{\partial y} \left( h u \phi \right) = -g' h \phi \frac{\partial \phi}{\partial y} - h \phi - \frac{\partial}{\partial x} \left( \frac{h \phi}{\rho_w} \right) - \frac{\partial}{\partial y} \left( \frac{h \phi}{\rho_w} \right) - \frac{\phi}{\rho_w},$$

(6)

where $P$ denotes the pressure field, $\psi$ the bed depth and $\rho_w$ the fluid density. The density of material transported by the flow $\rho_s$ and thus the reduced gravity of the flow, $g'$ is given by the specific gravity, $g$, multiplied by $\rho_s / \rho_w - 1$. The total flow density, $\rho_f$ is therefore...
\[ \rho_t = (1 - \phi) \rho_w + \phi \rho_f. \]  

(7)

For a saline flow, such as the one we model herein, \( \rho_f \approx 1760 \text{kgm}^{-3} \) [Chernetsky et al., 2010] and the density of the ambient fluid, i.e., the Black Sea (see Appendix B), is \( \rho_w = 1014 \text{kgm}^{-3} \) [Latif et al., 1991]. The Coriolis force, \( f = 2 \omega \sin \alpha \), where \( \omega = 7.3 \times 10^{-5} \text{s}^{-1} \) is the Earth’s rate of rotation and \( \alpha \) the latitude, is derived such that on the Cartesian plane the \( x \) axis is oriented due East and \( y \) due North. The summed viscous and Reynolds’ stress terms are modeled following the standard form as

\[ \tau_{xx} = -\rho_w 2(v + \tau_y) \frac{\partial u}{\partial x}, \quad \tau_{yy} = -\rho_w (v + \tau_y) \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right), \quad \tau_{xy} = -\rho_w 2(v + \tau_y) \frac{\partial v}{\partial y}, \]  

(8)

where \( \nu \) is the kinematic viscosity of the fluid [see e.g., Imran et al., 2004; Begnudelli et al., 2010; Abd El-Gawad et al., 2012]. The depth integrated frictional stresses, \( \tau_{sx} \) and \( \tau_{sy} \), are given in terms of a Chezy drag coefficient, \( C_p \) [see e.g., Hutter and Nohguchi, 1990; Garcia and Parker, 1993; Wu, 2004]

\[ \tau_{sx} = \rho_w \frac{1}{C_p^2} \bar{u} \|\bar{u}\|, \quad \tau_{sy} = \rho_w \frac{1}{C_p^2} \bar{v} \|\bar{u}\|, \]  

(9)

The total frictional shear stress, \( \|\tau\| \), may thus be defined as

\[ \|\tau\| = \sqrt{\tau_{sx}^2 + \tau_{sy}^2} = \rho_w \frac{1}{C_p^2} \|\bar{u}\|^2. \]  

(10)

### 2.2. Vertical Stratification of the Flow, Drag, and Resultant Shape Factors

Classical analysis of flow dynamics using shallow water theory is based on the assumption that the flow velocity and distribution of material transported by the flow are uniform within the flow, and zero outside it. This implies that the depth integrated terms, which consist of multiple variables, in the shallow water model are equivalent to the product of the depth integrated values of their component parts [Parker et al., 1986; Sequeiros et al., 2010]. However, the assumption of a vertically uniform flow, often referred to as a “top-hat” model (see e.g., section 2) [Parker et al., 1986], is inappropriate for describing the dynamics of stratified channelized flows [Abad et al., 2011; Summer et al., 2014]. Flow stratification is readily generated by the entrainment of ambient fluid [see e.g., Peakall et al., 2000a; Sequeiros et al., 2010; Abad et al., 2011] or through the balance of gravitational settling and turbulent diffusion, which results in greater mass concentration near the bed [see e.g., Stacey and Bowen, 1988a, 1988b; Hiscott et al., 1997; Peakall et al., 2000a]. Further, vertical stratification of the flow density strongly affects the vertical structure of the flow velocity field [Amy et al., 2005].

Thus, assuming that both the velocity and density fields (the latter being defined by the concentration of material transported by the flow) are vertically stratified we must consider the implications on the depth integrated values of the terms

\[ \bar{u}^2, \quad \bar{u}v, \quad \bar{v}^2, \quad \bar{u}\phi, \quad \bar{v}\phi, \quad \text{and} \quad \bar{p}. \]  

(11)

To do so we assume that the vertical structure of these parameters may be readily described using empirical structure functions, where

\[ u = \int_0^\eta \zeta_1(\eta) \bar{u}(x, y), \quad \text{and} \quad v = \int_0^\eta \zeta_1(\eta) \bar{v}(x, y), \]  

(12)

see for example, Parker et al. [1986], such that \( \|\bar{u}\| = \zeta_1 \sqrt{\bar{u}^2 + \bar{v}^2} \int_0^\infty \zeta_1 d\eta \), and

\[ \phi = \int_0^\eta \zeta_2(\eta) \phi. \]  

(13)

In Table 2 the shape factors, given the above structure functions, are presented for unstratified and stratified flow models. Assuming a stratified flow it is seen that additional (in comparison to an unstratified flow)}
weighting parameters arise due to depth averaging variables in the mass, (1) and (2), and momentum conservation equations, (4) and (5).

The shallow water model (1)–(6) is therefore closed by the structure functions detailing the vertical variation in flow velocity, \( \zeta_1 \), and of material transported by the flow, \( \zeta_2 \). Outside the flow there is no material transport and thus, for \( \eta > 1 \), flow velocity and excess density are zero, \( \zeta_1 = 0 \) and \( \zeta_2 = 0 \) respectively; however inside the flow the vertical variation of the velocity field is described by the structure function [Abad et al., 2011],

\[
\zeta_1 = \left\{ \begin{array}{ll}
\frac{\chi + \eta - \frac{1}{2}\eta^2}{\chi + \eta_1 - \frac{1}{2}\eta_1^2} & \eta \leq \eta_1 \\
\frac{1 - \eta}{1 - \eta_1} & \eta_1 < \eta \leq 1
\end{array} \right.,
\]

where the parameter \( \eta_1 \) is the dimensionless depth of the downstream flow velocity maximum and \( \chi \) is a slip velocity parameter [Engelund, 1974]. The slip velocity parameter is defined in terms of the Chezy drag coefficient, \( C_z \),

\[
\left( \frac{0.077}{\chi + \frac{1}{3}} \right)^2 = \frac{1}{C_z^2},
\]

see for example, Abad et al. [2011]. From the experimental study of Sequeiros et al. [2010], Abad et al. [2011] propose that \( \eta_1 \) may be empirically related to the densimetric Froude number (see Table 1),

\[
\eta_1 = 0.8 - 0.27Fr_d \quad \text{for} \quad 0.19 \leq Fr_d \leq 2.21.
\]

For \( \eta \leq \eta_1 \) the slip velocity model closely approximates the flow velocity as commonly modeled by the log-law of the wall [Soulsby, 1997]. Thus, equating the log-law of the wall [Soulsby, 1997], to the flow velocity in the near-bed layer, (12) and (14),

\[
\left| \frac{\overline{u}'}{u_\tau} \right| \frac{\zeta_1(\eta)}{\int_0^{\zeta_1} d\eta} \approx \frac{u_\tau}{\kappa} \log \left( \frac{\eta h}{z_0} \right) \quad \text{for} \quad \eta \leq \eta_1,
\]

where \( u_\tau = \sqrt{\frac{\tau_v}{\rho_w}} \) (see Table 1) is the friction velocity, \( z_0/h \) is the dimensionless roughness height above the bed, and \( \kappa = 0.41 \) is von Karman’s constant. Here frictional stresses at the flow-ambient fluid interface
Kostic and Parker, 2006] are assumed negligible; the frictional drag, characterized by the Chezy drag coefficient, is therefore determined by the bed roughness. Setting $\eta = \eta_1$ in (17), and using (10), the Chezy drag coefficient modeling the frictional drag within the flow is

$$C_z \approx \frac{\int_0^1 \zeta_1 d\eta}{\kappa} \log \left( \frac{\eta_1 h}{z_0} \right).$$  \hspace{1cm} (18)

Given the slip velocity condition (15) and the bed roughness length, see Table 1 and Christoffersen and Jons-son [1985], (18) may be solved to implicitly yield a dynamic description of frictional drag, $C_z$. In this paper we use this derivation of the drag coefficient in both the unstratified and stratified flow models compared in section 3. Moreover, the derivation of $C_z$ is assumed to hold for all $Frd$ (16), although it is also assumed that $\eta_1 \geq z_0/h$. Further, a constraint $\eta_1 \geq z_0/h$ is enforced such that the near bed flow velocity is always approximated by the slip velocity model in (14).

To model vertical variation of flow density, Abad et al. [2011] use a structure function of the form

$$\zeta_2 = \begin{cases} 1 & \eta \leq \eta_2 \\ \frac{1-\eta}{1-\eta_2} & \eta_2 < \eta \leq 1 \end{cases}$$

which is based on the experimental data of Sequeiros et al. [2010]. In (19) $\eta_2$ denotes the dimensionless depth below which the flow is approximately uniformly stratified. Abad et al. [2011] propose that the dimensionless depth $\eta_2$ may also be expressed as a function of the densimetric Froude number

$$\eta_2 = \min \left( 2.59 \exp \left( -2.5 Fr_d \right), 1 \right) \quad \text{for} \quad 0.19 \leq Fr_d \leq 2.21. \hspace{1cm} (20)$$

In density-driven flows the pressure field, $P$, described by the excess density of material transported by the flow, is critical to determining flow dynamics. Key to understanding the pressure field in a stratified flow is the pressure field weighting function,

$$W_P = \int_0^\infty \int_\eta^\infty \zeta_2 d\eta' d\eta = \int_0^\infty \eta \zeta_2 d\eta,$$

which implies pressure is weighted by distance above the flow bed (see Table 2). The variation of $W_P$ as a function of densimetric Froude number is plotted in Figure 3, highlighting that as Froude number increases the depth averaged hydrostatic pressure is reduced, i.e., $W_P$ decreases as flow stratification is increased. This is because, as with increasing stratification, material transported by the flow is predominately found closer to the flow bed, and thus contributes less to the depth averaged pressure (21). Further, in Figure 3 the variation of the convective transport and convective acceleration weighting terms, $W_{u_1}$ and $W_{u_2}$, respectively, are plotted. The convective mass transport weighting term is increased as stratification drives the flow velocity maximum toward the excess density maximum; while the convective acceleration term is increased since stratification increases the relative value of the flow velocity maximum [Dorrell et al., 2013a].

2.3. Stratification Effects on Channelized Flows

It is useful to discuss the effects of vertical stratification on flow dynamics. We do so to motivate the study presented in the latter half of this paper, where unstratified and stratified versions of the shallow water model are compared (see sections 3 and 4, and Appendix B). In order to elucidate the effect of vertical stratification on flow channelization, we pose a thought experiment, balancing hydrostatic and gravitational forces, discussed below.

Assuming that inertial forces are negligible in comparison to the hydrostatic and gravitational forces, i.e., $\ddot{u} \ll g' \dot{h}$, the momentum conservation equation (5) reduces to,
to leading order, where $W_p$ is the hydrostatic pressure weighting term introduced in section 2.2. We also make the simplifying assumption that the sum of the bed and flow depth is constant, $\psi + h = c_0$. Substituting $\psi = c_0 - h$ into (22) we find that

$$\frac{\partial}{\partial x} \left( \frac{W_p}{2} g' \phi h^2 \right) = -g' \phi h \frac{\partial \psi}{\partial x}. \quad (22)$$

If $W_p = 1$ everywhere, as in classical unstratified flow models (see Table 2), it is immediately noted that (23) implies that the depth averaged flow concentration is constant

$$\bar{\phi} = c_1. \quad (24)$$

As flow density is constant, independent of topography, the flow is poorly constrained and not well channelized. However, if $W_p < 1$, as in a stratified flow, (23) may be solved without assuming $\bar{\phi}$ is constant. Indeed (23) may be integrated to show that

$$\bar{\phi} = c_1 h^{1 - W_p} = c_1 (c_0 - \psi)^{1 - W_p}. \quad (25)$$

Thus, assuming $W_p$ is some constant less than unity, the flow density increases when moving toward the topographic minimum.

The principle of topographic confinement of stratified flow, for constant $W_p < 1$, is demonstrated in the example below. Here the depth of a channel, $\psi$, across a transverse section is given by

$$\psi = c_0 - c_2 \exp \left( -\frac{1}{2} \left( \frac{x - \mu}{\sigma} \right)^2 \right). \quad (26)$$

where $c_2$ is a dimensional measure of the channel depth, $x = \mu$ describes the location of the thalweg and $\sigma$ is a dimensional measure of the steepness of the channel. From (26) we may readily derive the flow depth, $h$ as

$$h = c_2 \exp \left( -\frac{1}{2} \left( \frac{x - \mu}{\sigma} \right)^2 \right). \quad (27)$$

and from (25) the depth averaged flow concentration, $\bar{\phi}$, equivalent to dimensionless flow density,

$$\bar{\phi} = c_1 \exp \left( -\frac{1 - W_p}{W_p} \left( \frac{x - \mu}{\sigma} \right)^2 \right). \quad (28)$$

where $c_1$ is the depth averaged concentration at $x = \mu$, Figures 4a and 4b compare the distribution of flow density, derived using equation (28), for both unstratified, $W_p = 1$ (Figure 4a), and stratified flow conditions, $W_p < 1$.

Figure 3. Weighting terms describing the modified hydrostatic pressure, $W_p$ (blue curve), density flux, $W_u\phi$ (green curve) and fluid acceleration, $W_u^2$ (red curve) in a stratified flow as a function of denismetric Froude number. The weighting terms, as defined in Table 2, are based on the structure functions (12) and (19) proposed by Abad et al. [2011]. The Chezy drag coefficient is taken as $C_z = 15$, implying a slip coefficient of $\gamma = 0.8217$ (15).
It is evident that if the flow is stratified, flow density is concentrated toward the center and base of the channel, i.e., stratification is acting to increase flow channelization. The normalized depth averaged concentration at a given distance across the channel, \( \bar{C} \), is plotted in Figure 4c. Here the normalized concentration is given by the depth averaged concentration divided by the maximum depth averaged density, occurring at \( X = 0 \) (28). Figure 4d highlights that the density maximum occurs as \( X \to 0 \), moreover it also shows that as \( W_p \to 1 \) we recover the condition of uniform flow density (24), independent of bed topography. In Figure 4d, a phase-space of the variation of normalized depth averaged concentration shows that concentration increases either as stratification decreases, i.e., \( W_p \to 1 \), or as distance from the concentration maxima decreases, i.e., \( X \to 0 \). These figures show that with increasing stratification the excess density of the flow is concentrated toward the center of the channel. Whilst the flow density is concentrated in the center of the channel, less material can be lost through overspill as there is less material near the channel banks, and thus flow duration and ultimately run out is increased.

However, the simple analysis presented above is limited to cases where \( W_p \) is assumed constant, and where inertial forces are negligible. Nevertheless, it is informative with regard to processes that we may expect to find in more complex systems, as discussed in the following section.

3. Density-Driven Flow Dynamics Over Complex Topography

To further elucidate the effect of stratification on submarine flow dynamics we compare numerical solutions, see Appendix A, to the unstratified and stratified shallow water model, see section 2. The performance of the models is assessed through comparison against direct observations of a saline-driven density current.
in the South West Black Sea which flowed through a curved channel. Model bathymetry was therefore separated into regions of in-channel and out-of-channel flow, see Figure 1 and Appendix B. The shallow water model was integrated using a Finite Volume scheme (see Appendix A) [Delis et al., 2008], with the Black Sea bathymetry represented on a rectilinear grid with cells 100 m square. Open boundary conditions were applied along all boundaries except the southern edge of the numerical domain [Causon et al., 2000]. Along the southern boundary edge (located at 4.569 × 10⁶ m North, UTM Zone 35 T and down system of the hydraulic jump reported by Sumner et al. [2013]), temporally invariant input boundary conditions describing flow depth and density were prescribed to simulate field conditions. Input boundary conditions assumed the flow-ambient fluid interface to be located at a depth of 35 m below sea level and flow density to peak at the center of the thalweg at 1020 kgm⁻³ and decay exponentially to 1015 kgm⁻³ out-of-channel. Moreover, it was found that a flow velocity limiting condition (|\mathbf{\vec{u}}| ≤ 0.7ms⁻¹) was needed at the Southern edge of the domain to prevent the model from accelerating to unphysically large flow velocities. Limiting the flow velocity may readily be seen to be equivalent to limiting the fluid flux into the domain. The value of |\mathbf{\vec{u}}| ≤ 0.7ms⁻¹ was selected to match the in-channel depth-averaged flow velocity as reported by Parsons et al. [2010].

Based on a minimum model flow velocity observed in the numerical domain (of order 10⁻⁴ ms⁻¹) and the grid cell size (of 100 m), a long time scale of flow evolution of 10⁶ s is derived. Integrating the model over 10 times the long time scale of flow evolution, i.e., 10⁷ s, yielded solutions tending toward a steady state. At such time scales seasonal changes in the Strait of Bosphorus and the Black Sea may have a significant affect on the plume dynamics [Ozsoy et al., 1995]; however for simplicity we have assumed that the input conditions described above are constant in time. Mean changes in flow variables over the long time scale, e.g., 10⁶ s, of simulation time were less than 5% over the entire domain, due to the slow entrainment of ambient fluid in the distal reaches of the domain, and less than 0.05% in-channel, as defined in Figure 1. Henceforth, solutions will therefore be referred to as quasi-steady state.

### 3.1. Unstratified Flow Model Solutions

Figures 5a and 5b plot quasi-steady state shallow water model flow solutions for the Black Sea submarine channel flow, subject to the boundary conditions discussed above. Initially we assume that the flow is unstratified, such that the shape factors are approximately vertically uniform. In Figures 5a and 5b, flow solutions are plotted in the region surrounding the channel and the insets depict solutions in the distal reaches of the domain. It is important to remember that the unstratified model is constructed on the assumption that flow velocity is approximately vertically uniform, thus the velocity structure function, \zeta, is equal to unity (see (12) and Table 2). Therefore, it is noted that in the unstratified flow model the maximum flow velocity is well described by the depth averaged flow velocity |\mathbf{\vec{u}}|_{\text{max}} = |\mathbf{\vec{u}}|.

The simulated flow hydrodynamics as depicted in Figure 5a are compared to ADCP-derived field data, detailing maximum flow velocity; for rationale see Appendix B1. Comparison of modeled |\mathbf{\vec{u}}|_{\text{max}} with the six ADCP transects, see Appendix B1, shows that the unstratified model is poorly constrained by the channel topography. Out-of-channel model results predict large overbanking flow velocities, of order \sim 1 ms⁻¹, initially on the left hand side at the proximal (Southern) end of the submarine channel. Toward the bend apex, predicted flow over banking is predominately located on the outer bank (right hand side), with overbank flow velocities of order \sim 0.5 ms⁻¹ driven by centrifugal forces pushing the flow away from the inner bank.

In Figure 5b the simulated flow density is compared to the depth averaged flow density derived from the CTD data, as reported in Appendix B1. Comparison of predicted versus observed flow densities further indicates that unstratified flow model solutions are poorly constrained by channel topography. Modeled density in-channel is as much as \sim 7 kgm⁻³ smaller than observed values, especially at locations down flow of the channel bend apex. Further, by comparing Figures 5a and 5b it can be seen that as the modeled flow rapidly loses mass through over banking, the flow velocity rapidly wanes, such that modeled in-channel flow is negligible shortly after the bend apex, in contrast to observed channel flow which persists even after the bend exit.

Due to rapid loss of flow density through over banking the predicted flow density rapidly becomes up to \sim 3 kgm⁻³ greater than that observed out-of-channel density. The modeled high density out-of-channel flow, Figure 5b, generates flow velocities that are order \sim 0.5 ms⁻¹ greater than those observed in ADCP.
transects 1–4, Figure 5a. Since the majority of the modeled flow is lost over bank, following the gradient of steepest descent (initially North-Westerly, then North-Easterly down flow of the bend apex), little material is transported past the bend exit and as such the model fails to capture flow in the distal reaches of the system, see inset Figure 5b.

3.2. Stratified Flow Model Solutions

Figures 5c and 5d plot alternative quasi-steady state shallow water model flow solutions for the Black Sea submarine channel flow dynamics. In these simulations it is assumed that the flow is stratified, such that the velocity field and density field are allowed to vary with flow depth (see section 2.2). In Figures 5c and 5d, the simulated flow solutions are plotted in the region surrounding the channel and the insets depict solutions in the distal reaches of the domain.

Flow solutions predicted by the stratified shallow water model, have the same generic structure as the unstratified model, Figure 5. Specifically, the flow velocity, as shown in Figure 5c is predominately in the along channel direction; although over banking, initially on the left hand side of the bend then on the right hand side at the bend apex is significantly greater than that observed, with simulated flow velocities up to
1 m s$^{-1}$ greater than on ADCP transects 1–6. The modeled flow density shows good agreement (within $\sim 2$ kg m$^{-3}$) within the channel, up to and past the bend apex. However, excess over banking within the modeled results, Figure 5d, is seen to increase the out-of-channel density compared to CTD-derived data, albeit by smaller amounts than the unstratified model. Similar to the unstratified flow model, out-of-channel flow, arising from material lost through over banking, follows the gradient of steepest descent.

Moreover, it is evident that the stratified model still fails to capture the flow dynamics in the distal reaches of the channel system, see inset Figure 5b. The failure of both the unstratified and stratified models to describe flow in the distal reaches of the domain may be attributed to the loss of flow, through overspill, along the proximal channel bend. However, as stratification is observed to keep more of the flow in-channel for longer the extent of the stratified flow is greater than that of the unstratified flow, see Figure 5. The importance of this will be discussed in the next section.

### 3.3. Comparison of the Unstratified and Stratified Shallow Water Models

The stratified flow model, Figure 5d, shows a greater flow density in-channel (as much as $\sim 5$ kg m$^{-3}$) than the unstratified model, Figure 5b. This implies that the unstratified model loses more material over-bank than the stratified model. The reduction in over banking in the stratified model means flow is better confined by the channel. For example, the distance at which the in-channel density decreases below 1018 kg m$^{-3}$ is reached after $\sim 10,000$ m along the bend in the stratified model, but is reached after only $\sim 3500$ m in the unstratified model. Thus, it is seen that stratification of the flow, which enhances densities and thus velocity within channel, results in longer flow runout lengths.

Thus, visual comparison of flow dynamics in Figure 5 shows that the stratified flow exhibits a greater degree of topographic confinement, or channelization, than the unstratified flow, in agreement with the simplified model presented in section 2.3. Here we calculate the root-mean-square error, $E_r$, (the root of the mean discrepancy between observed and predicted data squared) in order to quantify the performance of the models. The lower the root-mean-square error the better the agreement between observed and modeled data points.

The root-mean-square error of the flow velocity is smaller using the unstratified, $E_r = 0.2960$, rather than the stratified, $E_r = 0.3794$, flow velocity model. This is readily explained in that the unstratified flow model rapidly loses material, through overspilling flow, such that the flow velocity by the end of the main channel is minimal. However, the stratified flow model is well channelized, and eventually dissipates material carried along the channel in a North-Easterly direction, as noted above, across ADCP transects 4–6, see Figure 5c. This causes large errors in the out-of-channel regions of the flow which are (incorrectly) not present in the unstratified model. This is seen by separating error results between the in-channel and out-of-channel regions, see Figure 1. In the stratified flow model the root-mean-square error out-of-channel is $E_r = 0.3988$ whilst it is much smaller in-channel, $E_r = 0.2281$. Moreover, in the unstratified model the root-mean-square error for in-channel flow is $E_r = 0.3605$, larger than the stratified flow model.

The root-mean-square error is also calculated for flow density. For this parameter the stratified model, $E_r = 0.2544$, is better than the unstratified model, $E_r = 3.077$, both in and out-of-channel. This is due to the location of the CTD data points, within or close to the channel, in comparison to the ADCP transects which also cover overbanking flow out-of-channel. It is again seen that the root-mean-square error is considerably reduced in-channel in the stratified model, $E_r = 1.774$, as compared to the unstratified model, $E_r = 3.004$.

From comparing the predicted flow dynamics, e.g., velocity and density, against direct field data we have shown that the unstratified shallow water model (Figure 5) poorly captures the dynamics of the observed submarine flow. When employing the vertical stratification model (Figures 5c and 5d) model performance is improved. The effect of stratification is shown in Figure 6 where the difference between the maximum velocity of the stratified and unstratified flow models,

$$
\Delta |\mathbf{u}|_{\text{max}} = |\mathbf{u}|_{\text{max, stratified}} - |\mathbf{u}|_{\text{max, unstratified}}
$$

and the difference between the stratified and unstratified depth-averaged flow density,
Figure 6. The (a) flow velocity, see (29), and (b) density, see (30), difference between the shallow water model assuming stratified and unstratified flow (Figure 5). Plots are displayed in the UTM coordinate system, zone 35 T.

\[ \Delta \rho_f = \rho_{f_{\text{stratified}}} - \rho_{f_{\text{unstratified}}} . \]  

is plotted. Figure 6a highlights that, within the channel, flow-velocity is greater in the stratified model, \( \Delta \|\mathbf{u}\|_{\text{max}} > 0 \), correspondingly Figure 6b shows that in the stratified model density is greater in the channel, \( \Delta \rho_f > 0 \). Moreover, Figure 6b highlights that material is more rapidly lost from within the channel when using the unstratified model, as \( \Delta \rho_f < 0 \) out-of-channel in the proximal regions of the domain.

The results discussed above indicate that errors are smallest when using the stratified rather than the unstratified model, and errors also decline in-channel as opposed to out-of-channel. The shallow water model should perform better with decreasing aspect ratio, \( \delta \). Therefore, it is not surprising that the model(s) compare best to the field data in-channel where the observed aspect ratio is an order of magnitude smaller than that out-of-channel, see Appendix B2. This increase in \( \delta \) at the channel edges and in the out-of-channel flow is expected as secondary flow cells and lateral bed gradients may generate strong vertical flow velocities. Moreover, secondary flow cells, omitted from this model, may act to enhance the degree by which flow is constrained by the channel [Kasai et al., 2000; Huijts et al., 2006]. This may explain in part the discrepancy between the predicted and observed degree of channelization of the flow. Long-term variations in flow input conditions not incorporated into these models may affect observed flow dynamics, however long-term studies of the flow suggest it is essentially continuous in nature [Latif et al., 1991]. We also note that the presence of a coastal current, moving obliquely to the gravity current may further account for some of the observed discrepancies. However, recent research has shown that this current does not appear to significantly affect the bulk properties of the gravity current [Sumner et al., 2014]. Therefore, these factors are thought to have only a limited influence on the channelized.

Consequently, the (large) discrepancies between predicted flow dynamics and observations, even for the stratified flow model, indicate that current empirical stratification models do not perform well, see Figure 7. In Figures 7a and 7b the modeled flow stratification is shown to constantly under predict the amount of flow stratification in-channel and out-of-channel, such that the modeled \( W_s \) is greater than observed (Figure 7a). Figure 7b highlights that modeled stratification performs particularly badly in the distal reaches of the domain, where the modeled flow is largely unstratified, whereas the observed flow is highly stratified (Figure 2).

As shown in Figure 4, the consequence of underestimating stratification is that the flow becomes less constrained by its surrounding topography. Therefore, the degree of overspill predicted in the stratified shallow water model is enhanced compared to that observed in real life, see ADCP transects 1–3 in Figures 5a and 5c. In particular this may explain the discrepancy between the model and observed flow in the distal reaches of the system, see Figures 5b and 5d. Here the channel is very shallow, yet the predicted
4. Discussion

The modeling of flow through the Black Sea submarine channel demonstrates the critical importance of flow stratification in controlling flow overspill, and the maintenance of in channel discharge and velocity. The differences between the flow fields simulated by the unstratified and stratified models were found to be profound, despite the relatively short distances (approximately one bend wavelength) involved in these simulations. This modeling exercise reinforces earlier conceptual models of the role of flow stratification in submarine channels [Hiscock et al., 1997; Peakall et al., 2000a] that have suggested that overspill dominantly involves low-concentration, low-velocity fluid, with consequent limited influence on the main channelized flow [Peakall et al., 2000a, 2000b, 2001]. However, comparison of the model with the Black Sea prototype demonstrates that, even in the stratified case, there is insufficient stratification to cause the modeled flow field to match the observations; thus suggesting that the stratification model utilized here is suboptimal.

The density stratification model (19) used here assumes that there is no variation in stratification in the lower part of the flow. However, the density distributions from the Black Sea, despite this being a predominantly saline-driven gravity current, demonstrate that such a shape function is an over simplification and that there is significant density variation even within the core of the flow, see Figure 2 and Sumner et al. [2014]. Moreover, the velocity stratification model used here (14) assumes that for subcritical flows the flow is predominantly vertically uniform, with the flow velocity maximum located within the upper half of the flow. This is contrary to the naive expectation that a waning flow, of decreasing Froude number, will have increased stratification, with the corresponding velocity maximum located closer toward the bed. The deficiency of the stratification models used here highlights the limitation of scaled experimental models to reproduce the dynamics of real-world scale flows, which may have flow depths and velocities two to three orders of magnitude larger.

How density currents traverse the very large distances of many submarine channels has remained enigmatic for over 125 years [Buchanan, 1887; Daly, 1936]. The runout length of particulate-laden density-driven flows is controlled by two main and interlinked issues: autosuspension and ambient fluid entrainment. Autosuspension is considered a key requirement for particulate flows to travel long distances [Bagnold, 1962; Middleton, 1966; Stacey and Bowen, 1988b], yet the analysis of Parker et al. [1986] indicates that this condition only occurs when flows are supercritical. Whilst empirical observations of fluid entrainment show
an approximately quadratic dependence on flow Froude number [Parker et al., 1987], rapid entrainment in supercritical flows will cause them to quickly thicken and slow, with the implication that sediment will then cease to be in a state of autosuspension. This analysis is supported by modeling that suggests that the middle and lower reaches of major submarine channels are subcritical [Bowen et al., 1984; Pirmez and Imran, 2003]. However, if the flow is subcritical and particulate material is not in a state of autosuspension why are the runout length of submarine currents so large? Stacey and Bowen [1988b] suggest a possible solution to this enigma, where they highlight that the criterion for autosuspension, in the basal shear layer of the flow, is aided by a stratified suspension. Here we build on the work of Stacey and Bowen [1988b] and demonstrate that density stratification leads to greater maintenance of in-channel velocity. Furthermore flow stratification also results in low concentration, low density, flow close to the ambient interface. This diffuse flow could very well result in limited mixing at the upper interface, with a consequent reduction in ambient entrainment in comparison to depth-averaged approaches [Peakall et al., 2001] and an associated reduction in downstream momentum loss through overspill. Moreover, following the models of Peakall et al. [2000a] and Mohrig and Bottles [2007] which show that flows are typically much deeper than their bounding channels, it is apparent that the flow stripping flux will be dominated by the fluid entrainment flux and thus the rate of dilution of the main channelized part of the flow may be reduced to extremely low levels, further maintaining the autosuspension limit in-channel. Taken together the stratification-induced enhancement of velocity and large-scale reduction of fluid entrainment will enhance the probability of, and longitudinal distance over which, autosuspension will operate. Once autosuspension ceases, flow stratification will act to minimize further energy loss by reducing fluid entrainment to low levels. As a consequence, consideration of flow stratification and its effects may resolve the long runout length enigma of channelized density-driven flows.

So is there evidence for submarine channels exhibiting marked flow stratification throughout their length? Such evidence is provided by the fining upward profiles of submarine channel levees, in turn reflecting the nature of overspill as the levees have progressively increased in relief relative to the channel floor [Hiscoott et al., 1997; Klaucke et al., 1997; Piper and Deptuck, 1997; Beaubouef, 2004; Denielou et al., 2006; Kane et al., 2007]. Further evidence is provided by the presence of sandy lobes at the ends of major submarine fans, such as the Amazon and Zaire channels [Damuth and Kumar, 1975; Pirmez et al., 1997; Bonnel, 2005; Jegou et al., 2008]. These channels are amongst the longest known and, in common with other long channels, are very mud-rich systems [Covault et al., 2012]. Thus, there is appreciable sand transported to the very end of channels, in flows that are mud rich. As flow capacity increases with increases in the standard deviation of the grain size of sediment in suspension [Dorrell et al., 2013b], mixed sandy-muddy flows, with a large grain size distribution, are optimal for transporting suspended sediment material and, as flow velocity is dependent on capacity, maintaining autosuspension. Further, whilst the mud-rich component is likely evenly distributed throughout the flow, the sand-rich component is concentrated toward the base [e.g., Hiscott et al., 1997], it is not unreasonable to postulate that significant density stratification is present throughout the length of major submarine channel systems. The modeling results presented herein suggest that it is in part the very presence of this density stratification that enables the maintenance of in-channel velocity and discharge that, in turn, sustains sand grade material transport over distances of many hundreds of kilometers, even across extremely low (<0.001 m/m) gradients [Clark et al., 1992], to the very end of submarine channel systems.

5. Conclusions

Novel analytical and numerical models presented herein, and calibrated against three-dimensional field data from subaqueous saline-driven channels on the Black Sea shelf, show that vertical stratification of density-driven flows enhances channelization and increases runout length. The modeling also reveals that current empirical stratification models of gravity currents do not perform well, reflecting in large part the limited stratification that is able to develop in laboratory-scale experiments, and highlighting the limitations of laboratory experiments in capturing the dynamics of real-world flows. The results provide a possible solution to the conundrum of very long runout flows in sediment-driven submarine channel flows. Vertical stratification acts to reduce ambient entrainment, and thus momentum loss, whilst simultaneously increasing the likelihood of the flow being in a state of autosuspension for longer. Such stratified sediment-laden flows
thus provide a mechanism for long runout flows and the associated generation of sandy lobes in the distal reaches of submarine channels.

**Appendix A: Numerical Model**

Numerical integration of the nonlinear shallow water model (1–6) is required to yield model solutions. Herein, a high resolution Godunov-type scheme, popular in flow and mass transport modeling [LeVeque, 2002] is used. The high-resolution scheme is based on the well established flux-limiter approach for constructing Total Variation Diminishing (TVD) schemes [Toro, 2009]. The flux-limiting technique ensures high orders of accuracy in smooth regions of the flow, whilst enforcing a TVD property on the flux, enabling efficient shock capturing. The approach used herein follows Delis et al. [2008] who propose and validate the use of a TVD flux model, constructed using a first-order Godunov type flux and a second-order Lax-Wendroff flux, against analytical and experimental results over complex topography.

Before explicitly defining the structure of the numerical model used herein, we first express the shallow water model (1–6) in vector form

\[
\frac{\partial \mathbf{V}}{\partial t} + \frac{\partial \mathbf{F}}{\partial x} + \frac{\partial \mathbf{G}}{\partial y} = \mathbf{Q} + \mathbf{R} + \mathbf{S}, \quad \text{where} \quad \mathbf{V} = [h, \phi h, \bar{u}h, \bar{v}h, W_p]^T.
\]  

(A1)

Thus, the hydrodynamic evolution of the flow may be determined in terms of the flux vectors \( \mathbf{F} \) and \( \mathbf{G} \), where from (1) to (6)

\[
\mathbf{F} = \begin{bmatrix} \bar{u}h, \bar{u}\phi h, \bar{u}^2h^2 + \frac{1}{2} W_p \phi g \bar{h}^3, \bar{u}\bar{v} h, W_p \end{bmatrix}^T.
\]

\[
\mathbf{G} = \begin{bmatrix} \bar{v}h, \bar{v}\phi h, \bar{v}^2h^2 + \frac{1}{2} W_p \phi g \bar{h}^3, \bar{v} h \end{bmatrix}^T.
\]

(A2)

(A3)

Here \( W_p \) is solved explicitly at each time step and each grid cell, using (21) and differentiated with the mean flow variables, \( h, \phi, \bar{u} \) and \( \bar{v} \) in the Riemann solver. The remaining weighting terms, \( W_g^\phi \) and \( W_g^{\phi h} \), see Table 2, are treated as dispersive terms in the source terms \( \mathbf{Q}, \mathbf{R} \) and \( \mathbf{S} \) [see e.g., Begnudelli et al., 2010]. Here the dispersive weighting terms, \( W_{g\bar{u}} \) and \( W_{g\phi} \), and diffusive stress terms are described in the vector \( \mathbf{Q} \), whilst spatial derivatives of the bed topography (corresponding to gravitational forcing on the flow) are described in vector \( \mathbf{R} \). Following Delis et al. [2008], the source vectors \( \mathbf{Q} \) and \( \mathbf{R} \) are decomposed into vectors incorporating derivatives along the \( x \) axis \( (\mathbf{Q}_x \) and \( \mathbf{R}_x ) \) and \( y \) axis \( (\mathbf{Q}_y \) and \( \mathbf{R}_y ) \),

\[
\mathbf{Q} = \mathbf{Q}_x + \mathbf{Q}_y \quad \text{and} \quad \mathbf{R} = \mathbf{R}_x + \mathbf{R}_y.
\]

(A4)

The summed dispersive and diffusive terms are thus,

\[
\mathbf{Q}_x = \frac{\partial}{\partial x} \begin{bmatrix} 0 \\ -(W_{g\bar{u}} - 1)\bar{u}\phi h - \frac{h_{xy}}{\rho_w} \\ -(W_{g\phi} - 1)\bar{u}^2h^2 - \frac{h_{x}}{\rho_w} \\ -(W_{g\phi} - 1)\bar{v}\bar{h}h - \frac{h_{xy}}{\rho_w} \\ 0 \end{bmatrix}
\]

and

\[
\mathbf{Q}_y = \frac{\partial}{\partial y} \begin{bmatrix} 0 \\ -(W_{g\bar{u}} - 1)\bar{v}\phi h - \frac{h_{xy}}{\rho_w} \\ -(W_{g\phi} - 1)\bar{u}\bar{v}h - \frac{h_{xy}}{\rho_w} \\ -(W_{g\phi} - 1)\bar{v}^2h^2 - \frac{h_{xy}}{\rho_w} \\ 0 \end{bmatrix}.
\]

(A5)

and the bed gradient terms are

\[
\mathbf{R}_x = -g\phi h \frac{\partial}{\partial x} \begin{bmatrix} 0, 0, \psi, 0, 0 \end{bmatrix} \quad \text{and} \quad \mathbf{R}_y = -g\phi h \frac{\partial}{\partial y} \begin{bmatrix} 0, 0, \psi, 0, 0 \end{bmatrix}.
\]

(A6)

The remaining source terms are specified in the vector \( \mathbf{S} \),
The vectorized form of the shallow water model given above is well suited to numerical integration by finite volume methods [Roe, 1981, 1986], where values of the weighting and diffusive terms in (A5) are calculated explicitly across each grid cell boundary. At a grid cell centered at \( i,j \) at time-step \( n \), discretization of the model, within the wetted domain, takes the following form

\[
S = \begin{bmatrix} E||u||, 0, \Delta_{ij} - \Delta_{ij} - 0 \end{bmatrix}^T.
\]

The vectorized form of the shallow water model given above is well suited to numerical integration by finite volume methods [Roe, 1981, 1986], where values of the weighting and diffusive terms in (A5) are calculated explicitly across each grid cell boundary. At a grid cell centered at \( i,j \) at time-step \( n \), discretization of the model, within the wetted domain, takes the following form

\[
V^{n+1}_{ij} - V^n_{ij} = -\frac{\Delta t}{\Delta x} \left( F^n_{i+\frac{1}{2}j} - F^n_{i-\frac{1}{2}j} - Q^n_{ij} - R^n_{ij} \right)
\]

\[
= -\frac{\Delta t}{\Delta y} \left( G^n_{i+\frac{1}{2}j} - G^n_{i-\frac{1}{2}j} - Q^n_{ij} - R^n_{ij} \right) + \Delta t S^n_{ij}.
\]

where numerical discretization of the vectors, \( F^n_{i+\frac{1}{2}j}, G^n_{i+\frac{1}{2}j}, R^n_{ij} \) and \( R^n_{ij} \), follows the high-resolution TVD scheme proposed by Delis et al. [2008], using the superbee flux limiter function [LeVeque, 2002]. The additional diffusive flux vectors, \( Q^n_{ij} \) and \( Q^n_{ij} \), are readily discretized following the Delis et al. [2008] treatment of the bed gradient terms, \( R^n_{ij} \) and \( R^n_{ij} \). Here numerical solutions are sought on a rectilinear mesh, with treatment of cells at solid or open boundaries following the cut-cell approach of Causon et al. [2000] and Ingram et al. [2003]. Time stepping \( \Delta t \) is calculated using the Courant Levy condition, as defined in the two-dimensional, high resolution model of Delis et al. [2008], weighted for boundary cells [Causon et al., 2000].

Verification of the above scheme was carried out by comparing against the classical inviscid dambreak problem. A rectilinear channel, constructed at 25° to the rectilinear grid, posed a thorough test of the two-dimensional numerical model. Numerical solutions were collapsed to match analytical solutions, see Figures 8a–8c. The results show grid independence in the model solutions and approximate first-order accuracy, across a shock wave, with decreasing grid cell size, see Figure 8d.

Appendix B: Density-Driven Channelized Flow in the S.W. Black Sea

A submarine channel system, see Figure 1, was initiated approximately 7.5 ka when a permanent connection was established between the Mediterranean Sea and the Black Sea, via the Strait of Bosphorus [Flood et al., 2009]. Proximally the channel system comprises a single trunk channel up to 1.3 km wide and 25 m deep. Distally the main channel splits into a network of smaller distributary channels [Flood et al., 2009]. The plunging gravity current, formed due to the density difference between Mediterranean and Black Sea water, shows hydrodynamic similarity to deep-sea turbidity currents [Sumner et al., 2014], though we recognize that the Black Sea flow is driven by difference in flow salinity rather than suspended particulate material as in turbidity currents. Water density at the surface of the Black Sea is 1014 kg m\(^{-3}\) [Latif et al., 1991; Stanev et al., 2004], whereas the surface water density of the Mediterranean Sea is 1026 kg m\(^{-3}\) [Millero et al., 1978]. This density difference results in an underflow of dense Mediterranean water that passes through the Bosporous Strait and, on entering the Black Sea, plunges down to form a stratified gravity current, with a dense velocity core overlain by a mixing layer in which flow density tends to that of the ambient Black Sea [Ozsoy et al., 2001; Parsons et al., 2010; Sumner et al., 2013, 2014]. The complexity of the seafloor is such that the channel is poorly described by contours of constant depth. However, the bed of the channelized region may be defined by comparison of the local bed depth to a surrounding average bed depth. Here the channel is well described by the region where local bed depth is \( \geq 3 \) m deeper than the local average of 1 km\(^2\) of surrounding topography, as highlighted by the black contour in Figure 1. Flow within this region is denoted as “in-channel,” whilst flow in the remainder of the domain is referred to as “out-of-channel.”

B1. Field Data Collection

Direct measurements of flow velocity and density of the Black Sea gravity current were obtained from the Black Sea field site using the research vessel RV Koca Piri Reis and an autonomous underwater vehicle (AUV), Autosub3, between 19 and 23 May 2010. The velocity of the gravity current was measured in three components using a 1200 KHz Acoustic Doppler Current Profiler (ADCP), with vertical bin sizes of 0.5 m. The ADCP was deployed from Autosub3, enabling transects of velocity data to be collected, capturing the main body
of the flow and horizontal flow velocity maximum, see the Sumner et al. [2013, 2014] for further details. The ADCP data presented in this study were collected during a 48 hour Autosub3 mission deployed on 22 May 2010. Due to side-lobe interference from the sea floor [Simpson, 1986; Gordon, 1996] and topographic constraints, limiting the height above the seabed which the Autosub3 could be safely deployed, the ADCP transects only resolved flow velocity to within a few meters of the sea bed. Further, the flow – ambient fluid interface was not always captured. Therefore, we use the flow velocity maximum, henceforth denoted by $|\mathbf{u}|_{\text{max}}$, to represent inertial processes because it was clearly imaged. This avoids the addition of unquantifiable errors to flow velocity data which would arise by extrapolating to estimate the depth averaged velocity.

Vertical salinity profiles were measured by deploying a conductivity temperature depth probe (CTD) from the stationary research vessel (RV Koca Piri Reis). For consistency with the theoretical model, flow density is readily derived from the CTD data following (7). It was assumed that at the flow-ambient fluid interface the excess density of the flow vanished (19), following the density stratification model of Abad et al. [2011]. Therefore, depth averaged densities, derived from the CTD probe, were computed between the flow bed and the depth where the CTD-derived density was equal to $1014 \text{ kgm}^{-3}$. Grab samples were taken along the sea bed of the channel, see Figure 1. Wet sieving, drying and weighing of these samples show an approximate median grain size of $d_{50}=250\mu m$.

### B2. The Shallow Water Assumption: Direct Field Analysis of Flow Aspect Ratio

The hydrostatic pressure field assumption of standard shallow water models is based on the assumption that vertical length scales, $h$, are small in comparison to horizontal length scales, $L$, and as such the aspect ratio of the flow, $\delta=h/L \ll 1$. Applying this assumption to the fluid mass conservation equation (1) one finds that the ratio of the magnitude of the vertical flow velocity, $w$, to horizontal flow velocity must also scale with $\delta$

$$\delta = \mathcal{O} \left( \frac{|w|}{|u|} \right). \quad (B1)$$

Thus, the ratio of vertical to horizontal flow speed is indicative of the aspect ratio of the flow, see Table 1.

---

**Figure 8.** Numerical validation of the shallow water model, integrated using the Roe solver proposed by Delis et al. [2008] and amended herein to incorporate mass transport of suspended material. Validation compares a lock gate release in a rectangular channel, oriented at 25° to the rectilinear grid, where grid size $\Delta x=\Delta y=0.05 m$. (a–c) Flow solutions are plotted at $t=0, 1$ and 2s, respectively, where blue circles denote numerical measure of flow depth, green circles flow velocity and red lines denote analytical solutions [see e.g., Stoker, 1957]. (d) The approximate first-order grid size-dependent accuracy of the solver, where absolute error is calculated by the sum absolute difference between the analytical (denoted by subscript a) and the numerical (denoted by subscript n) solutions across the entire domain (denoted subscript D) at $t=2s$. 
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In Figure 9 the flow aspect ratio, as quantified by the ratio of vertical to horizontal flow velocity (40), is plotted, with an average flow aspect ratio of $\delta = \frac{w}{|u|}$, calculated at the depth of the maximum downstream flow velocity, see Appendix B2. Also plotted is the distribution of the in-channel and out-of-channel aspect ratio.

In Figure 9 the flow aspect ratio, as quantified by the ratio of vertical to horizontal flow velocity (40), is plotted, with an average flow aspect ratio of $\delta = \frac{w}{|u|}$). From Figure 9 it is noted that the flow aspect ratio in-channel is smaller than out-of-channel. The aspect ratio of the flow within the channel is small due to the high-density fluid generating strong downstream flow velocity, where there is negligible change in bed gradient (see e.g., Figure 5). The increase in the magnitude of the flow aspect ratio out-of-channel, see Figure 9, is caused when the ratio of vertical velocity to horizontal velocity increases. Vertical velocities may increase due to flow over banking on the channel sidewalls or interaction with bed forms. Moreover, out-of-channel, horizontal flow velocity will wane as flow density decreases, see for example, Figure 5. The variation in aspect ratio between in-channel and out-of-channel is suggestive that the shallow water model (1–6) will perform better within the channel, whereas strong vertical velocities out-of-channel may generate inaccuracies in the model.

**Notation**

$\delta$ aspect ratio.
$\zeta_1$ velocity Structure function.
$\zeta_2$ density Structure function.
$\eta$ dimensionless depth.
$\nu_t$ eddy viscosity.
$\rho_{f,w,3}$ density of flow, ambient fluid, material transported.
$\tau_\eta$ shear stress.
$\sigma_i$ Schmidt number.
$\phi$ dimensionless excess density.
$\psi$ bed depth.
$\omega$ rotation rate.
$C_z$ chezy drag coefficient.
$D_{ps}$ transported material diffusion.
$E$ entrainment rate of ambient fluid.
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