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Abstract. Network theory is increasingly employed to studg #tructure and behaviour of social,
physical and technological systems - including Icinfrastructure. Many of these systems are
interconnected and the interdependencies betwesn #ilow disruptive events to propagate across
networks, enabling damage to spread far beyondntimeediate footprint of disturbance. In this
research we experiment with a model to characténiseconfiguration of interdependencies in terms
of direction, redundancy, and extent, and we ameatlye performance of interdependent systems with
a wide range of possible coupling modes. We dematesthat networks with directed dependencies
are less robust than those with undirected depensterand that the degree of redundancy in inter-
network dependencies can have a differential effectobustness depending on the directionality of
the dependencies. As interdependencies between nraajworld systems exhibit these
characteristics, it is likely that many such systeoperate near their critical thresholds. The
vulnerability of an interdependent network is shawrbe reducible in a cost effective way, either by
optimising inter-network connections, or by hardenihigh degree nodes. The results improve
understanding of the influence of interdependenciesystem performance and provide insight into
how to mitigate associated risks.
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1. Introduction that failure initia_ted in one network can propagateoss

) networks recursively and lead to a cascading fibfrthe
Network theory is a powerful tool to help us und@nsl | ijer networked system [12]: (ii) the vulnerabiliof an
the structure and behaviours of systems found torea jnerqependent system is reduced when the extent of
technology and human society [1-3]. Previous re$ehas ., njing between networks decreases [21]; and) (iii
tended to focus on studying single, |sola_1ted SYStWOL traditional network protection strategies, such as
thereby neglecting the complex coupling that carstex , qecting high degree nodes, are less effectivearin
between these systems [3, 11-15]. For instand@eitivil  josardependent network than in a single networf.[30
infrastructure domain, the successful operatioa pbwer
system requires water for cooling, transport topiyifuel,  previous research has used relatively simple and
and ICT (Information and Communication Technology}nsirained representations of interdependencies ate
systems for control; and these systems in turnir@qu o harticularly representative of those observedeial-
power systems to supply electricity. This interdefEnce o4 systems. Here we present a model that describ
on the one hand may improve network functionalitl @ ., pjed systems as a network of networks. We densi
efficiency, but on the other hand may introduceoteseen 1, the configuration of network interdependengitssys
vqlnerabnmes. As demonstrated in [11, 13, 16;18le . important role in determining how failure proptes
failure of one network component may propagate Sropeneen networks, and the ability of the systeratisorb
the system boundary, resulting in cascading fail@®ss i ptions. The model characterises interdeperieenc
multiple sectors. along multiple dimensions, enabling systems ofedéht

strength of coupling to be represented. We anatiise

The importance of Understanding the effects astatia behaviour and performance of a range of interdmd
with  network interdependencies has been widelyystem configurations, and explore strategiesdoge the
recognised [12, 20-29]. Important insights fromviwes risks of cascading failure. Our research reveatsimber
modelling of interdependent systems show thatr@ysis of non-intuitive insights into the behaviour of
of systems with one-to-one undirected dependerstie®/ interdependent systems. The severity of cascadiitigré
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is shown to increase significantly when inter-natwo ICT system, some but not all road junctions reqtriaéfic
connections are directed, and the degree of reshayda signals (controlled by an ICT system) for their @ten.
inter-network connections can have a differentfidat on  Furthermore, dependencies between networks are
the robustness of systems depending on the diraditip unbalanced. For example, a significant portion of a
of inter-network connections. Network topology alsdransport network nodes require the support of @m |
influences system performance although this is iheav network for control and management, but the nundfer
mediated by the mechanism of network disruption. Wdependent nodes of ICT on transport network is
further demonstrate that the risks of cascadingriaican considerably small. Thus, the first dimension of owdel
be reduced in a number of ways, either by manimgat considers thextent of dependency (denoted &$, defined
the directionality of inter-network connections, by here as the fraction of network nodes that are ru#gr& on
hardening high degree nodes. another network For a system consisting of two networks
i andj, F is partitioned into two component&*/ and
By providing some quantitative insights into thepant of 7/ The former specifies the fraction of nodes in netwo
interdependencies, it is intended that resultsgmtes! in i that depend on netwojk The latter specifies the fraction
the paper could be valuable to stakeholders ofouari of nodes in network that depend on network Two
social-technological systems by providing hithertgyetworks i andj are fully inter-dependent whe’/ =

unavailable analysis of how to: 1) maximise théatglity  pii = 10, otherwise they arpartially inter-dependent.
of interdependent systems; 2) adapt an existintesy$o

meet the challenges imposed by natural and manmageerdependency relations are not always restritieshe-
hazards. The remaining parts of the paper are mg@m@s to-one. For example, emergency services such gstaiss
follows. Sect. 2 describes the interdependent ritwofrequently have multiple power connections, so fhtire
model. Sect. 3 outlines the model of cascadinguf@il of one power line or generator will enable contshue
Sects. 4 and 5 report results derived from the in@ket.  operation. Our second dimension, redundancy of
6 discusses how structural vulnerability of intqreledent dependenciesy, is partitioned intd/ andX /%, where
systems can be reduced. Sect. 7 provides conclusioth i represents the redundancy of the dependency of

identifies future research needs. network i on networkj, i.e.,, the average number of
supporting nodes that a dependent node in netivbds
2. Interdependent Network Model from networkj. Similarly, X/ describes the redundancy

Interdependencies in real-world networks are moref the dependency of netwojlon networki. As with any
homogeneous than previous modelling studies hawetwork link, an interdependency link has an asdedi
considered [31]. Here we present a model tha&ost, henceé( in real world is usually very small when
characterises inter-network dependencies alongetkey comparing to system sizd, (i.e.X « N), as discussed
dimensions (Fig. 1), that enables us to describé aand evidenced in [12, 26, 32, 33].

simulate a wide range of network coupling modes. . . )
Finally we observed that inter-network dependenecies

S not alwaysmutual or symmetric. For example, whilst a
Directionality D power substation might supply electricity to an 16{b,
this same hub does not necessarily provide infaomat
control to the power plant. Hence interdependencaes
be quantified in term ofdirectionality. An undirected
interdependent linku, v) € £; ; (i # j) exists where there
also exists qv,u) € £;;. Otherwise it is directedVe use
Redundancy X Extent F parameter D to specify the directionality of an
interdependent systemD is partitioned into two
Fig. 1 Dimensions of interdependency measurement  components, D%/ and D’* .The former specifies the
fraction of directed dependencies that netwbtdkas on
We define a ‘network of networks’ that couples> 2 network j. The latter specifies the fraction of directed
disjoint networks and is represented as a{13iL}, where dependencies that netwaitkhas on network. Systems of
V={V,., V.. i} and L ={Lyq, .., Ly} -, Lij -, Lk} - two extremes are identified. One extreme isuadirected
V; is the set of nodes in netwoirkand £;; the set of links system, a system that is connected by undirected
that connect nodes from netwdrko networkj. Links in dependencies only, i.D/ = D/* = 0. Another extreme
L;; connect nodes within the same network, and we cadl adirected system, a system that is connected by directed
such links the “intra-links”. Wheri # j, links in £;; dependencies only, i.eD"” = D/ = 1. Real world
connect nodes in two disjoint networks, and we satth
links the “inter-links”, i.e., interdependent links

We acknowledge that not every node in a networleddp ' F could be generalised into a vector when numberetiiorks

on another network. For example, in a coupled raad & > 2. This also applies to parameteksandD as described
below.



Page 3 of 3

systems usually have a mixture of directed andrentéd During cascade stage 2, we remove nodeA that have
links and hence sit in between these two extremes. lost all their support fronB, and then remove all nodes
that are disconnected from the largest componeAt éfe
The proposed model captures some basic yet imgortaRen apply the same to netwoBk We useV/ andNZ to
features which have a significant role to play irspecify the sizes of the largest components osyséem at
characterising network interdependency. By confiir the end of stage of the cascade of failure. At the end of

interdependent directionality, redundancy and €xt81® the cascade process, both networks stop losingsnadel
model can represent, and simulate the performarfice fhe system stabilises at stafjevhen:

interdependencies that are more representativeealf r

world couplings. For example, ame-way interdependent N#., = NA
system can be generated if we ¢ = 0 andF/* > 0, a {N#’H = N3
typical relationship that exists between ICT andheot

infrastructure networks. Arunbalanced interdependent

system is modelled if we s’/ x K = F/i« ¥/t a This is shown visually, for a system of si¥g¢ = Nf = 6,
commonly observed relationship between a pair af Fig. 2 where the system stabilises at 2.
interdependent networks.

1)

(a) Stage O (b) Stage 1 (c) Stage 2

3. Cascading Failure Model

In order for any network node to function, we asstuhat ;
at least one of its supporting nodes from eachhef t \*/--1---.1 &)
networks on which it depends is available. Noddsvia \ Ao ]
three mechanisms (i) through direct disruption) ifiiit O (B1)
loses all of its supporting nodes from at least oh¢he 4 p (O
networks that support it, (iii) finally, in line wi  / \ & =
percolation theory approaches [34], a node failg i ASf e o
disconnected from the largest component (the giant

component) of the network to which it belongs.

Fig. 2 Cascading failure process of an interdependent system.

. A . ie A . The initial system, shown in (a), has a set of nodes in network
We recognise that this is a simplified descriptidrailure
9 P P A and B, labelled {A,, 45, ...} and{By, B,, ...} respectively. An

and that a number of other factors such as starageacity, T S . s

. B . intra-link is represented as a solid line, and an inter-link is
human intervention and component condition modulate . )
fail F le. if di . th represented as a dashed line. At Stage 0, node A, is
ailure prqcesses. or_examp €, iraroa Junc S, e_ disabled/attacked. When A, fails, all links connected to 4, fail.
control signal from its ICT network, it doesn't ffai

. . e This disconnects A; from the largest component of network A,
completely. Rather, its capacity for accommodatrafic and therefore A; fails. The failure of A, and A; triggers the

flow is_alt_ered. By removing capacity, lag and telg our  fiure of Bs (supported by A,) and B, (supported by 4,). The
analysis is more tractable and enables us to f@us fajjyre of B disconnects B, from the largest component of

generating insights into_the implication of intep@adency  network B, hence B, fails. This leads to the system
in a worst case scenario where these other faat@10t  configuration shown in (b). The failure of By leads to the
able to modulate the failure processes. failure of A,, before the system eventually stabilises in the

. o ] ) configuration shown in (c).
For simplicity, we consider an interdependent syste

composed of two network& andB, initially with sizeN{

andN&. We assume that network disruption is initiated byVe use the following measures to quantify the pttstek
disabling a fractiony of nodes from networkA. When performance of an interdependent system:

these nodes are removed their links fail (including both

intra- and inter-links). The failure of these noa@esl links (1) The connectedness of a system is measured by the
may result in fragmentation of netwosk Only the nodes  relative size of the largest componeRt, of the final
belonging to the largest connected component dfle st Stabilised system after the cascading failureplisvis:
functional, while nodes that are part of the rerimgn

smaller network fragments become non-functionale Th ( _ Nf + NP
failure of these networlA nodes removes or reduces the - N + NE
support that networB obtains from networld. A network P4 = NA/N{ (@)

B node fails if it loses all its supporting nodes nfro
network A. The failure of networkB nodes may cause
fragmentation of networkB. Again, only the nodes
belonging to the largest componenBofemain functional.
We call this point the end of stage 1 of a casaaéaiure
and record the numbers of nodes in the giant coesn
of networksA andB at this stage a8 andN?.

\P? = NF/N§

The largerP is, the more nodes remain in the largest
connected component, the better the system is
considered to perform.
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(2) The failure thresholdg, is the minimum size of

07
disruption that causes a system to collapsB 00.
The largen. is, the more robust the system. 06
(3) The aggregate performancéP, characterises the 05
behaviour of an interdependent system subjectea to
full range of network disruption event sizes S04
90, 91, -+ qi---,qn Whereq, =0, q, =1 andq;,; >
q;. IP is the integral ofP(g) which, for then 03
disruptions tested, is calculated as:
0.2
IP =520V Pix (qisn = 40) 3) B
A largerlIP indicates a more robust system. I 0.2 0.4 06 08 1 1y

F
Fig. 3 Aggregated system performance, IP, of a directed
interdependent system with K48 = KB4 =K and FAF =

4, Influence of Interdependency FBA _ |

We measure the performance of interdependent sgstem

over a wide range of extent, redundancy and doeatity This compares tolP
as defined in Sect. 2. This section analyses systbiat
consist of two Erdé®ényi (ER) networks. We will
explore the impact of network size, topology an
disruption modes in Sect. 5.

~ 0.3 when the networks are
connected via undirected links only, iB4% = D34 = 0,
hich is dramatic improvement over a directed systd
therwise the same configuratiorkig. 4 shows the
difference in performance between undirected arettéd
systems For any giverK andF, a directed system never
has greaterlP, hence is more vulnerable than an
undirected system. The greatest difference in pedoce
occurs whenF48 = FB4 > 0.5 and K48 = KB4 < 5.
Our research shows that wh&his sufficiently large ofF
is very small, thdP of a directed system approaches that
of an undirected system.

Experiments were carried out over systems thatledwn
networks ofN# = N = 10,000 nodes, with an average
degrees(§! = K£ = 4. We initiate disruption by removing
a randomly selected fractioq of networkA4 nodes. The
choice of system size is based on our observatioead
networks, in particular civil infrastructure systenMost
of these are characterised by large number of n@déswv
thousands or more), with a typically small degree
distribution (often 3-4) [2, 4, 35], and with onlg
proportion of nodes dependent on another network. W
therefore investigated a much wider variable spaxre
consider not only how real-world systems perforraf b 0.3

0.25

0.2
how deviations from this might enhance or reduce -
performance. -

&% 0.2 0.15
4.1 Impact of Interdependent Directionality " 015

The most vulnerable interdependent configuratiowhen
two networks are inter-connected only with direstib
links, i.e. DA® = D54 = 1. Fig. 3 shows the aggregate ~ 005
performance of a directed interdependent systemnwhe P
KAB =xBA=K and FAB =FBA=F are varied 0
respectively. The worst performance (IP is nearly O
occurs wherF48 = 784 = 1 andx48 = K54 = 1. In this

situation, even a small portion of network disraptican . .
cause catastrophic cascade and lead to the coltsfpae Fi&- 4  Difference  between  the  aggregate

0.1

Pundlrecled

0.05

whole system. performance (IPynairectea — IPairecctea) of undirected and
directed systems when K4F = (B4 = K and FAE = FBA =
F are varied.

The robustness of an undirected system is further
manifested by the facts that it has a larger failur

thresholdg,. than a directed system. As shown in Fig. 5,
the smallerk’®4 and %45 (or the largerF48 andF&4,

see Fig. S5 of the supplementary information), diyger
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the impacts they make, and the larger performanegmulated results was observed o= a + b = \/log(K).
differences observed between two extremes of sygstem Increasing X4 and X4® is more effective when
KB4 andK4E are small and this strategy becomes less
0.8 responsive whefi(54 andK4® are large (exceeding 8 in
this setting). On the other hand, decreagif§ andF?4
can achieve a more consistent performance gain
throughout the range ofF4® andF24. However, it is
important to note that two strategies for reducing
vulnerability do not represent the same cost. ¥thhe
performance gain achieved by increasitfy® = x84 =
1 to X4 =xB4 =2 can be accomplished by
decreasing F48 = FB4 =1 to FAB =7FB4 ~0.75 ,
however, if all nodes in network B are fully depentdon
a connection to network A (e.g. all components e o
1 : . 19 20 - 30 network may require connection to an electricitig)gthen
Fig. 5 Failure threshold, g, as a function of K48 = x84 = options for alteringF will be limited, or require
% when FAB = FBA = 1 0. development of new decentralised energy systemshwhi
must be balanced against the costs of doublingtineber

The main reason for the poorer performance of ectBd of inter-network connections associated with dawpi .
system is that it presents more possibilities foe t

existence of longetlependency chains than an undirected
system. A dependency chain exists where a network
node, u, supports a networlB node,v, and v in turn
supports a further network nodew (wherew # u), and
so on. These dependency chains run back and fort 065

—©—undirected systems

0.2 —*— directed systems

F
0.4 0.5 0.6 0.7 0.8 0.9 Y075

0.7 0.7

0.65

between the two inter-connected networks. A failofe 06 6
compromises the robustness of ddwnstream nodes in 055 085
the dependency chain, potentially triggering tHaiture - 05
and a possible cascade. - o

-©-IP as a function of F

—¥-IP as a function of K 04

In an undirected system, as inter-network dependénc
mutual, wheru supportsy, v also supporta. As well asu,

v supportsX84 — 1 other A nodes, i.e.p introduces 1 5 10 " 2 30
K54 — 1 nodes into the dependency chain. However, in & _ . AB
directed setting, as inter-network dependencies rente F'gE;AG Aggregj;e per;irmance IP ajBa f““CtB";” of K (K" =
symmetric, v does not necessarily suppa instead % . - [ FT=F" =1and DE7= D =0), and IP as
) . BaA o ’ a function of F (FAB =FBA=F K48 = XBA =1 and
introducingX** additional A nodes into the dependency 45 _ DBA = )

chain Hence in a directed system dependency chains ten(? '

to be longer than in an undirected system, causingpre
effective propagation of failure across networksl am
increased system vulnerability. The smatféf4, the
greater the difference made by switching from wctzd
to directed dependencies (Fig. 5), which is coasistith
other analysis [36].

0.35

Low interdependent redundancy not only leads toaiced
system performance, but also abrupt system failase,
shown in Fig. 7. Under the setting @Ff = F5A =
1.0, when K48 and KB4 are small, a large functioning
component exists whap< q., and it suddenly collapses
when g reachegy,. Increasing<4fandk?4can ease off
the abruptness of network failure and resultsielatively
4.2 Impact of Interdependent ExtentF and .,ntinyous phase transition @t°. This is because the
Redundancy X _ larger K45 andx?4, the more support a node receives
The vulnerability of an interdependent system ca@n krom another network. In this instance, both netwdand
reduced by either increasing® and“* or decreasing B pehave as independent networks. Our experiment
FAP andFP4, as illustrated in Fig. 6. Our experimentSndicates that as there is little cascading effgétwill
reveal that systerperformance (in terms d?) increases tend to approach the size of a giant componena fingle

linearly as74# andF®# decrease. An interdependeninetwork of the same scajdfor networkB, wheng < q.,
system improves its performance at a slow rate when

increaseX?4 = K48 =K, and a good fit to the

? Phase transition here means the change of netwzelfreim

non-zero to zero.

? The values of1 andb depend on the setting 8% andF54,
and a=0.325 and b=0.152 were identified for thdirgetand
results presented in Fig. 6.

* See Sect. 1 of the supplementary information foe th
performance comparison between interdependent amgles
isolated systems.
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removing nodes from network does not impact on the
integrity of networkB andP® approaches 1.0Network B
collapses only whennetwork A collapses, i.e.,PE 08
approaches zero when> q..

—@-directed, F=0.2
—A—directed, F=0.6
—&—directed, F=1.0
~©- undirected, F=0.2
~A-undirected, F=0.6

0.6 —#—undirected, F=1.0

~e- directed, K=1 o

-w- directed, K=4
—*— directed, K=16 0.2
-©- undirected, K=1
-7 undirected, K=4
—#— undirected, K=16

0.8

% 02 0.4 06 0.8 1
0.4
Fig. 8 Relative size of giant component P as a function of g
(the size of the attaclon network A), where K4B =

KBA =2, and FAB = FBA = F are varied.

0.2

q ' ' In summary, varying interdependency can modify eayst
Fig. 7 Relative size of giant component P as a function of g behaviour and the limits within which it can operaafely.
(the size of the attack on network A), where FAB = FBA = Systematically testing a range of interdependency
1.0, and K48 = (B4 = K are varied. configurations has provided a more complete piotdrtae

role interactions between networks play in medgtin
The abrupt failure was only observed on systemsnwhéystem performance Subsequent sections consider the
FAB and FB4 are sufficient large, e.g. greater than 0.#fluence of other network properties, and poténtia
under the setting o*® = KA = 2, as shown in Fig. 8. countermeasures to mitigate vulnerabilities assediwith
This is because the larggf-® andF24, the more tightly nterdependency.
network A and B depend on each other. This naturally )
results in increased propagation of failure acretsvorks, 5. Influence  of Networ k Sizes,
ar;dA the reduced system performance. WHéf and Topologi& and DiSTUptiOﬂ M odes
F>4 are small, the performance of systems approach that
of single networks, exhibiting a relatively contius The performance of an interdependent system can be

phase transition, but witA and B behaving differently. infiuenced by factors such as network size, tofegnd
P4 is zero butP? is non-zero at the end of a cascadeyisruption modes.

Total fragmentation of networB happens in a cascade
only when F&4 (the fraction of dependent nodes in .
network B) exceeds the failure threshold of a singl >.1 Network Size

network of the same properties as network B. W %ﬁ. comprising different numbers of network nod¥¢, and

is smaller than the failure threshold of such aglsin g B

network, collapse of network does not cause the coIIapseNO ¢ a_md_ average node degré, andKy’. These_ results
' xhibit similar trends and patterns to those reggbih Sect.

B X )
ggmne:)\ﬁzm E(;)’f aangi : Iealrawzievi(:rze\/svhtgr? iflég’sﬁffrg:ft}ioﬂan‘l' Aggregate system performaré&eand failure threshold
of n(?des removed 'Ighis results in the non-zeas shown 9 varies very little for a range of network sizeaw¢ver,

| Fig. 9 indicates tha® (size of giant component) collapses

in Fig. 8. Examples of such phenomenon are often
. g more abruptly for larger networks. Thus, and peshagn-
observed in a coupled gas and electricity systernemV intuitively, larger interdependent systems can berem

only a small portion of an electricity network edion a fragile. This agrees with results reported in [12].
gas network for fuel supply, the collapse of thes ga

network will only disrupt a portion of the elecitic
network.

Sve applied our model to interdependent systems

> Readers are referred to the supplementary informatio
additional supporting analysis.
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suggests that a SF-SF system is more volatile or

unpredictable, when compared with similar systehat t
—©—Ng=Ng=1000 contain one or more ER networks. The lower varighdf
—*—N§=“§="°°° P for ER-ER systems stems from the more uniform node
O No™Ngm16000 degree distribution of ER networks, so that theiahi
failure is over nodes of similar connectivity. Thesater
variability of node degree distribution of a SF waetk
makes performance more sensitive to the connectofit
nodes that are disabled. This results in diffefenins of
network fragmentation and thus a wider rang®.of

F26 0.28 03 ) 1)
g ER-ER SF-SF

Fig. 9 Impact of network size. P is plotted as a function of q. 1 HH Ly I

Results are obtained on systems with K§' = K& = 4, FA5 = 08h m mmmmm I

FBA =10, KAB = KBA =2and DAF = DBA = 1. FH o HH
0611 H 0.6

Furthermore, the performance of interdependent orédsv 0] - T osH ‘ -3* '

is shown to improve when we increase node degdtges 0o : HH L S

andK?. Fig. 10 shows thaf. increases witlk$! = K¢ = ! ! TR —
oL 0

< k >. This observation is consistent with the analytice " oos o1 ots 02 o 005 01 ot 02

f . . q ER-SF q
solution obtained for a single network [34] for ER ARy TR e
networks. o M . FHH o0

06— 06/ -
1 a I - a !
B o 04] I
0.9 [ [
0.2
0.8 1 [}
—©—undirected system % 005 0.1 0.15 0.2 % 0.05 0.1 0.15 0.2
—¥— directed system q 9

Fig. 11 Impact of network topologies. Frequency of relative size
of giant component P is plotted as a function of g and P.
05 | Dependencies are set with D48 = DBA =1, FAB = FBA =
0.8 and K48 = BA =1,

4 6 8 10 12 14 16 18 20 22 24 5.3 Network Disruption Strategy
) s ) ~ Network disruption strategies can influence system
Fig. 10 Impact of network node degree. Failure threshold g, is performance. We explore two types of deliberatachtt
plotted as a function of K¢' = K¢ =<k > for systems under  high degree node biased attack (highBias attaot)lauw
the interdependency setting of F%% =7F"%=10 and  4a5ree node biased attack (lowBias attack) on BEHSF

HAP =58 =2. and ER-ER systems (Fig. 12) (see Fig. S7 of the
supplementary information for the results on ER&3¥f
5.2 Network Topology SF-ER systems). For the highBias attack, we set the

We also studied systems that couple networks &éreifit probability that a node is disrupted as being pripoal
topologies’ . These results shows similar trends angh its degree. In lowBias attack, the probabilityriversely
patterns in overall performance to those reportdtiie proportional to its degree. The SF-SF are most ieav
ER-ER networks in Sect. 4 (see Fig. S6 of th@npacted by highBias attacks, but perform betteenvh
supplementary information). However, the aggregaubjected to lowBias attacks. The degree distibutf SF
measure of performance, IP, obfuscates variability networks leads to more highly connected hub nodes
system behaviour. Fig. 11 shows the variabilityg@nt compared to ER networks. Consequently highBiaskst
component size?, for a given initial network disruption,  |ead to more fragmentation in a system with SF netw/
and the frequency that a system stabilisé? &r g. than in a system with ER networks. On the othedhdne
o ) to the existence of a large portion of low degredes in
Variability is greatest in a system that couplt_as tvcale gk networks, when lowBias attack is employed, nafes
free networks (SF-SF system) and smallest in arERR- |o\yer connectivity are preferentially targeted be SF-SF

system. The parameter region where variabilityr|sater  gystems outperform the other configurations assaltref
is for small P (when P < 0.5inthissetting ). This g |owBias attack.

6 We focus on ER and SF networks as they are consisigh the
structure of many social and engineered systenalieg us to interpret
results in the context of real systems.
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(a)  SF-SF, highBias (b)  SF-SF, lowBias presents our results for a few different settings<d?,
' KBA FAB andFBA4,

600%.

—+—KAB=KBA FAB-FBALg o
-5 AB= BAy FABLEBAL
G- AB=q BAzp FABLEBALY o
-0-KAB=p KBA=q FABLEBAL

500%
400%

_ el = 300%
04 02 04 06 08

(c) ER-ER, highBias (d) ER-ER, lowBias

200%

100%

Ratio of Performance Change

0.7 0.6 0-
DA,B

Fig. 13 Reducing vulnerability: ratio of performance change in
term of aggregate performance IP, when the

proportion, DA'B, of directed dependencies decreases in an
. . interdependent system.

0 0.1 02 03 04 05 06 07

A dramatic improvement was observed for relatively
vulnerable systems, e.g., systems wiféfe = K54 =1
andF48 = FB4 = 1.0. For such systems, by turning 30%
of the directed links to undirected links, over %0
performance improvement can be achieved. The
improvement reaches 270% when 50% of the directed
. - links were turned into undirected links. Howevehnge t
6. Reducing Vulnerability: Outlook effectiveness of this strategy reduces for systevit
and Discussion large K4E and KB4 or small FAE and FB4. For
Results presented in previous sections indicatet th@ample, the 270% improvement achieved in thedase
vulnerability can be introduced into systems whetwork ~ drops to only about 30% whei** = %4 = 2. Hence
structures and interdependency are sub-optimal. TM& can conclude that changing directed links into
performance of interdependent systems can be ireprify undirected links is a cost effective way to reduce
the extent of dependency decreases or the redupadnc Vulnerability. Without introducing additional depemcy
dependency increases, as we discussed earliethign finks (and therefore cost), this strategy is exebm
section we present two alternative countermeastoes €ffective for systems that are particularly vulrdeato

reduce the vulnerability of interdependent systems. cascading failure, i.e., those with a significanteat of
dependency, but a low degree of redundancy in these

dependencies.

Fig. 12 Results for systems under lowBias and highBias attacks.
Aggregate performance IP is plotted as a function of K4B =
FBA = K (vertical axis) and F4B = FBA = F (horizontal axis),
under dependency setting of D48 = DBA =1,

6.1 Optimising Interdependent Directionality
Results in Sect. 4 indicate that a directed syst&emore
vulnerable than an undirected system. In this secive
study how a directed system might improve it
performance through turning directed dependengiés i
undirected dependencies. To do this, we start with
system that has maximum possible directed linkg, e
D4E = pBA = 1. We gradually decreasp*® and D54
until it reaches the lowest limit or becomes anirguied
system’ . We record how the system changes it
performance against that of the original systeng. Ei3

6.2 Hardening High Degree Nodes

Since the failure of high degree nodes is morelyike
Yead to large scale network fragmentation, we itigated
the effect othardening or protecting high degree nodes as
a means to reducing vulnerability. We explore thatsgy
‘that improves thehardness of a high degree node and
make it less likely to fail when facing an attad¢k. our
experiments, we assign the level of hardening ahatde
Teceives as proportional to its degree such tretfalure
probability of a node is inversely proportional its
degree:

7 Since undirected dependencies are symmedit? and DB P(k) ~ i (4)
relate to each other via equatidn— DAE) x FAB x €48 = ko

(1 — DB4) « FBA « B4 This can restrict what valueD45

and D4B can take. The effect of this is shown in Fig. Where wherea = 0. Whena = 0, P(k) has the same value for all
in certain scenarios the range D is [0.5,1.0] instead of k, i.e. the model simulates a scenario that all aodeeive
[0.0,1.0].




same level of protectiorf-or a > 0, higher values indicate
increased hardening of high degree nodes. By tunjnge
can configure the significance of protecting higkgke
nodes. Fig. 14 plots how the performance of SF-8( a
ER-ER systems improves when we increaséggregate
performancelP is shown to increase with for all the

networks considered in our research. SF-SF networks

exhibit the greatest performance gains becauseqiion
of their high degree hub nodes reduces the prdhabil
large scale fragmentation. The more investment uteop
protecting high degree nodes, the more performgaoe
we obtain. However care must be taken when pragtisi
this method due to the cost involved.

05
045
04
o
035
- SF-SF
. ~+ERER
0205 1 15 2 25 3 35 4

o
Fig. 14 Performance improvement when high degree nodes are
hardened. Aggregate performance, IP, is plotted as function of
a as specified in Eq. (4). Both SF-SF and ER-ER systems have
dependency setting D4F = DBA =1, FABE = FBA = 1,0 and
HAB = 3(BA =2,
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pertinent properties that mediate the performarfce o
an interdependent system.

The disruption to a system can be disproportiotate
attack size when inter-network dependent
configurations are sub-optimal.

Networks with directed dependencies are less robust
than those with undirected dependencies.

The degree of redundancy in inter-network
dependencies can have a differential effect on
robustness depending on their direction.

The above observations are applicable to a range of
classical network topologies, which include struesu
observed in many social and engineered systems.
However, the performance of interdependent netw@ks
heavily influenced by attack mechanisms. A largelesc
system is more likely to experience abrupt collaghseng

a cascade than a small scale system does. Netwuittks
hubs, or broad degree distributions were more te@asd
degree biased attacks, and they exhibited much rwide
variability in their system response when the siing
components of these systems are small.

The most vulnerable interdependent configuratioriois
networks to have each node connected to anothemoriet

by a directed link, but with few redundant connes. As
most real-world systems have a very small number of
redundant inter-connections and such interdepeifg&nc
are rarely wired mutually or symmetrically between
networks, we expect they often operate near théical
points and significant cascading failure could tiggered

by a relatively small scale initial disruption. hiis

network is shown to be reducible either by optimisi

connected infrastructure systems, such as the 2203

nodes. Our additional research on
vulnerability of interdependent systems
supplementary document.

reducing
is in

7. Conclusions

This paper presents an approach to studying tli

vulnerability of interdependent systems. The prepos
network model characterises interdependencies alo
multiple dimensions, and provides the capacityaptare
many of the interdependencies encountered in Hatu
engineered or social systems. Unlike previous rekea
where the description of interdependency was mo
limited, thereby enabling analytical solutions ® found,
we have sought to understand interdependenciesighro
numerical simulations. Our research reveals thaying
the nature of cross-network dependency can modiéy t
behaviour of an interdependent system and hencegeha
the conditions for its safe operation. The meatient
findings are

* Thedirectionality, extent and redundancy that we use
to characterise inter-network dependency al

r

tH88]. Typically, infrastructure systems are managed
thdndependently of each other so understanding thst be

strategies to protect the network for which an afmeris
responsible must account for dependencies withrothe
networks. We have demonstrated several stratdgres
improving the performance of interdependent systants
hown that the magnitude of cascading failure can b
?gnificantly decreased when the directionality iofer-
network dependencies is optimisetlardening high
Hggree nodes is another effective way to improstesy
gerformance.

The model describes important features of network
fﬁterdependencies that have been observed inys@inss.
The results represent an improvathderstanding of
complex interdependencies and risks associatedtinéth.
We recognise that they do not capture all the Eees®
associated with failure of real systems but provide
conservative insights into the implications of diffnt
interdependent structures on network performaniée

are extending this analysis to consider issues narou
capacity and flow in network connections and thatigp

I%roperties of systems.
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