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•The Mel-frequency Cepstral Coefficients 

(MFCC) [1] and its time derivative (∆MFCC) are 

computed for each song.
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this block.
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•The MFCC and ∆MFCC vectors  are mapped  to 

k-dimensional Euclidean space using a modified 

Fastmap [2] algorithm.
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