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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

Faculty of Physical Sciences and Engineering

School of Electronics and Computer Science

A thesis submitted for the degree of

Doctor of Philosophy at the University of Southampton

Buffer-Aided Multihop Wireless Communications

by Chen Dong

In this thesis, we propose a suite of buffer-aided transmission schemes designed

for a multihop link or for a three-node network by exploiting the characteristics of

buffer-aided transmissions. Our objective is to improve the end-to-end BER, outage

probability, throughput and energy dissipation.

Specifically, we firstly proposed and studied a buffer-aided multihop link (MHL),

where all the relay nodes (RNs) are assumed to have buffers for temporarily storing

their received packets. Hence, the RNs are operated under the so-called store-and-

forward (SF) relaying scheme. As a benefit of storing packets at the RNs, during

each time-slot (TS), the best hop having the highest signal-to-noise ratio (SNR)

can be activated from the set of those hops that have packets awaiting transmission

in the buffer. A packet is then transmitted over the best hop. This hop-selection

procedure is reminiscent of selection (SC) diversity, which is referred to here as multi-

hop diversity (MHD), when assuming that each hop experiences both propagation

pathloss and independent identically distributed (i.i.d) flat Rayleigh fading. In order

to make the channel activation practical, a MAC layer implementation is proposed

and several closed-form formulas are derived for its characterization.

Then we studied the buffer-aided multihop link, when assuming that each hop

experiences both propagation pathloss and independent non-identically distributed

(i.n.i.d) flat Nakagami-m fading. Both BPSK as well as M -ary quadrature amplitude

modulation (MQAM) are employed. During each TS, the MHD scheme activates the

specific hop’s transmission, whose signal-to-noise ratio (SNR) cumulative distribution

function (CDF) gives the highest ordinate value amongst all the available hops. The

next packet is then transmitted over the selected hop. This CDF-aware MHD scheme

is suitable for operation in the scenarios, where the different hops may have different

length, hence resulting in different average SNRs, and/or experience different types

of fading. This MHD scheme is also capable of achieving the maximum attainable

diversity gain provided by the independent fading experienced by the different hops.



Then the benefits of adaptive modulation are exploited, where the number of

bits transmitted in each TS is affected both by the channel quality and the buffer

fullness. During each TS, the criterion used for activating a specific hop is that

of transmitting the highest number of bits (packets). When more than one hops

are capable of transmitting the same number of bits, the particular hop having the

highest channel quality (reliability) is activated. Hence we refer to this regime as the

Maximum Throughput Adaptive Rate Transmission (MTART) scheme. Additionally,

a new MAC layer protocol is proposed for implementing our MTART management.

Finally, we propose and study a routing scheme, namely the Buffer-aided Op-

portunistic Routing (BOR) scheme, which combines the benefits both opportunistic

routing and MHD transmission. It is conceived for the transmission of information

in a Buffer-aided Three-node Network (B3NN) composed of a Source Node (SN), a

buffer-aided Relay Node (RN) and a Destination Node (DN). When applying op-

portunistic routing, each packet is transmitted from SN to DN either directly or

indirectly via a RN based on the instantaneous channel quality. When applying

MHD transmission, the RN is capable of temporarily storing the received packets,

which facilitates transmission over three links, namely the SR, RD and SD links. In

this network, the three channels define a 3D channel probability space (CPS), which

is divided into four regions representing the activation-region of the three channels

and an outage region. Then the instantaneous channel quality values map to a spe-

cific point in this 3D channel space. The BOR scheme relies on the position of this

point to select the most appropriate channel in the 3D CPS for its transmission.

In comparison to the benchmark schemes considered in the literature, the BER,

the OP, throughput and/or energy dissipation of our proposed systems are signifi-

cantly improved.
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Chapter 1
Introduction

1.1 Motivation

The first ad hoc networks were conceived by the Defense Advanced Research Project

Agency (DARPA) [1] in the 1970s, which motivated further research on decentralized

self-organized networks [2]. The most important benefit of ad hoc networks is their

distinctively flexible nature.

The discussions in this thesis touch upon three design aspects. The first is the

deployment of the nodes and their connectivity, as discussed in Section 1.2. The sec-

ond aspect is related to the hardware of the nodes in the system, such as the number

of antennas, their buffer size, etc. The third aspect is related to the specific trans-

mission scheme, which should be carefully designed based on the above-mentioned

other two aspects and it is typically implemented in software. Hence, Chapters 2 to

5 rely on their own hardware assumptions and transmission schemes. In the next

section, the connectivity of the nodes is discussed.

1.2 The Structure and the Physical Layer of Ad Hoc

Networks

Given the rich literature of ad hoc networks [2,3], it is a challenge to classify the vast

plethora of schemes relying on diverse assumptions. Nonetheless, we may propose the

simple classification seen in Table 1.1. The associated system models are introduced

in this chapter, followed by the corresponding literature.

1.2.1 Direct Transmission

The classic direct transmission is based on the simple system model shown in Fig.

1.1. Let us commence our discourse with a historic perspective on the expressions
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Table 1.1: The classification of ad hoc networks.

Model Single/Multi- Figure Description
Source Node (SN)
Destination Node (DN)

Direct Single 1.1 Only one SN and one DN.
Link Single 1.2 An L hop link. The data is transmitted

from SN to DN via RNs sequentially.
Lattice Single 1.3,1.4 Every node has a fixed
Network Multi 1.5,1.6 hop index.
Ad Hoc Single 1.11,1.7 The hop index of each
Network Multi 1.8,1.9,1.10 node is unfixed.

S D

n

Figure 1.1: General system model of a single-hop wireless link. Transmission takes
place from the SN to the DN and n represents noise. The detailed discussions of
the figures presented will be portrayed in this section.

of the BER/outage probability in a fading channel. Then, a range of modulation

schemes as well as coding and diversity-combining techniques are discussed.

1.2.2 BER and Outage Probability Expressions

In direct transmission, the most important performance metrics are the Bit Error

Ratio (BER) and the outage probability (OP). In this section, we only discuss these

expressions in the case of single input single output (SISO) systems. The research

related to multiple input multiple output (MIMO) schemes will be discussed in the

context of the associated diversity combining techniques in Section 1.2.3. In order

to highlight the evolution of the BER/OP evaluation techniques, let us look back

over the past 20 years. There are two main types of expressions used for BER/OP

evaluation, relying on either the triangle function or on series expressions.

The triangle expression was introduced in 1991, when Craig expressed the Q func-

tion as an integral of the triangle function Q(x)= 1
π

∫ π
2

0
exp(− x2

2sin2(Φ)
)dΦ [4](9). This

expression provided researchers with an alternative choice, when deriving the BER
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formulas for fading channels, especially for those convenient cases, when the moment-

generating function (MGF) is known. Craig’s classic paper is cited in numerous pa-

pers and books, such as [5] and [6]. Later, Simon expressed the two-dimensional

Gaussian Q function in form of a single-fold integral in [7]. He then also extended

his own formulation to the product of up to four Q functions in [8]. As a further

advance, Beaulieu explained in [9] that there is no simple expression for the product

of a higher number of Gaussian Q functions.

Let us now focus our attention on the family of series-expansion based techniques,

such as the Generalized hypergeometric function [10](9.14.1) F, the Meijer-G function

[10](9.301) G and the Fox-H function [11] function H. All of them are single-variable

functions containing a single-fold infinite series or the sum of single-fold infinite series.

Moreover, some papers/books allude to the multi-variable F (Lauricella function,

[10](9.19)) and to the multi-variable H function [12], such as [13]. Theoretically, an

r-variable H-functions can be expressed as an r-fold infinite series or as the sum of

some r-fold infinite series. However, in [14], the G function relying on two variables is

calculated as a double-fold complex valued integral. With these mathematical tools

in mind, we can now proceed to look at the history of the BER/outage evaluation. At

the early stages of development researchers typically considered the Rayleigh fading

channel. Based on this assumption, the expression of BER/outage probability of

diversity-combining techniques can be obtained in closed-form without relying on

the F, G or H functions.

This situation changed with the introduction of the Nakagami-m fading channel.

An important milestone was set by Eng and Milstein [15] in 1995, since they found

the BER expression for transmission over Nakagami-m fading channels by using

the F function where m is either a non-integer parameter [15](A8) or an integer

parameter [15](A13). Later, this work was extended to Nakagami-m fading channels

combined with lognormal shadowing in [16], where the BER expression involved

the Laplace approximation [17] of the F function [10](9.14.1). By the end of the

20th century, Alouini found the BER expressions for transmission over Nakagami-m,

Nakagami-n and Nakagami-q channels [5]. The first appearance of the single-variable

G- and H-function may be traced back to [18], where the discussions are still based

on the classic Rayleigh channel. Later Aalo, Piboongungon and Iskander found

the BER expression of the generalized Gamma-distributed channel in [19]. The first

generalized BER expressions derived for fading channels relying on the H function can

be found in [20,21], albeit there is no journal version of these seminal contributions. In

2006, the authors of [22] provided the performance analysis of digital communications

systems for transmission over generalized-K fading channels, based on the channels
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characterized in [23]. In 2007, Yacoub modelled the channel either as the summation

of numerous zero-mean or non-zero-mean variables in [24], which can be viewed

as another interpretation of the family of Nakagami-n and Nakagami-q channels.

Later, Di Renzo conceived a unified framework based on the non-central moments of

different channels in [25]. In 2010, Di Renzo also derived a formula for linking the

MGF and the capacity in [26]. As a further substantial advance, in 2012 Yilmaz and

Alouini summarized the features of 24 different types of channels and expressed all

of them by a H-function, namely by the Gamma-Shadowed Generalized Nakagami-m

Fading channel [27]. In the same paper, Di Renzo’s formula linking the MGF and

the capacity has been updated for the sake of characterizing both the maximal ratio

combining (MRC) and the equal gain combining (EGC) operation of the received

signal.

Let us now focus our attention on the approximation of the Gaussian Q-function.

Karagiannidis provided a convenient approximation of the Gaussian Q-function in

[28]. He then further streamlined the expressions in [29]. Although, the expression

in [28](6) is tight, it contains e−x, which is inconvenient for further derivation. Then

his discussions were extended to the Marcum-Q function in [29] which is a more

generalized function. Although there are numerous papers trying to find a closed-

form approximation of the various Q-functions, there is only a single contribution [30],

which succeeded in providing a series-based approximation. However, even this paper

stopped that of providing a closed-form formula.

Finally, the definition of a closed-form formula is discussed. The original interpre-

tation of a closed-form formula requires an expression without an infinite integral or

an infinite summation. Although the F, G and H functions are often considered to be

in closed-form in recent research, in reality, they are constituted by infinite series. An-

other important formula is constituted by
∫∞

0
f(x)dx =

∫ π
2

0
f [arctan(t)]d · arctan(t),

which changes the infinite integral to a finite integral as proposed in [31]. Re-

cently, some papers expressed their results based on a single integral as orthogonal

polynomial-type series [27,32]. Although this representation is not in a closed-form,

its evaluation is convenient, fast, accurate and hence practical.

1.2.3 Diversity Combining

The family of diversity combining techniques rapidly developed during the last decade

of the 20th century. The most important basic combining techniques are selection

combining (SC), switch selective combining (SSC), MRC and EGC [33]. Apart from

the basic combining techniques [34], a generalized selection combining (GSC) com-

bining technique was also proposed [35]. Finally, the relationship between diversity
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Table 1.2: Major contributions on the BER, OP, channel PDFs and the Q function.

Year Authors Contribution

1991 Craig [4] The Q(x) = 1
π

∫ π
2

0 exp(− x2

2sin2(Φ)
)dΦ

function is expressed by a finite integral.
1995 Eng and Milstein [15] The BER over Nakagami-m fading channel

is expressed by the F function [10](9.14.1).
1998 Simon [7] The product of two Q functions is expressed

by a single integral.
1999 Alouini The BER expression over Nakagami-m,

and Goldsmith [5] Nakagami-n and Nakagami-q channels is provided.
2001 Huo and First applied the G [10](9.301) and

Alouini [18] H [11] functions in the wireless field.
2002 Simon [8] The product of upto four

Q function is expresseds by a single integral.
2004 Shankar [23] The generalized-K fading channel is proposed.
2004 Kung, Simon and The generalized fading distribution

Biglieri [20, 21] is expressed by the H-function.
2005 Aalo et al. [19] The BER expression for

generalized Gamma channels.
2006 Bithas et al. [22] The BER performance of

generalized-K distributed channels.
2007 Yacoub [24] Proposed κ− µ and η − µ channels.
2007 Karagiannidis [28] A tight approximation of the Gaussian-Q function.
2009 Di Renzo et al. [25] Non-central moments of different channels.
2010 Di Renzo et al. [26] A formula linking the MGF and capacity.
2011 Farhadi et al. [31] Expressed infinite integral of MGF

as a finite integral based on the triangle function.
2011 Ansari et al. [14] The first paper relying on the

G or H functions of two variables.
2012 Yilmaz and Summarized 24 types of channels and

Alouini [27] expressed all of them by a H function.
2012 Shi [30] A tight approximation of the Gaussian-Q function.
2012 Yilmaz and The results based on a single integral are
2013 Di Renzo [27,32] expressed as orthogonal polynomial-type series.
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combining and the achievable capacity was unveiled in [36].

Alouini characterized the BER of both SC and MRC in [37]. Equations (14)-

(20) are the most cited aspect of [37]. These equations expressed the product of

the incomplete gamma function in closed-form, when m is an integer. Formula (16)

of [37] is similar to Hahn’s work [38], but more convenient. This formula can also be

found in [39]. From 2005 onwards some more generalized channel models surfaced,

which were characterized by the Meijer-G function. The authors of [40] derived both

the SSC BER and the achievable spectral efficiency for transmission over Generalized

Gamma (GG) channels. The MRC, SC, SSC, EGC based BER expressions dervied for

Generalized-K channels are studied in [41]. Later, the authors of [42] considered both

switch diversity and adaptive modulation. The sum of Gamma-Gamma distributions

was found in [43]. The η − µ fading channels exhibiting correlation and relying on

MRC were studied in [44]. Apart from these achievements, Chen and Laneman

combined the signal at the bit level after a hard-desision in [45], which led to the

follow-on paper [46].

In 1995, Eng, Kong and Milstein proposed a so-called Generalized Selection Com-

bining (GSC) technique in [35], where the receiver was capable of accumulating the

SNR generated from different channels, until the required threshold was exceeded.

The channel model in [35] was the classic Rayleigh fading channel. Then Ma [47]

extended the results of [35] to uncorrelated Nakagami-m channels. Later, Mallik

and Win extended these results to correlated Nakagami-m channels [48]. Moreover,

Karagiannidis, Zogas and Kotsopoulos derived the (PDF) of the SC-aided Multivari-

ate Nakagami-m channel with the aid of Green’s matrix approximation in [49]. In

2006, Yang [50] proposed the exact BER formula for GSC. Then Bithas, Sagias and

Mathiopoulos extended GSC for transmission over GG channel [51]. Furthermore,

the authors of [52] jointly considered GSC, power allocation and adaptive modula-

tion. In 2009, the authors of [53] discussed a correlated Nakagami-m channel, albeit

their results were only accurate for MRC. The bivariate generalized-K channel was

proposed by Bithas, Sagias and Mathiopoulos in [54], where BER expressions were

provided for EGC/MRC. Furthermore, the authors of [55, 56] discussed the distri-

bution of the nth largest variable amongst L random variables and its application

in GSC. Additionally, the authors of [57] discussed the GSC in the presence of self-

interference. Recently, Beaulieu and Hemachandra [58] extended the results of [48]

to scenarios, when the channel was characterized by a correlated channel matrix.

Alouini and Goldsmith also discussed the capacity improvements achieved with

the aid of both SC and MRC in [36]. Ten years later, this work was extended to

Generalized-Gamma (GG) channel by Bithas [59]. A classic paper related to the
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capacity of MIMO systems is [60]. Actually, the capacity that may be achieved for a

given channel matrix is determined by the associated eigenvalues. The generalized-

Gamma channel-related version of [36] is [59].

1.2.4 Adaptive Modulation and Coding

Hayes proposed the concept of adaptive modulation as early as 1968 [61]. However,

it was not until the 1990s that the concept became sufficiently mature for prac-

tical exploitation. Webb and Steele [62] conceived the variable rate QAM concept,

while Goldsmith and Chua [63] extended it to variable-rate, variable-power (MQAM).

Adaptive modulation was also advocated in a cellular system by Qiu and Chawla [64].

The earliest discussions related to arbitrary constellations used in an adaptive

modulation context can be found in [65]. However, in practice, either the classic

square MQAM or star-QAM [66] may be preferred. Jeong et al. [67] then extended

the results to (MPSK) communicating in Nakagami-m/Rician channels [68].

Based on the near-instantaneous channel conditions, the system maps the input

bits to different modulation and/or coding schemes, hence this regime is referred to

as Adaptive Modulation and Coding (AMC). Adaptive modulation aided transmis-

sions over Nakagami-m channels is systematically discussed in the work of Alouini

and Goldsmith in [69], while Choi et al. [70] characterized adaptive modulation in

conjunction with MRC and Space-Time Block Coding (STBC), when communicating

over Nakagami-m channels. The achievable throughput was maximized by finding

the optimal switching threshold of different modulation schemes.

Although the BER performance achieved without channel coding has been lav-

ishly studied, only a very few papers discussed the achievable performance of packet-

by-packet transmissions [71–75]. Liu, Zhou and Giannakis [71] characterized the

relationship between the SNR and the Packet Error Ratio (PER) in conjunction

with AMC and the High Performance Radio LAN (HIPERLAN/2) standard [76].

Later, the associated queuing effects were taken into account at the data link layer

in [72], while Kwon and Cho [73] discussed the SNR-PER relationship of AMC using

truncated ARQ. Then the same authors discussed the associated resource allocation

in [74]. Ramis and Femenias [75] extended the results of [71] with the aid of ARQ,

while Aniba and Aissa [77] jointly considered adaptive modulation, packet combining,

ARQ, MIMO and STBC for communicating over Nakgami-m channels.

In 2007, Yang, Belhaj and Alouini combined adaptive modulation with GSC

in [78]. Later, Ko et al. [79] extended [78] to an adaptive modulation aided system
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relying on MRC, while Gjendemsjo et al. [80] extended the concept of [78] to an

adaptive modulation assisted system using both GSC and power control.

1.2.5 DS-CDMA

In 1995, Eng and Milstein [15] discussed the performance of coherent direct-sequence

CDMA (DS-CDMA). Then, Hara and Prasad [81] compared the BER performance,

when of DS-CDMA to multicarrier CDMA (MC-CDMA). Later in 2002, Cheng and

Beaulieu [82] characterized the exact BER performance communicating in Rayleigh

channels while Yang and Hanzo [83] discussed the BER performance of multicar-

rier DS-CDMA communicating in Nakagami-m channels. Lastly, asynchronous DS-

CDMA was considered by Liu and Hanzo [84]. This work was then extended to

MC-DS-CDMA by Smida, Hanzo and Affes in [85].

1.2.6 Multihop Link

A multihop link is shown in Fig. 1.2, which consists of a source node (SN), a desti-

nation node (DN) and (L− 1) relay nodes (RNs). The data is transmitted from the

SN to the DN via RNs sequentially. The distance and the fading distribution of the

channel between each pair of the adjacent nodes is typically different.

nL

D

nL−1

RL−1

Hop 1 Hop 2 Hop L

n1 n2

S R1 R2

d1 d2 d3 dL

Figure 1.2: System model of a multi-hop wireless link having hops of different length,
where the SN sends messages to the DN via (L− 1) intermediate RNs.

It is widely known that there are two basic relaying techniques: Decode (Detection)-

and-Forward (DF), and Amplify-and-Forward (AF). A challenging problem is to find

an equivalent End-to-End (E2E) SNR based on the SNR of each hop. Hasna and

Alouini [86] provided one of the most important results in the field of multihop links

stating that 1 + 1
γeq

=
∏L

i=1(1 + 1
γi

) [86](Eq. 2), where γi is the instantaneous SNR

in the ith hop and γeq is the E2E equivalent SNR. For the sake of simplicity in some

cases, γeq =
[∑L

i=1
1
γi

]−1

was adopted [86](Eq. 4) which was accurate in the high

SNR region. The same authors also published another paper [87] for quantifying the

E2E BER, when the E2E MGF were known. They also extended their work to the

Nakagami-m channel [88]. The benefits of a low-complexity fixed-gain relay were



1.2.6. Multihop Link 9

studied in [88, 89], while those of power allocation were discussed in [90]. Karagian-

nidis extended the discussion of the harmonic mean from two hops to L hops in [91],

while Waqar et al. [92] conceived a unified framework for the ergodic capacity for

transmission over generalized fading channels. Afterwards, Trigui et al. [93] provided

a unified framework for expressing the capacity/BER/outage probability of a SISO

multihop link using AF relaying for transmission over generalized fading channels

with the aid of the Lauricella functions [10](9.19). Recently, Yilmaz, Tabassum and

Alouini [94] analyzed the Higher Order Statistics (HOS) of the channel capacity for a

SISO multihop link using AF relaying for transmission over generalized fading chan-

nels. The Average Outage Duration (AoD) is obtain with the aid of the MGF of

end-to-end SNR and an axuiliary function [94](4).

MIMO-aided relays were widely studied [95–106]. For example, the outage prob-

ability of a MIMO-aided relay was investigated in [95]. In [96] it was assumed that

both the user and the relay have a single antenna, whilst the base station has mul-

tiple antennas. Sulyman et al. [97] quantified the capacity of MIMO-aided spatial

multiplexing for multi-hop relaying aided single links. The analysis of beamforming

provided in [98] was extended to a dual-hop scenario in [99, 100]. The capacity of

multihop relaying invoking both adaptive rate and power allocation for transmis-

sion over Nakagami-m channels was discussed in [101], which extended the results

of [36] to a more complex scenario. A MIMO-assisted Ultra-Wide-Band (UWB) sys-

tem relying on dual-hop relaying and outdated channel side information (CSI) was

analyzed in [102]. Xu and Hua designed transmit-precoding matrices for two-way

MIMO-assisted relays in [103]. Meanwhile, Vaze and Heath quantified the capacity

of a two-way MIMO relay in [104]. Transmissions over a correlated dual-hop MIMO

relay channel, whilst relying on both transmit antenna selection and MRC recep-

tion were considered in [105]. This work was extended from Rayleigh channels to

Nakagami-m channels in [106].

In general it is difficult to analyze the performance attained with the aid of channel

coding. Nonetheless, Lee and Kim analyzed the achievable BER performance of a

two-hop scenario in conjunction with orthogonal space-time block code (OSTBC)

[107]. Similar investigations can also be found in [108].

The management of buffer control combined with AMC in the Media Access

Control (MAC) layer was considered in [109] and [110]. The authors of [111] analyzed

the simplest two-hop scenario in terms of several metrics. Specifically, Equation (16)

characterized the steady-state probability distribution of the buffer fullness.

Following [13], the authors of [112] considered the realistic scenario of bidirectional
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transmissions over Nakagami-m channels. You, Chen and Li [113] included network

coding in two-way relaying using the classic DF protocol and characterized the MAC

layer.

Mehta et al. [114] investigated the benefits of both rateless codes and of buffering

at the relay. They considered two hops and M relays. The SN transmitted rateless

codes [115], until at least one relay successfully decoded the message.

As a further development, in [116] non-identical Nakagami-m channel were consid-

ered for each hop. Finally, Morgado et al. [117] characterized the E2E performance,

when the performance of every single hop was different, while the routing aspects

were considered in [118].

1.2.7 Multihop Lattice Networks with One Source and One Destination

SN DN

R1

R2

RM

Figure 1.3: System model of a two-hop MHLN, where the SN transmits messages to
the DN via M relays.

SN DN

R1,1 R2,1

R2,2R1,2

Figure 1.4: System model of a three-hop MHLN, where the SN transmits messages
to the DN via two intermediate hops and there are two relay nodes in each hop.

Let us now define the concept of Multihop Lattice Networks (MHLN), where each

RN is aware of its own hop index in the route. The packets will be transmitted from

a node with hop index l to a node with hop index (l + 1) and its transmission from

the SN to the DN requires L hops, as shown in Fig. 1.3, regardless of the specific
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S D

R1,1

R1,2

R1,M1

RL,1

RL,2R2,2

R2,1

RL,ML
R2,M2

Figure 1.5: System model of a multi-hop lattice network, where the SN transmits
messages to the DN via (L + 1) intermediate hops and there are Ml nodes in lth
hop.

route. In this figure, M relays with hop index one are employed between the SN and

DN, hence any packet reaching the DN requires two transmissions.

Another example is shown in Fig. 1.4, which portrays a three-hop MHLN, where

the SN sends its messages to the DN via two intermediate hops and there are two

RNs in each hop. Finally, Fig. 1.5 portrays the generalized L-hop model relying on

Ml relays during the lth hop.

For the simplest case considered in Fig. 1.3, the authors of [119] considered an

outage-optimal AF or DF relaying scheme. Gui, Dai and Cimini combined the lattice

network model of Fig. 1.5 and the routing techniques in [120], while Wubben [121]

characterized lattice networks relying on both power allocation and adaptive mod-

ulation. Pan, Ekici and Feng [122] analyzed the Asymptotical Relative Diversity

Order (ARDO) and the corresponding performance communicating over log-normal

channels. AF relaying-aided lattice networks were considered in [123]. Li et al. [124]

elaborated on the cooperation of relays having outdated CSI under the assumption

that either only outdated CSIs are available or both outdated CSIs and statistical

channel information are available. Liu and Kim [125] assumed that there are M

relays and two hops associated with outdated CSI, where an AF relaying scheme was

used.

Bidirctional relaying was combined with adaptive modulation in [126], while the

authors of [127] claimed that their technique of selecting a specific relay was capable

of approaching the Mth-order diversity gain with the aid of M relays. Both the

authors of [127] of [128] quantified the performance erosion imposed by outdated

CSI.
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1.2.8 Multihop Lattice Networks with Multiple Sources and

Destinations

0

1

2

3

0 1 2 3 4

S2

S3

S1

D1

D3D2

D2

Figure 1.6: System model of a multi-hop lattice networks supporting multiple sources
and destinations. The number of SNs may be different from the number of DNs. In
this figure, S1 and S3 have the corresponding destinations of D1 and D3, while S2

has two destinations, namely D2 located at either (0, 1) or at (3, 2).

A MHLN may have more than one pair of SNs and DNs. Furthermore, one SN

or DN may have more than one corresponding DN or SN. However, the hop index of

a relay node associated with a pair of SN-DN is fixed. As an example shown in Fig.

1.6, there are three SNs and four corresponding DNs in this figure. Then the nodes

Si, Di may act as a RN for the data transmitted from Sj to Dj, when i 6= j.

In their seminal contribution, Xie and Kumar [129] discussed multihop lattice net-

works supporting multiple sources and destinations. Sengupta et al. [130] researched

a network relying on multiple sources and destinations as well as on network coding.

In classic BS-aided cellular networks, the RNs assist the base station (BS) in

communicating with the users. Typically, there is a strong direct link between the

BS and the users. Cooperation may occur between two BSs, or between two relays

or a relay and a BS. Oyman [131] studied the RN-BS cooperation and the associated

spectrum allocation issues in a single cell. As a further advance, Zhang et al. [132]

analyzed the BER, outage probability and the diversity order of AF, DF as well as
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of selective DF. Ding et al. [133] investigated a scenario associated with multiple

sources and relays transmitting to a single destination. The outage probability was

calculated for both AF and DF relaying. Zhang et al. [134] conceived a scheduling

scheme for multiple sources and relays supporting a single destination. The authors

of [135] researched the scenario of a single-BS multi-relay aided multi-user network.

Their analysis showed that a diversity order of (M + N) may be achieved with the

aid of AF relaying, where M was the number of users and N was the number of

relays.

1.2.9 Multihop Networks with One Source and One Destination

SN

RN

DN
dSD

dRD
dSR

Figure 1.7: A simple three-node model. The source can transmit its data to the
destination both directly and via the RN. The distance between the pairs of nodes
are dSD, dSR, dRD.

S D

R2

R1

RM

Figure 1.8: System model of an M relay MHN, where the SN sends messages to the
DN via M relays or directly. All the relays have the same hop index, which means
that the relays cannot communicate with each other.

Multihop networks may be defined on the basis of having at least one node, which

has a routing-dependent hop index. This definition leads to two sub-categories. In

category 1 only the SN has a routing-dependent hop index. In most practical case,

it is assumed that the SN is capable of directly communicating with the DN, as

shown in both Fig. 1.7 and Fig. 1.8. In Category 2 at least one RN has a routing
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S D

R1 R2

Figure 1.9: System model of a four-node MHN, where the SN sends messages to the
DN via two relays. The relays are allowed to communicate with each other.

dependent hop index. Normally, it is assumed that all RNs and the SN have a

routing-dependent hop index, as shown in Fig. 1.9. Usually, the receive set1 of each

RN and SN is predetermined for this type of network. Note that Fig. 1.7 represents

the only example belonging to both categories due to having a single RN.

Fig. 1.7 portrays one of the classical models. Ng and Yu [136] incorporated a

number of novel elements into this model, namely the relay selection technique, the

relaying-strategy as well as the power allocation (PA) and reformulated the associ-

ated cross-layer operation problem as an optimization problem. Fareed and Uysal

proposed a relay-position selection for an STBC-assisted scheme in [137]. Further

improvements were proposed in [138,139], which explored the benefits of STBC. The

average receive SNR was taken into account in [140], which effectively represented the

distance, because in ad hoc networks typically no power-control is used. This paper

also discussed several relaying models relying on the instantaneous channel condi-

tion. Lee et al. [141] combined the benefits of ARQ, PA as well as DF relaying and

quantified how the ARQ reduced the outage probability. Then Ropokis et al. [142]

considered the attainable successful decoding probability at the relay node under

the idealized simplifying assumption that no channel coding is applied. Different

modulation schemes combined with DF relaying were discussed in [143]. Benjillali

et al. [144] considered two different relaying schemes and the Bit-Interleaved Coded

Modulation (BICM) assisted capacity was quantified.

Xia, Fan, Thompson and Poor designed an attractive MAC layer for a three-node

relay network benefitting from having a buffer [145]. Onat et al. [146] provided the

BER analysis of relay-aided cooperation, while the authors of [147] analyzed the

modulation-mode switching thresholds of adaptive modulation.

A new node model was proposed in [148], where M relays were located between

1Receive Set of node i: all nodes which are qualified to receive the data from node i form the
receive set of node i.
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the SN and the DN, but the SN was also capable of directly communicating with

the DN. Two specific cases were considered, namely when all relay nodes actively

participated in relaying or only the best relay node using the AF protocol has been

considered. The benefits of power control on both the achievable throughput and on

the outage probability were quantified. The Symbol Error Ratio (SER) analysis of

the same system model was provided in [149]. The outage probability of DF relaying

was derived by Beaulieu and Hu in [150], while the attainable BER was studied

by Lee and Kim in [151]. The same system relying on MIMO-aided DF relaying

was considered by Adinoyi and Yanikomeroglu in [152]. In [153], Ikki and Ahmad

extended the model of [150] from the Rayleigh channels to the more general family

of Nakagami-m channels in the context of DF relaying and both the BER as well as

the outage probability were analyzed. Similar results can also be found in [154].

1.2.10 Multihop Networks with Multiple Sources and Destinations

Figure 1.10: An ad hoc network supporting multiple SNs, multiple RNs and a single
DN. The DN can receive the signal both directly from SN or via the RNs. Multi-user
detection can be applied at the DN of this model. c© [135]

The final ad hoc model considered here is constituted by the multihop network

supporting both multiple SNs and DNs as shown in Fig. 1.10 , where the multiple-

SNs transmit their data to the single DN either via the RNs or directly. This model is

also often applied in the research of cellular networks [135]. As the most sophisticated

scenario, Fig. 1.11 shows a network having multiple sources, destinations and hops.

Both the physical layer related papers [155,156] and the upper layer based contri-

butions [157] discussed the behavior of the network supporting multiple sources and
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D1
2

S3

D3

D1

D2
2

S1

S2

Figure 1.11: System model of a multi-hop network having multiple sources and des-
tinations. The number of SNs may be different from the number of DNs. In this
figure, S1 and S3 have the corresponding destinations of D1 and D3, while the S2 has
two destinations, namely D1

2 and D2
2.

destinations. However, the upper layer based papers are beyond the scope of this

chapter.

The capacity of wireless networks was evaluated in [158]. Then Grossglauser and

Tse [159] claimed that the per-user throughput may actually be increased when the

nodes were mobile rather than fixed. Gupta and Kumar [160] were the first authors

to consider the family of lattice networks. In 2003, a series of papers was published

on the subject of cooperative diversity by Sendonaris, Erkip, Aazhang [161, 162] as

well as by Laneman, Tse and Wornell [163].

Beneficial power allocation was proposed for a network supporting multiple sources,

relays and destinations in [155], while the authors of [156] proposed a range of deploy-

ment concepts for fixed relays. Then Ibrahim et al. [164] put forward and answered

a pair of fundamental questions: When to cooperate? Whom to cooperate with?.

Farhadi and Beaulieu extended the results of [165] and in [166] they found the most

beneficial DF RN position. In 2012, Maric, Goldsmith and Medard [167] discussed

the design of networks supporting multiple sources and destinations relying on net-

work coding. They also considered AF relaying in the high-SNR region [167].

1.3 Thesis Outline and Novel Contributions

1.3.1 Novel Contribution

The thesis is based on the publications [168–171]. The novel contributions of this

thesis are listed as follows:
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Contribution 1 [168]: A novel buffer-aided multihop transmission scheme has been

proposed and investigated. The corresponding MAC layer protocol has also

been conceived. The BER, outage probability and delay of MHLs have been

analyzed and a range of formulas have been obtained, when assuming that

BPSK signals are transmitted over all the hops, which experience i.i.d Rayleigh

fading. Our analysis and performance results show that exploiting the inde-

pendent fading of multiple hops results in a significant diversity gain. Given

an L-hop link, the MHD scheme is capable of achieving an Lth order diversity,

when each RN has a buffer of sufficient size and data blocks of sufficiently large

size are transmitted. It can be shown that the maximum achievable MHD

may be approached, when each RN has a moderate buffer size. The MHD

scheme significantly outperforms the conventional multi-hop transmission ar-

rangement in terms of the BER/outage performance, when sufficiently large

buffers are considered.

Contribution 2 [169]: The performance of MHLs employing the MHD scheme was

investigated, when communicating over Nakagami-m fading channels. Given a

time-slot (TS), the MHD scheme activates a specific hop from the set of the

all available hops based on the values given by their CDFs. Both accurate and

approximate expressions were derived for the end-to-end BER as well as for the

outage probability of BPSK/MQAM signals. Furthermore, our MHD scheme

is capable of achieving the maximum achievable diversity gain provided by the

independent fading experienced by different hops.

Contribution 3 [170]: Adaptive modulation assisted buffer-aided transmissions were

conceived and investigated. A new transmission scheme namely the Maximum

Throughput Adaptive Rate Transmission (MTART) scheme is proposed. A

matching MAC layer protocol is also proposed for implementing our MTART.

The bit error ratio (BER), the outage probability (OP), the throughput as well

as the bandwidth-efficiency of the MTART scheme is analyzed. Our results

demonstrate that our MRART regime has the potential of significantly outper-

forming conventional adaptive modulation. Naturally, the OP is improved by

the buffering scheme advocated at the cost of an increased delay. Finally, the

distribution of the end-to-end packet delay is characterized.

Contribution 4 [171]: A Buffer-aided Opportunistic Routing (BOR) scheme is

proposed for a three-node network. Furthermore, the three-dimensional (3D)

Transmission Activation Probability Space (TAPS) formed by the associated

three channels is conceived. Both the energy consumption and the outage prob-

ability (OP) are investigated for transmission in this network. The results show

that when the system is operated at 0.4packet/TS, the energy consumption is
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reduced by as much as 24.8% to 77.6% when compared to four other state-of-

the-art benchmark schemes. Furthermore, the OP is reduced by 89.6%, when

compared to conventional opportunistic routing. Finally, the packet delay of

the BOR scheme is studied.

1.3.2 Outline of the Thesis

In this section we provide an overview of the remainder of this thesis. As described

in Section 1.3.1, the proposed buffer-aided transmission is capable of reducing both

the BER and the outage probability as well as the energy consumption. Let us now

highlight the outline of this thesis, which is portrayed in Figure 1.12.

and

Chapter 1

Related work

Conclusions

Future research

Chapter 6

input: CQs, buffer size, no. of hops
output: BER,OP,delay
objective functions: BER,OP

Chapter 2 BPSK transmission over Rayleigh
channels in a multihop link

input: CQs, buffer size, no. of hops
output: BER,OP,delay
objective function: BER,OP

input: CQs, buffer size, no. of hops
output: BER,OP,delay
objective function: OP,throughput

space for a three node network
input: CQs, buffer size
output: PED,OP,throughput
objective function:PED

Chapter 3 MQAM transmission over
Nakagami-m channels in a multihop link

Chapter 4 Adaptive transmission over
Nakagami-m channels in a multihop link

Chapter 5 Non-linear channel selection

Figure 1.12: Organization of the thesis. CQ: channel quality. BER: Bit error ratio.
OP: outage probability. PED: packet energy consumption.

Chapter 2: A multi-hop transmission scheme is proposed in Section 2.1, where the

relay nodes of a multi-hop link are assumed to have buffers for temporarily

storing their received packets. Then in Section 2.2, we assume that each hop

experiences both propagation pathloss and independent identically distributed

(i.i.d) flat Rayleigh fading. As a benefit of storing packets at the RNs, during

each TS, the hop having the highest signal-to-noise ratio (SNR), can be acti-

vated from the set of those hops that have packets awaiting transmission in
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their buffer. A packet is then transmitted over the best hop. After introducing

the related MAC layer implementation in Section 2.3, the system’s BER/outage

probability performance analysis is provided in Section 2.4. It is shown that

this hop-activation procedure is reminiscent of selection (SC) diversity, which

is referred to here as multi-hop diversity (MHD). Then, the BER, OP, diversity

order and the performance of the MAC layer is characterized in Section 2.5.

Section 2.6 concludes this chapter.

Chapter 3: The concept of multihop diversity is applied to MQAM transmission

over non-independent identically distributed (i.n.i.d) flat Nakagami-m channel.

A cumulative distribution functions (CDFs) based channel selection method

is proposed in Section 3.1. Then in Section 3.3 the exact BER and OP are

evaluated. An approximate expression is derived, which assists us in finding

the distribution of how many packets are stored in the buffer, when the buffer

size and/or the number of hops is large. It is shown in Section 3.3.4 that this

hop-activation procedure is also reminiscent of the MHD regime of Chapter 2.

Then, a number of results, including the BER and OP are obtained in Section

3.4. Finally, the conclusions of this chapter are provided in Section 3.5.

Chapter 4: The adaptive modulation is invoked for buffer-aided transmission. The

number of bits in each time slot is affected both by the channel quality and the

buffer fullness. During each time-slot (TS), the criterion used for activating a

specific hop is that of transmitting the highest number of bits (packets). When

more than one hops are capable of transmitting the same number of bits, the

particular hop having the highest channel quality (reliability) is activated. After

introducing this new concept in Section 4.1, a specific MAC layer protocol is

proposed in Section 4.3 for implementing the new transmission scheme. In the

same Section, we refer to this regime as the Maximum Throughput Adaptive

Rate Transmission (MTART) scheme, which is analyzed for transmission over

the i.i.d Nakagami-m fading channels in Section 4.4 and 4.5. Then in Section

4.6, the theoretical expression of the BER, OP, capacity, throughput as well as

the delay-PMF are confirmed by our simulation. Finally, Section 4.7 offers our

conclusion.

Chapter 5: The Buffer-aided Opportunistic Routing (BOR) concept is proposed in

Section 5.1, which combines the benefits of both opportunistic routing [172] and

of MHD-aided transmissions [168]. This principle was conceived for a Buffer-

aided Three-node Network (B3NN) composed of a SN, a buffer-aided RN and

a DN. As mentioned in Section 5.2, when applying opportunistic routing, each

packet is transmitted from the SN to the DN either directly or indirectly via the
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RN, depending on the instantaneous channel qualities. In MHD assisted trans-

mission, the RN is capable of temporarily storing the received packets, which

facilitates the flexible selection of the channels. A matching MAC layer protocol

is provided in Section 5.3 for implementing this transmission scheme. Section

5.4 describes the channel selection criterion used in our simulations. From Sec-

tion 5.5 to Section 5.8, the concept of the three-dimensional (3D) Transmission

Activation Probability Space (TAPS), the channel activation philosophy and

the PMF of the packet delay are discussed, respectively. In Section 5.9, we con-

structed a three-node network for investigating the energy consumption, OP

and the PMF of the delay. Section 5.10 summaries the findings of this chapter.

Chapter 6: Section 6.1 summarizes the entire thesis. Then, Section 6.2 provides

design guidelines and finally we suggest future research ideas in Section 6.3.



Chapter 2
Buffer Aided Multi-Hop BPSK

Links for Rayleigh Channels

In Chapter 1, we reviewed the state-of-the-art. In this chapter, a multi-hop transmis-

sion scheme is proposed and studied, where all the relay nodes (RNs) of a multi-hop

link (MHL) are assumed to have buffers for temporarily storing their received packets.

Hence, the RNs are operated under the so-called Store-and-Forward (SF) relaying

scheme. As a benefit of storing packets at the RNs, during each time-slot (TS), the

best hop typically has the highest signal-to-noise ratio (SNR), which can be activated

from the set of those hops that have packets awaiting transmission in the buffer. A

packet is then transmitted over the best hop. This hop-activation procedure is rem-

iniscent of selection (SC) diversity, which is referred to here as multi-hop diversity

(MHD). In this chapter, we investigate both the bit error and outage probability

as well as the delay performance of the MHD scheme, when assuming that each

hop experiences both propagation pathloss and independent identically distributed

(i.i.d) flat Rayleigh fading. The (MAC) layer implementation and several closed-form

formulas are derived. Both numerical and simulation results are provided for char-

acterizing the achievable performance of the MHD scheme. Our performance results

show that relying on multiple hops has the potential of providing a significant diver-

sity gain, which may be exploited for enhancing the reliability of wireless multi-hop

communications.

2.1 Introduction

In wireless multi-hop communications, a source node (SN) sends information to a cor-

responding destination node (DN) via intermediate relay nodes (RNs), which results
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in a range of advantages over conventional single-hop communications. These advan-

tages may include an improved energy-efficiency and extended coverage, improved

link performance, enhanced throughput, simplicity and high-flexibility of network

planning, etc. [110, 121,173]. Owing to their advantages, multi-hop communications

have drawn a lot of attention and have been investigated from different perspec-

tives [86–88,91,96,110,121,173–176].

In the context of multi-hop links (MHLs), it has typically been assumed that

information is transmitted from the SN to the DN one node by one node succes-

sively, without any store-and-wait stage at the intermediate RNs [87, 174, 175]. For

convenience of description, we refer to this scheme as the conventional multi-hop

transmission scheme in our forthcoming discourse. In this conventional multi-hop

scheme, information is transmitted over a single hop during its scheduled time-slot

(TS) regardless of its link quality quantified, for example, by its signal-to-noise ratio.

Hence, the overall reliability of a MHL is dominated by that of the poorest hop and a

route outage occurs, once an outage is encountered in any of the invoked hops. As a

result, the route error/outage performance of a MHL usually degrades or remains the

same in the best case, as the number of hops increases. In order to improve the per-

formance of MHLs, novel signaling schemes have been proposed [110,173,177], which

require the nodes to have a store-and-wait capability. For example, in [173, 177],

Adaptive Modulation and Coding (AMC) combined with automatic repeat request

(ARQ) schemes has been invoked in cooperative decode-and-forward (DF) commu-

nications. Very recently, the authors of [110] have employed AMC for dual-hop

cooperative communications relying on a regenerative RN, where the AMC mode of

both the hops may be configured independently.

In this chapter, we view the independently fading multiple hops of MHLs as

an adaptively configurable resource that may be exploited for achieving diversity.

This diversity is achieved by assuming that every node of a MHL has a buffer for

temporarily storing the packets received. In contrast to the conventional multi-hop

transmission schemes, where a hop is forced to transmit during its scheduled TS

regardless of its reliability, our proposed scheme activats the highest-quality hop

from the set of hops having packets in their buffers to send. Hence, our multi-hop

transmission scheme is reminiscent of selection (SC) diversity, which is referred to

here as multi-hop diversity (MHD). In this chapter, we analyze the characteristics and

achievable performance of the MHLs supported by MHD. For simplicity, we assume

that information is transmitted hop-by-hop using binary-phase shift-keying (BPSK)

modulation. The bit error and outage probability as well as the delay performance

of the MHD scheme are investigated, when assuming that each hop experiences both
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propagation pathloss and independent identically distributed flat Rayleigh fading.

We analyze in detail the bit error ratio (BER), the outage probability, the achievable

diversity order (DO), the probability mass function (PMF) of the delay as well as the

average and maximum delay. Both numerical and simulation results are provided for

characterizing the achievable performance of the MHD scheme. The impact of both

the number of hops and the buffer size of RNs on the performance of the MHD scheme

is addressed. Our BER/outage performance results demonstrate that independently

fading multiple hops have the potential of providing a significant diversity gain for

improving the reliability of multi-hop communications. The achievable error/outage

performance may be improved, as the buffer size increases and/or the number of

hops of a link increases. However, given the total number of hops of a MHL, the

maximum attainable MHD may be approached, provided that each of the RNs has

a sufficiently large buffer size.

Naturally, due to the store-and-wait characteristics of the RNs, the above-mentioned

error/outage performance improvement is obtained at the cost of an increased delay.

In this chapter, we study both the block delay and the packet delay. The block delay

is defined as the time required for a block of packets generated by the SN to reach

the DN. By contrast, the packet delay is the time required for delivering a specific

packet from the SN to the DN, when assuming that there is an infinite number of

packets to transmit. Our studies show that for a sufficiently large amount of data,

the MHD scheme on average does not have to strike an explicit trade-off between the

delay tolerated and the achievable error/outage performance. Our studies show that

both our MHD scheme and the conventional multi-hop transmission scheme [178]

use exactly the same number of TSs to deliver a block of packets, yielding the same

block delay. This is because our MHD scheme transmits one packet over one hop per

TS, identically to the conventional multi-hop transmission scheme. By contrast, the

packet delay is a random variable, distributed in a range bounded by the minimum

and maximum packet delays. However, for an L-hop link, the MHD scheme delivers

on average one packet per L TSs to the DN, while the conventional multi-hop scheme

delivers exactly one packet per L TSs to the DN.

Note that the terminology of MHD has also been used in [166]. However, the

MHD considered in [166] and that defined in this chapter have an entirely different

meaning. In [166], it is assumed that a receiving node can receive replicas of the

same signals from several other nodes. In this case, MHD is attained at the receiving

node by combining the signals received from the different nodes transmitting the

same information. Therefore, the MHD in [166] is obtained by multipath combining.
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By contrast, the MHD in this chapter belongs to the category of SC diversity. Fur-

thermore, in [166] the RNs do not use a buffer to store packets, hence the signals are

transmitted hop-by-hop based on the conventional multi-hop transmission scheme.

The remainder of this chapter is organized as follows. The next two sections

present the system model and the implementation of the system. Section 2.4 analyzes

both the BER and outage probabilities, as well as the delay imposed. In Section 2.5,

we provide our numerical and simulation results. Finally, our conclusions are offered

in Section 2.6.

2.2 System Model of Multi-Hop Links

The system model under consideration is a typical multi-hop wireless link [175,178],

which is shown in Fig. 2.1. The MHL consists of (L + 1) nodes, a SN S (node 0),

nL

D

nL−1

RL−1

Hop 1 Hop 2 Hop L

n1 n2

S R1 R2

Figure 2.1: System model for a multi-hop wireless link, where source node S sends
messages to destination node D via (L− 1) intermediate relay nodes.

(L − 1) RNs R1, R2, . . . , RL−1 and a DN D (node L). The distance from the SN

S to the DN D is normalized to DSD = 1. For simplicity, we assume that every

hop spans the same distance, expressed as d = DSD/L = 1/L. The SN S sends

information to the DN D via L hops with the aid of the (L− 1) RNs. At the RNs,

the classic decode-and-forward (DF) protocol is employed for relaying the signals.

For convenience, we denote the symbol transmitted by node 0 as x0 and its estimate

at the DN D of node L by xL = x̂0, while the symbol estimated at the lth RN by

xl, l = 1, . . . , L − 1. At packet level, they are correspondingly represented by xxx0,

xxxl, l = 1, . . . , L− 1, and xxxL = x̂xx0. We assume baseband BPSK modulation and that

xl assumes the values of +1 or −1 with equal probability. In this chapter, we assume

that the signals are transmitted on the basis of TSs having a duration of T seconds.

In addition to propagation pathloss, the channels of the L hops are assumed to

experience independent block-based flat Rayleigh fading, where the complex-valued

fading envelope of a hop remains constant within a TS, but is independently faded for

different TSs. The pathloss is assumed to follow the exponential law of d−α, where

α is the pathloss exponent, having a value between 2 to 6, typically. We assume
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that the total energy per bit transmitted from the SN S to the DN D is Eb = 1

unit, regardless of the number of hops per MHL. This one unit of energy is uniformly

assigned to the L hops of the MHL. Hence, the energy required for transmitting one

bit over a hop is 1/L units. Based on the above settings, when the (l − 1)st node

transmits a packet xxxl−1, the observations received by node l can be expressed as

yyyl =
√
γhhlxxxl−1 + nnnl, l = 1, 2, . . . , L (2.1)

where hl represents the fast fading channel gain of the lth hop from node (l − 1) to

node l, while nnnl is the Gaussian noise added at node l. The fast-fading channel gain

hl obeys the Rayleigh distribution with a mean of one and the average receive SNR

is γh. The noise samples in nnnl, l = 1, . . . , L, obey the complex Gaussian distribution

with zero mean and a common variance of σ2 = 1/(2γb) per dimension, where γb

denotes the received average SNR per bit, when the SN directly sends signals to

the DN over a single hop spanning a distance of DSD = 1 using one unit of energy.

Based on the above definitions, the average receive SNR of the lth hop is then given

by γh = Lα−1γb. Explicitly, the average SNR per hop increases, as the number of

hops of a MHL increases, which results in a power gain.

Table 2.1: Example of a five-hop link.

TS i Buffer [2 4 3 5] Channel SNR [0.2 0.8 1.2 1.1 0.7] Channel 3 is activated
TS i+1 Buffer [2 3 4 5] Channel SNR [0.7 1.2 0.5 0.4 0.3] Channel 2 is activated
TS i+2 Buffer [1 4 3 5] Channel SNR [1.2 1.4 1.1 0.3 0.9] Channel 2 is activated
TS i+3 Buffer [0 5 3 5] Channel SNR [0.2 1.3 0.8 0.8 1.5] Channel 5 is activated
TS i+4 Buffer [0 5 3 4] Channel SNR [0.6 1.9 0.8 1.2 1.1] Channel 4 is activated
TS i+5 Buffer [0 5 2 5] Channel SNR [1.4 0.5 0.9 1.1 1.1] Channel 1 is activated
TS i+6 Buffer [1 5 3 5] Channel SNR [0.2 1.3 0.8 0.8 1.5] Channel 5 is activated
TS i+7 Buffer [0 6 3 4] . . . . . .

As mentioned in Section 2.1, the channel having the highest instantaneous channel

quality is activated. However, since the channel conditions and interference patterns

are random, they cannot be predicted. Let us assume that there is a five-hop link

where every RN can store upto 8 packets. Since we have five hops, apart from the

source and destination node, there are four relay nodes and a total of five channels,

as shown in Fig. 2.1. We also assume that at time slot (TS) i, there are [2 4 3 5]

packets in the buffer of the RN [1 2 3 4]. Let us assume that the instantaneous

channel SNRs are [0.2 0.8 1.2 1.1 0.7]. The third channel has the highest SNR as

detailed in Table 2.1, hence Channel 3 is activated. At TS (i + 4) time, the second

channel is the best one, but no packet are stored in the buffer of the first relay, hence

the second best channel, namely Channel 4 is activated.



2.3. MAC Protocol for Supporting Multihop Diversity 26

In this chapter, we investigate both the achievable BER and outage performance

as well as the delay characteristics of MHLs employing our MHD scheme, where the

following assumptions are adopted:

• The SN always has packets to send, hence the MHL operates in its steady state.

• Both the SN S and DN D can store an infinite number of packets. By contrast,

each of the (L− 1) RNs can only store at most B packets.

• The fading processes of the L hops of a MHL are independent, while the fading

of a given hop remains constant within a packet duration, but it is indepen-

dently faded from one packet to another.

• There is a central control unit (CCU), which evaluates and exploits the global

knowledge about the channels of the L hops. Based on the global channel

knowledge of the L hops within a given TS, the CCU decides which of the L

nodes, i.e. nodes 0, 1, . . . , L − 1, is allowed to transmit and then informs the

corresponding receive node without a delay and without errors.

Among those hops having at least one packet stored in the buffer awaiting trans-

mission, the CCU first decides as to which one is the most reliable hop according

to the instantaneous SNR values of {γl}. Then, one packet is transmitted over the

most reliable hop using a TS. According to this strategy, the packets are transmitted

obeying the classic time-division principles. Hence transmitting a packet from the

SN S to the DN D requires L TSs.

In next section, a MAC layer protocol is conceived for supporting the system’s

operation.

2.3 MAC Protocol for Supporting Multihop Diversity

In the previous section, we assumed that based on the global channel-quality knowl-

edge of all the hops the CCU makes the decisions on which node is allowed to trans-

mit. In practice, however, it is a challenge to realize such an ideal CCU, especially,

when distributed ad-hoc networks are considered. Therefore, we have to design pro-

tocols for efficiently exchanging the relative information over multihop links, so that

those hops are activated that require the least resources.

Our protocol is based on the following assumptions. Consider the L-hop link

shown in Fig. 2.1, where the nodes are indexed from the SN to DN as node 0, node

1 . . . node L, and each of the L nodes knows its own index, which indicates its relative

position within the link. We assume that the transmission range of a node is at most

one hop, i.e. a node can only communicate with its pair of adjacent nodes. However,

we assume that a node, say node (k − 1) is always able to receive the request for
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transmission (RFT) signal from node k. The interference range of a node is assumed

to be at most two hops, implying that a transmitted signal may affect upto five

consecutive nodes of the link, including the one transmitting from the middle one

of the five. We assume that a single-hop channel within the transmission range is

divided into Scqli number of channel-quality levels, namely Ccql
0 , Ccql

1 , . . . , Ccql

Scqli −1
with

Ccql

Scqli −1
being the highest, while a two-hop channel within the interference range is

divided into two states, namely ‘interfered (1)’ or ‘uninterfered (0)’. Furthermore,

the link-quality between node i and node j is denoted by Ccql
i,j . In Fig. 2.2 to Fig. 2.10,

the circles represent nodes, while the numbers between/on the nodes represent the

link-quality and interference, respectively.

We also assume that node (k − 1) can always receive the RFT signal from node

k. This assumption is reasonable since a) the RFT signal is typically transmitted at

a high power and b) the protocol prefers the more reliable hops, which implies that

the hops to be activated are the more reliable hops of the MHL. Furthermore, for the

signal RFT and CFT (Clear For Transmission is the response to RFT which will be

detailed later.) , the error-resistance binary signalling has to be used. By contrast,

log2(Scqli ) bits are required for distinguishing the Scqli number of channel qualities.

In order to activate the most appropriate hop from the set of L hops for trans-

mission, our proposed protocol has the following three stages of operations. a )

The first stage uses five symbol durations for the (L + 1) nodes to broadcast their

channel-quality estimation pilots, in order to assist their adjacent (one hop) and in-

terfering (two hops) nodes in estimating the qualities of the corresponding channels.

b ) The second stage uses four symbol durations for identifying the specific nodes

whose buffers are either full or empty. c ) Finally, during the third stage, the most

appropriate hops are activated. We will shows that this stage may require a variable

number of symbol durations. To elaborate a little further, the operations associated

with the above-mentioned three stages are described as follows.

Stage 1 (Channel state Identification): Again, this stage requires five sym-

bol durations. Within the ith, i = 0, 1, 2, 3, 4, symbol duration, the nodes having

position index obeying (i + 5j), j = 0, 1, . . . and i + 5j ≤ L, broadcast their pilot

signals. After receiving the pilot signal, the two adjacent nodes of a transmitting

node estimate the corresponding channel-quality and classify it into one of the Scqli

levels. Specifically, for node k, the quality of the channel between node (k − 1) and

node k is expressed as Ccql
k−1,k, while that of the channel from node k to node (k + 1)

is as Ccql
k,k+1, both of which belong to {C0, C1, . . . , CScqli −1}. If the two nodes within

the interference range receive the pilot signal, they set the interference flag to logical

one. Otherwise it is set to zero.
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Stage 2 (Buffer state Identification): This stage requires four symbol du-

rations to make the adjacent nodes aware of whether a node’s buffer is full or empty

since the nodes having a full buffer cannot act as receiving nodes, while nodes having

an empty buffer cannot be the transmit nodes. In detail, within the ith, i = 0, 1, 2, 3,

symbol duration, a node having a position index of (i + 4j), j = 0, 1, . . . , and

i + 4j ≤ L, broadcasts 1, if its buffer is full, and broadcasts −1, if its buffer is

empty. Otherwise, if the node’s buffer is neither full nor empty, it remains inactive

and transmits no signal. After four symbol durations, every node has been informed

of the buffer states of its two neighbour nodes. If the buffer of node (k− 1) is empty,

node k changes the channel quality level of the hop spanning from node (k − 1) to

node k to logical 0, indicating that the hop is unavailable. By contrast, if the buffer

of node (k + 1) is full, node k changes the channel quality level of the hop between

node k and node (k + 1) to logical 0.

Following Stage 2, we can see that the buffer states of the (L − 1) RNs are

embedded into the channel states of the L hops.

Stage 3 (Activation of desired hops): The number of symbol durations

required by this stage is a variable, but it is at most (L × Scqli ) symbol durations.

The specific hop having the highest channel quality has the priority to transmit.

Secondly, for two hops at the same channel quality level, the hop related to a transmit

node having a higher position index has the priority over the lower position index.

Additionally, the hops having a logically zero channel state will not be activated.

For convenience, we define four node states, namely transmitting (T), receiving (R),

waiting (W) and unknown (X). Furthermore, since both the transmit and receive

nodes of a hop exploit the channel quality knowledge of the hop, the hop may be

classified either by the transmit node or by the receive node. In our protocol described

below, a hop activated for transmission will be activated by the corresponding receive

node. In Fig. 2.2 to Fig. 2.10, we use arrow to express the RFT signal is broadcast

from potential receiver. In these figures, the states of each node are also displayed.

Let us distinguish the symbol durations as 0, 1, . . . , (L × Scqli − 1). Initially, all

the nodes are in state X. A given receive node, such as node k, k = 1, 2, . . . , L1,

may use one of the symbol durations satisfying L(CScqli
− 1 − i) + (L − k) for i =

(CScqli
−1), (CScqli

−2), . . . , 1, 0. However, the decision whether the kth receive node is

allowed to receive from the kth hop is also dependent on the activities of its neighbour

nodes. Specifically, given the channel quality of Ccql
k−1,k ∈ {Ccql

0 , Ccql
1 , . . . , Ccql

Scqli

− 1}
of the kth hop, the kth node is only allowed to receive over the kth hop using the

symbol duration indexed by L(CScqli
− 1− Ck−1,k) + L− k, if it is in the state of X.

1Recall that, the L hops are numbered as hop 1, hop 2, . . . L.
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Otherwise, it takes no action within this symbol duration, i.e. if it is in one of the

states T, R, or W.

Let us assume that the kth node declares ownership of the kth hop by sending a

RFT signal to its neighbor nodes, namely nodes to (k − 3), (k − 2), (k − 1), (k + 1)

and (k+ 2). Then, the neighbour nodes as well as node k take the following actions :

• Node (k − 1): After receiving the RFT control message sent by node k, it

changes its state to T, provided that it is allowed. Furthermore, node (k − 1)

responds to the RFT a signal by sending a CFT message, within the next

symbol duration. However, if node (k − 1) happens to be in the state W and

unable to respond to the RFT because it is in the interference range of another

transmission, it remains silent.

• Node (k − 2): If it receives the RFT control message from node k within the

current symbol duration or the CFT from node (k− 1) within the next symbol

duration, it changes its state to W. Otherwise, it takes no action and hence

remains in its current state.

• Node (k− 3): If it receives the CFT from node (k− 1) within the next symbol

duration, it changes its state to W. Otherwise, it takes no action and remains

in its current state.

• Node (k + 1): It takes the same actions as that stated for node (k − 2).

• Node (k + 2): If it receives the RFT control message from node k within the

current symbol duration, it changes its state to W. Otherwise, it takes no action

and remains in its current state.

• Node k: Finally, if node k receives the CFT from node (k− 1) within the next

symbol duration, it changes its state to R. Otherwise, if it receives no response

from node (k − 1), indicating that node (k − 1) is not free to transmit, it

retransmits a RFT control message within the following symbol duration and

remains in state X. Correspondingly, nodes (k − 2), (k + 1) and (k + 2) return

to state X, if previously they have changed their states to W.

Following the above operations, provided that a link can be successfully con-

structed between node (k− 1) and node k, which is confirmed by the fact that node

(k − 1) sends a CFT to node k, then node (k − 1) can start transmitting its data to

node k, immediately after it transmitted the CFT. Simultaneously, the other nodes

(except for the SN) that are in state X continue the above activation process, until

all of them change their states to W, T or R, or the maximum search duration of

(L× Scqli ) is reached.
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Figure 2.2: An example of the MAC layer process for a ten-hop MHL having a SN,
nine RNs and one DN. The channel quality between each pair of adjacent nodes is
shown in the middle of them while the channel quality between node i and node
(i + 2), i = 0, 1, . . . , 8 is shown at the top of node (i + 1). ST means Symbol Time
(Symbol Duration). Stage 3 starts from ST = 10. In the 10th ST, if the channel
quality of the 10th hop is ”7”. Node 10 broadcast the RFT. In this figure, the DN
broadcasts the RFT and both Relay 9 and Relay 8 receive the RFT. Hence Relay 9
sets its state to ”T”, while Relay 8 sets its state to ”W”.

Figure 2.3: Following the MAC layer’s operation from Fig. 2.2, Relay 9 which received
the RFT at ST = 10 responds with the CFT message at ST = 11. Once Relay 8
received this CFT messaage, it sets its state to ”W”.
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Figure 2.4: Following on from Fig. 2.3, Relay 7 satisfies the position condition and
channel quality condition for broadcasting the RFT. However the state of Relay 7
had been set to ”W”. Therefore, no action is taken during this ST.

Figure 2.5: Following on from Fig. 2.4, Relay 5 satisfies both the position, and the
channel quality as well as the state condition to broadcast the RFT. Hence, Relay
5 sets its state to Receive, i.e to ”R” while Relay 4 sets its state to Transmit, ”T”.
The channel quality between Relay 5 and Relay 3 is ”0”, therefore Relay 3 does not
receive the broadcast message from Relay 5.
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Figure 2.6: Following on from Fig. 2.5, Relay 4 has received the RFT at ST = 15
and responds with a CFT at ST = 16. Both Relay 3 and Relay 2 received this CFT,
hence they set their state to Wait, ”W”.

Figure 2.7: Following on from Fig. 2.6, the third transmission is set up at ST = 69,
because the channel quality between SN and Relay 1 is ”2”.



2.3. MAC Protocol for Supporting Multihop Diversity 33

Let us consider an illustrative example of the process invoked in the MAC layer.

We consider a ten-hop MHL having a Source, nine RNs and a DN. The channel

quality related to each pair of adjacent nodes is shown between them (Scqli = 8, from

”7” to ”0”), while the channel quality between node i and node (i+2), i = 0, 1, . . . , 8

is shown at the top of node (i + 1) (”0” or ”1”) of Fig. 2.2, where ST represents

the symbol time (symbol duration). Stage 3 of the activation process starts from

ST = 10. In Fig. 2.2 to Fig. 2.5, the channel quality experienced at the instant

of broadcasting the RFT message is shown at the top left corner of each figure.

Moreover, the specific position index of the node for a specific ST is shown in the

link. If a node satisfies both the channel quality condition and position condition,

but the state of this node is unknown, it is denoted by ”X”, it will broadcast the

RFT message and sets its state to receive, as denoted by ”R”. In Fig. 2.2, the DN

satisfies both the channel, as well as the position and buffer state conditions, hence it

broadcasts the RFT control message. Both Relay 9 and Relay 8 receive the RFT and

hence they change their states. Explicitly, Relay 9 sets its state to ”T” while Relay

8 sets its state to ”W” in Fig. 2.2. Observe in Fig. 2.3that , Relay 9 received the

RFT at ST = 10 responses with the CFT at ST = 11. When Relay 8 received this

CFT, it sets its state to ”W”. Then, as seen in Fig. 2.4, Relay 7 satisfies the position

condition and the channel quality condition in order to broadcast RFT. However,

the state of Relay 7 had been set to ”W”. Therefore, no action occurs in this ST.

In Fig. 2.5, Relay 5 satisfies both the position and the channel quality as well as the

state condition to broadcast the RFT. Hence, Relay 5 sets its state to ”R” while

Relay 4 sets its state to ”T”. The channel quality between Relay 5 and Relay 3

is ”0”, therefore Relay 3 does not receive the broadcast message from Relay 5. In

Fig. 2.6, Relay 4 received the RFT at ST = 15 and responses the CFT at ST = 16.

Both Relay 3 and Relay 2 received this CFT and hence they set their state to ”W”.

In Fig. 2.7, the third transmission is set up at ST = 69 when the channel quality

between the SN and Relay 1 is ”2”. More explicitly, the channel quality decreased

by one level per 10 STs, hence there are 50 STs during the channel quality reduction

from ”7” to ”3”. The position condition is stated from the 10th hop outward and the

position condition decreases one per ST. Hence 10 more STs are required. The time

delay encountered during State 1 and State 2 is 9STs, hence the total delay becomes

9 + 50 + 10 = 69STs.

The examples seen in Fig. 2.8 to Fig. 2.10 represent the scenario associated with

the hidden terminal problem. To elaborate a little further, the hidden terminal prob-

lem occurs when a potential transmitter/receiver tries to set up a transmission session

aimed at a potential receiver/transmitter, but the potential receiver/transmitter may
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Figure 2.8: Another example that shows the hidden terminal problem and the cor-
responding solution. Before ST = 54, a transmission from Relay 3 to Relay 4 had
been set up and the state of Relay 5 had been set to Wait, ”W”. However, Relay 6
did know the transmission from Relay 3 to Relay 4. At ST = 54, all conditions of
broadcasting the RFT from Relay 6 are satisfied, hence Relay 6 broadcasts the RFT
and changes its state to Receive, ”R”. However, the Relay 5 remains its state ”W”.
Both Relay 7 and Relay 8 received the RFT and hence they set their state to ”W”.

Figure 2.9: Following on from Fig. 2.8, Relay 6 did not receive any response from
Relay 5 and Relay 6 realized that Relay 5 was not in the unknown state ”X”, hence
Relay 6 sets its state back to ”X” and retransmits the RFT.



2.3. MAC Protocol for Supporting Multihop Diversity 35

Figure 2.10: Following on from Fig. 2.9, Relay 7 and Relay 8 received the retrans-
mitted RFT and changes their states back to unknown, ”X”.

not able to respond which may cause a conflict. Let us consider, for example, when

the potential transmission is requested by the receiver, but there is no response from

the potential transmitter, which is a specific manifestation of the hidden terminal

problem. Another detailed example of the hidden terminal problem is provided in

Fig. 2.8-Fig. 2.10. In Fig. 2.8, an existing transmission session in progress from Relay

3 to Relay 4 had been set up and the state of Relay 5 had been set to ”W”. However,

Relay 6 did not receive any response from Relay 5. In Fig. 2.8 at ST = 54, all

required conditions of enabling the broadcast at the RFT from Relay 6 are satisfied.

Hence Relay 6 broadcasts the RFT and changes its state to ”R”. However, Relay 5

remains in state ”W”. Both Relay 7 and Relay 8 received the RFT and hence set

their state to ”W”. In Fig. 2.9, Relay 6 did not receive any response from Relay 5 or

Relay 6, hence it realized that Relay 5 was not in the unknown state ”X”. Therefore,

Relay 6 set its state back to ”X” and retransmits the RFT. In Fig. 2.10, Relay 7 and

Relay 8 received the retransmitted RFT and changes their states back to ”X”.

In summery, our protocol has the following characteristics:

• Even though the maximum time required for the third stage is (L×Scqli ) sym-

bol durations, the activation process is completed, once all the receive nodes,

including R1, R2, . . . , D, change their states from X to the states W, T and R.

• Due to the fading of wireless channels and owing to our specific assumptions

characterizing the interference range, after the activation process, several hops

might be transmitting their data simultaneously, especially, when a relatively
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long MHL is considered. These active hops definitely include the best hop,

but not necessarily, for example, the second best hop, because the second best

hop might be within the interference range of the best hop. Hence, in order to

guarantee a BER below the required target, a channel quality threshold may

be used.

• The above strategy may result in outage, but also equips us with a degree

of freedom for striking a trade-off between the achievable throughput and the

BER performance. Furthermore, the search time required by the third stage

may be reduced, since only the channel having a quality above the threshold

has to be considered.

Again, the activation process duration is a variable. However, commencing from

Stage 1 of the search process, the average delay required for the best hop to commence

transmitting data can be analyzed. Let the L hops have the same probability of p =

1/Scqli to be at any of the Scqli channel-quality levels. Furthermore, let the required

channel-quality threshold be Ccql
th . Then, this average delay may be expressed as

Ad1 =A0 +

C
S
cql
i

−1∑
i=Cth

L∑
l=1

(2.2)

p[(i+ 1)p]l−1(ip)L−l[(Scqli − i− 1)L+ L− l + 2],

where the constant A0 is contributed by the first two stages2, which is equal to 8 for

L = 4 and 9 for L ≥ 5. In (2.2), the term p represents the probability that the lth

hop is the best hop with its channel quality level of i, while the term [(i+ 1)p]l−1 is

the probability that the (l − 1) hops ahead of hop l have channel-quality levels not

higher than level i. Furthermore, the third term (ip)L−l is the probability that the

channel-quality levels of the (L − l) hops behind hop l are lower than level i and,

finally, the last term of [(Scqli − i− 1)L+ L− l+ 2] in (2.2) is the number of symbol

durations required for the best hop to commence data transmission.

As an example, when we have Scqli = 10, L = 8 and Ccql
th = 0, the average delay

imposed by completing the configuration of the best hop is about Ad1 ≈ 19 symbol

durations. By contrast, the maximum is 89 symbols, which is significantly higher

than 19.

Above a protocol has been designed for general MHLs. For specific cases, such as

two-hop and three-hop MHLs, specific protocols can be designed, in order to reduce

2L = 2, 3 will be discussed later.
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the search duration. Below we state the strategies conceived for these two specific

cases.

Two-hop case - In this scenario, the MHL has a single RN, which can act as the

CCU. Specifically, the best hop may be activated as follows. Within the first symbol

duration, the SN broadcasts the channel-quality estimation pilot, while in the second

symbol duration, the DN broadcasts the same pilot. At this point, the RN exploits

the channel knowledge of both the SN-RN as well as of RN-DN channels and hence

it can make an informed activation. During the third symbol duration, the RN

transmits a RFT signal, if it chooses the first hop, while it sends a CFT signal, if it

activates the second hop. Data transmission starts from the fourth symbol duration.

Therefore, the full activation process requires three symbol durations.

Three-hop case - In this case, there are two RNs, R1 and R2. In detail, the

activation process is operated as follows. At Stage 1, four symbol durations are used

for sending the pilots, in order to decide the channel quality levels of the three hops.

At Stage 2, the two RNs use two symbol durations to signal their buffer states to

each other. At Stage 3, if there is an outage between R1 and R2, i.e. if R1 and

R2 are unable to receive signals from each other, then, during the seventh symbol

duration, R1 sends a RFT to S, while R2 sends a CFT to D. In this case, data

transmission start from the eighth symbol duration over the first and the third hops

, if the corresponding channel quality levels are sufficiently high. By contrast, if

there is no outage between R1 and R2, then, all the receive nodes skip the seventh

symbol duration. Then, R2 conveys the channel quality level of the third hop to R1

within the eighth symbol duration, consequently, R1 has the channel quality level

information of all the three hops and hence it acts as the CCU. During the ninth

symbol duration, provided that the first hop is the best one, R1 send a RFT to S

and the first hop starts transmitting data from the tenth symbol duration. If the

second hop is the best one, then R1 sends a CFT to R2 and the second hop starts

data transmission from the tenth symbol duration. By contrast, if the third hop is

the best one, R1 remains silent within the ninth symbol duration. After realizing

that the third hop is the best, node R2 sends a CFT to D within the tenth symbol

duration, and data transmission over the third hop commences at the 11th symbol

duration. Hence, identifying the best hop of a three-hop MHL requires at most 10

symbol durations.

In the next section, the performance of MHLs is analyzed under our idealized

assumptions interpreted for the CCU.
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2.4 Performance Analysis

In this section, we first derive the BER and outage probability expressions of the

MHD scheme. Both the lower-bounds and near exact formulas are derived. Then,

the diversity order of the MHD scheme is analyzed. Furthermore, the formulas of

the delay’s PMF, as well as the average and maximum delay expressions are derived.

Based on Fig. 2.1 and on the operational principles of the MHD described in

Section 2.2, we can now infer that if every RN has a buffer of size of B packets, the

following events may occur. 1 ) Firstly, the buffer of a RN may be empty at some

instants. In this case, this RN cannot be the transmit node, since it has no data

to transmit. 2 ) Secondly, the buffer of a RN may be full at some instants. Then,

this RN cannot be the receive node, since it cannot accept further packets. In these

cases, the CCU has to choose a hop for transmission from a reduced set of hops,

which results in an increased Bit Error Ratio (BER) and outage probability due to

the reduced single-selective diversity gain. Therefore, our lower-bounds of the BER

and outage probability are derived by relaxing the above-mentioned constraints and

assuming that each RN has an unlimited buffer size and that a node always has

packets to transmit. By contrast, for near exact analysis of the BER and outage

probability, the above-mentioned constraints are considered. Below we first derive

both the lower-bound BER and the near exact BER expressions.

2.4.1 Bit Error Ratio

2.4.1.1 Lower-Bound Bit Error Ratio

In order to derive the lower-bound BER, we first derive the single-hop BER, PL,e,

under the assumptions that every RN has an infinite buffer and that a node always

has packets prepared to send. Then, the lower-bound of the end-to-end BER, PL,E,

of the MHL is derived. The subscript ‘L’ in PL,e and PL,E stands for the lower-bound.

Considering a TS, when the SNR is given by γ, the conditional BER of BPSK

modulation is given by [179]

PL,e(γ) = Q
(√

2γ
)
, (2.3)

where Q(x) is the Gaussian Q-function. According to the principles described in

Section 2.2, during a TS, the hop with the highest SNR is chosen for transmitting a

packet. Hence, the SNR γ in (2.3) is given by

γ = max{γ1, γ2, . . . , γL}, (2.4)



2.4.1. Bit Error Ratio 39

0 1 2 3 4 5 6 7 8
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

f(γ)

P
ro

ba
bi

lit
y

L=1,2,..,10

Figure 2.11: The channel qualities of f(γ) for various L values. All curves are
generated based on (2.5). It is clearly seen that the channel quality is better, when
L is higher.

where γl = Lα−1|hl|2γb is the SNR of the lth hop within the TS considered. Let

γl = |hl|2γh, where γh = Lα−1γb denotes the average SNR of a hop. Then, the

probability density function (PDF) of γl may be readily found, which is f(γl) =

γ−1
h e−γl/γh , l = 1, . . . , L. Furthermore, the PDF of γ defined in (2.4) may be expressed

as [33]

f(γ) =
d

dγ

[∫ γ

0

f(γl)dγl

]L
(2.5)

=
L

γh
exp

(
− γ

γh

)[
1− exp

(
− γ

γh

)]L−1

.

Based on the above equation, the channel qualities of f(γ) associated with various

L values are shown in Fig. 2.11. The average single-hop BER PL,e can be obtained

by weighing each specific SNR-dependent BER with the probability of this SNR

represented by the SNR-PDF of (2.3) and then averaging - i.e integrating it - over

the legitimate SNR range, yielding

PL,e =

∫ ∞
0

PL,e(γ)f(γ)dγ. (2.6)

Upon substituting both (2.3) associated with the Q-function and (2.5) into the above

equation, with the aid of (5A.11) in [33]or Appendix in this Chapter, the single-hop
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lower-bound BER is given by

PL,e =
1

2

L∑
l=0

(−1)l
(
L

l

)√
γh

l + γh
. (2.7)

Having obtained the single-hop lower-bound BER PL,e, the lower-bound end-to-

end BER PL,E may be obtained with the aid of the following approach. Let PL,C(l−1)

and PL,E(l − 1), where we have l = 1, . . . , L, be the correct and erroneous detection

probabilities, respectively, after detection at the (l − 1)st RN. Explicitly, we have

PL,C(0) = 1, PL,E(0) = 0, and PL,C(l − 1) = 1 − PL,E(l − 1). Then, the correct and

erroneous detection probabilities, PL,C(l) and PL,E(l), after detection at the lth RN

can be expressed in matrix form as[
PL,C(l)

PL,E(l)

]
=

[
1− PL,e PL,e

PL,e 1− PL,e

][
PL,C(l − 1)

PL,E(l − 1)

]
. (2.8)

Hence, the correct and erroneous end-to-end detection probabilities PL,C and PL,E

may be obtained in a recursive manner as[
PL,C

PL,E

]
=

[
PL,C(L)

PL,E(L)

]
=

[
1− PL,e PL,e

PL,e 1− PL,e

][
PL,C(L− 1)

PL,E(L− 1)

]

=

[
1− PL,e PL,e

PL,e 1− PL,e

]L [
PL,C(0)

PL,E(0)

]
(2.9)

=

[
1− PL,e PL,e

PL,e 1− PL,e

]L [
1

0

]
.

In (2.9), the matrix containing PL,e may be decomposed with the aid of eigen-

analysis [180], yielding

MMM =

[
1− PL,e PL,e

PL,e 1− PL,e

]
(2.10)

=
1√
2

[
1 1

1 −1

][
1 0

0 1− 2PL,e

]
1√
2

[
1 1

1 −1

]
.

where λ1 = 1 and λ2 = 1 − 2PL,e are two eigenvalues of MMM , while 1√
2

[
1 1

1 −1

]
is

a corresponding orthonormal matrix. Upon substituting (2.10) into (2.9), we can
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readily obtain the lower-bound end-to-end BER expression, which is

PL,E =
1

2
− 1

2
(1− 2PL,e)

L (2.11)

=
1

2
−

L∑
n=0

(−1)n
(
L

n

)
2n−1P n

L,e, (2.12)

where the single-hop lower-bound BER PL,e is given by (2.7).

Note that, for RNs operating without buffers, we can readily show that the BER

or the approximate BER of an L-hop link can also be expressed as in (2.11) or (2.24)

upon replacing PL,e by Pe = (1 −
√
γh/(1 + γh))/2, which is the BER of a BPSK

scheme communicating over iid Rayleigh fading channels [179].

2.4.1.2 Near Exact Bit Error Ratio

When deriving the near exact BER of the MHD scheme, we have to consider the

constraint that the L-hop link is forced to choose the best one from the set of m

hops in order to send its information, when (L −m) out of the L hops do not have

information to transmit. This happens either when some of the transmit nodes’

buffers are empty or when some of the receive nodes’ buffers are full. In this case,

based on (2.7), the BER is given by

Pe(m) =
1

2
− m

2

m−1∑
l=0

(−1)l

l + 1

(
m− 1

l

)√
γh

l + 1 + γh
, (2.13)

where m = 1, . . . .L. Let us express Pm, m = 1, . . . , L, namely the probability of the

event that m out of the L hops can transmit. Then, the average BER of the L-hop

link may be formulated as

Pe =
L∑

m=1

PmPe(m). (2.14)

Hence, what we need for the evaluation of Pe is first to find all the probabilities {Pm},
which may be derived by realizing that the packet transmissions over an L-hop link

based on the MHD scheme obey a Markov process.

Let us assume that the buffer size of every RN is B packets. Let the number of

packets that the RNs R1, R2, . . . , RL−1 store be b1, b2, . . . , bL−1, where bl = 0, 1, . . . , B.

Then, the states of the L-hop link can be defined in terms of the number of packets
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stored in the buffers of the (L− 1) RNs as

Si =
[
b

(i)
1 , b

(i)
2 , . . . , b

(i)
L−1

]T
, i = 0, 1, . . . , N − 1, (2.15)

where b
(i)
l denotes the number of packets stored by the lth RN, when the L-hop link

is in state i and N = (B + 1)L−1 is the total number of states, which constitute the

set S = {S0, S1, . . . , SN−1}. For example, let us consider a three-hop link having the

parameters of L = 3 and B = 2. Then, there are in total N = 32 = 9 states, which

form the set

S =
{
S0 = [0, 0]T , S1 = [0, 1]T , S2 = [0, 2]T ,

S3 = [1, 0]T , S4 = [1, 1]T , S5 = [1, 2]T ,

S6 = [2, 0]T , S7 = [2, 1]T , S8 = [2, 2]T
}
.

From the N states, a state transition matrix denoted by TTT can be populated by the

state transition probabilities {Pij = P (s(t+1) = Sj|s(t) = Si), i, j = 0, 1, . . . , N−1}.
Specifically, the state transition matrix of the above example is given by

TTT =



0 0 0 1 0 0 0 0 0

1/2 0 0 0 1/2 0 0 0 0

0 1/2 0 0 0 1/2 0 0 0

0 1/2 0 0 0 0 1/2 0 0

0 0 1/3 1/3 0 0 0 1/3 0

0 0 0 0 1/2 0 0 0 1/2

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1/2 1/2 0 0

0 0 0 0 0 0 0 1 0



. (2.16)

We can see from this example that although the transition matrix TTT may be large,

it can be formed easily. A possible algorithm for constructing the matrix TTT can be

formulated as follows:

1. The (B + 1)L−1 × (B + 1)L−1 matrix TTT is first initialized with zero elements.

2. For row i, i = 0, 1, . . . , (B + 1)L−1 − 1, which corresponds to the ith state

Si =
[
b

(i)
1 , b

(i)
2 , . . . , b

(i)
L−1

]T
, the following operations are executed:

• If b
(i)
1 + 1 ≤ B, the column corresponding to the output state[

b
(i)
1 + 1, b

(i)
2 , . . . , b

(i)
L−1

]T
is set to one;
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• For l = 1, 2, . . . , L − 2, if b
(i)
l − 1 ≥ 0 and b

(i)
l+1 + 1 ≤ B, the column

corresponding to the output state
[
b

(i)
1 , . . . , b

(i)
l − 1, bil+1 + 1, . . . , b

(i)
L−1

]T
is

set to one;

• If b
(i)
L−1 − 1 ≥ 0, the column corresponding to the output state[

b
(i)
1 , b

(i)
2 , . . . , b

(i)
L−1 − 1

]T
is set to one.

3. Each of the rows is divided by the number of ones in the row.

The state transition matrix TTT has the following properties:

• Matrix TTT is a sparse matrix. Every row has at most L number of non-zero

elements, while the remaining at least [(B + 1)L−1 − L] elements are zero;

• The sum of the probabilities in each row is one;

• The number of non-zero elements in a row represents the number of hops that

may be chosen by the CCU for transmission.

Having obtained the state transition matrix TTT , the steady-state probabilities can

be computed by the formula [181]

Pπππ = TTT TPπππ, (2.17)

where we have Pπππ =
[
Pπ0 , Pπ1 , . . . , Pπ(B+1)L−1−1

]T
, and Pπi is the steady-state prob-

ability that the L-hop link is in state Si [110]. The steady-state probability of a

state is the expected of value the probability of this specific state in system. The

knowledge of the steady-state probability of every state allows us to determine the

PMF of a buffer. Equation (4.27) shows that Pπππ is the right eigenvector of the matrix

TTT T corresponding to an eigenvalue of one. Therefore, Pπππ can be derived with the aid

of classic methods conceived for solving the corresponding eigenvalue problem [182].

Given Pπππ, we can now compute the probability Pm, m = 1, 2, . . . , L, by adding

those entries in Pπππ, which correspond to the specific rows of TTT that have m nonzero

entries. Finally, given {Pm}, the near exact (or steady-state) BER of the L-hop link

employing the MHD scheme can be evaluated using (2.14). Let us now analyze the

outage probability.

2.4.2 Outage Probability

2.4.2.1 Lower-Bound Outage Probability

The outage probability is the probability of the event that the maximal SNR of all

the L hops is lower than a pre-set threshold. When this event occurs, either no data

is transmitted on the MHL in order to guarantee the required reliability, or the BER
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becomes higher than a predicted value, if data is still transmitted. Given a threshold

γT , the lower-bound outage probability is given by

PL,O =

∫ γT

0

f(γ)dγ. (2.18)

When substituting (2.5) into this equation, we can readily obtain

PL,O =

[
1− exp

(
−γT
γh

)]L
=

L∑
l=0

(−1)l
(
L

l

)
exp

(
− lγT
γh

)
, (2.19)

which is simply the probability that each of the L hops has an SNR lower than γT .

In contrast to the above MHD scheme, an outage occurs in the conventional L-

hop transmission scheme, when a single one out of the L hops has an SNR below the

threshold γT . Therefore, the outage probability can be expressed as

PO = 1− [P (γl > γT )]L = 1−
[∫ ∞

γT

f(γl)dγl

]L
. (2.20)

After substituting the PDF of f(γl) into this equation, we obtain the BER of the

conventional L-hop transmission scheme as

PO = 1− exp

(
−LγT
γh

)
. (2.21)

2.4.2.2 Near Exact Outage Probability

From the derivation of (2.19), we can infer that, if m out of the L-hops are available

for transmission, the conditional outage probability is given by

PO(m) =

[
1− exp

(
−γT
γh

)]m
, m = 1, 2, . . . , L. (2.22)

Consequently, the near exact (or steady-state) outage probability of the L-hop link

may be expressed as

PO =
L∑

m=1

PmPO(m), (2.23)

where {Pm} are the probabilities derived in Section 2.4.1.2.
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2.4.3 Diversity Order

In this subsection, we analyze the achievable single selective diversity order of an

L-hop MHL using the MHD scheme. Our analysis is based on (2.11) or (2.19) and

(2.21).

Firstly, from a BER respective, we can immediately infer from (2.11) that we

have

PL,E ≈LPL,e, (2.24)

when PL,e is sufficiently low.

In more detail, after substituting (2.7) into (2.11), and considering that γh →∞,

which results in PL,e → 0, we obtain

PL,E ≈ LPL,e =
L

2

L∑
l=0

(−1)l
(
L

l

)√
1− l

l + γh
. (2.25)

After expanding
√

1− l/(l + γh) in (2.25) using the formula (1.112.3) of [10] and

ignoring the terms corresponding to k > L, the above equation may be written as

PL,E ≈
L

2

L∑
k=0

ck

L∑
l=0

(−1)l
(
L

l

)(
l

γh

)k
, (2.26)

where c0 = 1, c1 = −1/2 and, for k ≥ 2, ck = (−1)k(2k − 3)!!/(2k)!!. In (2.26), it

can be shown that we have
∑L

l=0(−1)l
(
L
l

)
(l/γh)

k = 0 for any k < L. Hence, when

γh →∞, the end-to-end BER of the L-hop MHL is given by

PL,E ≈
LcL

2

L∑
l=0

(−1)l
(
L

l

)(
l

γh

)L

=

{
L

4γh
, when L = 1

(2L−3)!!
(2L)!!

L!
2
L
γLh
, when L ≥ 2

(2.27)

Explicitly, the end-to-end BER decays as a function of 1/γLh , explicitly indicating

that the diversity order achieved by the MHD-aided L-hop link is L.

Secondly, from an outage probability respective, we can readily show that

lim
γh→∞

log(PL,O)

log(PO)
= L. (2.28)

This suggests that, if the SNR γh per hop is high, the outage probability of the
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MHD-based L-hop scheme decreases L times faster than that of the conventional

L-hop transmission scheme. This property also explains that the MHD-based L-hop

transmission scheme is capable of achieving an Lth-order diversity.

Above we have analyzed both the BER and outage probability of MHLs based

on our proposed MHD scheme, where the RNs employ buffers for storing packets.

Furthermore, the diversity order achieved by the MHD-based MHLs was analyzed,

demonstrating that an Lth-order diversity may be attainable by a MHD-assisted L-

hop link, when each hop experiences independent fading. Therefore, the MHD-based

multi-hop transmission scheme outperforms the conventional multi-hop transmission

scheme in terms of both its BER and outage performance. However, in our MHD-

assisted MHLs, the RNs are required to have buffers for temporarily storing packets,

which introduces transmission delay. Therefore, in the following subsection, we ana-

lyze the delay experienced by the MHD-assisted MHLs.

2.4.4 Transmission Delay

The transmission delay considered here is the time required for the end-to-end deliv-

ery of a packet or a block of packets from the SN to the DN, which are termed here

as the packet delay or block delay. Explicitly, when the conventional multi-hop trans-

mission scheme is used, the packet delay introduced by an L-hop link is L TSs, when

one TS is required for transmitting a single packet over one hop. In the proposed

MHD scheme, a single packet is delivered across a single hop during a TS, as in the

conventional multi-hop transmission scheme. Hence, when transmitting a block of

M packets, the total number of TSs required by both the conventional and by our

MHD-aided multi-hop transmission scheme is the same, namely LM TSs. In other

words, the block delay generated by both of the above-mentioned multi-hop trans-

mission schemes is the same. Furthermore, since M packets are delivered from the

SN to the DN within ML TSs, the SN transmits one packet per L TSs on average,

while the DN receives one packet per L TSs on average. However, under the MHD

scheme, a packet may be delivered in L TSs or stay in the MHL for a long time.

Therefore, the packet delay, i.e. the time required for a packet to travels through

the MHL, is a variable that is distributed in a range bounded by the minimum and

maximum packet delays. Below, we analyze both the minimum and maximum packet

delay, the PMF of packet delay as well as the average packet delay of the MHD-aided

MHLs.

Let us first consider transmitting a packet over an L-hop link, one hop per TS.

Then, the minimum delay of a MHD-aided L-hop link is τ
(D)
m = L TSs.



2.4.4. Transmission Delay 47

Secondly, for a MHD-aided L-hop link where each RN has a buffer of size B, the

maximum delay of a packet, referred to as the test packet, is evaluated by jointly

observing the following events: All the buffers ‘in front’ of the test packet are full

after the SN sends the test packet to RN 1, and all the buffers ‘behind’ the test

packet are entirely filled before RN (L − 1) sends the test packet to the DN. The

time required for these operations is detailed as follows.

1. Sending the test packet from the SN to RN 1 - This operation requires one TS.

(Fig. 2.12, from (a) to (b))

2. Transmitting all the packets stored in front of the test packet - In this case, RN 1

stores (B−1) packets, while each of the remaining (L−2) RNs stores B packets.

For a packet stored at the ith RN, (L− i) TSs are required for transmitting it

to the DN. Hence, the total time required for clearing the packets in front of

the test packet is
∑L−1

i=1 B(L− i)− (L− 1). (Fig. 2.12, from (b) to (c))

3. Delivering the test packet from RN 1 to RN (L − 1) - this process requires

(L− 2) TSs. (Fig. 2.12, from (c) to (d))

4. Filling all the buffers of the RNs by packets arriving later than the test packet

- In this case RN (L− 1), requires (B− 1) packets, while any of the other RNs

requires B packets. Since sending a packet from the SN to RN j requires j

TSs, the total time required for this process is
∑L−1

j=1 Bj − (L− 1). (Fig. 2.12,

from (d) to (e))

5. Sending the test packet from RN (L−1) to DN - One TS is required. (Fig. 2.12,

from (e) to (f))

(a) (b) (c)

(c) (e) (f)

test
packet

packet before test packet

packet after test packet

Figure 2.12: An example of determining the maximum delay.
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Note that, encountering the above events implies that there should be a high

number of packets to transmit. For simplicity, we assume that the SN has an infinite

number of packets to transmit. In this case, the maximum packet delay of a MHD-

aided L-hop link is then given by

τ
(D)
M =1 +

L−1∑
i=1

B(L− i)− (L− 1) + (L− 2) (2.29)

+
L−1∑
j=1

Bj − (L− 1) + 1

=BL2 −BL− L+ 2 (TSs). (2.30)

Eq. (2.29) shows that the packet delay is linearly related to the buffer size of a RN,

but quadratically to the number of hops.

Let us now derive the PMF of the packet delay. For achieving this objective,

we first define a so-called distance matrix, whose elements represent respectively the

number of TSs required for the MHL to change from one state to another. Then, we

state that the ‘distance’ from state Si to state Sj represents the shortest transport

delay between them. For example, the distance between [2 0] and [1 1] is 1TS and

the distance between [3 4 5] and [4 3 4] is 2TSs. Considering all the (B + 1)L−1

possible states as defined in (2.15), we can form an (B + 1)L−1× (B + 1)L−1-element

distance matrix as

DDD =
[
dij

]
. (2.31)

Specifically, for the example considered for obtaining (2.16), the corresponding (9×9)-

element distance matrix is given by

DDD =



3 4 5 5 6 7 7 8 9

5 6 7 7 8 9 9 10 11

7 8 9 9 10 11 11 12 13

4 5 6 6 7 8 8 9 10

6 7 8 8 9 10 10 11 12

8 9 10 10 11 12 12 13 14

5 6 7 7 8 9 9 10 11

7 8 9 9 10 11 11 12 13

9 10 11 11 12 13 13 14 15



. (2.32)
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Now, from DDD of (2.31) we can now construct a range of matrices formulated as

DDD(n) =
[
dij ∧ n

]
, (2.33)

where n takes an integer value representing the possible distance between two states,

say, Si and Sj. Furthermore, in (2.33), we have dij ∧ n = n, when dij = n, while

dij ∧ n = 0, otherwise.

In Section 2.4.1.2, we have shown that the steady state probabilities of the MHD-

aided L-hop link are given in Pπππ, which may be evaluated from (4.27). Let us use the

elements of PΠΠΠ as the diagonal elements to form a diagonal matrix PΠΠΠ = diag{Pπππ}.
Then, given PΠΠΠ, the state transition matrix TTT of (2.16) and the distance matrices

{DDD(n)} of (2.33), the probability that the MHL requires d TSs to deliver the test

packet from the SN to the DN can be expressed as

P (d) = L× 111TP T
ΠΠΠTTT

(1)TTT d−2DDD(d− 2)TTT (L)111, τ (D)
m ≤ d ≤ τ

(D)
M . (2.34)

In (2.34), TTT (1) denotes the transition when the first hop is chosen to send the test

packet from the SN to RN 1. The matrix TTT (1) is obtained from TTT by setting all

the elements to zeros, which do not result in choosing the first hop. Similarly, TTT (L)

represents the transition, when the last hop is chosen to send the test packet from

RN (L − 1) to the DN, which is obtained from TTT by setting all the elements to

zero, which do not result in choosing the last hop. Once the test packet enters the

MHL, (d− 2) transitions are involved in delivering the test packet from RN 1 to RN

(L − 1), which explains the term TTT d−2. In (2.34), the multiplication by DDD(d − 2)

represents the transitions having a distance of (d− 2) from node 1 to node (L− 1),

so that the total time required for delivering the test packet from SN to DN is d

TSs. Finally, in (2.34), 111 denotes an (B + 1)L−1-length column vector with elements

of 1, which is invoked to add together all the probabilities corresponding to using d

TSs for delivering the test packet from the SN to the DN. Note that in (2.34) the

multiplicative factor L is used for ensuring that the entry probability becomes unity.

The average packet delay can be expressed with the aid of (2.34) as

τ̄ (D) =

τ
(D)
M∑

d=τ
(D)
m

P (d)× d. (2.35)

In the next section, we characterize the performance of the MHD-aided MHLs.
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2.5 Performance Results

In this section, we provide a range of numerical and/or simulation results for char-

acterizing the BER, outage probability and delay performance of MHLs, in order

to illustrate the effect of both the number of hops L and the buffer size B of RNs

on the achievable MHD gain. Note that, the lower bound end-to-end BER and

lower-bound outage probability of MHLs were evaluated from Eq. (2.12) and (2.19),

respectively. The near exact end-to-end BER and outage probability were evaluated

from Eqs. (2.14) and (2.23), respectively. Note furthermore that, in the following

figures, γb was defined in Section 2.2, which is the received average SNR per bit,

when the SN uses one unit of energy to transmit signals directly to the DN.

Figure 2.13: BER versus average SNR per hop performance of two-hop links with
RNs having various buffer sizes, when communicating over Rayleigh fading channels.
The results were evaluated from (2.11), (2.13) and (2.14). The markers represent
simulation results while the lines represent theoretical results.

The first set of results characterizes the impact of the buffer size on the end-to-end

BER performance. The results are plotted versus the average SNR per bit γb, which

is actually the equivalent average SNR per bit for a single-hop link. In Figs. 2.13 and

2.143, multi-hop scenarios having two and four hops are characterized, respectively.

In all these figures, the corresponding lower-bound end-to-end BER is also included.

Furthermore, for comparison, the corresponding end-to-end BER of the conventional

3Note that, the BER curve when pathloss factor α = α? can be obtained by moving the corre-
sponding curve in all figures where α = 2 to the right side 10(α? − 2) log 10(L)dB.
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Figure 2.14: BER versus average SNR per hop performance of four-hop links with
RNs having various buffer sizes, when communicating over Rayleigh fading channels.
The results were evaluated from (2.11), (2.13) and (2.14). The markers represent
simulation results while the lines represent theoretical results.

Figure 2.15: BER versus average SNR per hop performance of various number of
hops at a buffer size of ’B=8’, when communicating over Rayleigh fading channels.
The results were evaluated from (2.11), (2.13) and (2.14). The markers represent
simulation results while the lines represent theoretical results.
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Figure 2.16: BER versus buffer size performance of various number of hop at
γb = 10dB, when communicating over Rayleigh fading channels. The results were
evaluated from (2.11), (2.13) and (2.14). The markers represent simulation results
while the lines represent theoretical results.

multi-hop transmission scheme [175, 178] is shown in Figs. 2.13 and 2.14. Note that

for the two-hop link considered in Figs. 2.13, the end-to-end BER of the conventional

scheme is the same as that of the MHD scheme marked with ‘B = 1’. Fig. 2.15 shows

the impact of the number of hops. The buffer size is ’B = 8’ in MHD. In Fig. 2.16,

the impact both of the buffer size and of the number of hops is shown for γb = 10dB.

Based on the results of Figures (2.13, 2.14 and 2.15), we may draw the following

conclusions.

Firstly, MHD is attainable by equipping each of the RNs (also the SN that was

assumed to have an infinite buffer) with a buffer. As expected, the diversity gain

improves, as the buffer size of RNs increases, until reaching the lower-bound end-

to-end BER corresponding to infinite buffers. Secondly, the lower-bound end-to-end

BER may be approached by employing buffers of reasonable size, which depends

on the actual SNR. Typically, for the two- and four-hop links considered, using the

buffers of size B = 32 or 128 packets is capable of achieving most of the attainable

MHD. Thirdly, even when the RNs employ small buffers, the achievable MHD may

still be significant. Furthermore, when considering four-hop links (≥ 3 actually)

MHD is attainable, even when each of the buffers can only store a single packet, i.e.,

for B = 1, as seen in Figs. 2.14. Quantitatively, observe in Fig. 2.14, for B = 1, the
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MHD scheme proposed in this chapter is capable of yielding an approximately 3 dB

performance gain in comparison to the conventional multi-hop transmission scheme.

Note again that the reason for the MHD scheme’s ability to significantly out-

perform the conventional scheme is explicit. In the MHD scheme proposed in this

chapter, the end-to-end BER performance improves as the number of hops increases

owing to the increased MHD. By contrast, in the conventional multi-hop transmis-

sion scheme [175,178], the end-to-end BER performance remains the same regardless

the number of hops, since the packets are transmitted from one node to another

successively.

Figure 2.17: Outage probability versus average SNR per hop performance of two-hop
links with RNs having various buffer sizes, when communicating over Rayleigh fading
channels. The results were evaluated from (2.22) and (2.23). The markers represent
simulation results while the lines represent theoretical results.

The second set of results characterizes the outage probability of MHLs, as shown

in Figs. 2.17 2.18 2.19 and 2.20 for the α = 2, 3 and two- and four-hop links, re-

spectively, when RNs having various buffer sizes are considered. Note that, in our

numerical computations and simulations, the threshold γT was adjusted to maintain

a BER of 0.03 for a single-hop link. This definition is from [70].The correspond-

ing lower-bound outage probability evaluated using (2.19) for the two- and four-hop

links, respectively, is also shown in Figs. 2.17 2.18 and 2.19 2.20. Furthermore, the

corresponding outage probability of the conventional MHLs is also provided for com-

parison. Figs. 2.21 and 2.22 compared the impact of both the buffer size and of the
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Figure 2.18: Outage probability versus average SNR per hop performance of two-hop
links with RNs having various buffer sizes, when communicating over Rayleigh fading
channels. The results were evaluated from (2.22) and (2.23). The markers represent
simulation results while the lines represent theoretical results.

number of hops on the outage probability. From these results, we can draw similar

observations to those drawn from Figs. 2.13, 2.14, 2.16 and 2.21. A significant MHD

gain is attainable, when the RNs employ buffers of a sufficiently large size. Hence,

the MHD transmission scheme proposed in this chapter outperforms the conventional

multi-hop transmission scheme [175,178].

Fig. 2.23 portrays the achievable diversity order for both an infinite theoretical

bound and for finite buffers. The diversity order for infinite buffer is DO = 2, however

this for any finite buffer is DO = 1. This is because if we have no selection diversity,

this substantially degrades the BER, as shown in the Appendix of this Chapter.

Fig. 2.24 shows the PMF of packet delay, when MHLs relying L = 2, 3, 4 or 8

hops are considered. Note that for the sake of illustrating the results conveniently in

a single figure, a similar maximum packet delay of about 100 TSs was stipulated by

choosing the corresponding buffer sizes for the different number of hops. As shown

in Fig. 2.24, when the number of hops increases, the PMF becomes more symmetric,

reminiscent of the shape of the Gaussian or Gamma distribution. Furthermore, when

the number of hops increases, the average packet delay increases.

In Fig. 2.25, the average packet delay of the MHD-aided MHLs relaying on L =
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Figure 2.19: Outage probability versus average SNR per hop performance of four-hop
links with RNs having various buffer size, when communicating over Rayleigh fading
channels. The results were evaluated from (2.22) and (2.23). The markers represent
simulation results while the lines represent theoretical results.

Figure 2.20: Outage probability versus average SNR per hop performance of four-hop
links with RNs having various buffer size, when communicating over Rayleigh fading
channels. The results were evaluated from (2.22) and (2.23). The markers represent
simulation results while the lines represent theoretical results.
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Figure 2.21: Outage probability versus average SNR per hop performance of various
hops links with RNs having buffer size ’B = 8’, when communicating over Rayleigh
fading channels. The results were evaluated from (2.22) and (2.23). The markers
represent simulation results while the lines represent theoretical results.

Figure 2.22: Outage probability versus buffer size performance of various number of
hop at γb = 10dB, when communicating over Rayleigh fading channels. The results
were evaluated from (2.22) and (2.23). The markers represent simulation results
while the lines represent theoretical results.
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Figure 2.23: This figure shows the diversity order for a two-hop link when α = 2.
The diversity order for theoretical bound is 2, however the diversity order for any
finite buffer is 1. All curves in this figure are generated by theory formula. The
results were evaluated from (2.27) and (2.28).

Figure 2.24: The delay’s PMF for MHLs having L = 2, 3, 4 or 8 hops. The results
were evaluated from (2.34). The markers represent simulation results while the lines
represent theoretical results.
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Figure 2.25: Average delay of the MHD-aided MHLs having L = 2, 3 or 4 hops,
when communicating over independent Rayleigh fading channels. The results were
evaluated from (2.34) and (2.35). The markers represent simulation results while the
lines represent theoretical results.

Figure 2.26: Average delay for the first transmission versus Scqli in the MAC layer.
The results were evaluated from (2.2). The markers represent simulation results while
the lines represent theoretical results.
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2, 3 or 4 hops is depicted. The results illustrate that the average packet delay

linearly increases with the RNs’ buffer size. Furthermore, as seen in Figs. 2.24

and 2.25, the packet delay may become significantly longer than the time required

by the conventional multi-hop scheme to deliver a packet from the SN to the DN.

However, we have highlighted in Section 2.4.4 that, given a MHL, the MHD scheme

and the conventional multi-hop transmission scheme exhibit the same block delay.

This implies that given a block of packets, the number of TSs for the DN to receive

all the packets is the same for both the MHD scheme and the conventional multi-hop

transmission scheme. The difference between the MHD scheme and the conventional

multi-hop transmission scheme is that in the MHD scheme, one packet is received by

the DN within L TSs on average, which is in contrast to the conventional multi-hop

transmission scheme, where the DN receives exactly one packet per L TSs.

Finally, Fig. 2.26 characterizes the delay of the first transmission in the MAC

layer, which increases with Scqli , while the delay remains roughly the same, regardless

the number of hops. Note that the delay of the first transmission is significantly lower

than the maximum MAC layer delay. For example, the maximum delay in the MAC

layer for L = 8 and Scqli = 8 is Scqli ∗L+9+2 = 75 symbol durations, while the delay

of the first transmission is 18.6 symbol duration. If 500 symbols are transmitted in

one time slot, the delay of the first transmission becomes 18.6
500

= 3.7% of one TS.

2.6 Chapter Conclusions

In this chapter, we have proposed and investigated a MHD scheme and designed a

MAC layer protocol for it. The system relied on storing data in the RNs, as evidenced

in Section 2.1. In Section 2.3, a decentralized MAC layer protocol was constructed for

supporting this buffer-aided transmission. Then, in Section 2.4, the BER, the outage

probability and the delay of MHLs have been analyzed and a range of formulas have

been obtained, when assuming that BPSK signals are transmitted over all the hops,

which experience i.i.d Rayleigh fading. As seen in Fig. 2.13, Fig. 2.14 and Fig. 2.17

- Fig. 2.20, our performance results show that exploiting the independent fading

of multiple hops results in a significant diversity gain. Given an L-hop link, the

MHD scheme is capable of achieving an Lth order diversity, when each RN has a

buffer of sufficient size and data blocks of sufficiently large size are transmitted. It

can be shown in these figures that the maximum MHD may be approached, when

each RN has a moderate buffer size. The MHD scheme significantly outperforms

the conventional multi-hop transmission arrangement in terms of the BER/outage

performance, when sufficiently large buffers are considered.
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In the context of delay, given an L-hop link, both the MHD scheme and the con-

ventional multi-hop transmission scheme impose the same block delay. In the MHD

scheme, the DN receives one packet per L TSs on average. By contrast, when em-

ploying the conventional multi-hop transmission scheme, the MHL delivers exactly

one packet to the DN per L TSs. However, the MHD scheme may impose signifi-

cantly longer packet delays than the conventional multi-hop transmission scheme, as

evidenced in Fig. 2.24 and Fig. 2.25.

The performance of buffer-aided transmissions was characterized in this Chapter

under a range of idealized simplifying assumptions. In the next chapter, the modu-

lation scheme will be extended from BPSK to MQAM and the fading channel model

will be the Nakagami-m channel model.
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2.7 Appendix

2.7.1 Derivation of PL,e in (2.7)

The derivation of single hop lower bound BER PL,e in (2.7) is
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Now, we have the close-form express of PL,e.
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2.7.2 Proof of the Domination of Pe(1) in (2.13) at High SNR

When the SNR is high, the
√
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in (2.13) can be approximately expressed as
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Then put (2.37) into (2.13), we have
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hence Pe(m) = 0,m > 1 and Pe(1) = 1
4γh

. Therefore, Pe(1) dominate the Pe which

is why the diversity order of no selection diversity order dominate the result in high

SNR. As a result, the diversity order for finite buffer is 1 in high SNR regardless the

total number of the link.



Chapter 3
Multi-Hop Diversity Aided

Multi-Hop QAM Links for

Nakagami-m Channels

In Chapter 2, the buffer-aided multihop link of Figure 2.1 was proposed for achiev-

ing multihop diversity, where the specific hop having the highest channel SNR was

activated. The transmitted signal in Chapter 2 was assumed to be a BPSK signal

and the channel experienced independent block-based flat Rayleigh fading. Although

this transmission scheme was capable of achieving multihop diversity, in practice each

hop’s fading distribution is non-identical. Hence, for the sake of solving this prob-

lem, in this chapter a cumulative distribution function (CDF) based hop-activation

scheme was proposed for guaranteeing that the number of input packets is the same

as the number of output packets for each RN, when each hop experienced indepen-

dent but non-identical distributed (i.n.i.d) flat Nakagami-m fading. Furthermore,

the BPSK scheme of Chapter 2 is upgraded to MQAM.

3.1 Introduction

In [168, 183, 184], we have proposed a multihop diversity (MHD) scheme by exploit-

ing the independent fading experienced by the different hops of a MHL. The studies

demonstrated that significant performance improvements may be attainable in com-

parison to the conventional multi-hop transmission scheme. In [168, 183, 184], we

assumed that all hops have the same distance and also experience the same fading

CDF. Under these assumptions, during each TS, the specific hop having the highest

instantaneous SNR was selected from the set of available hops and, then a packet was

transmitted over the selected hop. Explicitly, this MHD scheme achieved selection
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diversity. Furthermore, all the hops have the same probability to be chosen during a

TS, which is desirable for attaining the maximum possible throughput and minimum

possible transmission delay.

As a further development of our work in [168, 183, 184], in this chapter, we

generalize both the system model and the corresponding MHD scheme studied in

[168, 183, 184]. In the context of the system model, we now consider the general

MHLs, where different hops may have different distances and may also experience

different fading. When selecting a hop for transmission based on the instantaneous

SNRs of the hops invoked, as in [168,183,184], it will result in the hops being selected

with different probabilities. Explicitly, a hop having a higher average SNR owing to

experiencing less severe fading has a higher chance of being activated than a hop

having a lower average SNR. Clearly, this is undesirable. In order to circumvent this

impediment, while still benefitting from MHD, our MHD scheme proposed in this

chapter opts for activating a hop for transmission according to the instantaneous

probability values provided by the SNR’s cumulative distribution functions (CDFs)

of the available hops. To be more specific, let us assume that L hops are available for

selection, where we assume having the knowledge of the L Nakagami-m parameters of

m1,m2, . . . ,mL and the knowledge of the L SNR values of γ1, γ2, . . . , γL. Therefore,

the SNR CDF ordinate values of Fml(γl), l = 1, 2, . . . , L, can be calculated. Then,

the hop having the highest CDF ordinate value is selected for transmitting a packet

within the TS. This way we can avoid granting a higher transmission probability to

the links subjected to benign fading. To elaborate a little further, activating always

the highest-SNR link would potentially lead to buffer-overflow for the severely fad-

ing lower-SNR links. More explanation, it is possible that a higher SNR γl actually

maps to a lower Fml(γl) ordinate value, even if the fading parameter ml is higher,

because the fading is less severe. In this way, it can be shown that all L hops have

the same probability to be chosen, regardless of the specific fading parameter ml

experienced by them. Note however that if all hops have the same average SNR and

also experience the same fading CDF, implying that all hops have the same SNR

CDF, our CDF-assisted MHD scheme proposed in this chapter becomes equivalent

to the MHD scheme considered in [168,183,184]. This is, because in this case a higher

instantaneous SNR generates a higher CDF value.

In this chapter, we study the performance of the MHLs employing our proposed

MHD scheme, when assuming that the different hops may experience different fading

CDF modeled by Nakagami-m distributions associated with different fading param-

eters. We analyze both the BER and outage probability of the MHLs employing

M -ary quadrature amplitude modulation (MQAM), when either buffers of limited
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or unlimited size are used. We derive both the lower-bound expression and the ex-

act expressions for them. Furthermore, approximation technologies are proposed for

the efficient evaluation of both the BER and of the outage probability. Addition-

ally, we demonstrate that our proposed MHD scheme is capable of achieving the

full multi-hop diversity. Our performance results demonstrate that the CDF-assisted

MHD scheme has the potential of providing a significant diversity gain for improving

the reliability of multihop communications, hence both the attainable BER and the

outage performance can be enhanced.

Additionally, we noted that, as analyzed in [168], once a SN completes its trans-

mission, an increased buffering-induced delay is imposed, as the RNs need to empty

their buffered packets. This process makes the overall delay is higher than that of

the conventional multihop transmission scheme [178]. However, for the transmis-

sion of a sufficiently large amounts of data, the multihop diversity scheme does not

have to strike an explicit trade-off between the delay tolerated and the achievable

error/outage performance on average, because the MHD scheme transmits a single

packet over a single hop per time-slot, which is identical to the conventional multihop

transmission scheme.

The contributions of this chapter are summarized as follows:

1. A CDF-assisted MHD scheme is proposed, which makes use of the multiple

hops of a MHL for enhancing the reliability of information delivery over the MHL.

2. The end-to-end BER and end-to-end outage probability of MHLs are analyzed,

when the signal is transmitted using MQAM. A range of expressions for both the

lower-bound and for the exact BER as well as for the lower-bound and the exact

outage probability.

3. An approximate algorithm is provided for evaluating the steady-state proba-

bilities that are required for computing both the end-to-end BER and the end-to-end

outage probability.

4. We demonstrate that for an L-hop link, the achievable diversity order is L.

The remainder of this chapter is organized as follows. In the next sections, we

present both our system model and the implementation of the MHD scheme. Sec-

tion 3.3 analyzes both the BER and the outage probabilities. In Section 3.4, we

provide our numerical and simulation results. Finally, our conclusions are offered in

Section 3.5.



3.2. System Model of Multi-Hop Links 66

nL

D

nL−1

RL−1

Hop 1 Hop 2 Hop L

n1 n2

S R1 R2

d1
d2 dL

Figure 3.1: System model for a multihop wireless link, where the source S sends
messages to the destination D via (L− 1) intermediate relays.

3.2 System Model of Multi-Hop Links

The system model under consideration is a typical multi-hop wireless link [175,178],

which is shown in Fig. 3.1. The MHL consists of (L+1) nodes, a SN S (node 0), (L−1)

RNs R1, R2, . . . , RL−1 and a DN D (node L). The distance of the lth hop between

nodes (l− 1) and l is dl, l = 1, . . . , L, and the total distance or the distance between

SN and DN is d =
∑L

l=1 dl. The SN S sends its information to the DN D via L hops

with the aid of the (L − 1) RNs. At the RNs, the classic decode-and-forward (DF)

protocol is employed for relaying the signals. For convenience, we denote the symbol

transmitted by node 0 as x0 and its estimate at the DN D of node L by xL = x̂0,

while the symbol estimated at the lth RN by xl, l = 1, . . . , L − 1. At packet level,

they are correspondingly represented by xxx0, xxxl, l = 1, . . . , L − 1, and xxxL = x̂xx0. We

assume baseband BPSK/MQAM modulation and that the signals are transmitted on

the basis of TSs having a duration of T seconds. In addition to propagation pathloss,

the channels of the L hops are assumed to experience independent block-based flat

Nakagami-m fading, where the complex-valued fading envelope of a hop remains

constant within a TS, but it is independently faded for different TSs. Based on the

above assumptions, when the (l−1)st node transmits a packet xxxl−1, the observations

received by node l can be expressed as

yyyl = hlxxxl−1 + nnnl, l = 1, 2, . . . , L, (3.1)

where hl represents the channel gain of the lth hop from node (l−1) to node l, while

nnnl denotes the Gaussian noise at node l. When communicating over Nakagami-m

fading channels, |hl| obeys the Nakagami-m distribution with the probability density

function (PDF) [185]

f|hl|(y) =
2mml

l

Γ(ml)
y2ml−1 exp

(
−mly

2
)
, y ≥ 0 (3.2)
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where Γ(. . .) denotes the gamma function [10](8.310.1), E [|hl|2] = 1 and ml is the

Nakagami-m fading parameter of the lth hop. As shown in [33], the Nakagami-m

fading can be used for modelling of different types of fading channels, which are

characterized by the associated fading parameter m. Specifically, the Nakagami-m

fading reduces to the Rayleigh fading when m = 1, m→∞ corresponds to the con-

ventional Gaussian scenario, and m = 1/2 describes the so-called one-side Gaussian

fading, i.e., the worst-case fading condition. The Rician and lognormal distributions

can also be closely approximated by the Nakagami distribution in conjunction with

values of m > 1. In (3.2), the background noise samples in nnnl obey the complex

Gaussian distribution with zero mean and a variance of σ2
l = 1/(2γ̄l) per dimen-

sion. Here, γ̄l denotes the average SNR of the lth hop, which is dependent on the

propagation pathloss experienced by the lth hop.

Let us consider a given TS. The corresponding instantaneous SNR values of the L

hops are expressed as {γ1, γ2, . . . , γL}, where γl = |hl|2γ̄l, l = 1, . . . , L. Then, given

the PDF of |hl| as shown in (3.2), the PDF and CDF of γl can be readily derived,

which are

fl(γl) =
1

Γ(ml)

(
ml

γ̄l

)ml
γml−1
l exp

(
−mlγl

γ̄l

)
, γl ≥ 0, (3.3)

Fml(γl) =
γ(ml,

mlγl
γ̄l

)

Γ(ml)
, γl ≥ 0. (3.4)

where γ(a, x) is the incomplete gamma function [37].

Given the SNRs, γ1, γ2, . . . , γL, of the L hops within a TS, in our multi-hop trans-

mission scheme, the packets are transmitted over the MHLs based on the following

strategy. Among those hops, whose transmitter buffers have packets awaiting trans-

mission and whose receivers are ready for reception, the MHD protocol first decides,

which of the L CDFs, Fm1(γ1), Fm2(γ2), . . . , FmL(γL), has the highest value. Then,

a packet is transmitted over the specific hop having the highest CDF ordinate value

using a TS. Explicitly, according to this strategy, the packets are transmitted follow-

ing the classic time-division principles, hence transmitting a packet from the SN S

to the DN D requires a total of L TSs.

As mentioned in Section 3.1, we have proposed a MHD scheme in [168,184], which

selects the specific hop having the highest SNR for transmitting a packet within a

TS, which effectively implements selection diversity. In the MHD scheme proposed

in [168, 184], we assumed that all the hops have the same average SNR and their

channels experience the same fading, implying that the SNRs of all the hops obey the

same CDF. Hence, the selection procedure directly based on the SNRs of the L hops
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would give each hop the same probability of 1/L to be chosen. By contrast, in this

chapter, the SNRs of the L hops obey different distributions, which depend on the L

parameters ml, for l = 1, 2, . . . , L. In this case, directly selecting the hop having the

highest SNR would result in different activation probabilities for the L links. Again,

this is undesirable, since the hops chosen with relatively low probabilities may impose

significant delays on the packet delivery, potentially resulting in a low throughput

and possible buffer-overflow. Therefore, our proposed MHD scheme activates the

specific hop, whose SNR maps to the maximum CDF ordinate value from the set

Fm1(γ1), Fm2(γ2), . . . , FmL(γL), so that each hop has the same probability of 1/L to

be chosen for transmission within a TS.

Let us consider the example of non-identical hop’s fading distribution. Assuming

the fading parameters of m = [3 2 1] for these hops and that the average received SNR

for all hops is γl = 1, l = 1, 2, 3, the selection criterion based on the CDF ordinate

value is given by max{F1(0.5) F2(1.3) F3(0.7)} =max{0.19 0.73 0.5}. Therefore the

second hop is selected. It is worth nothing that a higher SNR γl might actually map

to a lower Fml(γl) value, if the high-SNR-hop’s fading parameter ml is lower, for

example, if we have F1(0.5) > F2(0.6).

Given the set of independent CDFs Fm1(γ1), Fm2(γ2), . . . , FmL(γL) corresponding

to L hops, the proof that any hop is selected with a probability of 1/L is as follows.

Let us define a new random variable Xj = Fmj(γj) as the CDF of γj which constitutes

our selection criterion. It may be readily shown that Xj are i.i.d for the different

hops. In fact, the CDF of Xj is expressed by

FXj(x) = P (Xj <= x)

= P (Fmj(γj) <= x)

= P (γj <= F−1
mj

(x))(since the CDF is always an increasing function)

= Fmj(F
−1
mj

(x))(by definition)

= x independent of j, (3.5)

where F−1(. . .) denotes the inverse function of the CDF F (. . .). Therefore, Xj are

i.i.d (we already know that they are independent). Hence, we can say that the

probability of selecting any hop is 1
L

. In addition to the above property, this MHD

scheme also has the following pair of desirable properties. Firstly, when the SNRs

of all hops have the same CDF, selecting the hop with the maximum SNR from the

set γ1, γ2, . . . , γL is equivalent to selecting the hop with the maximum CDF value,

since this maximum CDF value is generated by the maximum SNR in the set of

γ1, γ2, . . . , γL. Secondly, our forthcoming discourse will demonstrate that similarly to
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the MHD scheme of [168,184] the proposed MHD scheme is also capable of achieving

full diversity. Based on the above properties, the MHD scheme proposed in this

chapter may be viewed as a generalized MHD scheme, which achieves full multihop

diversity, while guaranteeing that all hops have the same probability to be activated

for transmission.

Note additionally that in [168] a MAC layer protocol was proposed for the im-

plementation of the MHD scheme. This MAC layer protocol can be directly used for

the MHD scheme proposed in this chapter, after replacing γ1, γ2, . . . , γL of [168] by

Fm1(γ1), Fm2(γ2), . . . , FmL(γL).

Having described the system model and the MHD scheme, below we focus our

attention on the MHLs’ performance, including its BER, outage probability as well

as diversity order. The main assumptions adopted in our study are summarized as

follows:

• The SN always has packets to send, hence the MHL operates in its steady state.

• The DN D can store an infinite number of packets, while the RNs can only

store at most B packets.

• The fading processes of the L hops of a MHL are independent, while the fading

of a given hop remains constant within a packet duration, but it is indepen-

dently faded from one packet to another.

3.3 Performance Analysis

In this section, we first derive the lower-bound for the BER of the MHLs conveying

BPSK/MQAM baseband signals. Then, the BER for the MHLs relying on the RNs

having a buffer size B is analyzed. Similarly, the lower-bound and exact outage

probabilities are analyzed in this section. Due to the complexity to evaluate the exact

BER and outage probability, when L and B are large, an approximation approach is

proposed. Finally, the diversity order of our MHD scheme is derived.

Based on Fig. 3.1 and the operational principles of the MHLs described in Sec-

tion 3.2, the following events may occur, when every RN has a buffer size of B

packets. Firstly, the buffer of a RN may be empty at some instants. In this case,

this RN cannot be the transmit node, since it has no packets to transmit. Secondly,

the buffer of a RN may be full. Then, this RN cannot act as the receiver node, since

its buffer is unable to store further packets. In both of the above cases, a hop has

to be chosen for transmission from the resultant reduced set of hops. This results

in an increased BER and outage probability due to the associated reduced selection

diversity gain, as explained in our forthcoming discourse. Therefore, if we eliminate
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the above-mentioned constraints by assuming that every RN has an infinite buffer

size, and that all the RNs can always transmit and receive packets, we can obtain

the lower-bounds for both the BER and the outage probability of the MHLs. By

contrast, when the exact performance analysis is considered, the effects of the finite

buffer size have to be considered. In this case, we can carry out the relevant analysis

based on the classic Markov chains [110]. Let us first analyze the achievable BER.

3.3.1 Bit Error Ratio Analysis

In this section, the lower-bound single-hop BER for the lth hop, expressed as P
(l)
Le ,

is analyzed first, when every RN is assumed to have an infinite buffer for storing the

received packets and also always have packets prepared for transmission. Then, the

end-to-end lower-bound BER, PLE, is derived, where the subscript ‘LE’ stands for

‘lower-bound error rate’. Finally, the near exact single-hop and end-to-end BER are

derived, when assuming that the RNs have buffers of finite size.

Based on the operational principles of the MHLs and the identical selection prob-

ability of every hop, when the lth hop is activated, the instantaneous SNR of the

selected hop obeys

fSCl (γ) =
L

[Γ(ml)]L

(
ml

γ̄l

)ml
γml−1

[
γ(ml,

mlγ

γ̄l
)

]L−1

exp

(
−mlγ

γ̄l

)
,

0 ≤ γ <∞; l = 1, 2, . . . , L. (3.6)

It is interesting to observe from (3.6) that if the lth hop is selected based on our

MHD scheme, the PDF of its SNR is independent of the other (L−1) channels. This

conditional PDF is identical to that encountered, when the L hops experience the

same fading CDF as the lth hop. Furthermore, we can see that (3.6) is in fact the

PDF of the maximum SNR selected from the set of SNRs {γ1, γ2, . . . , γL}, when these

SNRs obey independent identical distribution (i.i.d) with the PDF and CDF as given

by (3.3). Hence, our MHD scheme effectively emulates a selection diversity scheme.

The more hops are invoked, the higher the diversity gain becomes and therefore the

better the BER performance becomes. Hence, when all the L hops are assumed

to be always available for activation, the BER obtained represents the lower-bound

of the BER, which justifies the terminology of, lower-bound single-hop BER, and,

lower-bound end-to-end BER, used in this chapter.

Given the PDF fSCl (γ), as shown in (3.6), the lower-bound single-hop BER for

the lth hop P
(l)
Le can be derived by first considering the conditional probability P

(l)
Le (γ).
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Figure 3.2: IQ-axis mapping of the 64QAM constellation.

It is well-known that the (square) MQAM signal can be decomposed into two inde-

pendent Pulse Amplitude Modulation (PAM) signals [33,186,187], each of which has

the constellation points located at

{±d,±3d, . . . ,±(
√
M − 1)d}, (3.7)

where 2d represents the minimum Euclidean distance of the constellation points.

When normalized by the noise’s standard deviation σ, we have [33,186]

d

σ
=

√
6γ

2(M − 1)
. (3.8)

In MQAM, the two component PAM signals have the same error probability and

can be treated independently. For example, when the classic Gray coded bit mapping

is applied, which is the case considered in this chapter, the 64QAM constellation can

be decomposed into (I-)PAM and (Q-)PAM, as shown in Fig. 3.2, where bi1bi2bi3 and

bq1bq2bq3 are the bits conveyed by the I-PAM and Q-PAM, respectively.

Let us specifically consider the I-PAM stream and express the probability Pi that a

transmitted signal belongs to the constellation point id, where i = ±1, . . . ,±(
√
M −

1). Let P
(l)
{i,j}(γ) represent the transition probability at the lth hop, which is the

probability that the receiver declares that jd is detected, while id was transmitted.

Furthermore, let ei,j be the number of different bits between the signal representing

the constellation point id and that corresponding to the constellation point jd. Then,
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the BER of MQAM can be expressed as1

P
(l)
Le (γ) =

2

log2M

√
M−1∑

i=−
√
M+1

Pi

 √
M−1∑

j=−
√
M+1

ei,jP
(l)
{i,j}(γ)

 . (3.9)

Let us define

ppp =
[
P−
√
M+1, P−

√
M+3, . . . , P

√
M−1

]T
PPP l(γ) =

[
P

(l)
{i,j}(γ)

]
, EEE =

[
ei,j

]
, 111 = [1, 1, . . . , 1]T , (3.10)

where ppp is an
√
M -length vector, 111 is an

√
M -length vector with elements of one,

while PPP l(γ) and EEE are (
√
M ×

√
M)-element square matrices. Explicitly, let us con-

sider 64QAM as an example which may be considered as a pair of 8-level in-phase and

quadrature-phase schemes. Hence there are eight constellation levels in each dimen-

sion. The transmission probability of each constellation point has the same probabil-

ity, therefore we have ppp = [P−7 P−5 P−3 P−1 P1 P3 P5 P7]T = [1
8

1
8

1
8

1
8

1
8

1
8

1
8

1
8
]T , which

is shown in Fig. 3.2. Let us represent the number of different bits, when corrupting

symbol i to symbol j by ei,j. The matrix EEE for the 8-level in-phase component is

given by

EEE =



TX.bits/RX.bits 000 001 010 011 100 101 110 111

000 0 1 1 2 1 2 2 3

001 1 0 2 1 2 1 3 2

010 1 2 0 1 2 3 1 2

011 2 1 1 0 3 2 2 1

100 1 2 2 3 0 1 1 2

101 2 1 3 2 1 0 2 1

110 2 3 1 2 1 2 0 1

111 3 2 2 1 2 1 1 0



. (3.11)

Let us intuitively interpret the (3.9) step by step.

1) A constellation point i is selected with a probability Pi.

2) The probability of transmitting the constellation point i and receiving j is

Pi,j(γ).

3) There are ei,j bit error’s when ‘2)’ occurs.

1A detailed example is shown later.
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4) Let us hence evaluate ei,j for transmitting ll constellation points and receiving

all constellation points. Finally, the BER of a single hop can be obtained. Then,

(3.9) can be expressed in a compact form as

P
(l)
Le (γ) =

2

log2M
pppT [EEE �PPP l(γ)]111

=
2

log2M
111T
[
EEET �PPP T

l (γ)
]
ppp, (3.12)

where � represents the Hadamard product [180]2. Observe that at the right-hand

side of (3.12), only PPP l(γ) is a function of γ. Hence, the average single-hop BER P
(l)
Le

may be obtained by averaging P
(l)
Le (γ) of (3.12) with respect to the PDF of (3.6),

which can be expressed as

P
(l)
Le =

∫ ∞
0

P
(l)
Le (γ)fl(γ)dγ

=
2

log2M
111T
(
EEET �

∫ ∞
0

PPP T
l (γ)fSCl (γ)dγ

)
ppp

=
2

log2M
111T
(
EEET �PPP T

l

)
ppp, (3.13)

where PPP l =
[
P

(l)
{i,j}

]
with P

(l)
{i,j} denoting the average transition probability from the

constellation point i to j, given by

P
(l)
{i,j} =

∫ ∞
0

P
(l)
{i,j}(γ)fSCl (γ)dγ, i, j = ±1,±3, . . . ,±(

√
M − 1). (3.14)

Again, P
(l)
{i,j}(γ) is the transition probability that the receiver declares the jth

constellation point, given that the ith constellation point was transmitted. This

probability can be readily derived by referring to Fig. 3.2, which is

P
(l)
{i,j}(γ) =

{
Q
[
(|i− j| − 1) d

σ

]
, when j = ±(

√
M − 1)

Q
[
(|i− j| − 1) d

σ

]
−Q

[
(|i− j|+ 1) d

σ

]
, others

(3.15)

where Q(x) is the Gaussian Q-function. For example, when 4QAM (QPSK) is em-

ployed, we have d/σ =
√
γ. Hence, the probability transition matrix is expressed

with the aid of (3.15) as

PPP (γ) =

[
1−Q

(√
γ
)

Q
(√

γ
)

Q
(√

γ
)

1−Q
(√

γ
)] . (3.16)

2If both matrices AAA and BBB are (m×n)-element matrices. The Hadamard product AAA�BBB is given
by (AAA�BBB)i,j = AAAi,j ×BBBi,j .
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Finally, when substituting (3.6), (3.8) as well as (3.15) into (3.14) and completing

the integration, Pi,j can be expressed as

P
(l)
{i,j} =

 Q̄l

(√
(|i− j| − 1)γ̄l

)
, when j = ±(

√
M − 1)

Q̄l

(√
(|i− j| − 1)γ̄l

)
− Q̄l

(√
(|i− j|+ 1)γ̄l

)
, others

(3.17)

By letting Ai,j = |i− j| − 1 or Ai,j = |i− j|+ 1, Q̄l

(√
Ai,j γ̄l

)
in the above equation

is given by

Q̄l

(√
Ai,j γ̄l

)
=

(
ml

γ̄l

)ml L

(Γ(ml))L

∫ ∞
0

Q
(√

Ai,jγ
)
γml−1

×
[
γ

(
ml,

mlγ

γ̄l

)]L−1

exp

(
−mlγ

γ̄l

)
dγ. (3.18)

When ml is an arbitrary non-integer value, we find that it is extremely hard to

derive the closed-form solution for the integral in (3.18). By contrast, when m is an

integer, a closed-form expression can be derived for (3.18). In this case, firstly, the

incomplete gamma function can be expressed as [10](8.352.6)

γ(m,x)

Γ(m)
=

(
1− e−x

m−1∑
n=0

xn

n!

)
. (3.19)

Then, upon substituting (3.19) into (3.18) and after some rearrangement, we arrive

at

Q̄l

(√
Ai,j γ̄l

)
=

(
ml

γ̄l

)ml L

Γ(ml)

L−1∑
l=0

(−1)l
(
L− 1

l

) l(ml−1)∑
k=0

c
(l)
k

(
ml

γ̄l

)k
×
∫ ∞

0

Q
(√

Ai,jγ
)
γk+ml−1 exp

(
−ml(l + 1)

γ̄l
γ

)
dγ. (3.20)

Finally, the above expression can be simplified with the aid of the results from [15,37],

Q̄l

(√
Ai,j γ̄l

)
=

L

Γ(ml)

L−1∑
l=0

(−1)l
(
L− 1

l

) l(ml−1)∑
k=0

c
(l)
k

Γ(k +ml)

(l + 1)ml+k

× 1

2

[
1− µ

ml+k−1∑
h=0

(
2h

h

)(
1− µ2

4

)h]
, (3.21)
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where3 the coefficients c
(l)
k can be recursively computed according to the formulas in

(16) of [37], yielding

c
(l)
0 = 1, c

(l)
1 = l, c

(l)
l(ml−1) =

1

[(ml − 1)!]l

c
(l)
k =

1

k

min(k,ml−1)∑
j=1

j(l + 1)− k
j!

c
(l)
k−j.

(3.22)

Furthermore, in (3.21), we have for M ≥ 4

µ =

√
A2
i,jgγ̄l

2ml(l + 1)/γ̄l + A2
i,jgγ̄l

, with g =
1.5

M − 1
, (3.23)

and, for BPSK (M = 2), we have Ai,j = 2, g = 0.5 and, correspondingly, µ =√
γ̄l

ml(l+1)/γh+γ̄l
and P

(l)
Le = Q̄l

(√
2γ̄l
)
.

Finally, we note that the lower-bound single-hop BER P
(l)
Le of the L-hop MHL

supported by the proposed MHD principles can be evaluated by substituting (3.17)

and the associated formulas into (3.13).

Having obtained the lower-bound single-hop BER P
(l)
Le of (3.13), the lower-bound

end-to-end BER PLE can now be derived by exploiting that the decode-and-forward

scheme of Fig. 3.1, where a packet is passed through the entire ad hoc chain from

one node to another. Regardless of the number of hops, we are interested in the

end-to-end constellation-constellation transition matrix.4 Once we determined this

transition matrix, the BER performance can be analyzed similarly to the single

hop case. This equivalent end-to-end constellation-constellation transition matrix

is
∏L

l=1PPP
T
l , which is created as the product of the transition matrix in each hop of

the link. Hence, when considering all the
√
M possible transmitted symbols, which

have the a-priori probabilities of ppp, as shown in (3.10), the lower-bound end-to-end

average BER of the L-hop MHL can be expressed as (3.12), yielding

PLE =
2

m
111T

[
EEET �

[
L∏
l=1

PPP T
l

]]
ppp. (3.24)

Note that, an end-to-end average BER expression for MHLs has been derived

in [117](42), which has a similar form as (3.24). However, the expression [117](42) is

only for BPSK/QPSK, but not for MQAM, when M ≥ 16. Specifically, for BPSK

3Another expression of (3.19) is in the Appendix.
4The constellation-constellation transition matrix represents the transition probabilities from

constellation points from transmitter to constellations points at the receiver.
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we can readily obtain the lower-bound end-to-end BER expression, which is

PLE =
1

2
− 1

2

L∏
l=1

(
1− 2P

(l)
Le

)
. (3.25)

Let us now elaborate on (3.24) in a little more detail based on an example. This

S

Q

R D

Q Q

I II

Figure 3.3: IQ-axis mapping of the 64QAM constellation in two hop link.

formula can be interpreted with the aid of Fig. 3.3, which shows the IQ-axis based

mapping of the 64QAM constellation in a two-hop scenario. Assuming that the

modulation scheme is 64QAM and the number of hops is two, both the I and Q

components are 8-level signals. The constellation points at the Source (S), Relay (R)

and Destination (D) are shown in this figure. Originally, the information symbols

have an equal probability to be transmitted, which is represented by the probability

ppp in (3.10). Every symbol transmitted from a constellation has a specific transition

probability with respect to another received constellation point. In this figure, this

transition is represented by the lines between the constellation points. A single-hop

symbol-to-symbol transition can be described by a Markov state transition matrix,

which is PlPlPl
T in (3.22). Fig. 3.3 represents a two-hop link, hence the symbol-to-symbol

transition matrix associated with the source to destination matrix is P1P1P1
TP2P2P2

T .

The lower-bound end-to-end BER of the MHLs has been derived above, which

assumed that each RN has an infinite buffer size and the RNs always have packets

to transmit. The exact end-to-end BER of the MHLs is considered below, where we

assumed that every RN has a buffer of finite size. In this case, the hops obeying

either of the following conditions should be excluded from the transmission list: a)

the hops, whose transmit nodes do not have packets to transmit and b) the hops,
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whose receive nodes are unable to accept packets, since their buffers are full. When

taking the above two situations into account, the exact end-to-end BER of MHLs

can be analyzed as follows.

When deriving the near exact BER of the MHD scheme, we have to consider

the constraint that the L-hop link is forced to choose the best one from the set of l̂

hops in order to send its information, when (L− l̂) out of the L hops are unable to

transmit information. This happens either when some of the transmit nodes’ buffers

are empty or when some of the receive nodes’ buffers are full. Before finding the

exact end-to-end BER Pe with finite size of buffer, the concept of state is proposed.

Based on this concept, the packets transmitted over an L-hop link under the MHD

scheme can be described as a Markov process.

Let us assume that the buffer size of every RN is B packets. When MQAM

modulation is employed, then log2M packets are transmitted simultaneously. Hence,

we can express the equivalent buffer size of a RN as B̂ = B/log2M packets. Let the

numbers of packets stored in the (L − 1) RNs, R1, R2, . . . , RL−1, be b1, b2, . . . , bL−1,

where bl = 0, 1, . . . , B. Then, upon considering MQAM, the corresponding equivalent

numbers of packets are b̂1, b̂2, . . . , b̂L−1, where b̂i = bi/ log2M . Given the above

definitions, the states of the L-hop link can be defined in terms of the number of

packets stored in the (L− 1) RNs as

Si =
[
b̂

(i)
1 , b̂

(i)
2 , . . . , b̂

(i)
L−1

]T
, i = 0, 1, . . . , N − 1, (3.26)

where b̂
(i)
l denotes the equivalent number of packets stored in the lth RN, when

the L-hop link is in state i, while N = (B̂ + 1)L−1 is the total number of states

of the Markov process, which constitute a set S = {S0, S1, . . . , SN−1}. Based on

the transitions among the N states, a state transition matrix denoted by TTT can be

characterized by the state transition probabilities {Pij = P (s(t + 1) = Sj|s(t) =

Si), i, j = 0, 1, . . . , N − 1}.

For example, when considering a three-hop link having the parameters of L = 3

and B̂ = 2, there is a total of N = 32 = 9 states, which form a set

S =
{
S0 = [0, 0]T , S1 = [0, 1]T , S2 = [0, 2]T , S3 = [1, 0]T , S4 = [1, 1]T ,

S5 = [1, 2]T , S6 = [2, 0]T , S7 = [2, 1]T , S8 = [2, 2]T
}
.
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Correspondingly, the state transition matrix becomes:

TTT =



0 0 0 1 0 0 0 0 0

1/2 0 0 0 1/2 0 0 0 0

0 1/2 0 0 0 1/2 0 0 0

0 1/2 0 0 0 0 1/2 0 0

0 0 1/3 1/3 0 0 0 1/3 0

0 0 0 0 1/2 0 0 0 1/2

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1/2 1/2 0 0

0 0 0 0 0 0 0 1 0



. (3.27)

Although the transition matrix TTT may be large, it can be readily constructed. An

algorithm conceived for forming the matrix TTT may be described as follows:

1. The (B̂ + 1)L−1 × (B̂ + 1)L−1 matrix TTT is first initialized with zero elements.

2. For row i, i = 0, 1, . . . , (B̂ + 1)L−1 − 1, which corresponds to the ith state

Si =
[
b̂

(i)
1 , b̂

(i)
2 , . . . , b̂

(i)
L−1

]T
, the following operations are carried out:

• If b̂
(i)
1 + 1 ≤ B̂, the column corresponding to the output state[

b̂
(i)
1 + 1, b̂

(i)
2 , . . . , b̂

(i)
L−1

]T
is set to one;

• For l = 1, 2, . . . , L − 2, if b
(i)
l − 1 ≥ 0 and b̂

(i)
l+1 + 1 ≤ B̂, the column

corresponding to the output state
[
b̂

(i)
1 , . . . , b̂

(i)
l − 1, b̂il+1 + 1, . . . , b̂

(i)
L−1

]T
is

set to one;

• If b̂
(i)
L−1 − 1 ≥ 0, the column corresponding to the output state[

b̂
(i)
1 , b̂

(i)
2 , . . . , b̂

(i)
L−1 − 1

]T
is set to one.

3. Each of the rows is divided by the number of ones in the same row, to guarantee

that the total transition probability from state Si is one.

It can be shown that the state transition matrix TTT has the following properties:

• Matrix TTT is a sparse matrix. Every row has at most L number of non-zero

elements, while the remaining at least (B̂ + 1)L−1 − L number of elements are

zero elements.

• The sum of the probabilities in each row is one;

• The number of non-zero elements in a row represents the number of hops that

may be chosen for transmission.
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Having obtained the state transition matrix TTT , the steady-state probabilities can

be computed by the formula [181]

Pπππ = TTT TPπππ, (3.28)

where Pπππ =
[
Pπ0 , Pπ1 , . . . , Pπ(B̂+1)L−1−1

]T
, in which Pπi (or PπSi ) is the steady-state

probability that the L-hop link is in state Si. Note that Pπππ in (3.28) is the right

eigenvector of the matrix TTT T associated with an eigenvalue of one. Therefore, Pπππ can

be obtained by solving the corresponding eigenvector problem [182]. However, the

matrix TTT may be extreme by large. An approximate method of generating Pπππ will

be provided in Subsection 3.3.2.

The next step is to find the exact end-to-end BER Pe based on Pπππ. Firstly, a

(L× L) element matrix PPP B̂
sel is computed, in which PPP B̂

sel(l, l̂) denotes the probability

that the lth hop is selected from l̂ available hops, when the equivalent buffer size per

RN is B̂. We assume that the total number of available hops corresponding to state

Si is NSi . Then, PPP B̂
sel can be determined by the following algorithm.

1. Initialization: PPP B̂
sel = 000;

2. for i = 1 : (B̂ + 1)L−1 // all the (B̂ + 1)L−1 possible states;

for j = 1 : NSi // all the available hops in state Si;

compute:

PPP B̂
sel(jSi , NSi) = PPP B̂

sel(jSi , NSi) +
Pπi
NSi

; (3.29)

End

End

In (3.29), jSi ∈ {1, 2, . . . , L} denotes the hop index of the jth available hop in

state Si. After obtaining PPP B̂
sel of (3.29), the average BER pppB̂l of the lth hop can be

computed with the aid of the whole probability formula, yielding

pppB̂l = L

L∑
l̂=1

PPP B̂
sel(l, l̂)P

(l̂)
Le , (3.30)

where P
(l̂)
Le is given by (3.13). Finally, the exact end-to-end BER of the MHL of the

RNs can be obtained for a finite buffer by substituting (3.30) into (3.24).
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3.3.2 Approximate Solution of (3.28)

The near exact value of Pπππ can be obtained by solving (3.28), when TTT is small. By

contrast, if TTT is large, the achievable performance approaches the theoretical bound,

which will be detailed in Section 3.4. If the size of TTT is mediocre, an approximate

method is provided here for circumventing this problem. Note that all our discussions

are based on assuming steady-state operation.

Actually, the number of packets in the RN buffers cannot be considered indepen-

dent. Nevertheless, for the sake of simplicity to obtain the approximate expressions,

they are treated as independent. Assuming that pi,b̂ represents the probability of hav-

ing b̂ packets in the ith relay, we can approximate Pπ
Sj=[b̂

(j)
1 ,b̂

(j)
2 ,...,b̂

(j)
L−1

]T
≈∏L−1

i=1 pi,b̂(j)i
.

Based on this formula, we can see that, in order to compute Pπ
Sj=[b̂

(j)
1 ,b̂

(j)
2 ,...,b̂

(j)
L−1

]T
for

all the (B̂+1)L−1 states, the total number of unknown probabilities is (L−1)(B̂+1),

which are pi,b̂ for i = 1, 2, . . . , L − 1 and b = 0, 1, . . . , B̂. Hence, our objective is to

compute these probabilities by finding at least (L − 1)(B̂ + 1) equations, which are

derived below by making use of the different properties.

3.3.2.1 Symmetric Proposition

Let the probability of a state Si =
[
b̂

(i)
1 , b̂

(i)
2 , . . . , b̂

(i)
L−1

]T
, i = 0, 1, . . . , N − 1 be Pπi .

Let the probability of another state Si =
[
B̂ − b̂(i)

L−1, B̂ − b̂
(i)
L−2, . . . , B̂ − b̂

(i)
1

]T
be Pπi ,

where b̂
(i)
l for l = 1, . . . , L−1 are given by the corresponding b̂

(i)
l in Si. Then we have

Pπi = Pπi .

Proof : The unavailable channels are those ones that are linked to the specific

RNs having either an empty or a full buffer. The channels available for state Si are

the same as for state Si. Since every node that has zero packets to send in Si is

treated as a node having B̂ packets, this represents a full buffer. Hence it will be

unable to receive any packets. By contrast, the nodes that have B̂ packets to send

in Si are treated as nodes having zero packets. Since this is a node with an empty

buffer, it will be unable to transmit any packet. Therefore, the number of available

channels remains unchanged. The following is the mathematical proof. If the state

Si is substituted by Si in (3.28), the equation remains unchanged. Therefore, we

have Pπi = Pπi .
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Let us consider the same example as before. Again, the relevant parameters are

L = 3 and B̂ = 2. Then, from (3.28) we have:

Pπ
S0=[0,0]T

= Pπ
S1=[0,1]T

× 1

2
(3.31)

Pπ
S1=[0,1]T

= Pπ
S2=[0,2]T

× 1

2
+ Pπ

S3=[1,0]T
× 1

2

Pπ
S2=[0,2]T

= Pπ
S4=[1,1]T

× 1

3

Pπ
S3=[1,0]T

= Pπ
S0=[0,0]T

× 1 + Pπ
S4=[1,1]T

× 1

3

Pπ
S4=[1,1]T

= Pπ
S1=[0,1]T

× 1

2
+ Pπ

S5=[1,2]T
× 1

2
+ Pπ

S6=[2,0]T
× 1

Pπ
S5=[1,2]T

= Pπ
S2=[0,2]T

× 1

2
+ Pπ

S7=[2,1]T
× 1

2

Pπ
S6=[2,0]T

= Pπ
S3=[1,0]T

× 1

2
+ Pπ

S7=[2,1]T
× 1

2

Pπ
S7=[2,1]T

= Pπ
S4=[1,1]T

× 1

3
+ Pπ

S8=[2,2]T
× 1

Pπ
S8=[2,2]T

= Pπ
S5=[1,2]T

× 1

2
.

If all Si values are substituted by Si, the above formula becomes:

Pπ
S8=[2,2]T

= Pπ
S5=[1,2]T

× 1

2
(3.32)

Pπ
S5=[1,2]T

= Pπ
S2=[0,2]T

× 1

2
+ Pπ

S7=[2,1]T
× 1

2

Pπ
S2=[0,2]T

= Pπ
S4=[1,1]T

× 1

3

Pπ
S7=[2,1]T

= Pπ
S8=[2,2]T

× 1 + Pπ
S4=[1,1]T

× 1

3

Pπ
S4=[1,1]T

= Pπ
S5=[1,2]T

× 1

2
+ Pπ

S1=[0,1]T
× 1

2
+ πS6=[2,0]T × 1

Pπ
S1=[0,1]T

= Pπ
S2=[0,2]T

× 1

2
+ Pπ

S3=[1,0]T
× 1

2

Pπ
S6=[2,0]T

= Pπ
S7=[2,1]T

× 1

2
+ Pπ

S3=[1,0]T
× 1

2

Pπ
S3=[2,1]T

= Pπ
S4=[1,1]T

× 1

3
+ Pπ

S0=[0,0]T
× 1

Pπ
S0=[2,2]T

= Pπ
S1=[0,1]T

× 1

2
,

which is identical to (3.31). The only difference is in the terminology. Hence, the

solution of (3.32) is also the same as that of (3.31), which means that we have

PπS0
= PπS8

, ¶piS1
= PpiS5

, PπS3
= PπS7

, and so on.

Let us now elaborate further by considering transmission ‘Process 1’ of Fig. 3.4.

The steady-state probability of the states in ‘Process 1’ is denoted as PπππPros1 . After
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Figure 3.4: Example of a three-hop link, where each relay node stores upto two
packets. This figures shows two identical processes based on substituting Si =[
b̂

(i)
1 , b̂

(i)
2 , . . . , b̂

(i)
L−1

]T
, i = 0, 1, . . . , N−1 for Si =

[
B̂ − b̂(i)

L−1, B̂ − b̂
(i)
L−2, . . . , B̂ − b̂

(i)
1

]T
.

substituting Si =
[
b̂

(i)
1 , b̂

(i)
2 , . . . , b̂

(i)
L−1

]T
, i = 0, 1, . . . , N−1 for Si =

[
B̂ − b̂(i)

L−1, B̂ − b̂
(i)
L−2, . . . , B̂ − b̂

(i)
1

]T
,

‘Process 1’ is mapped to ‘Process 2’. The steady-state probability of the states in

‘Process 2’ is denoted as PπππPros2 . Owing to the bijective mapping5, Processes 1 and

2 are identical. Hence the Markov Transmission Matrix TTT of both ‘Process 1’ and

‘Process 2’ is also the same, hence the solution of both PπππPros1 = TTT TPπππPros1 and

PπππPros2 = TTT TPπππPros2 should be the same. Therefore, the state probability PπSi is

constituted by the corresponding state probability PπS
i
. For example, as shown in

Fig. 3.4, we have Pπ0,0 = Pπ2,2 .

Based on the proposition above, we arrive at

pi,b̂ =
B̂∑

j1=0

B̂∑
j2=0

. . .
B̂∑

ji−1=0

B̂∑
ji+1=0

. . .
B̂∑

iL−1=0

Pπ
S=[j1,j2...,ji−1,b̂,ji+1...,jL−1]T

=
B̂∑

j1=0

B̂∑
j2=0

. . .

B̂∑
ji−1=0

B̂∑
ji+1=0

. . .
B̂∑

iL−1=0

Pπ
S=[B̂−jL−1...,B̂−ji+1,B̂−b̂,B̂−ji−1,...,B̂−j2,B̂−j1]T

= pL−i,B̂−b̂, i = 1, 2, . . . , L− 1; b = 0, 1, . . . , b(B̂ + 1)/2c. (3.33)

where bxc returns the maximal integer less than x. From (3.33), we can see that the

proposition can provide b(L− 1)(B̂ + 1)/2c equations.

3.3.2.2 The Probability of Using Every Channel is Identical

When our MHD scheme is employed and when the MHL is operated in steady state,

every hop has approximately the same probability to be activated. According to

the operational principles of the MHD, as described in Section 3.2, if the ith hop is

5Bijective mapping: a function between two sets. Every element in one set is paired with a
element in the other set.
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selected, the (i − 1)st node’s buffer must not be empty, which has a probability of

(1 − pi−1,0), and the ith node’s buffer should not be full, which has a probability of

(1 − pi,B̂). In addition to the above mentioned buffer condition, let us assume that

every hop has a 1
L

probability of experiencing the ”best” channel. Naturally, this is

not always exactly satisfied, hence it remains an approximation. For the SN and DN,

we set p0,0 = 0 and pL,B̂ = 0, since we assumed that the SN always has packets to

transmit and the DN is always ready to receive a packet. Hence, when considering

all the L hops, we have the following relationship

(1− p0,B̂) ≈ (1− pi−1,0)(1− pi,B̂) ≈ (1− pj−1,0)(1− pj,B̂) ≈ (1− pL,0),

i = 1, . . . , L− 1; j = i+ 1, i+ 2, . . . , L. (3.34)

From (3.34), we can construct a total of L(L − 1)/2 equations. However, some

of them can be derived from some others, i.e. they are not independent. After a

close consideration and applying the above ”Symmetry Proposition”, we arrive at

b(L− 1)/2c independent equations.

3.3.2.3 The System is in Its Steady State

1

0

B̂

B̂ − 1

b̂ + 1

b̂

Figure 3.5: Considering node i, the probability of preceding from b̂ to b̂+1 is the same
as that from b̂ + 1 to b̂, when system is steady. If the buffer of node i is empty, the
(i+ 1)th hop is unavailable, while if that of node i is full, the ith hop is unavailable.

When this is in the case, for a single RN, the average number of transitions from

b̂ to b̂+ 1 is the same as that from b̂+ 1 to b̂. By referring to Fig. 3.5, we may readily

infer that for b̂ = 1, 2, . . . , B̂ − 2, we have

pi,b̂(1− pi−1,0)/L ≈ pi,b̂+1(1− pi+1,B̂)/L, i = 1, 2, . . . , L− 1, (3.35)
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where (1−pi−1,0)/L at the left-hand side denotes the probability that node i receives

a packet from node (i− 1), while (1− pi+1,B̂)/L is the probability that node i sends

a packet to node (i+ 1).

When b̂ = 0, the (i + 1)th hop is unavailable, as the ith node’s buffer is empty.

Hence, the transitions satisfy

pi,0(1− pi−1,0)/(L− 1) ≈ pi,1(1− pi+1,B̂)/L, i = 1, 2, . . . , L− 1 (3.36)

Similarly, when b̂ = B̂ − 1, we have

pi,B̂−1(1− pi−1,0)/L ≈ pi,B̂(1− pi+1,B̂)/(L− 1), i = 1, 2, . . . , L− 1. (3.37)

where the factor 1/(L − 1) at the righthand side is because there are only (L − 1)

hops avaliable for selection, when node i is at state B̂ (full), resulting in that the i

hop is unavailable.

Consequently, when considering (3.35) - (3.37) and ”Symmetry Proposition”, we

can obtain B̂(L− 1)/2 approximate equations.

3.3.2.4 The Total Probability is Unity Value

Finally, the sum of the probabilities of pi,b̂ at RN i should satisfy:

B̂∑
b̂=0

pi,b̂ = 1, i = 1, 2, . . . , L− 1. (3.38)

When considering the ”Symmetry Proposition”, we arrive at b(L− 1)/2c equations.

By exploiting the properties of the MHL operated under our proposed MHD

scheme, we can demonstrate that the number of equations is no less than the number

of unknowns. If L is odd and B̂ > 1, the number of equations is given by

b(L− 1)(B̂ + 1)/2c+ bL/2c+ b(L− 1)/2c︸ ︷︷ ︸
L-1

+B̂(L− 1)/2

=
L− 1

2
(B̂ + 1) + (L− 1) + B̂

L− 1

2

=(L− 1)(B̂ +
3

2
), (3.39)
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which is larger than the number of unknowns (L − 1)(B̂ + 1). By contrast, if L is

even and B̂ > 1, the number of equations obeys:

b(L− 1)(B̂ + 1)/2c+ bL/2c+ b(L− 1)/2c︸ ︷︷ ︸
L-1

+B̂(L− 1)/2

=
L− 1

2
(B̂ + 1)− 1

2
+ (L− 1) + (L− 1)(B̂/2)

=(L− 1)(B̂ +
3

2
)− 1

2
, (3.40)

which is larger than the number of unknowns (L−1)(B̂+1). All the above discussion

is based on the assumption of B̂ > 1. This is because the size of TTT is 2L−1 × 2L−1

when B̂ = 1, which is not large.

Hence, we can express the (L− 1)(B̂ + 1) probabilities pi,b̂i for i = 1, 2, . . . , L− 1

and b̂i = 0, 1, . . . , B̂ by solving (L−1)(B̂+1) number of the equations. Consequently,

the (B̂ + 1)L−1 steady state probabilities {PπSj } can be approximately determined

using the relationship of Pπ
Sj=[b̂

(j)
1 ,b̂

(j)
2 ,...,b̂

(j)
L−1

]T
≈∏L−1

i=1 pi,b̂(j)i
.

Specifically, a four step algorithm may be formulated as follows.

Step one: Consider all pi,0 as unknowns.

Step two: Based on (3.33), all pi,B̂ can be determined.

Step three: Based on (3.35), (3.36) and (3.37), all other pi,b̂ can be found.

Step four : The variables pi,0 for i = 1, 2, . . . , L− 1 may be found based on (3.38),

since there are (L− 1) equations for (L− 1) unknowns.

Let us now expound a little further by determining the distribution of the buffer

occupancy or buffer fullness characterized by its Probability Mass Function (PMF).

Explicitly, Fig. 3.6 shows the distribution of the buffer occupancy for B̂ = 32,

where the X-axis represents the equivalent buffer occupancy, while the Y-axis is the

probability of a specific buffer-fullness. The continuous line portrays the theoretical

distribution of the buffer occupancy of relay one, while the dotted line is the the-

oretical distribution of the buffer occupancy of relay two. The markers in Fig. 3.6

represent the simulation results, respectively. In other words, Pπππ in (3.28) is the

joint probability density of the buffer occupancy, while Fig. 3.6 shows the marginal

distribution of the buffer occupancy of a single relay. The results demonstrate that

the accuracy of the approximation is confirmed by our simulation results.
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Figure 3.6: The distribution of the buffer occupancy for B̂ = 32. The X-axis rep-
resents the equivalent buffer size B̂ while the Y-axis is the probability of a specific
buffer-fullness. The solid curve is the theoretical distribution of the buffer occu-
pancy of relay one, while the dotted curve is the theoretical distribution of the buffer
occupancy of relay two. The markers are the simulation results respectively.

Below we consider the special case of two hops. In this case, all the approximate

formulas provided above become near exact, yielding:

Pπ0 = PπB̂ =
1

2B̂
(3.41)

Pπi =
1

B̂
, i = 1, 2, . . . , B̂ − 1,

which can be obtained either from the equations provided in this subsection or di-

rectly from (3.28). Note that, in (3.28), each line has no more then two unknowns.

We assume Pπ0 = κ and Pπi = 2κ, i = 1, 2, . . . , B̂− 1, as well as PπB̂ = κ. Finally, by

exploiting (3.38) we arrive at κ = 1

2B̂
.

Let us now analyze the outage probability (OP).

3.3.3 Outage Probability

The OP characterizes the specific event that the instantaneous SNR of the selected

hop is lower than a pre-set threshold. When an outage occurs, no data will be

transmitted over the MHL, in order to avoid violating the required target BER,

since otherwise the BER would become higher than the target. Therefore, given the
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set of thresholds γTl for the L hops, the lower-bound OP is

PLO =
1

L

L∑
l=1

[∫ γTl

0

fSCl (γ)dγ

]
, (3.42)

when assuming that all the L hops have the same probability of 1/L being activated.

Upon substituting fSCl (γ) from (3.6) into the above equation, we readily arrive at:

PLO =
1

L

L∑
l=1

[
γ(ml,

mlγTl
γ̄l

)

Γ(ml)

]L
. (3.43)

Furthermore, given Pπππ and PPP B̂
sel, the exact OP of the MHLs whose RNs have a

finite buffer can be expressed as

PO =
L∑
l=1

L∑
l̂=1

PPP B̂
sel(l, l̂)

[
γ(ml,

mlγTl
γ̄l

)

Γ(ml)

]l̂
. (3.44)

3.3.4 Diversity Order

In a single hop, each Q̄l

(√
Ai,j γ̄l

)
has the same γ̄l and ml, hence, Q̄l

(√
Ai,j γ̄l

)
has

the same diversity gain as P
(l)
Le . The diversity order DOl can be derived for the lth

hop from (3.18), yielding

Q̄l

(√
Ai,j γ̄l

)
=

(
ml

γ̄l

)ml L

Γ(ml)

×
∫ ∞

0

Q
(√

Ai,jγ
)
γml−1

γ
(
ml,

mlγ
γ̄l

)
Γ(ml)

L−1

exp

(
−mlγ

γ̄l

)
dγ.

(3.45)

When γ̄l is large, the incomplete gamma function can be approximated as [188]

(06.06.26.0002.01)

γ(ml,
mlγ

γ̄l
)/Γ(ml) =

(mlγ
γ̄l

)ml

Γ(ml)ml

∞∑
n=0

ml

ml + n

(−mlγ
γ̄l

)n

n!

≈ 1

Γ(ml)ml

(
mlγ

γ̄l

)ml
. (3.46)
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Then, substituting (3.46) into (3.45), we arrive at:

Q̄l

(√
Ai,j γ̄l

)
≈m

mlL−L+1
l

γ̄mlLl

L

Γ(ml)L

∫ ∞
0

Q
(√

Ai,jγ
)
γmlL−1 exp

(
−mlγ

γ̄l

)
dγ

≈m
mlL−L+1
l

γ̄mlLl

L

Γ(ml)L
1

2
√
πmlL

(
2

A

)mlL
Γ(mlL+

1

2
)

=C

(
1

γ̄mll

)L
. (3.47)

where C is not related to γ̄l. From (3.47) we can explicitly see that the achievable

diversity order of the lth hop is DOl = L, when there are L available hops for

activation. Furthermore, according to the operational principles of the MHD, the

end-to-end performance of the MHL also benefits from attaining the diversity order

of DOl = L.

Note that the delay analysis of the MHLs employing the proposed MHD scheme

is identical to that in [168]. More explicitly, the corresponding probability mass

function (PMF) of the delay and the average delay of the system are the same as

those in [168], but we have to replac B in [168] by the equivalent buffer size of

B̂ = B/log2M . Again, similarly to [168], the maximum and minimum packet delay

are given by B̂L2 − B̂L − L + 2 and L TSs. Finally the distribution of the delay is

given by (36) of [168]. Given the distribution of the delay, the average delay may be

readily calculated. The average delay increases with the number of hops and/or the

size B̂ of the buffer. The corresponding examples can be found in Fig. 10 and Fig.11

of [168].

3.4 Performance Results

In this section, we provide a range of performance results, in order to characterize

both the BER and outage performance of the MHLs employing our MHD scheme,

when communicating over Nakagami-m fading channels. We illustrate the effects of

various MQAM schemes, buffer sizes, distances of the different hops and of different

Nakagami-m fading parameters on the achievable performance. In our evaluations,

we assume that the pathloss follows the negative exponential law of d−αl , where α

represents the pathloss exponent having a typical value between 2 to 6. In order to

illustrate the impact of the number of hops per MHL on the achievable performance,

we assume that the total energy assigned for transmitting one bit from the SN to the

DN is constant, regardless of the number of hops per MHL. Specifically, we let the

received energy at the DN is Eb unit when transmitting one bit directly from SN to

DN, which is termed as the ‘Average SNR per bit’ in the figures. Then, when given
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a pathloss exponent α and a distance d between SN and DN, the transmit energy

required is then given by Etotal = log2M × dαEb. Then, if the MHL has L hops,

the total energy Etotal is assigned to the L transmit nodes, according to one of the

following two scenarios. In the first scenario, appropriate energy allocation (EA) is

implemented for assuming that all the hops have the same average SNR. In this case,

the ith hop’s transmit energy is Ei =
dαi EtotalPL
l=1 d

α
l

. Hence, all the L hops have the same

received (signal) energy, which is E ′ = EtotalPL
l=1 d

α
l

. In the first scenario, we assume that

different hops experience different fading CDFs, in order to illustrate the impact of

diverse m-factors. In the second scenario, we assume that each of the L hops uses

Etotal/L unit of energy to transmit, while all the hops experience the same fading

CDF. This allows us to investigate the effect of the distances between nodes on the

achievable performance.

Note that in this section the theoretical results shown in the figures were evalu-

ated from the formulas derived in Section 3.3, while the values represented by the

markers were obtained via simulations. The curves corresponding to B = 512 were

evaluated based on the approximation algorithm. Furthermore, the corresponding

results for the conventional (Conv.) multihop transmission scheme are depicted as

the benchmarkers.

Fig. 3.7 to Fig. 3.11 characterize the end-to-end BER performance. The im-

pacts of the m-factor, of the buffer size of RN nodes, pathloss exponents, number of

hops and of the modulation schemes on the end-to-end BER are investigated. Ex-

cept for Fig. 3.9, where the different hops have different received average SNRs, in

Fig. 3.7, 3.8, 3.10 and 3.11 all the hops have the same received average SNR, which is

achieved with the aid of our hop-length-dependent EA. The parameters used in our

investigations can be found in the corresponding figures. Note that, the distances

shown in the figures are normalized distances obtained by assuming that the distance

between SN and DN is unity.

Fig. 3.7 illustrates the impact of the buffer size on the end-to-end BER perfor-

mance of three-hop links. Explicitly, the BER performance improves, as the buffer

size of the RNs is increased, implying that MHD is indeed beneficial. When the buffer

size is relatively large, such asB = 512 packets, corresponding to the equivalent buffer

size of B̂ = 128, the attainable BER performance is close to the lower-bound BER

achievable by using an infinite buffer size. As shown in the figure, in comparison to

the conventional multihop diversity scheme, at a BER of 10−3, the multihop diversity

gain is over 14dB, when a buffer of B = 512 packets is used by every RN.

Fig. 3.8 shows the impact of the propagation pathloss on the end-to-end BER
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Figure 3.7: BER versus average SNR per bit performance of the three-hops having
lengths of d = [1

6
2
6

3
6
] and experiencing different Nakagami-m fading associated

with m = [3 2 1], when the buffer size of every RN is B = 4, . . . , 512 packets, the
modulation scheme is 16QAM, and the EA is applied to ensure that all hops achieve
the same received average SNR. The results were evaluated from (3.24) and (3.30).

performance of three-hop links experiencing different fading CDFs associated with

m = [3 2 1] for the first, second and third hops, respectively. The results show that

the end-to-end BER performance improves, as the pathloss exponent becomes higher,

implying a higher propagation pathloss. Hence, for high pathlosses, it is beneficial to

use multihop transmission relaying on MHD. The reason behind it is that when the

propagation pathloss increases, the total transmission energy required for single-hop

transmission from SN to DN significantly increases. When this total energy is shared

by multihop transmission, significant performance improvements can be obtained.

Observe in Fig. 3.8 that our MHD scheme significantly outperforms the conventional

multihop transmission scheme.

Fig. 3.9 shows the end-to-end BER of three-hop links experiencing the same

Nakagami fading CDF of m = 2. In our simulations, equal energy allocation was

applied. Hence, the different hops have different received average SNRs due to the

different distances assumed. In this case, the system’s BER performance will be

dominated by that of the longest hop. As seen in Fig. 3.9, a significant MHD gain

can be obtained in comparison to the conventional multihop transmission scheme.

Specifically, at the BER of 10−3, the MHD gain is in excess of than 7dB, which is
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Figure 3.8: BER versus average SNR per bit performance of three-hop links of the
three hops having the distances d = [1

6
2
6

3
6
] and experiencing different Nakagami-m

fading associated with m = [3 2 1] and different pathloss reflected by α = 2, 3, 4, when
the buffer size of every RN is B = 32 packets, the modulation scheme is 16QAM,
and the EA is applied to make all hops achieve the same received average SNR. The
results were evaluated from (3.24) and (3.30).

achieved by arranging every RN a buffer of B = 128 packets.

Fig. 3.10 demonstrates the impact of the number of hops on the end-to-end

BER performance. In the simulations, we assumed that the modulation scheme was

16QAM and the buffer size was B = 8. Different hops were assumed to experience

i.i.d Nakagami-m fading and all hops had the same distance. Explicitly, given the

distance between SN and DN, the BER performance is improved, when the number

of hops is increased, resulting in more diversity gain.

Fig. 3.11 shows the end-to-end BER performance for different modulation schemes

employed by a 2-hop link with a RN of buffer size B = 32, when operated in Rayleigh

fading (m = 1) channels. Compared to the conventional multihop diversity scheme,

the MHD achieved a 9dB gain for QPSK and a 4dB gain for 256QAM at the BER

of 10−3. The reason for having a lower diversity gain for high order modulation

schemes is that the equivalent buffer size is B̂ = 32/log2 4 = 16 for 4QAM and

B̂ = 32/log2 256 = 4 for 256QAM.

Figs. 3.12, 3.13 and 3.14 characterize the outage probability of our multihop links,

when various MQAM schemes, various buffer sizes and various number of hops are
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Figure 3.9: BER versus average SNR per bit performance of three-hop links of the
three hops having the distances d = [1

6
2
6

3
6
] and experiencing the same type of

Nakagami-m fading associated with m = 2, when the buffer size of every RN is
B = 4, . . . , 128 packets, the modulation scheme is 16QAM, and 1/3 of the total
transmission energy is assigned to every hop, hence the hops have different received
average SNR. The results were evaluated from (3.24) and (3.30).

considered. These figures stipulate the same assumptions, as Figs. 3.7, 3.10 and

3.11, respectively. Note that in our numerical computations and simulations, the

threshold set of γT1 = . . . = γTL = γT was adjusted for maintaining a BER of 0.03

for a single-hop link, when the received energy for a bit transmitted from the SN to

DN was 1 [70]. The outage probability of the corresponding conventional multihop

scheme is also provided for the sake of comparison in Fig. 3.12 and Fig. 3.14. From

these figures, we may derive similar observations to those emerging from Figs. 3.7,

3.10 and 3.11. In summary, in Fig. 3.12, a significant multihop diversity gain is

observed for the RNs employing buffers of a sufficiently high size. The line with

solid circles, which represents the case of a large buffer size (B = 512 packets giving

an equivalent buffer size of B̂ = 128), approaches the theoretical bound. Fig. 3.13

shows that the outage probability reduces, as the number of hops increases. Fig. 3.14

characterize the outage probability of two hop links relying on different modulation

scheme, as evaluated from (3.30) and (3.44), which exhibits a lower improvement for

higher-order modulation schemes, because the equivalent buffer size of higher-order

modulation schemes is lower than for lower-order modulation schemes.
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Figure 3.10: BER versus average SNR per bit performance with respect to different
number of hops, when the buffer size of every RN is B = 8 packets and the modulation
scheme is 16QAM. The distance between SN and DN is the same regardless of the
number of hops and, for any case, all hops have the same distance. The results were
evaluated from (3.24) and (3.30).

Finally, Fig. 3.15 shows the outage probability versus SNR. This figure also allows

us to infer the achievable diversity order of the system for our three-hop link having

the node-distances of d = [1
3

1
3

1
3
] and experiencing different Nakagami-m fading

associated with m = [3 2 1]. The buffer size of every RN is B = 4, . . . , 128 packets,

the modulation scheme is 16QAM, and the EA of Section 3.2 is applied to allow all

hops to achieve the same average received SNR. It can be observed that the diversity

order is one for high average SNRs, which is dominated by the worst hop.6

3.5 Chapter Conclusions

In Section mqam:introduction, a generalized channel activation scheme was proposed

for transmitting information over MHLs. Within a given TS, our MHD scheme ac-

tivates a specific hop from the set of available hops based on the values given by

their CDFs. Our analysis in Section 3.2 showed that this CDF-aware MHD scheme

represents a generalized MHD scheme, which is suitable for arbitrary MHLs, where

6Although the diversity order is one for a finite buffer size, the curve approachs the theoretical
bound more closely for a larger buffer size.
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Figure 3.11: BER versus average SNR per bit performance of two-hop links with
different modulation schemes, when communicating over Rayleigh (m = 1) fading
channels. The buffer size of every RN is B = 32 packets, the modulation scheme
is 16QAM and both hops have the same distance. The results were evaluated from
(3.24) and (3.30).

different hops may have different average SNRs and experience different types of fad-

ing CDFs. Furthermore, as seen in (3.47), our MHD scheme is capable of achieving

the maximum attainable diversity gain provided by the independent fading expe-

rienced by the different hops. Moreover, the performance of MHLs employing our

MHD scheme was investigated in Section 3.3, when communicating over Nakagami-m

fading channels. Both near exact and approximate expressions were derived in Sec-

tions 3.3.1 to 3.3.3 for both the end-to-end BER as well as for the outage probability

of BPSK/MQAM signals. Our performance results of Fig. 3.7 to Fig. 3.9 showed

that exploiting the independent fading of different hops results in a significant diver-

sity gain. As seen in Fig. 3.10 and Fig. 3.13, the achievable multihop diversity gain

increases, as the relay’s buffer size increases, as well as when the affordable packet

delay increases. The achievable multihop diversity gain improved as the number of

hops increased. Therefore, the MHD-assisted multihop transmission regime is signif-

icantly more energy-efficient than the conventional multihop transmission, although

both of them have higher energy-efficiency than single-hop transmissions.

As a natural evolution from Chapter 2, in this chapter we extended our analysis
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Figure 3.12: Outage performance of three-hop links of the three hops having the
distances d = [1

6
2
6

3
6
] and experiencing different Nakagami-m fading associated with

m = [3 2 1], when the buffer size of every RN is B = 4, . . . , 512 packets, the modu-
lation scheme is 16QAM, and the EA is applied to make all hops achieve the same
received average SNR. The results were evaluated from (3.44) and (3.30).

from BPSK transmissions over and Rayleigh channels to BPSK/MQAM communi-

cations over Nakagami-m channels. However, the time-invariant modulation schemes

employed may be further generalized to near-instantaneously adaptive modulation

based on the near-instantaneous channel conditions. Hence in the next chapter we

will consider multihop transmission relying on adaptive modulation techniques.

3.6 Appendix

3.6.1 Alternative Derivation of (3.6)

The probability of the lth channel is selected at channel energy γ can be expressed

by conditional probability: the probability of the lth hop which has the largest CDF

is selected with energy γ (Event A) to the probability of the lth hop is selected

(Event B). The latter probability (Event B) is 1
L

cause every channel has the same

probability of being chosen. Let’s discuss the former probability (Event A).

Assuming the the probability the lth channel with channel energy γ is fl(γ). The

CDF of this channel energy is Fml(γ). The CDF of all other channels regardless

the fading type should be lower than Fml(γ) to keep the CDF of the lth channel is
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Figure 3.13: Outage performance with respect to different number of hops, when the
buffer size of every RN is B = 8 packets and the modulation scheme is 16QAM. The
distance between SN and DN is the same regardless of the number of hops and, for
any case, all hops have the same distance. The results were evaluated from (3.44)
and (3.30).

the largest one. Hence, the probability of Event A is fl(γ)[Fml(γ)]
L−1. Finally, the

probability of the lth channel is selected at channel energy γ as in (3.6) can be found,

yielding

fSCl (γ) =
fl(γ)[Fml(γ)]

L−1

1
L

= Ll(γ)[Fml(γ)]
L−1 (3.48)

3.6.2 Alternative Expression of (3.19)

The original expression of
∫∞

0
e−attb−1Q(

√
ct)dt is in [15]. Another tighter expression

is shown here. The Gaussian-Q function can be expressed as [188](06.27.26.0001.01)

Q(
√
ct) =

1

2
−
√
ct/2√
π

F1 1 (
1

2
;
3

2
;
−ct
2

). (3.49)
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Figure 3.14: Outage performance of two-hop links with different modulation schemes,
when communicating over Rayleigh (m = 1) fading channels. The buffer size of every
RN is B = 32 packets, the modulation scheme is 16QAM and both hops have the
same distance. The results were evaluated from (3.44) and (3.30).

The integral in (3.19) can be derived as∫ ∞
0

e−attb−1Q(
√
ct)dt

=

∫ ∞
0

(
1

2
−
√
ct/2√
π

F1 1 (
1

2
;
3

2
;
−ct
2

)

)
e−attb−1dt

=
Γ(b)

2ab
− c

2π

∞∑
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2
)k
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2
)k

(− c
2

)k
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2
)
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1
2
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2
, b;

3
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) (3.50)
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Figure 3.15: Outage performance of three-hop links of the three hops having the
distances d = [1

3
1
3

1
3
] and experiencing different Nakagami-m fading associated with

m = [3 2 1], when the buffer size of every RN is B = 4, . . . , 128 packets, the modu-
lation scheme is 16QAM, and the EA is applied to make all hops achieve the same
received average SNR. This figure shows the diversity order. It can be seen that the
diversity order is one for very high average SNR which is dominated by the worst
hop. The results were evaluated from (3.43).

Hence, the whole (3.19) can be expressed as

Q̄l

(√
Ai,j γ̄l

)
=

(
ml

γ̄l

)ml L

Γ(ml)

L−1∑
l=0

(−1)l
(
L− 1

l

) l(ml−1)∑
k=0

c
(l)
k

(
ml

γ̄l

)k (
Γ(k +ml)(γ̄l)

k+ml
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Γ(k +ml + 1
2
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)
. (3.51)



Chapter 4
Multi-Hop Diversity Aided

Multi-Hop AQAM Links for

Nakagami-m Channels

In Chapter 2 buffer-aided multihop transmission was proposed for achieving multihop

diversity where the specific hop having the highest channel SNR was activated. BPSK

transmission over Rayleigh channels was considered. By contrast in Chapter 3, we

investigated QAM transmissions over Nakagamim channels. In order to guarantee

that the number of input packets is the same as the number of output packets at each

RN, when each hop experienced independent but non-identical distributed (i.n.i.d)

flat Nakagami-m fading, a cumulative distribution function (CDF) based channel

activation scheme was proposed. Although these transmission schemes were capable

of achieving multihop diversity, the activated channel allows only transmitted the

same number of packets in each time slot. Hence, for the sake of enhancing the

achievable throughput, near-instantaneously adaptive modulation is invoked in this

chapter.

4.1 Introduction

In Chapter 3, we have studied MHL, where a constant-rate time-invariant modulation

scheme was assumed for transmission over a selected hop, regardless of the channel-

quality. However, in order to achieve an increased throughput, adaptive modulation

(AQAM) may be considered.

Adaptive modulation and coding (AMC) [186] is a term routinely used in wire-

less communications for indicating that system parameters are near-instantaneously

adapted to the CQ, which will enhance the system’s performance. The authors
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of [189] characterized adaptive modulation relying on Space-Time Block Code (STBC)

aided transmission using Maximum Ratio Combining (MRC) for single-hop trans-

missions over Nakagami-m channel. Maximum throughput optimization was stud-

ied in [70] by finding the AMC mode-switching thresholds of different modulation

schemes. As a further advance, the authors of [147] discussed the performance of

adaptive modulation in Amplify-and-Forward (AF) relaying networks relying on a

limited feedback. However, data transmission typically relies on packet-by-packet

regimes, where each packet has a specific AMC mode. The authors of [71] analyzed

the Packet Error Ratio (PER) vs SNR relationship using AMC for the HIPERLAN/2

standard. Then Kwon and Cho [73] extended the application of AMC to a short-

packet-based scenario relying on truncated Automatic Repeat Request (ARQ). Later,

the effects of queuing were also taken into account at data link layer in [72]. Further-

more, Kwon and Cho [74] discussed the associated resource allocation issues. Then

Ramis and Femenias [75] extended the results of [71] by providing a range of prac-

tical parameters. Yang et al [78] combined adaptive modulation with Generalized

Selective Combining (GSC) under the terminology of joint adaptive modulation and

diversity combining. This work was then carried on in [79,80]. Aniba and Aissa [189]

discussed adaptive modulation in conjunction with packet combining and truncated

ARQ for transmission over MIMO Nakagami fading channels. Against this back-

ground, we combine the advantages of MHD and adaptive modulation for improving

the achievable performance.

The new contributions of this chapter are

1. We proposed the Maximum Throughput Adaptive Rate Transmission (MTART)

regime.

2. The end-to-end BER, OP, capacity, throughput as well as the distribution of the

delay are analyzed.

3. The MAC protocol for MTART is proposed.

The rest of this chapter is organized as follows. Section 4.2 presents our system

model, while Section 4.3 proposes a MAC layer protocol for this transmission scheme.

Then Section 4.4 and Section 4.5 analyze the achievable performance for transmission

in both general and specific Nakagami-m-fading channel scenarios. In Section 4.6,

our numerical and simulation results are compared, while our conclusions are offered

in Section 4.7.

4.2 System Model

The MHL considered in this contribution is the same as the one studied in [178],

which is shown in Fig. 4.1. The MHL consists of (L + 1) nodes, namely a SN S
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nL

D

nL−1

RL−1

Hop 1 Hop 2 Hop L

n1 n2

S R1 R2

Figure 4.1: System model for a multihop wireless link, where the SN S sends messages
to the DN D via (L− 1) intermediate RNs.

(node 0), (L − 1) RNs, R1, R2, · · · , RL−1, and a DN D (node L). The length of

the hops is given by d1, d2, · · · , dL. The SN S sends messages to the DN D via L

hops with the aid of the (L − 1) RNs. At the RNs, the classic decode-and-forward

(DF) protocol [150] is employed for relaying the signals. We denote the symbol

transmitted by node 0 as x0 and its estimate at the DN D of node L by xL = x̂0,

while the symbol estimated at the lth RN by xl, l = 1, . . . , L − 1. At the packet

level, they are correspondingly represented by xxx0, xxxl, l = 1, . . . , L− 1, and xxxL = x̂xx0.

We assume that the signals are transmitted on the basis of TSs having a duration

of T seconds. In addition to the propagation pathloss, the channels of the L hops

are assumed to experience independent block-based flat fading, where the complex-

valued fading envelope of a hop remains constant within a TS, but is independently

faded for different TSs. In practice, the channel exhibits may have the correlation

in the time-domain. However, in order to reduce the complexity of the problem, we

may assume uncorrelated fading by adopting the coherence time as the length of a

TS. In Rappaport’s book [190], this time is calculated as 0.423/fd, where the fd is

the maximum Doppler frequency. The pathloss is assumed to obey the inverse-power

law of d−αi , where α is the pathloss exponent, having a value between 2 and 6. We

assume that the total energy per symbol transmitted from the SN S to the DN D is

Es = 1 unit, regardless of the number of hops per MHL. This one unit of energy is

shared among the L transmit nodes. Let us also assume that the MTART scheme

supports five possible data rates associated with 0, 1, 2, 4, and 6 packets per TS,

corresponding to using ‘no transmission’, BPSK, QPSK, 16QAM and 64QAM. In

this case, the CQ of a hop is classified into one of the five CQ regions with the aid

of the four thresholds, obeying Th1 < Th2 < Th3 < Th4. The system is assumed

to have a target end-to-end packet BER BERe2e
tar and the four thresholds should be

predetermined for ensuring that the packet-BER remains below the end-to-end target

BER. In practice, the following two cases may occur.
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Case One: we assume that appropriate energy allocation (EA) is used for ensur-

ing that all the receivers have the same average SNR. In this case, the ith hop’s trans-

mit energy is Ei =
dαi EsPL
l=1 d

α
l

. Hence, all the L hops have the same received energy of

E ′ = EsPL
l=1 d

α
l

. In this case, every hop is identical and has the same thresholds, which is

the necessary condition for our MTART. The target BER may approximately equally

assign to each hop. The target BER for each hop becomes BER′tar = BERe2e
tar/L.

Therefore the thresholds can be determined. For example, as the lower bound of

BPSK, the threshold Th1 obeys Q(
√

2E ′Th1) = BER′tar.

Case Two: However, the same average hop SNR may not be ensured by EA.

Our basic idea is to allocate the end-to-end target BER to each hop in order to

allow every hop to have the same modulation thresholds. The specific hop having a

higher average receive SNR may be allocated lower hop target BER, while the hop

with a lower average receiver SNR may be allocated higher hop target BER. Let us

also assume that the target BER for the ith hop is BERi
tar. Approximately, we have∑

BERi
tar = BERe2e

tar . With the aid of a simple greedy algorithm, where the hop with

lower thresholds is assigned a higher target BER, BERi
tar may be readily found. The

switching thresholds determined for each hop may have slight differences, hence we

have T hop1h1 ≈ T hop2h1 . Finally, we set the unified threshold to the largest value amongst

the corresponding switching thresholds, according to Th1 = max(T hop1h1 , T hop2h1 ). We

then also carry out the same operation for Th2, Th3 and Th4, respectively. The detailed

discussions about the switching thresholds can be found in the extended version of

this paper in [170].

In summary of Case One and Case Two, in this chapter, we assume that the

switching thresholds for each hop are the same. When the (l − 1)st node transmits

a packet xxxl−1, the observations received by node l may be expressed as

yyyl =
√
Elhlxxxl−1 + nnnl, l = 1, 2, . . . , L, (4.1)

where El is the transmission power and hl represents the fast-fading channel’s gain for

the lth hop between node (l− 1) and node l, while nnnl is the Gaussian noise added at

node l. The fast fading channel gain hl is assumed to be complex Gaussian with a zero

mean and a variance of E[|hl|2] = 1. The noise samples in nnnl, l = 1, . . . , L, obey the

complex Gaussian distribution with zero mean and a common variance of σ2 = 1/2

per dimension. Based on the above definitions and on (4.1), the instantaneous SNR

of the lth hop is then given by γl = E ′|hl|2.

Naturally, due to the store-and-wait characteristics of the RNs, the potential

performance improvement is obtained at the cost of an increased delay. In this
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contribution, we study both the block delay and the packet delay. In [168], the block

delay is defined as the time required for a block of packets generated by the SN

to reach the DN. By contrast, the packet delay is the time required for delivering

a specific packet from the SN to the DN, when assuming that there is an infinite

number of packets to transmit.

In this chapter, we investigate both the BER as well as the OP of MHLs em-

ploying our MHD scheme [175, 178] associated with adaptive M-ary Quadrature

(MQAM) [70,186]. Furthermore, the delay distribution of the MHLs is also studied,

while stipulating the following assumptions:

• The SN always has packets for transmission in its buffer, when considering its

steady state operation;

• Both the SN S and DN D can store an infinite number of packets. By contrast,

each of the (L− 1) RNs can only store at most B packets;

• The fading processes of the L hops of a MHL are independent. The fading of a

given hop remains constant within a packet’s duration, but it is independently

faded from one packet to another;

• According to the CQ, such as the SNR of a hop, the most appropriate MQAM

scheme is chosen from the available set of MQAM modes for the sake of guar-

anteeing the required quality-of service (QoS), such as a specific BER;

• A MHD protocol is employed, which will be detailed in Section 4.3. Based

on the CQ knowledge of the L hops within a given TS, the MHD protocol

decides, which of the L hops is selected for transmission. For simplicity, all the

operations of the MHD protocol are assumed to be carried out without delay

and errors.

In the next section, we first propose a MAC protocol for controlling the operations

of the MHLs employing adaptive MQAM.

4.3 MAC Protocol for Multihop Links Using Adaptive

MQAM

In this section we design a MAC protocol for controlling the operations of a MHL

employing adaptive MQAM, where the specific hop having the highest CQ and hence

the highest throughput is chosen for transmission.

Our protocol is based on the following assumptions. Consider the L-hop link

shown in Fig. 4.1, where the nodes are indexed from the SN to DN as node 0, node

1, . . ., node L. Each of the L nodes is aware of its own index, which determines its

relative position along the link. We assume that the transmission range of a node
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is at most one hop, implying that a node can only communicate with the pair of its

adjacent nodes. The interference range of a node is assumed to be at most two hops,

implying that any transmitted signal may affect upto five consecutive nodes of the

link, including the one transmitting the designed signal. For a given node, we assume

that the channel of a hop within its transmission range is divided into S CQ levels,

denoted as C0, C1, . . . , CS−1 with CS−1 being the best-quality level and C0 being the

lowest-quality level. By contrast, a two-hop channel within its interference range

is divided into two states, namely, ‘interfered with (1)’ or ‘uninterfered with (0)’.

Furthermore, the link-quality of the channel between node i and node j is denoted

by Ci,j, i, j = 0, 1, . . . , L.

In addition to the above assumptions, we also assume that node (k−1) can always

receive the Request For Transmission (RFT) [168] signal from node k, provided that

we have Ck−1,k ≥ C1. Furthermore, for the signalling of the RFT and Clear For

Transmission (CFT) [168] signal generated in response to a received RFT signal, the

error-resilient binary signalling is assumed.

In order to activate the most appropriate hop from the set of L hops for trans-

mission, our proposed protocol consists of the following two stages of operations.

a ) The first stage uses five Symbol Durations (SDs) for the (L + 1) nodes to

broadcast their CQ information, in order to assist both their immediately adjacent

neighbour (one hop) nodes and the interfering (two hops away) nodes for estimating

the qualities of the corresponding channels;

b ) During the second stage, the most appropriate hops are selected for trans-

mission. We will show that this stage may require a variable number of SDs. To

elaborate a little further, the operations associated with the above-mentioned two

stages are described as follows.

Stage 1 (Channel State Identification): Again, this stage requires five SDs.

Within the ith, i = 0, 1, 2, 3, 4, symbol duration, the nodes having the position indices

obeying (i + 5j), j = 0, 1, . . . , and i + 5j ≤ L, broadcast their pilot signals. After

receiving the pilot signal, the two adjacent nodes of a transmitting node estimate the

corresponding CQ and classify each of them into one of the S levels. Specifically, for

node k, the quality of the channel between node (k − 1) and node k is expressed as

Ck−1,k, while that of the channel spanning from node k to node (k+1) is expressed as

Ck,k+1, both of which belong to {C0, C1, . . . , CS−1}. For any of the two nodes within

the interference range of a transmitting node, if any of them receives the pilot signal,

it sets the interference flag to logical one. Otherwise, the interference flag is set to

zero.
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Table 4.1: MAC State List

State Meaning Action
R1 Candidate for receiving Broadcast RFT1
R2 Receiving Broadcast RFT2
T Transmission Broadcast CFT
W1 Possible of waiting Keep silent and listen to the channel
W2 Waiting Keep silent
X Unknown Keep silent and listen to the channel

Stage 2 (Selection of Desired Hops): In general, the specific hop having the

highest Potential Rate (PR) has the priority to transmit, as motivated by achieving

the highest possible throughput for the MHL. Here, the PR of a hop from node i

to node (i + 1) is determined by the minimum number of packets associated with

the following situations. a) The number of packets stored in the buffer of node i.

b) The number of available storage packets in the buffer of node (i + 1). c) The

maximum transmission rate expressed in packets per TS that is derived based on the

CQ between node i and node (i+ 1), i.e. based on Ci,i+1. Explicitly, determining the

PR requires the knowledge of the buffer fullness for transmission from both node i

and node from (i+ 1).

For the sake of using decentralized algorithms, we also introduce the concept of

the Potential Rate at the Transmitter (PRT), which is defined as the minimum of the

number of packets associated with the situations a) and c), and the Potential Rate

at the Receiver (PRR), which is defined as the minimum of the numbers of packets

associated with the situations b) and c). For the ith hop, the values of PR, PRT

and PRR are associated with a subscript i. Note that if there are two or more hops

having the same PR, then the hop related to a transmit node having the highest

position index has the priority to be selected over the other hops. This is justified,

since they have a higher probability of being successfully delivered to the DN, hence

yielding a lower delay.

Again, it can be shown that the number of SDs required by the second stage is a

variable, but it is at most [L × (S − 1)] SDs. Furthermore, since both the transmit

and receive nodes of a hop rely on the CQ information of a hop, the hop may be

activated either by its transmit node or by its receive node. In our MAC protocol to

be described below, we assume that a hop selected for transmission is activated by

the corresponding receive node. For convenience, we define the node states as well

as the corresponding actions in Table 4.1. Here, a possible signalling scheme for the

RFT and the CFT signals may be RFT1=RFT2=1 and CFT=−1. Based on the
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above definitions of the MAC states, the transition between the different types of

MAC states may be discussed as follows, where only two sequences of actions occur

in the MAC layer, as shown in Fig. 4.2 and Fig. 4.3.

k−3

k−2

k−1

k

k+1

k+2

CFT(T)

RFT(R2)

Wait(W2)

Wait(W2)

Wait(W2)

Wait(W1)

Wait(W1)

Wait(W1)

Wait(W2)

RFT(R1)

Symbol−durationNode

Figure 4.2: Node k broadcasts a RFT in the first SD. Node (k− 1) responses with a
CFT in the second SD. The other nodes such as node (k + 1), (k + 2) and (k − 2)
which have received the RFT in the first SD will set their states to W1. In the third
SD, after receiving the CFT transmitted by node (k−1), node k rebroadcasts a RFT.
In the same SD, the nodes such as (k − 3) and (k − 2) that have received the CFT
will set their states to W2. In the fourth SD, the nodes such as (k + 1) and (k + 2)
which are in the waiting state W1 and have received the second RFT will set their
states to W2. The detailed conditions to be satisfied before the above actions are
triggered will be discussed later in the context of Fig. 4.4.

Firstly, as shown in Fig. 4.2, relying on the states seen in Table 4.1, node k first

broadcasts a RFT signal in the first SD. Then, node (k − 1) responds with a CFT

signal in the second SD after it receives the RFT signal. The other nodes, such as

node (k + 1), (k + 2) and (k − 2), which received the RFT signal in the first SD

set their states to W1, which represents ‘possible waiting’. In the third SD, after

receiving the CFT signal, node k rebroadcasts a RFT signal. In the same SD, the

nodes such as node (k−3) and (k−2) that have received the CFT signal transmitted

by node (k−1) in the second SD will set their states to W2 of ‘waiting’. In the fourth

SD, the nodes in state W1, such as node (k + 1) and (k + 2) that have received the

second RFT will set their states to W2. In the above-mentioned state transition

signalling, there are certain trigger conditions to be satisfied for the actions to be

initiated, which will be analyzed later in the context of Fig. 4.4.

Secondly, as the example of Fig. 4.3 shows, node k first broadcasts a RFT signal

in the first SD. However, node (k − 1) does not respond with a CFT signal in the
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k−3

k−2

k−1

k

k+1

k+2

RFT(R1)

Node

Wait(W1)

Wait(W1)

Wait(W1)

No reply

Silence(X)

Silence(X)

Silence(X)

Silence(X)

Symbol−duration

Figure 4.3: Node k broadcasts a RFT in the first SD. Node (k− 1) does not respond
in the second SD. The other nodes, such as node (k + 1), (k + 2) and (k − 2) that
have received the RFT in the first SD will set their states to W1. In the third SD,
node k changes its state to X and remains silent, since it did not received the CFT
from node (k − 1). In the fourth SD, the nodes that have not received the second
RFT signal from node k and are in the waiting state W1 such as (k− 2), (k+ 1) and
(k + 2) will reset their states to X and remain silent. The detailed conditions to be
satisfied before the above actions are triggered will be discussed later in the context
of Fig. 4.4.

second SD. This may occur because the state of node (k−1) may not be the unknown

state ’X’ of Table 4.1. Instead, it may be waiting in the state ”W” of Table 4.1, which

corresponds to the ’Hidden Terminal’ problem. The other nodes, such as node (k+1),

(k+ 2) and (k− 2) have received the RFT signal in the first SD, hence they set their

states to W1 of Table 4.1. In the third SD, node k changes its state back to X and

will remain silent, since it did not receive a CFT signal in the second SD. In the

fourth SD, since the nodes (k − 2), (k + 1) and (k + 2) did not receive the second

RFT in the third SD, these nodes change their states back to X of Table 4.1 and

remain silent.

Based on the above two series of actions portrayed in Fig. 4.2 and Fig. 4.3, the

algorithm used for determining the action of a node within a SD is summarized in

Fig. 4.4. Every node of the MHL invokes this algorithm and carries out a single

action during a SD. Let us use the index of SD = 0, 1, . . . , (LS−1) for the SDs of the

MAC protocol and the index of l = 1, 2, . . . , L for the L nodes. For a given SD, the

node considered has the following local knowledge: the index SD of the SD, its node

index l representing its relative position along the link, its current state according

to Table 4.1 (X, R1, R2, W1, W2 or T), the CQs of its two adjacent neighbours

and the interference flags related to its pair of double-hops neighbours. The process
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commences from SD = 0 and continues until all the nodes change their states to one of

the states W2, T and R2 or, otherwise, when the maximum delay time SD = L(S−1)

is reached. However, when the maximum time L(S − 1) is reached, while the state

of a node is still X, it then changes its state to W2 of Table 4.1.
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Figure 4.4: Algorithm determining the action of a node for a specific SD during the
time of selecting the hop for transmission.

At the beginning, the states of all the nodes are initialized to ’X’ of Table 4.1. At

the SDth SD, the state of a node changes to another state based on its current state,

the index of its SD, the index of the hop and on the signal received. For example,

as shown in Fig. 4.4, corresponding to the Event A, if the current state of a node

is T, R2 or W2, then the node remains in its state, regardless of the specific signal
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received. However, if this is not the case, and if the node’s current state is W1 and,

simultaneously, a RFT2 signal is received, then the state of the node is changed to

W2. Similarly, the other cases of Fig. 4.4 may be readily analyzed. Note that for

a given SD SD = 0, 1, . . . , L(S − 1), only a single action may be taken. In other

words, every action may only belong to one of the events, A, B,. . ., I of Fig. 4.4,

within a pecific SD. Note furthermore that except for the Event I in Fig. 4.4, the

action corresponding to all the other actions are ’passive’ actions. By contrast, only

Event I is ’active’, which is encountered when the specific node considered is in the

state ‘X’ and its node index is ’l = L−mod(SD, L)’ and additionally, if it is capable

of supporting a data rate of ’PRR≥ C-to-R(C
S−

j
SD
L

k)’. To elaborate further, bxc
represents the integer part of x and C-to-R is a function mapping a specific CQ to

a given data rate. For example, C − to − R(Ci) = b means that a node is capable

of transmitting at most b packets per time slot at a CQ of Ci. Furthermore, the

notation of C
S−

j
SD
L

k indicates that the CQ is decreased one level by every L SD

from the highest level of CS to the lowest level C1. According to this procedure,

the specific hop associated with a higher PRR has the priority to be chosen for

transmission within a TS.

It summary, our protocol has the following characteristics:

• Even though the maximum time required for the second stage to identify the

desired hops is L(S − 1) SDs, the selection process is completed, once all the

nodes, including SN,R1, R2, . . ., and DN , have changed their states from X to

one of the states W2, T or R2 of Table 4.1.

• Due to the propagation pathloss and fading of wireless channels, an interferring

signal only has a limited interference range, which was assumed to be two hops

in this chapter. Based on our proposed MAC protocol, after the selection

process, several hops of a MHL might be activated for transmitting their data

simultaneously. This may happen more often, especially when a relatively long

MHL is considered. Our MAC protocol guarantees the selection of the best hop.

However, the second best hop might not necessarily be activated, as it might

fall within the interference range of the best one. Nevertheless, the adaptive

modulation scheme invoked is capable of guaranteeing the required QoS.

• Based on the above-mentioned arguments, the proposed the MAC protocol

equips us with a degree of freedom for striking a trade-off between the achievable

throughput and the BER performance.

Note that the above protocol is suitable for general MHLs relying on at least

three hops. For the specific case of a two-hop link, the MHL has a single RN, which
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may collect the CQ information of both hops and make the required decision to

active a hop. Specifically, the best hop may be selected as follows. Within the

first SD, the SN broadcasts its pilot signal for the RN to estimate the CQ of the

first hop. In the second SD, the DN broadcasts its pilot for the RN to estimate

the CQ of the second hop. At this point, the RN has the CQ information of both

the SN-RN and the RN-DN channels. Hence, it can make a selection. In the third

SD, the RN transmits a RFT signal, if it chooses the first hop, while sends a CFT

signal, if it selects the second hop. Data transmission may now commence from the

fourth symbol duration. Therefore, the full selection process requires three symbol

durations. In the next section, we consider the adaptive-rate transmission regime of

MHLs.

4.4 Adaptive Rate Transmission over Multihop Links:

General Cases

As mentioned in Section 4.3, during a TS the hop having the highest possible PR is

chosen to send a number of packets. In this section, the principles of our MTART

regime are first introduced. Then, in Section 4.5, the performance of the MHLs em-

ploying MTART is investigated, when communicating over i.i.d Nakagami-m chan-

nels. Let us commence by introducing a simple two-hop scenario, which is then

extended to the general L-hop case. Furthermore, the probability density function

(PDF) and cumulative distribution function (CDF) of the SNR of selected hops, as

well as the BER, the capacity and the OP formulas of the MHL are derived. Let us

now continue by considering the two-hop scenario to highlight the basic principles of

the MTART.

4.4.1 Maximum Throughput Adaptive Rate Transmission: Two-Hop

Case

Let us introduce the MTART scheme according to the MAC protocol of Section 4.3.

The criterion used for activating a specific hop to transmit during a TS is that

of transmitting the highest number of packets. When there are more than one hops

offering to transmit the same number of packets, the particular hop having the highest

CQ is activated. Hence, our MTART scheme achieves the highest throughput based

on the predetermined thresholds and on the assumption that only one hop is activated

at a, while maintaining the target BER. Below we use a simple two-hop example

associated with Fig. 4.5 and Fig. 4.6 for further augmenting the principles of the

MTART.
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Figure 4.5: Schematic diagram for explaining the maximum throughput adaptive
rate transmission scheme for a two-hop link, when assuming that the RN holds two
packets, while the SN has an infinite number of packets.

Let us assume that the MRART scheme supports five possible data rates, associ-

ated with, 0, 1, 2, 4, and 6 packets per TS, corresponding to using ‘no transmission’,

BPSK, QPSK, 16QAM and 64QAM. In this case, the CQ of a hop is classified into

one of the five regions with the aid of four thresholds, Th1 < Th2 < Th3 < Th4, as

shown in Fig. 4.5. For the example considered in Fig. 4.5, we assume that the RN

currently has only two packets stored in its buffer. However, the number of packets

stored in the buffer can be arbitrary, this number does not affect the system’s oper-

ation or its analysis. Hence, the highest rate of the second hop is two packets per

TS, regardless of the CQ of the second hop is. By contrast, on the first hop, any one

of the five rates can be transmitted, which is dependent on the near-instantaneous

CQ of the first hop. Consequently, as shown in Fig. 4.5, the space according to the

CQ (SNR values) of the first and second hops can be divided into seven regions by

the solid lines, which are the regions A, B, C, D, E, F and G. Observe in Fig. 4.5

that the dashed line divides the CQ space into two regions. In the region above the

dashed line, the CQ of the first hop is worse than that of the second hop, while in

the region below the dashed line, the CQ of the first hop is better than that of the

second hop. Finally, the CQs of both hops are the same along the dashed line.

As shown in Fig. 4.6, when the CQs of the first and second hops fall within the
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region A, no data transmission is activated over either of the hops, since the channels

of both hops are too poor for maintaining the required BER. Within region B, the

second hop is better than the first hop and 1 packet per TS may be transmitted

reliably. In region D, the first hop’s CQ is better than the second hop’s and it can

support the transmission of 1 packet per TS. As shown in Fig. 4.6, when the CQs

fall in the region C, 2 packets per TS are transmitted by the second hop, regardless

of how good the CQ is, because the RN has only two packets stored in its buffer.

When the CQs fall in the region E, 2 packets per TS are transmitted by the first

hop. Finally, when the CQs are within the region F or G, the first hop is always

activated for transmission, even when the second hop is more reliable than the first

hop, because the first hop can now transmit 4 or 6 packets per TS. Let us now derive

the PDF and CDF of the SNR for the activated hop.
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Figure 4.6: Schematic diagram for explaining the maximum throughput adaptive
rate transmission on a two-hop link, when assuming that the RN holds two packets,
while the SN has an infinite number of packets.

4.4.2 PDF and CDF of the SNR for the Hop Selected Based on

MTART: Two-Hop Links

Let us assume that the instantaneous SNR of the first hop is γ1 and that of the

second hop is γ2. The same PDFs of γ1 and γ2 are fγ1(γ) and fγ2(γ). Let the

PDF of the SNR for the hop activated from the two hops be expressed as pγ| br1, br2(γ),
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where r̂i is the potential rate (PR) of the ith hop, i = 1, 2. Moreover, let | • |
represent the number of logical ‘1’ values in | • |. For example, |1 > 0|=1, |0 >

1|=0, |1 > 0, 2 > 0|︸ ︷︷ ︸
two logic ture

=2, |{1, 2} > 0|︸ ︷︷ ︸
two logic ture

=2. Furthermore, for convenience of description,

a number of terminologies are used for describing the relationship between the SNR

γi, rate ri and the thresholds, Thi. First, the lower boundary of the PR region

of the ith hop is expressed as Thbri . For example, the PR of the second hop in

Fig. 4.5 is r̂2=2 packets per TS, which is achieved in region C. Hence, the lower

boundary of the second hop is Th br2=Th2. Similarly, the PR of the first hop in Fig. 4.5

is r̂2=6 BPS packets, which is achieved in region G. Correspondingly, the lower

boundary of the first hop is Th br1=Th4. Secondly, in our description, a symbol ⊕
used in the subscript represents a specifically defined operation ”plus in subscript”

as exemplified by Th3⊕1 = Th4, Th br2⊕1 = (Th br2)⊕1 = Th2⊕1 = Th3. Furthermore, when

the CQ of the lth hop is γi, the region constrained by the two thresholds and the

corresponding rate, which expressed as T lhγi , T
l
hγi⊕1 and rlγi , respectively becomes

known. For example, as shown in Fig. 4.6, γ∗3 of the first hop is between Th3 and Th4.

Hence, we have T 1
hγ∗3

= Th3 and T 1
hγ∗3⊕1 = Th4, and correspondingly, r1

γ∗3
= 4, since

16QAM is transmitted, when γ1 is in this region.

Having defined the above terminologies, let us now derive the PDF pγ| br1, br2(γ) of

the SNR step by step. Firstly, pγ| br1, br2(0) is the probability that none of the two hops

is activated, since we have γ1 < Th1 and γ2 < Th1, hence an outage occurs. This

probability corresponds to region A in Fig. 4.6, which can be expressed as

pγ| br1, br2(0) =
[∫ Th1

0
fγ1(γ)dγ

]| br1>0| [∫ Th1

0
fγ2(γ)dγ

]| br2>0|

. (4.2)

Owing to the assumption that both channels obey the same distribution f(γ), we

have

pγ| br1, br2(0) =
[∫ Th1

0
f(γ)dγ

]|{ br1, br2}>0|

, (4.3)

where, according to our previous definitions, we have |{r̂1, r̂1} > 0|=2.

According to our MTART regime, once a hop has been activated, the minimum

channel SNR of the activated hop is Th1. Hence, the activated hop’s SNR is either

larger than Th1 or 0. Consequently, we have

pγ| br1, br2(γ) = 0, when γ ∈ (0, Th1). (4.4)
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As shown in Fig. 4.6, if the activated hop’s SNR falls between (Th1, Th3), such as γ∗1 of

Fig. 4.6, then the specific hop having the higher SNR is activated. Hence, pγ| br1, br2(γ)

can be expressed as

pγ| br1, br2(γ) = fγ2(γ)

∫ γ

0

fγ1(γ)dγ + fγ1(γ)

∫ γ

0

fγ2(γ)dγ,

when γ ∈ [Th1, Thmin( br1, br2)⊕1), (4.5)

where Thmin( br1, br2)⊕1=Th3 is the upper boundary of the region. Note that here we have

min(r̂1, r̂2) = 2. Hence, Thmin( br1, br2)⊕1 = 3.

Finally, when the channel SNR of the activated hop is higher than Th3, pγ| br1, br2(γ)

may be characterized as follows. As shown in Fig. 4.6, if the first hop having an

SNR of γ∗3 is activated, the second hop’s SNR can be any arbitrary value, since the

second hop can only transmit a maximum of 2 packets, while the first hop transmits

4 packets at γ∗3 . By contrast, if the second hop having an SNR of γ3∗ is activated,

the first hop’s SNR is at most Th3. If the first hop’s SNR is higher than Th3, the first

hop would be activated. Consequently, for γ > Th3, pγ| br1, br2(γ) can be formulated as

pγ| br1, br2(γ) = fγ1(γ)
∫ ∞

0
fγ2(γ)dγ︸ ︷︷ ︸

first hop activated

+ fγ2(γ)
∫ Thmin(cr1,cr2)⊕1

0
fγ1(γ)dγ︸ ︷︷ ︸

second hop activated

=fγ1(γ) + fγ2(γ)
∫ Thmin(cr1,cr2)⊕1

0
fγ1(γ)dγ,

when γ ∈ (Thmin( br1, br2)⊕1,∞). (4.6)

Fig. 4.7 shows the PDF pγ| br1, br2(γ) of a two-hop link, where each hop experiences flat

Rayleigh fading having an SNR obeying the PDF of f(γ) = 1
γ̄
e−

γ
γ̄ associated with

γ̄ = 1. The curves were evaluated from (4.2), (4.4), (4.5) and (4.6), respectively. In

our evaluations, we assumed that the average received SNR of each hop was 10dB.

Correspondingly, the MQAM switching thresholds were set to [0.17 0.35 1.53 5.6].

In the figure, four sets of PRs were considered, which were [6 0], [6 1], [6 2] and

[6 6] packets. As shown in Fig. 4.7, when r̂1, r̂2 = [6 0] is considered, only the first

hop may be activated. Hence, the PDF of the SNR is the same as that of a single

Rayleigh fading channel, when γ ∈ (Th1,∞). The OP evaluated from (4.2) is 16%

in this scenario, which is represented by a triangle marker at SNR=0. For all the

other cases, the outage probability is 2.6%, which is also shown in the figure by the

overlapping circle, star and square markers at channel SNR = 0. In the case of

r̂1, r̂2 = [6 2] packets, we observe a sharp PDF peak indicated by a square, which
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occurs at Th3. We infer from Fig. 4.7 that the average CQ of the activated hop

associated with r̂1, r̂2 = [6 1] packets and r̂1, r̂2 = [6 2] packets is better than that of

r̂1, r̂2 = [6 0] packets, but worse than that of r̂1, r̂2 = [6 6] packets.

Figure 4.7: The PDF of p{γ|brbrbr}(γ) versus non-logarithmic SNR, where each hop obeys

flat Rayleigh fading associated with the channel SNR’s PDF of f(γ) = 1
γ̄
e−

γ
γ̄ and

γ̄ = 1. The thresholds Thi, i = 1, 2, 3, 4 were set to [0.17 0.35 1.53 5.6], which were
configured for maintaining BER<0.03 as used in [70]. The SNR-PDFs were evaluated
from (4.2), (4.4), (4.5) and (4.6).

4.4.3 PDF of the SNR for the Hop Activated Based on MTART:

L-Hop Links

Having derived the PDFs pγ| br1, br2(γ) for the two-hop links, let us now generalize them

for L-hop links. Let us express the PDF of the SNR for the activated hop as p{γ|brbrbr}(γ),

where we have {γ|r̂̂r̂r} = {r̂1, r̂2, · · · , r̂L}, with r̂l being the PR of the lth hop. Let

pl{γ|brbrbr}(γ) represents the probability that the lth hop is activated, which has an SNR

of γ. Explicitly, we have

p{γ|brbrbr}(γ) =
L∑
l=1

pl{γ|brbrbr}(γ). (4.7)



4.4.3. SNR for the Hop Activated Based on MTART: L-Hop Links 116

Let us consider the OP p{γ|brbrbr}(0), which is the probability that none of the L hops is

activated, since we have γi < Th1, for i = 1, 2, · · · , L, yielding:

p{γ|brrr}(0) =
L∏
l=1

[∫ Th1

0

fγl(γ)dγ

]|brl>0|

. (4.8)

Owing to the assumption that the channels of all the L hops obey the same distri-

bution f(γ), we have

p{γ|brrr}(0) =

[∫ Th1

0

f(γ)dγ

]|brlbrlbrl>0|

. (4.9)

Furthermore, according to the principles of the MTART as well as to our analysis

for the two-hop links, once a hop has been activated, the SNR of the activated hop

will be either higher then Th1 or 0. Consequently, we have

p{γ|brrr}(γ) = 0, when γ ∈ (0, Th1). (4.10)

As mentioned above, the activated hop may be any of the L hops, hence we have

p{γ|brrr}(γ) =
∑L

l=1 p
l
{γ|brrr}(γ), when γ ∈ [Th1,∞). Therefore, p{γ|brrr}(γ) may be derived

hop-by-hop. Let us specifically assume that the lth hop is activated and that the SNR

of the lth hop is γl, which supports a data rate of rl. Based on these assumptions, all

the other (L− 1) hops may be divided into three groups. The first group consist of

the hops that have a PR lower than rl. The second group is constituted by the hops

having the same PR as the lth hop’s PR. Finally, the third group accommodates the

hops, whose PR are higher than rl. It can be shown that the hops in the first group

cannot compete with the lth hop, regardless of how high their channel SNR is. This

is because the data rate of any hop belonging to the first group cannot reach rl. By

contrast, the hops belonging to the second group compete with the lth hop, since

they may provide the same data rate as the lth hop. Finally, for the hops belonging

to the third group, the associated impact should be further analyzed for two specific

cases with respect to the value of γl. Firstly, when γl ≥ Thbrl⊕1, the channel SNR of

the hops in the third group cannot exceed Thbrl⊕1. Otherwise the lth hop would not

be activated. In this case, upon following a similar procedure to the derivations of
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Section 4.4.2 valid for the two-hop links, we have

pl{γ|brrr}(γ)

=fγl(γ)

[∫ Th brl⊕1

0

fγj(γ)dγ

]|{brrr}>brl|
︸ ︷︷ ︸

third group

[∫ γ

0

fγi(γ)dγ

]|{brrr}=brl|−1

︸ ︷︷ ︸
second group

,

when γ ≥ Thbrl⊕1, (4.11)

where γi and γj denote the channel SNRs of the hops in the second and third groups,

respectively, while |{r̂rr} = r̂l| − 1 and |{r̂rr} > r̂l| are the number of hops in the

second and third groups. Note that, for the hops belonging to the first group, we

have
∫∞

0
f(γ)dγ = 1, which is not shown in (4.11). Secondly, when γl < Thbrl⊕1, the

channel SNR of the hops in the third group cannot exceed γl, therefore we have the

same channel SNRs as for the hops in the second group. Hence, we arrive at,

pl{γ|brrr}(γ) = fγl(γ)

[∫ γ

0

fγj(γ)dγ

]|Th{brrr}⊕1≥Thγ⊕1|−1

︸ ︷︷ ︸
second and third group

,

when γ ∈ [Th1, Thbrl⊕1), (4.12)

where γj is the channel SNR of a hop either in the second or in the third group.

Having derived the PDFs, the CDFs may now be derived by their integration.

However, since they are not going to be used in the rest of this treatise, we do not

provide their expressions, in order to save space.

4.4.4 Performance of MHLs Relying on MTART

In this section, we study the performance of MHLs employing our proposed MTART.

Firstly, we derive the single-hop BER of the MHLs using the proposed MTART.

Then, the single-hop bandwidth-efficiency of a activated hop is studied. Finally, the

diversity order of the MHLs is discussed.

4.4.4.1 Single-Hop BER

The single-hop BER pH,ber{γ|brrr} of the MHLs employing the MTART scheme can be

evaluated by the following formula [191] (8.100)

pH,ber{brrr} =
1

1− p{γ|brrr}(0)

∫ ∞
Th1

pMr(γ)p{γ|brrr}(γ)dγ, (4.13)
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where p{γ|brrr}(0) is the outage probability given in (4.9), while pMr is the single-hop

BER formula of MQAM/BPSK transmitted over an AWGN channel, which is the

same as pm of (47) in [70]. In our chapter, we use p2r(γ) = Q(
√

2γ) (BPSK);

p4r(γ) = Q(
√
γ) (QPSK); p16r(γ) = 3

4
Q(
√

γ
5
) + 2

4
Q(3

√
γ
5
) − 1

4
Q(5

√
γ
5
) (16QAM)

and p64r(γ) = 7
12
Q(
√

γ
21

) + 6
12
Q(3

√
γ
21

) − 1
12
Q(5

√
γ
21

) + 1
12
Q(9

√
γ
21

) − 1
12
Q(13

√
γ
21

)

(64QAM). Naturally, the modulation schemes may be different for the hops, when

their SNRs are different. Furthermore, as shown in Fig. 4.6, the modulation schemes

might be different, even if the activated hop’s SNRs are the same. Specifically,

16QAM may be used, when the first hop having a channel SNR γ∗3 is activated, while

QPSK may be employed, when the second hop is activated with the same channel

SNR γ∗3 , because the PR of the second hop is 2packets. Consequently, when consid-

ering the different modulation schemes as well as the PDFs derived in Section 4.4.3

and substituting (4.9), (4.10), (4.11) and (4.12) into (4.13), it may be readily shown

that, for γ ∈ [Th1, Thbrl⊕1), we have

p
(1)
H,ber{brrr} =

L∑
l=1

∫ Th brl⊕1

Th1

fγl(γ)

×
[∫ γl

0

fγj(γ)dγ

]|Th{brrr}⊕1≥Thγ⊕1|−1

pMrγl
(γ)dγ. (4.14)

By contrast, for γ ≥ Thbrl⊕1, we obtain

p
(2)
H,ber{brrr} =

L∑
l=1

∫ Th brl⊕1

0

fγl(γ)

[∫ Th brl⊕1

0

fγj(γ)dγ

]|{brrr}>brl|

×
[∫ γl

0

fγi(γ)dγ

]|{brrr}=brl|−1

pM brl (γ)dγ. (4.15)

Finally, we arrive at the single-hop BER of the activated hop, in the form of

pH,ber{brrr} =
1

1− p{γ|brrr}(0)

(
p

(1)
H,ber{brrr} + p

(2)
H,ber{brrr}

)
. (4.16)

4.4.4.2 Single-Hop Bandwidth-Efficiency

The single-hop bandwidth-efficiency of the activated hop is

C{γ|brrr} =

∫ ∞
0

log2(1 + γ)p{γ|brrr}(γ)dγ, (4.17)

which can be obtained by substituting (4.9), (4.10), (4.11) and (4.12) into (4.17).1

1The detailed discussions considering a specific fading channel are provided in the next section.
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4.4.4.3 The Diversity Order

It is plausible that if the average received SNR is high, the activated hop can always

transmit its data using 64QAM. In this case, activating the best one from the L hops

results in a diversity order of L. Therefore, the diversity order of L-hop links is L,

which has also been demonstrated in (28-30) of [168] and in [192].

4.5 Adaptive Rate Transmission over Multihop Links

Experiencing i.i.d Nakagami-m Fading

In Section 4.4 we have discussed the general case of using our MTART regime over

MHLs. In this section, the general results are applied to the specific scenario of

a i.i.d Nakagami-m fading channel. Specifically, the expressions of the BER, OP,

bandwidth-efficiency as well as transmission delay are analyzed.

4.5.1 Channel Models

When communicating over i.i.d Nakagami-m fading channels, statistically speaking

the fading magnitude of each hop may be assumed to obey the same Nakagami-m

fading. In this case, it may be shown that the channel SNR γ of a hop obeys the

PDF [185]

f(γ) =
1

Γ(m)
(
m

γ̄
)mγm−1 exp(−m

γ̄
γ), (4.18)

where m > 1
2

is the fading parameter controlling the fading severity2, while the

average SNR of a hop is γ̄. Furthermore, in (4.18) Γ(•) is the Gamma function

(8.310.1) of [10].

4.5.2 Single-Hop Bit Error Probability of a Given {r̂rr}

In this subsection, the single-hop BER pH,ber{brrr} of a given {r̂rr} is derived. For the

sake of simplicity, we consider only a BPSK scheme as an example. However, our

analysis may be readily extended to MQAM schemes with the aid of [70](46-47).

2In this chapter, we assume that every hop has the same fading parameter (i.i.d) and that the EA
defined in Section 4.2 is applied, which results in every hop having the same probability of being
chosen. By contrast, if the fading parameters are different, the MQAM/BPSK mode-switching
thresholds of each hop will be different. In that case, arranging for each hop to have the same
single-hop throughput is challenging. However, it may still be reasonable to assume that every
hop has a similar length, so that the hops may be assumed to have the same fading parameter, as
assumed in [87,193,194].
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Upon substituting (4.18) into (4.14), (4.15) and then into (4.16), we arrive at

pH,ber{brrr}
=

1

(1− pout{brrr})
[

L∑
l=1

∫ Th brl⊕1

Th1

Q(
√

2γ)
1

Γ(m)
(
m

γ̄
)mγm−1 (4.19)

× exp(−m
γ̄
γ)

(
γ(m, γm

γ̄
)

γ(m)

)|Th{brrr}⊕1≥Thγ⊕1|−1

dγ

+
L∑
l=1

∫ ∞
Th brl⊕1

Q(
√

2γ)
1

Γ(m)
(
m

γ̄
)mγm−1 exp(−m

γ̄
γ)

×
(
γ(m, γm

γ̄
)

γ(m)

)|{brrr}=brl|−1(
γ(m,Thbrl⊕1

m
γ̄

)

γ(m)

)|{brrr}>brl|
dγ

 .
When m is an integer, (4.19) can be simplified by representing the incomplete Gamma

function as [10](8.352.6):

γ(m,x)

Γ(m)
=

(
1− e−x

m−1∑
n=0

xn

n!

)
. (4.20)

Upon substituting (4.20) into (4.19) and then completing the integration as well as

carrying out a number of further manipulations, we arrive at:

pH,ber{brrr}
=

L∑
l=1

|Th{brrr}⊕1 ≥ Thγ⊕1|
(1− pout{brrr})Γ(m)

(
m

γ̄
)m
|Th{brrr}⊕1≥Thγ⊕1|−1∑

j=0

(−1)j

×
(|Th{brrr}⊕1 ≥ Thγ⊕1| − 1

j

) j(m−1)∑
k=0

bjk(
m

γ̄
)k

×N(2, k +m− 1, (j + 1)m,Th1, Thbrl⊕1)

+
L∑
l=1

(
γ(m,Thbrl⊕1

m
γ̄

)

γ(m)

)|{brrr}>brl| |{r̂rr} = r̂l|
(1− pout{brrr})Γ(m)

(
m

γ̄
)m

×
|{brrr}=brl|−1∑

j=0

(−1)j
(|{r̂rr} = r̂l| − 1

j

) j(m−1)∑
k=0

bjk(
m

γ̄
)k

×N(2, k +m− 1, (j + 1)m,Thbrl⊕1,∞). (4.21)
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where the coefficients bjk may be recursively computed as shown in [37](16). Explicitly,

they may be formulated as

bj0 = 1, bj1 = j, bjj(m−1) =
1

((m− 1)!)j

bjk =
1

k

min(k,m−1)∑
i=1

i(j + 1)− k
i!

bjk−i, 2 ≤ k ≤ j(m− 1)− 1.

(4.22)

In (4.22), N(a, p, q, T1, T2) is defined asN(a, p, q, T1, T2) =
∫ T2

T1
Q(
√
aγ)γp exp(− qγ

γ̄
)dγ,

where a, p, q are integers, as detailed in the Appendix.

4.5.3 Outage Probability Based on an Existing {r̂rr}

The OP may be readily derived for a given {r̂rr} by substituting (4.18) into (4.9),

which yields

pout{brrr} =

[
γ(m,mTh1

γ̄
)

Γ(m)

]|brrr>0|

. (4.23)

Below we will study the BER, OP and bandwidth-efficiency of the MHLs using

our MTART. In order to achieve this, we first have to define the states of the system

and then derive the transition probability amongst the states. Hence, in the next

subsection, we will derive the state-transition matrix, which contains the probability

of transition from one state to another in the system.

4.5.4 State Transition Matrix

Recall that the buffer size of every RN is B packets. Then, the states of the L-hop

link may be defined in terms of the number of packets stored in the buffers of the

(L− 1) RNs as

Si =
[
b

(i)
1 , b

(i)
2 , · · · , b(i)

L−1

]T
, i = 0, 1, . . . , N − 1, (4.24)

where b
(i)
l denotes the number of packets stored by the lth RN, and the L-hop link is

in state i, while N = (B + 1)L−1 is the total number of states, which constitute the

set S = {S0, S1, . . . , SN−1}. For example, let us consider a three-hop link having the

parameters of L = 3 and B = 2. Then, there are in total N = 32 = 9 states, which
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form the set

S =
{
S0 = [0, 0]T , S1 = [0, 1]T , S2 = [0, 2]T ,

S3 = [1, 0]T , S4 = [1, 1]T , S5 = [1, 2]T ,

S6 = [2, 0]T , S7 = [2, 1]T , S8 = [2, 2]T
}
.

Given N states, the state transition matrix TTT host the state transition probabilities

of {Pij = P (s(t+ 1) = Sj|s(t) = Si), i, j = 0, 1, . . . , N − 1}. In the following, we will

derive the transition matrix TTT of the MHLs using our MTART.

In TTT , TTT i,j denotes the state transition probability from state i to state j after

a single TS. If state j cannot be reached from state i in a single TS, TTT i,j is zero.

Specifically, TTT i,i means that no packets are transmitted by the system, hence an

outage occurs. Therefore, TTT i,i represents the OP. When state i is changed to state j,

a unique hop should be correspondingly activated and the number of packets to be

transmitted is also known. Let us assume that the lth hop should be activated and

that ri−>j packets should be transmitted, when the system evolves from state i to j.

In this case, the state-transition probability TTT i,j can be evaluated as

TTT i,j =

∫ Thri−>j⊕1

Thri−>j

pl{γ|brrr}(γ)dγ, (4.25)

where pl{γ|brrr}(γ) is given by (4.11) and (4.12). For the example of L = 2, B = 8,

SNR = 10dB and assuming that all hops experience Nakagami-m fading associated

with m = 1, with the aid of (4.25), we arrive at:

TTT =



0.162 0.136 0.486 0 0.212 0 0.004 0 0

0.241 0.026 0.031 0.486 0 0.212 0 0.004 0

0.433 0.031 0.026 0.031 0.263 0 0.212 0 0.004

0 0.433 0.031 0.026 0.31 0.263 0 0.216 0

0.193 0 0.263 0.031 0.026 0.31 0.263 0 0.193

0 0.216 0 0.263 0.31 0.26 0.31 0.433 0

0.004 0 0.212 0 0.263 0.031 0.026 0.031 0.432

0 0.004 0 0.212 0 0.486 0.031 0.026 0.241

0 0 0.004 0 0.212 0 0.486 0.136 0.162



. (4.26)

Note that the third row of (4.26) represents that there are two packets in the buffer of

the RN, which is the case considered in Fig. 4.6, where TTT 3,3 is the OP associated with

region A of Fig. 4.6 based on (4.23). Furthermore, TTT 3,1 is the probability that two
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packets are transmitted from the RN to the DN, which corresponds to region C of

Fig. 4.6. Note additionally that the probabilities in (4.26) depend on the SNR. This

is different from the MHLs employing a single fixed modulation scheme, as shown

in [168](18).

Having obtained the state transition matrix TTT , the steady-state probabilities can

be computed according to [181] as

Pπππ = TTT TPπππ, (4.27)

where we have Pπππ =
[
Pπ0 , Pπ1 , . . . , Pπ(B+1)L−1−1

]T
and Pπi is the steady-state proba-

bility that the L-hop link is in state Si [110]. The steady-state probability of a state

is applied as the expected value of the probability of this specific state in system.

The knowledge of the steady-state probability of every state allows us to determine

the Probability Mass Function (PMF) of a buffer. Equation (4.27) shows that Pπππ is

the right eigenvector of the matrix TTT T corresponding to an eigenvalue of one. There-

fore, Pπππ can be derived with the aid of classic methods conceived for solving the

corresponding eigenvalue problem [182].

4.5.5 Achievable Throughput

Given the state transition matrix TTT and the steady-state probabilities Pπππ, the through-

put ΦT of a MHL can be evaluated. Given that the probability of the system evolving

from state i to state j is Pπi−1
TTT i,j and that ri−>j packets are transmitted over a hop,

the achievable throughput may be expressed by considering all possible state transi-

tions, yielding

ΦT =

(B+1)(L−1)∑
i=1

(B+1)(L−1)∑
j=1

Pπi−1
TTT i,jri−>j. (4.28)

4.5.6 Bit Error Ratio

In this subsection, we consider the exact single-hop BER and exact end-to-end BER

of the MHLs. The exact single-hop BER can be evaluated by taking into account

all the states Si [168](17) and their corresponding BERs of pH,ber{brrr}, which was given

in (4.21). Let us assume that the maximum transmission rate of the modulation

schemes used is rmax packets per TS. In the example considered in 4.4.1, the highest-

order modulation scheme is 64QAM, hence we have rmax = log2 64 = 6 packets.
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Given Si, {r̂rr} may be calculated as

{r̂rr}Si = min([rmax S
T
i ], [B − STi rmax])

=[min(rmax, B − b(i)
1 ),min(b

(i)
1 , B − b(i)

2 ),

· · · ,min(b
(i)
L−1, rmax)], (4.29)

where b
(i)
1 , b

(i)
2 , · · · , b(i)

L−1 are defined in (4.24). Specifically, for the two-hop link consid-

ered in our specific example shown in (4.26), there are two packets at the RN, hence

we have {r̂rr}S2=min([6 2], [8− 2 6])={min(6, 6),min(2, 6)}={6, 2} packets. Based on

the above discussions, the exact single-hop BER can be expressed as

pH,ber =

(B+1)(L−1)∑
i=1

Pπi−1
pH,ber{brrr}Si . (4.30)

The end-to-end exact BER can be derived with the aid of the exact single-hop

BER of Section 4.5.2 ,from [168](13) or [184](17) for BPSK or MQAM, respectively.

4.5.7 Outage Probability and Its Bound

Similarly to Subsection 4.5.5, given the state transition matrix TTT and the steady-state

probabilities Pπππ, the OP of an L-hop MHL may be readily expressed as

PO =

(B+1)(L−1)∑
i=1

Pπi−1
TTT i,i. (4.31)

Note that the lower-bound of the OP is given by (4.23) associated with the setting

of |r̂ > 0| = L.

4.5.8 Bandwidth-Efficiency

In this subsection, the single-hop bandwidth-efficiency is derived for a given {r̂rr}, when

communicating over Nakagami-m fading channels. Upon substituting (4.7), (4.9),

(4.10), (4.11), and (4.12) into (4.17), and carrying out some futher manipulations,



4.5.9. Probability Mass Function of Delay 125

we arrive at:

C{brrr}
=

L∑
l=1

|Th{brrr}⊕1 ≥ Thγ⊕1|
ln 2Γ(m)

(
m

γh

)m |Th{brrr}⊕1≥Thγ⊕1|−1∑
j=0

(−1)j

×
(|Th{brrr}⊕1 ≥ Thγ⊕1| − 1

j

) j(m−1)∑
k=0

bjk

(
m

γh

)k
×NC(2, k +m− 1, (j + 1)m,Th1, Thbrl⊕1)

+
L∑
l=1

(
γ(m,Thbrl⊕1

m
γh

)

γ(m)

)|{brrr}>brl| |{r̂rr} = r̂l|
ln 2Γ(m)

(
m

γh

)m

×
|{brrr}=brl|−1∑

j=0

(−1)j
(|{r̂rr} = r̂l| − 1

j

) j(m−1)∑
k=0

bjk

(
m

γ̄

)k
×NC(2, k +m− 1, (j + 1)m,Thbrl⊕1,∞), (4.32)

where bjk was given in (4.22), and NC(a, p, q, T1, T2) is defined as NC(a, p, q, T1, T2) =∫ T2

T1
ln(1 + aγ)γp exp(− qγ

γ̄
)dγ, where a, p and q are integers, as detailed in the Ap-

pendix.

Given C{brrr} of (4.32), the exact end-to-end bandwidth-efficiency C of a MHL may

be calculated by considering all the possible states, yielding

C =
1

L

(B+1)(L−1)∑
i=1

Pπi−1
C{brrr}Si , (4.33)

where the factor 1
L

is due to having L TSs owing to the orthogonal time division

operation assumed in [163].

4.5.9 Probability Mass Function of Delay

In this subsection, we study the delay of the MHL system. Firstly, an algorithm is

proposed for calculating the PMF of the delay. Then the average delay of packets

transmitted over our MHLs is considered.

The procedure conceived for deriving the PMF of delay is summarized in Fig. 4.8

and Fig. 4.9. The basic idea behind it relies on using the concept of a test packet

hypothetically transmitted by the SN in TS = 0. Then we derive the probability that

this hypothetical test packet arrives at the DN when TS=ts. Let the probabilities

corresponding to the different values of ts be collected in a vector PdPdPd(ts). Upon

encountering an outage event, the length of the vector PdPdPd(ts) may become infinite.
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In practice, any ts value having a probability less than 10−8 is ignored. Therefore,

the length of the vector PdPdPd(ts) is finite in practice. Let us now detail our procedure

conceived for deriving the PMF of the delay step-by-step.

The inputs of the procedure include the average received SNR values of all the

hops, TTT , Pπππ given in (4.27) and TS = 0. Note that the PMF of the packet delay is

different for different average received SNR values. Let us define a matrix MMM(TS)

of size (L − 1)(B + 1) × (B + 1)L−1, whose elements are initialized to zero. In

MMM , MMM i,j denotes the probability that (i − 1) packets are stored at the RNs before

hypothetically transmitted test packet enters the system, provided that the state of

the system is Sj. Following this initialization, the algorithm is divided into two parts.

The first part corresponds to hypothetically transmitting the test packet from SN

to RN1, while the second part controls to passage of the hypothetically transmitted

test packet from RN1 to DN.

4.5.9.1 Test Packet Transmission from SN to RN1

This step is shown in Fig. 4.8. The delay-distribution of the test packet depends

on three factors, namely on the system’s state at the beginning of TS = 0; on the

transition probabilities of the first hop; and on the data rate at TS = 0. Before we

elaborate on the details, let us consider an example first.

Assuming that two packets are stored at the RN of a two-hop link, as assumed

in the previous example of Section IV, the probability of this state is Pπ2 , which

may be found upon solving Pπππ = TTT TPπππ. The transition matrix of this example was

shown in (4.26). Let us assume that the CQ of the first hop at TS = 0 facilitates

the transmission of two packets/TS. Therefore, the test packet has the probability

Pπ2TTT 3,5 of entering the system by being transmitted from the SN to the RN. The

test packet will have the same probabilities of being at the third and fourth position

of the RN’s buffer, which implies that two or three packets are transmitted, before

the test packet enters the system. Hence, we have MMM3,4 = MMM4,4 = Pπ2TTT 3,5/2. After

considering all the possible Pπi values and their corresponding transition probabilities

TTT i,j,MMM can be computed. In order to facilitate for the test packet to enter the system,

MMM should be normalized at the end of TS = 0. Below, we provided a detailed general

description of this part with reference to Fig. 4.8.

We labelled the stages as ”a)” to ”e)” in Fig. 4.8. Let us now elaborate on them

one by one. a) shows the inputs of the procedure including: TTT , Pπππ, MMM(0), TS = 0

and SNR. b) Let us now find the transition probabilities by considering all the states

Pπi and all corresponding possible rate. A specific example was shown in the previous

paragraph. Based on the data rate r, either action ”c)” or action ”d)” of Fig. 4.8 will
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be executed. c) Assuming that there are k packets in the buffer of RN1 and the data

rate is 1 packet per TS, the test packet will be considered as the last packet in RN1

after transmission and the corresponding probability of where is the hypothetically

transmitted test packet will be evaluated and entered into MMM(0). d) Assuming that

there are k packets in the buffer of RN1 and that the data rate is more than 1 packet

per TS, the test packet will be assumed to have a 1
r

probability to be stored at the

each of the last r packet positions of in RN1 and the corresponding probability of

where is the hypothetically transmitted test packet will be evaluated and entered

into MMM(0). e) Finally, each of the L hops has the same probability to be activated,

hence a factor L is used in Fig. 4.8 for ensuring that the sum of the probabilities in

MMM is 13.

Start

Inputs:TS=0
a)

Assuming test packet’s
transmission with

TS=1

e)

b)

c) d)in RN1
is the last packet
Assuming test packet

YN

TTT ,πππ

Data rate r>1?

MMM = 000,SNR

the last r packet in RN1
probability 1

r in

Consider all possible cases.
based on πππ and TTT

get MMM(0)

MMM=LMMM

Enter the corresponding
probabilities into MMM(0)

Enter the corresponding
probability into MMM(0)

Find the transition probability

Figure 4.8: The first part of the procedure conceived for deriving the PMF of the
packet delay.

4.5.9.2 Propagate the Test Packet from RN1 to DN

This step is detailed in Fig. 4.9 which can be divided into three constituent steps: a)

Testing, whether to terminate the process; b) calculating MMM(ts) based on MMM(ts− 1)

3The summation of all elements in MMM(0) has to be one, which corresponds to the probability
that the test packet entered the system.
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and c) removing the probability of the first row in MMM(ts), where ts is the number

of TS after the hypothetically transmitted test packet entered the system. Let us

discuss these three steps further below in the order of b), c) and a) order.

b) Given a fixed MMM i,j(ts− 1) and the system’s state transition probability of TTT j,k

from j to k, the corresponding data rate and the probability of where is the test

packet of a specific position in the buffer can be calculated. Then the appropriate

value can be entered into MMM(ts) by considering all possible i, j, k in MMM(ts − 1) and

TTT . c) Having determined MMM(ts), the summation of the values in the first row of this

matrix, namely of MMM i,j, j = 1, 2, . . . , (B + 1)L−1, determines the probability of the

test packet arriving at the DN at TS = ts, which should be stored in PdPdPd(ts). Then

we will set all values in the first row in MMM(ts) to zero. a) Let us now increase the

TS-counter according to ts = ts + 1 and repeat this process, until we satisfy the

condition of MMM < 10−8.

END

N

Y

TS=TS+1

Is remaining
probability<10−8

Consider all elements in MMM(TS − 1)

Calculate MMM(ts)

Consider all values in TTT

Put the probability of the

test packet arriving DN

into PdPdPd(TS)

b)

c)

a)

Figure 4.9: The second part of the procedure conceived for deriving the PMF of the
packet delay.

Having determined the distribution PdPdPd(ts) of the delay, the average packet delay

τ̄ can now be expressed as

τ̄ =
∞∑
ts=L

Pd(ts) · ts. (4.34)
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4.6 Performance Results

In this section, a range of numerical and/or simulation results are provided in Fig. 4.10

to Fig. 4.12 for calculating the BER and the OP of the MHLs, in order to illustrate

the effect of the buffer size B of the RNs. Following these investigations, in Fig. 4.13

and Fig. 4.14, the delay of the MHLs using our MTART regime is characterized. Fi-

nally, the attainable throughput is quantified in Fig. 4.15 of the MHLs. The MQAM

mode-switching thresholds are the same as those used for Fig. 4.7.

Figure 4.10: BER performance of two-hop links employing MTART over Rayleigh
fading channels. The MQAM switching - thresholds were configured for BER=0.03
according to [70]. The related formulas used for computing the results are (4.13),
(4.14), (4.15) and (4.16).

Fig. 4.10 shows the impact of the RN’s buffer size B on the end-to-end BER

performance of two-hop links operated in Rayleigh fading channels. The results are

plotted versus the average SNR γs per symbol, which is the equivalent average SNR

per symbol for a single-hop link. The related formulas used for computing the results

are (4.13), (4.14), (4.15) and (4.16). As shown in Fig. 4.10, when the RN’s buffer

size B is lower than the maximum packet per TS throughput of the modulation

scheme, which is rmax = 6, the achievable BER decreases smoothly, since the system

is operated using lower throughput modulation schemes, owing to the lack of data

for transmission, when the CQ is high. On the other hand, when the buffer size is

higher than rmax, observed in Fig. 4.10 that the BER curves remain near horizonal
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in the low-SNR range. Observe furthermore in Fig. 4.10 that once the average SNR

per symbol exceeded about 18dB, the 64QAM mode was used at a high probability,

since the throughput cannot be increased further. Hence the BER became lower than

the target of 3%.

Figure 4.11: The OP performance using our MTART in a two-hop link over Rayleigh
channel. The MQAM switching - thresholds were configured for BER=0.03 according
to [70]. The related formula used for computing the results is (4.31).

Fig. 4.11 and Fig. 4.12 characterize the OP of two-hop links communicating over

Rayleigh (Fig. 4.11) or Nakagami-m (Fig. 4.12) fading channels. Note that in our

numerical computations and simulations, the outage threshold (Th1) of each hop was

adjusted for maintaining a BER of 0.03 for a single-hop link. The theoretical results

were obtained by evaluating (4.31). The OP of conventional adaptive modulation is

also provided for the sake of comparison in these figures, which corresponds to B = 1,

i.e. to the absence of buffer. From these figures, we may derive similar observations

to those emerging from [168]. In summary, a significant improvement is observed for

the RNs employing buffers of a sufficiently high size. For example, the SNR gain

at OP=10−3 is 15dB in Fig. 4.11, because in conventional adaptive modulation an

outage occurs, when the CQ of a single hop is lower than the outage threshold. By

contrast, in our proposed MTART regime an outage occurs only when the CQs of all

hops are lower than the outage threshold of the RNs employing buffers.

Fig. 4.13 and Fig. 4.14 show the distributions of the packet delay in two- or

three-hop links employing our MTART regime. The curves seen in these figures were
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Figure 4.12: The OP performance using our MTART in a two-hop link over
Nakagami-m channel when m = 2. The MQAM switching - thresholds were con-
figured for BER=0.03 according to [70]. The related formula used for computing the
results is (4.31).
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Figure 4.13: The distribution of delay for a two-hop link, when B = 16 for transmis-
sion over Rayleigh channels.
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Figure 4.14: The distribution of delay for a three-hop link, when B = 16 for trans-
mission over Rayleigh channels.

evaluated using the procedure described in Section 4.5, while the markers represent

our simulations. From these figures, we may infer that both the average and the

maximum delay decreases upon increasing the SNR. Note that we defined both the

packet delay and the block delay in [168]. Although, the average delay of a packet is

longer for buffer-aided transmission than that of the conventional scheme, the block

delay of MTART is lower than that of the conventional adaptive transmission scheme

due to the higher end-to-end throughput.

Finally, Fig. 4.15 shows the throughput/bandwidth-efficiency of two-hop links

communicating over Rayleigh channels. The theoretical throughput results were eval-

uated using (4.28), while the bandwidth-efficiency results were obtained from (4.32)

and (4.33). Furthermore, the curves with markers represent the end-to-end through-

put for a specific buffer size. The solid line at the top represents the bandwidth-

efficiency, when the RNs employ an infinite buffer size. By contrast, the second line

from the top, which is a dashed-curve, represents the bandwidth-efficiency of the con-

ventional adaptive scheme. The dotted line, which is roughly overlapping with the

buffer scenario of B = 8 line represents the throughput ΦConv. for the conventional
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Figure 4.15: The throughput and capacity for two-hop link over Rayleigh channel.

two-hop link, which was evaluated in [195](8)4:

ΦConv. =
1

L

[
2
γ(m, (Th4

γ̄
))

Γ(m)
+ 2

γ(m, (Th3

γ̄
))

Γ(m)
+
γ(m, (Th2

γ̄
))

Γ(m)
+
γ(m, (Th1

γ̄
))

Γ(m)

]
. (4.35)

As shown in Fig. 4.15, compared to the throughput of the conventional adaptive

modulation scheme, that of the MTART regime has an approximately 2.5dB gain

across a wide range of SNRs. Similarly, in terms of its bandwidth-efficiency, our

MTART regime has an approximately 3dB gain across a wide range of SNRs.

4.7 Chapter Conclusions

In this chapter, the MTART scheme of Section 4.3 was proposed for supporting

adaptive rate transmission of data over multihop links. The corresponding MAC

protocol was conceived in the same section. In figure 4.4, a decentralized MAC

layer algorithm was designed for identifying the most beneficial hop to be activated.

4Strictly speaking, the conventional adaptive modulation scheme cannot be applied based on our
current assumptions due to the potentially unequal rate of the each hops. For example, in a two-hop
link, if the RN already has two packets stored and the RN-DN channel only allows us to transmit
one packet, the two packets stored in the RN cannot be transmitted within one TS. However, we
may relax the associated assumptions for the sake of finding the throughput of the conventional
scheme. Let us assume that the transmission duration is adjustable, therefore, the RN can transmit
the two packets to the DN in 2TSs. Then the corresponding throughput based on the CQ and the
threshold can be evaluated from (4.35).
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The principle of the proposed MTART was detailed in Section 4.4. Our discussion

commenced from a simple two-hop link in Section 4.4.2, followed by an L-hop link

in Section 4.4.3 and transmissions over Nakagami-m fading channels were considered

in Section 4.5. The BER, OP, the PDF of the packet-delay, throughput as well as

bandwidth-efficiency were analyzed in Sections 4.5.2 to 4.5.9. A range of related

formulas were obtained. When assuming that the adaptive modulation was used

for transmitting over all hops experiencing i.i.d fading, our performance results of

Fig. 4.11 show that we have a significant OP improvement, when we adopt MTART.

The PDF of the packet-delay was characterized in Fig. 4.13. Finally, as shown

in Fig. 4.15, in comparison to conventional adaptive modulation, we achieve an

approximately 3dB gain, when we employ our MTART scheme.

Although, the MTART regime was proposed for achieving an increased through-

put, the system model we considered was the simple one-dimensional link of Fig. 4.1.

In order to extend the buffer-aided transmission regime to a more general scenarios,

we will consider a three-node network in Chapter 5.

4.8 Appendix

4.8.1 The Closed-Form Expression of N(a, p, q, T1, T2)

In (4.21), the specific function N(a, p, q, T1, T2) represents the integral of

N(a, p, q, T1, T2) =

∫ T2

T1

Q(
√
aγ)γp exp(−qγ

γ̄
)dγ, (4.36)

where a, p, q are integers. The derivation process is similar to that in the Appendix

of [147], which eventually leads to
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(4.37)

Based on (4.37), the closed-form expression of (4.21) can be obtained.
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4.8.2 The Closed-Form Expression of NC(a, p, q, T1, T2)

In (4.32), the specific function NC(a, p, q, T1, T2) represents the integral

NC(a, p, q, T1, T2) =

∫ T2

T1

ln(1 + aγ)γp exp(−qγ
γ̄

)dγ, (4.38)

where a, p, q are integers. Base on the same approaches as used for the derivation of

(4.37), we arrive at

NC(a, p, q, T1, T2)
1

γ̄
+ exp(−qγ

γ̄
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a
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The integral in above formula can be evaluated, leading to the following closed-form

expression:
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p− ṕ, q

aγ̄

T2 − 1

a

)
− γ

(
p− ṕ, q
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where p > 0 is an integer and Ei is given by [10](8.211.1). Upon substituting (4.40)

into (4.39), we obtain

NC(a, p, q, T1, T2) =NC(a, p− 1, q, T1, T2)
γ̄p

q
− γ̄

q
exp(−qγ

γ̄
) ln(1 + aγ)γp|T2

T1
+

(4.41)

γ̄

q
ND(a, p, q, T1, T2).
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We can then readily express NC(a, 0, q, T1, T2) as

NC(a, 0, q, T1, T2) =− γ̄

q

(
exp(−qγ

γ̄
) ln(1 + aγ)|T2

T1

)
+
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q
ND(a, 0, q, T1, T2). (4.42)

Furthermore, we can express ND(a, 0, q, T1, T2) as
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Finally, when substituting (4.42) and (4.43) into (4.41), we arrive at

NC(a, p, q, T1, T2) =

p∑
ṕ=0
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q
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×
(
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)|T2
T1

)
. (4.44)

Based on this formula, the closed-form formula of (4.32) can be obtained.



Chapter 5
Minimum Average End-to-end

Packet Energy Consumption of a

Buffer-Aided Three-Node Network

Relying on Opportunistic Routing

In Chapter 2 and 3, the buffer-aided multihop links of Figure 2.1 and 3.1 have been

studied, which benefitted from multihop diversity. The scope of buffer-aided trans-

mission was then further extended to adaptive modulation techniques in Chapter

4. Our buffer-aided adaptive modulation regime was characterized in terms of the

throughput versus SNR in Fig. 4.15. Although this transmission scheme was ca-

pable of achieving an increased throughput, it considered the idealized simplifying

assumption of having nodes along the one-dimensional link of Figure 2.1 and 3.1. By

contrast, in this chapter we consider the buffer-aided transmissions in a three-node

network. Our discussions are also extended to the issuses of energy consumption.

5.1 Introduction

Minimizing the energy consumption of a relay-aided wireless communication system

is still an open problem at the time of writing. Employing a relay between the Source

Node (SN) and the Destination Node (DN) is one of the most basic methods that

can be used for minimizing energy consumption. In this three-node relaying system,

it is traditionally assumed that a packet is transmitted from the SN to the DN via

the Relay Node (RN) sequentially. For convenience of description, we refer to this

as ”the conventional three-nodes transmission scheme” in our forthcoming discourse.
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This transmission scheme results in a range of advantages over conventional single-

hop communications. These advantages may include an extended coverage area, an

improved link performance and high-flexibility network planning, etc. [78,88,110,121,

140, 145, 173]. However, this transmission scheme has a limited diversity order and

a limited throughput. Let us discuss these drawbacks in order to conceive possible

solutions.

The first drawback of conventional transmission is that the Bit Error Ratio

(BER)/outage performance cannot benefit from the maximum achievable diversity

order, because no link prioritization scheme invoked, given that the channel activated

at a specific time instant is predefined, regardless of its instantaneous Channel Qual-

ity (CQ). In order to improve the achievable performance of relaying systems, novel

signalling schemes have been proposed [110,173,177], which require the nodes to have

a store-and-wait capability. Additionally, in our previous contributions [168,183,184],

we proposed a buffer-aided transmission scheme, namely the Multihop Diversity

(MHD) transmission philosophically, which relies on temporarily storing the received

packets and on activating the specific channel having the highest instantaneous SNR.

Both our simulation results and theoretical analysis demonstrated that MHD trans-

missions are capable of achieving a substantial selection diversity gain. Very recently,

a relay-relation scheme was proposed in [196], while full-duplex relaying was discussed

in [197]. As a further advance, adaptive link selection was proposed in [198].

The second drawback of conventional relaying is its limited throughput, since the

effective transmission duration of a specific hop in a two-hop link is halved compared

to classic direct transmission [163]. More specifically, if the direct transmission has

a throughput of 1bit/s/Hz, the single-hop throughput of the two-hop system should

be at least 2bits/s/Hz for achieving the same throughput, which is a challenge in

most practical cases [163]. However, Opportunistic Routing (OR) [172,199–201] was

shown to be capable of significantly enhancing the system’s throughput in relay-

aided wireless transmission. For example, Liu et al. [199] illustrated that OR sub-

stantially increases both the transmission reliability and the throughput by exploit-

ing the broadcast nature of the wireless medium, where all transmissions can be

overheard by multiple neighbours. Biswas and Morris [172] proposed an Extremely

Opportunistic Routing (ExOR) scheme, which relied on the expected end-to-end

transmission delay as the metric used for deciding on the priority order of selecting

a RN from the potential forwarder set. The proposed routing regime intrinsically

amalgamated the routing protocol and the Medium Access Control (MAC) protocol

for the sake of increasing the attainable throughput of multi-hop wireless networks.

Their solution [172] also exploited the less reliable long-distance SD-DN links, which
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would have been ignored by traditional routing protocols. Zeng et al. [200] proposed

multi-rate OR by incorporating rate-adaptation into their candidate-selection algo-

rithm, which was shown to achieve a higher throughput and lower delay than the

corresponding traditional single-rate routing and its opportunistic single-rate routing

counterpart. Moreover, in our previous chapter [201], we proposed an energy-efficient

cross-layer aided opportunistic routing for ad hoc networks, which formulated both

the normalized energy consumption as well as the end-to-end throughput and the-

oretically analyzed their performances. The simulation results demonstrated that

the proposed OR algorithm has a lower normalized energy consumption and higher

end-to-end throughput than the traditional multi-hop routing algorithm.

The motivation behind this chapter is to combine the advantages of buffer-aided

transmission with the added benefits of opportunistic routing. In the three-node

network, we assumed that the RN is capable of storing a maximum of B packets and

the SN can transmit its packets to the DN either directly or indirectly via a RN.

Without loss of generality, let us consider the scenario, where the SN-RN distance is

lower than the RN-DN distance. Even though the SN-RN distance may be different

from the RN-DN distance, the probability of either of those two hops being selected

should be the same, otherwise the system becomes unstable, which results in a buffer-

overflow at the RN. In order to solve this problem, a new channel selection scheme

relying on both buffer-aided transmissions and on opportunistic routing is proposed.

There are three channels constituted by the SN-RN, SN-DN and RN-DN links, which

form a 3D Transmission Activation Probability Space (TAPS), where the TAPS is

divided into four regions representing the above-mentioned three channels and the

outage region. In a specific time slot, the instantaneous CQ values may be directly

mapped to a specific point in this 3D channel space. The Buffer-aided Opportunistic

Routing (BOR) scheme uses this point for selecting the most appropriate channel for

its next transmission. After investigating this new channel selection scheme, the end-

to-end energy consumption, OP, the position of the RN as well as the packet delay

are studied. We will demonstrate that a significant energy consumption-reduction

can be achieved in comparison to the benchmark scheme. Furthermore, a meritorious

MAC layer protocol is proposed for disseminating the global CQ knowledge and the

Buffer-Fullness (BF) of the RN.

The new contributions of this chapter are summarized as follows:

1. The concept of non-linear channel space partitioning is proposed.

2. Both the end-to-end normalized energy consumption and the system’s OP are

studied in the context of specific buffer sizes.
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The remainder of this chapter is organized as follows. Section 5.2 and 5.3 present

our system model and highlight the implementation of the system. Then Section 5.4

to Section 5.7 detail the concept of channel space and elaborate on the choice of

channel selection schemes. Section 5.8 analyses the distribution of packet delay. In

Section 5.9, we provide our numerical and simulation results. Finally, our conclusions

are offered in Section 5.10.

5.2 System Model

DNSN

RN

Buffer
dSR

dSD

dRD

Figure 5.1: System model for a buffer-aided three-node network, where SN sends
messages to DN via RN, directly or indirectly.

Our system model is portrayed in the next three sections related to buffering, the

physical layer and the transmission scheme.

5.2.1 Buffering at the RN

Our three-node network considered in this chapter is shown in Fig. 5.1, which consists

of a SN, a buffer-aided RN and a DN. The distances between corresponding pairs

of nodes are dSR, dSD and dRD. We assume that the RN is capable of storing a

maximum of B packets and that the classic Decode-and-Forward (DF) protocol [150]

is employed for relaying the signals. Finally, each node is capable of adjusting its

transmit power between zero and the maximum transmit power Pmax.

5.2.2 Physical Layer

In this chapter, we rely on the assumption of using perfect capacity-achieving channel

coding operating exactly at the Discrete-input Continuous-output Memoryless Chan-

nel’s (DCMC) capacity. This assumption specifies the Packet Error Ratio (PER) vs

SNR relationship. However, this relationship may be replaced by any other PER-SNR

relationship relevant for a specific coding scheme [201]. Based on this assumption

and on the knowledge of the instantaneous CQ, the transmitter adjusts its transmit

power for ensuring that the required SNR of γTh is achieved at the receiver. Hence,

the transmit power required is inversely proportional to the instantaneous CQ.
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We assume that the signals are transmitted on the basis of TSs having a duration

of T seconds. In addition to the propagation pathloss, the channels are assumed to

experience independent block-based flat Rayleigh fading, where the complex-valued

fading envelope of a hop remains constant within a TS, but it is independently faded

for different TSs. The pathloss is assumed to obey the negative exponential law of

d−α, where α is the pathloss exponent having a value between 2 to 6. It is also

assumed that the instantaneous CQ of TS t between each node pairs is denoted by

γSR, γSD and γRD. The instantaneous transmit power ESD, ERD or ERD of each node

can then be calculated with the aid of κ = 9.895 × 10−05 and the noise power for

N = 10−13W which corresponds to a receiver sensitivity of −110dBm. An example

of calculating ESD is given by

ESD =
γTh
γSD

dαSDN

κ
, ESD ≤ Pmax. (5.1)

5.2.3 Transmission Scheme

The Buffer-aided Three-node Network’s (B3NN) MAC layer protocol will be detailed

in Section 5.3, which activates a single channel during any TS. A packet will be

transmitted from the SN to DN either directly or indirectly. Note that, if no packets

are stored in RN, the RN-DN channel must not be activated. By contrast, if the

buffer at RN is full, the SN-RN channel must not be activated. Our studies are

based on the following assumptions:

• The SN always has packets to send, which hence facilitates for the B3NN to

operate in its steady state.

• Both the SN and DN are capable of storing an infinite number of packets. By

contrast, the RN can only store a maximum of B packets.

• The fading processes of the three channels are independent. The fading en-

velope of a given hop remains constant within a packet’s duration, but it is

independently faded from one packet to another.

• Each node accurately adjusts its transmission power to achieve the required

received SNR of γTh .

• In each TS, only a single packet is transmitted, when the corresponding link is

activated.

• Our B3NN protocol provides every node with the global CQ and Buffer Fullness

(BF) knowledge of the RNs within a given TS. All the operations of the B3NN

protocol are assumed to have been carried out without a delay and without

errors.
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Let us now conceive a MAC protocol for controlling the operations of our B3NN.

5.3 MAC Protocol of the Buffer-Aided Three-node

Network

Again, we assume that every node has the global CQ knowledge and the BF knowl-

edge of the RNs. This facilitates the decisions as to which of the nodes is allowed

to transmit. In practice, however, it is a challenge to realize this idealized assump-

tion. Therefore, we have to design protocols for efficiently exchanging the related

information, so that the specific hop requiring the least ’resources’ is activated.

In a new TS, we assume that none of the nodes has any CQ knowledge or non-

local BF knowledge. The operations have three stages. 1) The CQ of the adjacent

nodes is measured first. 2) Then the RN obtain the CQ of the SN-DN channel. 3)

Finally, the RN broadcasts its decision. To elaborate a little further, the operations

associated with the above-mentioned three stages are described as follows.

Stage 1 - Channel State Identification: This stage requires three symbol

durations in which the SN, RN and DN broadcast their pilot signals. Upon receiving

the pilot signal, the receiver node estimates the corresponding CQ.

Stage 2 - Disseminate the Remaining Channel Quality Information:

Following Stage 1, every node becomes aware of the CQs of the pair of links con-

nected to itself. For example, the SN is informed of the SN-RN and SN-DN link

qualities. However, the RN also needs the CQ of the SN-DN link for deciding upon

which of the channels will be activated. In order to satisfy this requirement, this

stage needs another symbol duration. Accordingly, in the 4th symbol duration, the

SN broadcasts γSD
hSR

. Hence, the RN receives γSD
hSR

hSR = γSD.

Stage 3 - The decision carried out by the RN: Following Stage 1 and

Stage 2, the RN becomes aware of all the CQ and BF knowledge. Based on this

knowledge, the RN decides which particular channel will be activated and broadcasts

this decision to the SN and DN. This step requires two more symbol durations.

Following these three stages, the communications may be established. We now

formulate a procedure to be applied at the RN and discussed it in the context of our

idealized simplifying assumptions.

5.4 The Energy Consumption Expressions

In this section, we stipulate our idealized simplifying assumptions and propose a

novel node-activation scheme.
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5.4.1 Idealized Simplifying Assumptions

Our main assumption is that the average number of packets conveyed from SN to RN

should be the same as those transmitted from RN to DN, which implies that the SN-

RN channel and RN-DN channel should have the same probability of being activated.

This assumption is automatically satisfied, when we have dSR = dRD and when both

the SN-RN and the RN-DN channel experience the same type of fading, since we

have identical channel conditions in both hops. For the sake of simplicity, our node-

selection scheme is highlighted in the next subsection by ignoring this assumption.

5.4.2 Node-Activation When dSR = dRD

Our goal is to activate that particular transmitter, which minimizes the expected

end-to-end Packet-Energy-Consumption (PEC) based on the knowledge of the in-

stantaneous SNR. Since we have only three channels in the system, their PEC is

discussed one by one below.

1) When the SN-DN channel is activated, the end-to-end PEC (ESD) is given

by (5.1).

2) When the SN-RN channel is activated, the total PEC of the SN-RN-DN route

becomes the sum of the PEC in each hop. However, the PEC of the SN-RN hop

(ESR) and that of the RN-DN hop (ERD) take place in two different Time Slots

(TSs). Although ESR may be known based on the current channel condition, ERD of

the RN-DN hop remains unknown in the current TS. Therefore, we use the expected

PEC ĒRD for estimating ERD. Hence, when the SN-RN channel is activate in TS t,

the expected end-to-end PEC becomes:

ESR−RD =
γTh
γSR

dαSRN

κ
+ ĒRD. (5.2)

3) When the RN-DN channel is activated in TS t, the expected end-to-end PEC

is:

ESR−RD = ĒSR +
γTh
γRD

dαRDN

κ
. (5.3)

Finally, in each TS, the system activates that particular channel, which minimises

the expected end-to-end PEC, as formulated in:

E = min{ESD, ESR−R̄D, ES̄R−RD}. (5.4)
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5.4.3 Node-Activation When dSR 6= dRD

The previous subsection discussed both the node-activation and the PEC associated

with dSR = dRD, albeit in practice the RN is rarely expected in the middle. In the

realistic scenario of dSR 6= dRD the node-activation regime has to be modified, which

implies that the PEC is increased. Our objective is to minimize the expected end-

to-end PEC. As a first step, we formulate the concept of Transmission Activation

Probability Space (TAPS) in the next section.

5.5 Principles of Channel Activation Probability Space

In this section, the concept of TAPS is proposed1. As seen from Fig. 5.2, the TAPS

is divided into 8 subspaces based on the reception thresholds of the three channels.

The following discussion will consider each of them.

Again, a three-node network is considered, where a packet can be transmitted

from SN to DN both directly or indirectly via the RN. Based on Fig. 5.1 and on the

operational principles described in Section 5.2.3, we can now infer that if the RN has

a buffer of size of B packets, the following events may occur. 1 ) Firstly, the buffer of

a RN may be empty at some instants. In this case, this RN cannot be the transmit

node, since it has no data to transmit. 2 ) Secondly, the buffer of a RN may be full

at some instants. Then, this RN cannot be the receive node, since it cannot accept

further packets. In these cases, the system has to choose a hop for transmission from

a reduced set of hops, which results in an increased energy consumption and outage

probability. Therefore, our performance bounds are derived by relaxing the above-

mentioned constraints, namely by assuming that the RN has an unlimited buffer size

and that a node always has packets to transmit, which are discussed in Sections 5.5

- 5.7. However, even with unlimited buffer size, the system should be operated in its

steady state. The average number of input and output packets should be the same

at the RN, which implies that that the SN-RN channel and the RN-DN channel

should have the same probability of being activated, when the system is in its steady

state. If we have dSR = dRD, this constraint is automatically satisfied. However, we

consider a more realistic TAPS division for dealing with the scenario of dSR 6= dRD.

Assuming that there is a three-dimensional space S, a specific point associated

with the coordinates (γSD γSR γRD) in S represents the corresponding instantaneous

channel conditions of the system, hence S represents the TAPS of the system. The

outage SNR-threshold associated with each coordinate γoutSD, γoutSR and γoutRD dissects

1In order to elaborate further, the appendix in this chapter states the basic principle of TAPS
in details.
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each coordinate into two segments, hence S is decomposed into 23 = 8 subspaces.

Fig. 5.2 shows the resultant TAPS. A system outage occurs, when we have instan-
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Figure 5.2: The Transmission Activation Probability Space (TAPS) is divided by the
outage SNR-thresholds into 8 regions. Pout is the outage probability of the system,
while PSR{SR}, PRD{RD} and PSD{SD} represent the probability that only the SN-RN,
the RN-DN or the SN-DN channel is available, respectively.

taneous γSR < γoutSR , γRD < γoutRD and γSD < γoutSD. The outage probability is denoted

by Pout (which is represented by the cube defined by the points ACDOLMKJ in

Fig. 5.2), yielding

Pout = (1− e−γoutSR )(1− e−γoutRD)(1− e−γoutSD ). (5.5)

Let PSR, PRD and PSD represent the probability that the corresponding channel is

selected. Naturally, we expect PSR + PRD + PSD + Pout = 1. Let us introduce a

subscript {•} in curly blackets, which represents that the instantaneous SNR of the

set of channels is higher than the corresponding outage threshold. For example,

PSR{SR RD} represents the probability of the SR channel being activated, when we

have γSR ≥ γoutSR , γRD ≥ γoutRD and γSD < γoutSD. Naturally, we have PSR = PSR{SR} +

PSR{SR RD}+PSR{SR SD}+PSR{SR RD SD} and the same properties are valid for PRD

and PSD
2. If there is only a single instantaneous CQ above the corresponding outage

2Later, the same properties are valid for ESD, ESR and ERD.
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threshold, the system will activate that particular channel. For example, PSR{SR}

is the probability represented by the prism defined by the points KCDMNXFP in

Fig. 5.2. The corresponding probabilities are

PSR{SR} =P (γSR ≥ γoutSR)P (γRD < γoutRD)P (γSD < γoutSD)

=e−γ
out
SR (1− e−γoutRD)(1− e−γoutSD ), (5.6)

Similarly, we have

PRD{RD} = (1− e−γoutSR )e−γ
out
RD(1− e−γoutSD ), (5.7)

PSD{SD} = (1− e−γoutSR )(1− e−γoutRD)e−γ
out
SD . (5.8)

Having introduced the concept of TAPS and the calculation of the probabilities of

Pout, PSR{SR}, PRD{RD} and PSD{SD}, more complicated scenarios, such as PSR{SR SD}

are discussed in the next section.

5.6 Partitioning the Transmission Activation Probability

Space

In this section, we commence by introducing the energy efficiency factor Effe and

then the probabilities PSR{SR SD} as well as PSD{SR SD} represented by the prism

defined by the points BCFPKI in Fig. 5.2 are explored. The associated activation

process can be applied under diverse channel selection scenarios represented by this

system model.

5.6.1 The Energy Efficiency Factor Effe

The channel selection associated with the region BCFPKI of Fig. 5.2 is further re-

stricted by the specific conditions of γSR ≥ γoutSR , γRD < γoutRD and γSD ≥ γoutSD. Ex-

plicitly, since we have γRD < γoutRD, let us find the activation boundary between the

region of activating the SR or SD links in the region BCFPKI. As shown in Fig. 5.2,

let us only discuss the projection to the surface XOY, which is shown as Fig. 5.3.

The line OCE’ of this surface in Fig. 5.3 represents the scenario, where the SR and

SD channels have the same received SNR.

In order to deal with the problem of PSR > PRD, some of the regions that used to

correspond to the activation of the SR hop have to be reassigned, either to the RD

hop or to the SD hop. However, this adjustment imposes extra energy consumption.
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Figure 5.3: A plane in TAPS which shows that the channel selection is only between
SN-RN hop and SN-DN hop.

Hence, the activation regions are carefully reassigned based on the associated energy

efficiency factor Effe, which is defined as the extra energy consumption divided by

the reassignment probability. This process is detailed below.

Let us denote the probability of encountering a small region ∆S on the surface

OCE of Fig. 5.3 by p∆S. The coordinates of ∆S are (γ∆SSR , γ∆SSD). When the region

∆S belongs to the SR hop and the SR hop is activated, then the expected end-to-end

energy dissipated upon encountering the region ∆S is calculated from (5.2), yielding

E∆S∈SR = p∆S(
γThd

α
SRN

γ∆SSRκ
+ ĒRD). (5.9)

By contrast, when the region ∆S belongs to the SD hop and the SD hop is acti-

vated, the expected end-to-end energy dissipated upon encountering the region ∆S

is calculated from (5.1), yielding

E∆S∈SD = p∆S(
γThd

α
SDN

γ∆SSDκ
). (5.10)
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If the region ∆S is reassigned from the SR hop to the SD hop, the extra energy

consumption becomes

∆E∆S = p∆S

(
γThd

α
SDN

γ∆SSDκ
− γThd

α
SRN

γ∆SSRκ
− ĒRD

)
. (5.11)

Hence, if we know the probability p∆S of encountering the region ∆S of Fig. 5.3,

Effe is defined as

Effe =
γThd

α
SDN

γ∆SSDκ
− γThd

α
SRN

γ∆SSRκ
− ĒRD. (5.12)

The specific value of Effe may then be determined from the equations, whilst a

practical algorithm will be provided for solving these equations in Section 5.7. In the

remainder of this section, Effe is considered to be a known parameter.

5.6.2 Definition of PSR{SR SD} and PSD{SR SD}

Having introduced Effe, this subsection explores the boundary of two activation re-

gions, which was formulated in (5.12). Explicitly, the boundary is expressed with the

aid of γSR{SR SD} and γSD{SR SD} instead of γ∆SSR and γ∆SSD . Given Effe in (5.12),

the relationship between γSR{SR SD} and γSD{SR SD} is shown below

γSD{SR SD} =f{SR−>SD}(γSR{SR SD}) (5.13)

=
γThd

α
SDκ

Effeκ+ ĒRDκ+
γThd

α
SRN

γSR{SR SD}

, (5.14)

where the domain of definition for γSD{SR SD} is (γoutSD,∞)3 (CB in Fig. 5.3), and

hence that for γSR{SR SD} is (γminSR{SR SD}, γ
max
SR{SR SD}) (GF in Fig. 5.3), yielding

γminSR{SR SD} = max{γoutSR , f
−1
{SR−>SD}(γ

out
SD)} (5.15)

γmaxSR{SR SD} = f−1
{SR−>SD}(∞). (5.16)

If f−1
{SR−>SD}(∞) has no positive solution4, we have γmaxSD{SR SD} = ∞. A specific

example of Effe > 0 is shown in Fig. 5.3, where γoutSR is at point C and f−1
{SR−>SD}(γ

out
SD)

is at point G. Hence γminSR{SR SD} is at point G, while f−1
{SR−>SD}(∞) has no solution,

therefore, we have γmaxSD{SR SD} =∞. Finally, the boundary for this example between

activating the two hops is the curve GU.

3When we have γSD > γout
SD , the SD channel has a certain probability to be selected and we want

to find this probability. On the other hand, if a channel has an infinite SNR, this channel will be
definitely selected. It is plausible that the domain of definition of this input value is (γout

SD ,∞).
4This principle is suitable for all functions f−1

{•}(∞), regardless of the sign of Effe.
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Assuming that we have F1(γSR{•}) = 1, F2(γSR{•}) =
γThN

κ

dαSR
γSR{•}

and F3(γSR{•}) =

log2(1 + γSRγhSR), the resultant activation probability PSR{SR SD}, the energy con-

sumption ĒSR{SR SD} and the capacity CSR{SR SD} of the SR link (region FGU in

Fig. 5.3) with the domain BCFPKI of Fig. 5.2 may be formulated as:

PSR{SR SD} =(1− e−γoutRD)

∫ γmax
SR{SR SD}

γmin
SR{SR SD}

F1(γSR{SR SD})e
−γSR{SR SD}

×
∫ f{SR−>SD}(γSR{SR SD})

γoutSD

e−γSD{SR SD}dγSD{SR SD}dγSR{SR SD}, (5.17)

ĒSR{SR SD} =(1− e−γoutRD)

∫ γmax
SR{SR SD}

γmin
SR{SR SD}

F2(γSR{SR SD})e
−γSR{SR SD}

×
∫ f{SR−>SD}(γSR{SR SD})

γoutSD

e−γSD{SR SD}dγSD{SR SD}dγSR{SR SD}, (5.18)

CSR{SR SD} =(1− e−γoutRD)

∫ γmax
SR{SR SD}

γmin
SR{SR SD}

F3(γSR{SR SD})e
−γSR{SR SD}

×
∫ f{SR−>SD}(γSR{SR SD})

γoutSD

e−γSD{SR SD}dγSD{SR SD}dγSR{SR SD}.

(5.19)

In the remainder of this treatise only the activation probability of the links is for-

mulated explicitly, which may be readily extended to the energy consumption and

capacity formulas5.

To elaborate a little further, the relationship between γSR{SR SD} and γSD{SR SD}

is also based on (5.12), which may be written as

γSR{SR SD} =f{SD−>SR}(γSD{SR SD}) (5.20)

=
γThd

α
SRκ

−Effeκ− ĒRDκ+
γThd

α
SDN

γSD{SR SD}

. (5.21)

5Note that, some integrals derived in this chapter cannot be expressed in closed-form. However,
all formulas can be simplified to a single integral. The infinite value of the channel SNR may be
considered as a large finite value, such as say 10. Therefore, a finite single integral can be efficiently
evaluated by commercial software, such as MATLAB R©, Maple R© and Mathematica R©.
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The domain of definition for γSD{SR SD} is (γminSD{SR SD}, γ
max
SD{SR SD})

6, yielding

γminSD{SR SD} = max{γoutSD, f
−1
{SD−>SR}(γ

out
SR)} (5.22)

γmaxSD{SR SD} = f−1
{SD−>SR}(∞)

=
γThd

α
SDN

Effeκ+ ĒRDκ
, (5.23)

where γmaxSD{SR SD} is less than infinity. For example, in Fig. 5.3, γmaxSD{SR SD} is rep-

resented by the U ′ point. The region above the U ′ point (i.e. that region UU ′′B)

belongs to the SD hop. The activation probability PSD{SR SD} of the SD link associ-

ated with γSD{SR SD}. PSD{SR SD} is expressed as:

PSD{SR SD} =(1− e−γoutRD)

∫ γmax
SD{SR SD}

γmin
SD{SR SD}

F1(γSD{SR SD})e
−γSD{SR SD}

×
∫ f{SD−>SR}(γSD{SR SD})

γoutSR

e−γSR{SR SD}dγSR{SR SD}dγSD{SR SD}

+ (1− e−γoutRD)e−γ
out
SR

∫ ∞
γmax
SD{SR SD}

F1(γSD{SR SD})e
−γSD{SR SD}dγSD{SR SD}.

(5.24)

5.6.3 Determining PSD{SD RD} and PRD{SD RD}

By repeating the process described in the previous subsection, we may readily derive

PSD{SD RD} and PRD{SD RD}. The related formulas of PSD{SD RD} and PRD{SD RD}

are similar to those of PSD{SD SR} and PSR{SD SR}, which are derived by replacing

RD by SR, yielding:

γSD{RD SD} =f{RD−>SD}(γRD{RD SD}) (5.25)

=
γThd

α
SDκ

−Effeκ+ ĒSRκ+
γThd

α
RDN

γRD{RD SD}

. (5.26)

The domain of definition for γRD{RD SD} is (γminRD{RD SD}, γ
max
RD{RD SD}), yielding

γminRD{RD SD} = max{γoutRD, f
−1
{RD−>SD}(γ

out
SD)} (5.27)

6The domain of γSD is (γout
SD ,∞) which is CB in Fig. 5.2. However, it should be dis-

cussed into two cases. When channel SR competes with channel SD, the range of channel SD
is (γmin

SD{SR SD}, γ
max
SD{SR SD}), which is CU” in Fig. 5.2. While, the range of channel SD is

(γmax
SD{SR SD},∞) when no channel competes with channel SD, which is represented by U”B in

Fig. 5.2.
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γmaxRD{RD SD} =


γThd

α
RDN

Effeκ−ĒSRκ
, Effe > ĒSR

∞, otherwise.
(5.28)

The activation probability PRD{RD SD} of the RD link associated with γRD{RD SD}.

PRD{RD SD} is expressed as

PRD{RD SD} =(1− e−γoutSR )

∫ γmax
RD{RD SD}

γmin
RD{RD SD}

F1(γRD{RD SD})e
−γRD{RD SD}

×
∫ f{RD−>SD}(γRD{RD SD})

γoutSD

e−γSD{RD SD}dγSD{RD SD}dγRD{RD SD}

+ (1− e−γoutSR )e−γ
out
SD

∫ ∞
γmax
RD{RD SD}

F1(γRD{RD SD})e
−γRD{RD SD}dγRD{RD SD},

(5.29)

where we have:

γRD{RD SD} =f{SD−>RD}(γSD{RD SD}) (5.30)

=
γThd

α
RDκ

Effeκ− ĒSRκ+
γThd

α
SDN

γSD{RD SD}

. (5.31)

The domain of definition for γSD{RD SD} is (γminSD{RD SD}, γ
max
SD{RD SD}), yielding

γminSD{RD SD} = max{γoutSD, f
−1
{SD−>RD}(γ

out
RD)} (5.32)

γmaxSD{RD SD} =


γThd

α
SDN

−Effeκ+ĒSRκ
, Effe < ĒSR

∞, otherwise.
(5.33)

The activation probability PSD{RD SD} of the SD link associated with γSD{RD SD}, is

formulated as:

PSD{RD SD} =(1− e−γoutSR )

∫ γmax
SD{RD SD}

γmin
SD{RD SD}

F1(γSD{RD SD})e
−γSD{RD SD}

×
∫ f{SD−>RD}(γSD{RD SD})

γoutRD

e−γRD{RD SD}dγRD{RD SD}dγSD{RD SD}

+ (1− e−γoutSR )e−γ
out
RD

∫ ∞
γmax
SD{RD SD}

F1(γSD{RD SD})e
−γSD{RD SD}dγSD{RD SD}.

(5.34)
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5.6.4 Deriving PSR{SR RD} and PRD{SR RD}

Again, the process is the same as before. Note that value of the Effe is doubled,

when changing the region from SR to RD, provided that we have PSR{SR RD} >

PRD{SR RD}, because the assumption without loss of generality in that we have dSR <

dRD. This yields:

γSR{RD SR} =f{RD−>SR}(γRD{RD SR}) (5.35)

=
γThd

α
SRκ

−2Effeκ+ (ĒSR − ĒRD)κ+
γThd

α
RDN

γRD{RD SR}

. (5.36)

The domain of definition for γRD{RD SR} is (γminRD{RD SR}, γ
max
RD{RD SR}), yielding

γminRD{RD SR} = max{γoutRD, f
−1
{RD−>SR}(γ

out
SR)} (5.37)

γmaxRD{RD SR} =


γThd

α
RDN

2Effeκ−(ĒSR−ĒRD)κ
, 2Effe > (ĒSR − ĒRD)

∞, otherwise.
(5.38)

The activation probability PRD{RD SR} of the RD link associated with γRD{RD SR} is

formulated as:

PRD{RD SR} =(1− e−γoutSD )

∫ γmax
RD{RD SR}

γmin
RD{RD SR}

F1(γRD{RD SR})e
−γRD{RD SR}

×
∫ f{RD−>SR}(γRD{RD SR})

γoutSR

e−γSR{RD SR}dγSR{RD SR}dγRD{RD SR}

+ (1− e−γoutSD )e−γ
out
SR

∫ ∞
γmax
RD{RD SR}

F1(γRD{RD SR})e
−γRD{RD SR}dγRD{RD SR},

(5.39)

where

γRD{RD SR} =f{SR−>RD}(γSR{RD SR}) (5.40)

=
γThd

α
RDκ

2Effeκ+ (ĒRD − ĒSR)κ+
γThd

α
SDN

γSR{RD SR}

. (5.41)
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The domain of definition for γSR{RD SR} is (γminSR{RD SR}, γ
max
SR{RD SR}), yielding

γminSR{RD SR} = max{γoutSR , f
−1
{SR−>RD}(γ

out
RD)} (5.42)

γmaxSR{RD SR} =


γThd

α
RDN

−2Effeκ+(ĒSR−ĒRD)κ
, 2Effe < (ĒSR − ĒRD)

∞, otherwise.
(5.43)

The activation probability PRD{RD SR} of the RD link associated with γRD{RD SR} is

given by:

PRD{RD SR} =(1− e−γoutSD )

∫ γmax
SR{RD SR}

γmin
SR{RD SR}

F1(γSR{RD SR})e
−γSR{RD SR}

×
∫ f{SR−>RD}(γSR{RD SR})

γoutRD

e−γRD{RD SR}dγRD{RD SR}dγSR{RD SR}

+ (1− e−γoutSD )e−γ
out
RD

∫ ∞
γmax
SR{RD SR}

F1(γSR{RD SR})e
−γSR{RD SR}dγSR{RD SR}.

(5.44)

5.6.5 Deriving PSD{SD SR RD}, PSR{SD SR RD} and PRD{SD SR RD}

The activation decisions of three channels are more complex than those of two chan-

nels, where the latter is associated with the region PKTI of Fig. 5.2. The calculation

of the three-channel system’s activation probability relies on our previous results,

such as the previous γmax and γmin results. Based on the specific parameters of

(Effe, ĒSR, ĒRD), it can be decided whether γmaxSR{SR RD} or γmaxSR{SR SD} is higher. Let

us assume that we have γmaxSR{SR RD} < γmaxSR{SR SD}. Hence the activation probability



5.6.5. Deriving PSD{SD SR RD}, PSR{SD SR RD} and PRD{SD SR RD} 154

of the SR hop is formulated as:

PSR{SR SD RD}

=

∫ max{γmax
SR{SR RD},γ

min
SR{SR RD},γ

min
SR{SR SD}}

max{γoutSR ,γ
min
SR{SR RD},γ

min
SR{SR SD}}

F1(γSD{SR SD RD})e
−γSR{SR SD RD}

×
∫ f{SR−>RD}(γSR{SR SD RD})

γoutRD

e−γRD{SR SD RD}

×
∫ f{SR−>SD}(γSR{SR SD RD})

γoutSD

e−γSD{SR SD RD}

× dγSD{SR SD RD}dγRD{SR SD RD}dγSR{SR SD RD}

+ e−γ
out
RD

∫ max{γoutSR ,γ
max
SR{SR RD}}

max{γoutSR ,γ
max
SR{SR SD},γ

min
SR{SR SD}}

F1(γSD{SR SD RD})e
−γSR{SR SD RD}

×
∫ f{SR−>SD}(γSR{SR SD RD})

γoutSD

e−γSD{SR SD RD}

× dγSD{SR SD RD}dγSR{SR SD RD}

+ e−γ
out
RDe−γ

out
SD

∫ ∞
max{γoutSR ,γ

max
SR{SR RD}}

F1(γSD{SR SD RD})e
−γSR{SR SD RD}

dγSR{SR SD RD}. (5.45)

The relevant formulas may also be readily derived for γmaxSR{SR RD} > γmaxSR{SR SD}.

Based on the same process, we may formulate the equations of PRD{SR SD RD} and



5.6.5. Deriving PSD{SD SR RD}, PSR{SD SR RD} and PRD{SD SR RD} 155

PSD{SR SD RD}, yielding:

PRD{SR SD RD}

=

∫ max{γoutRD,γ
max
RD{SR SD},γ

min
RD{RD SD}}

max{γoutRD,γ
min
RD{SR RD},γ

min
RD{RD SD}}

F1(γRD{SR SD RD})e
−γRD{SR SD RD}

×
∫ f{RD−>SD}(γRD{SR SD RD})

γoutSD

e−γSD{SR SD RD}

×
∫ f{RD−>SR}(γRD{SR SD RD})

γoutSR

e−γSR{SR SD RD}

× dγSR{SR SD RD}dγSD{SR SD RD}dγRD{SR SD RD}

+ e−γ
out
SR

∫ max{γoutRD,γ
max
RD{SR RD},γ

max
RD{SD RD}}

max{γoutRD,γ
max
RD{SR SD},γ

min
RD{RD SD}}

F1(γRD{SR SD RD})e
−γRD{SR SD RD}

×
∫ f{RD−>SD}(γRD{SR SD RD})

γoutSD

e−γSD{SR SD RD}

× dγSD{SR SD RD}dγRD{SR SD RD}

+ e−γ
out
SDe−γ

out
SR

∫ ∞
max{γoutRD,γ

max
RD{SR RD},γ

max
RD{SD RD}}

F1(γRD{SR SD RD})e
−γRD{SR SD RD}

dγRD{SR SD RD}. (5.46)

PSD{SR SD RD}

=

∫ max{γoutSD ,γ
max
SD{SR SD},γ

min
SD{SD RD}}

max{γoutSD ,γ
min
SD{SD RD},γ

min
SD{SD SR}}

F1(γSD{SR SD RD})e
−γSD{SR SD RD}

×
∫ f{SD−>RD}(γSD{SR SD RD})

γoutRD

e−γRD{SR SD RD}

×
∫ f{SD−>SR}(γSD{SR SD RD})

γoutSR

e−γSR{SR SD RD}

× dγSR{SR SD RD}dγRD{SR SD RD}dγSD{SR SD RD}

+ e−γ
out
SR

∫ max{γoutSD ,γ
max
SD{SD RD}}

max{γoutSD ,γ
max
SD{SR SD},γ

min
SD{SD RD}}

F1(γSD{SR SD RD})e
−γSD{SR SD RD}

×
∫ f{SD−>RD}(γSD{SR SD RD})

γoutRD

e−γRD{SR SD RD}

× dγRD{SR SD RD}dγSD{SR SD RD}

+ e−γ
out
RDe−γ

out
SR

∫ ∞
max{γoutSD ,γ

max
SD{SD RD}}

F1(γSD{SR SD RD})e
−γSD{SR SD RD}

dγSD{SR SD RD}, (5.47)
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where we assumed that γmaxSD{SD SR} < γmaxSD{SD RD}.

5.7 Finding the Optimal Effe

In the previous sections, we had three unknowns: ĒSR, ĒSR and Effe. Given all the

instantaneous energy consumptions E{•} and all activation probabilities P•{•}, the

three unknowns can be obtained from the following three equations:

ĒSR =
ESR
PSR

=
ESR{SR} + ESR{SR SD} + ESR{SR RD} + ESR{SR SD RD}

PSR{SR} + PSR{SR SD} + PSR{SR RD} + PSR{SR SD RD}
(5.48)

ĒRD =
ERD
PRD

=
ERD{RD} + ERD{SR SD} + ERD{RD SD} + ERD{SR SD RD}

PRD{RD} + PRD{SR SD} + PRD{RD SD} + PRD{SR SD RD}
(5.49)

PSR = PRD. (5.50)

However, it is not practical to directly solve these integral equations. Hence, we

conceive a simple algorithm for finding the solution.

The basic principle is that of employing an exhaustive search for finding the

optimal Effe. All energy consumptions and activation probabilities as well as (5.48)

and (5.49) can be evaluated for a specific Effe. Therefore, we search for specific Effe

values starting from zero and terminating when (5.50) is satisfied.

Algorithm 1 The algorithm of finding Effe.

Effe = 0;

Calculate all activation probabilities and energy consumptions;

Update ĒSR and ĒRD based on (5.48) and (5.49);

While PSR 6= PRD Increase Eeffe;

Calculate all selection probabilities and energy consumptions;

Update ĒSR and ĒRD based on (5.48) and (5.49);

Finally, the theoretical end-to-end energy consumption is given by the ratio of

the total energy consumption to the throughput, yielding

ĒSD =
ESD + ESR + ERD

PSD + PSR
. (5.51)
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5.8 Probability Mass Function of Delay

The previous sections discussed our buffer-aided channel selection scheme, which

reduces the end-to-end energy consumption. However, the cost of saving energy is

that of having a higher end-to-end packet delay. In order to analyze the behaviour

of the system, we have to study both the average packet delay and the distribution

of packet delay. In this section, we first restate the concept of State defined in

our previous papers [168, 184]. Then, a specific Markov State Transition Matrix

(MSTM) is designed. Finally, an algorithm is provided for finding the Probability

Mass Function (PMF) of the packet delay.

5.8.1 The Concept of State

The concept of State in buffer-aided systems was proposed in [168, 184]. Upon

assuming that the buffer size of the RN is B packets, the state is defined as Sb = b,

when b packets are stored in the RN. Therefore, the total number of states is (B+1).

Given (B+1) states, a state transition matrix denoted by TTT can be populated by the

state transition probabilities {TTT i,j = P (s(t + 1) = Sj|s(t) = Si), i, j = 0, 1, . . . , B}.
Let us now find the elements of the MSTM TTT .

5.8.2 The Transition Matrix TTT

Based on our discussions in Sections 5.6, the activation probability of each hop is

known, when all three channels are available. However, the activation criterion is

unknown, when the buffer is either empty or full at the RN. Since this activation cri-

terion does not affect the energy consumption and outage prediction bound, the sys-

tem will activate the specific channel having the highest instantaneous SNR amongst

the available channels. For example, a state transition matrix associated with B = 4

is given below,

TTT =



1− P0,1 P0,1 0 0 0

PRD PSD + Pout PSR 0 0

0 PRD PSD + Pout PSR 0

0 0 PRD PSD + Pout PSR

0 0 0 PB,B−1 1− PB,B−1


. (5.52)

The probability P0,1 is represented by the region XOCE in Fig. 5.3, yielding

P0,1 =

∫ ∞
γoutSR

e−γSR
∫ γSRd

α
SD

dα
SR

0

e−γSDdγSDdγSR (5.53)
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and PB,B−1 is given by

PB,B−1 =

∫ ∞
γoutRD

e−γRD
∫ γRDd

α
SD

dα
RD

0

e−γSDdγSDdγRD. (5.54)

If the SD hop is activated or a system outage occurs, the system’s state remains

unchanged. Having obtained the MSTM TTT , the steady-state transition probabilities

may be computed as follows [110]:

Pπππ = TTT TPπππ, (5.55)

where we have Pπππ = [Pπ0 , Pπ1 , . . . , PπB ]T and Pπi is the steady-state probability of the

state Si [110]. The steady-state probability of a state is the expected probability of

this specific state of the system, where (5.55) shows that Pπππ is the right eigenvector

of the matrix TTT T corresponding to an eigenvalue of one. Therefore, Pπππ can be derived

with the aid of classic methods conceived for solving the corresponding eigenvalue

problem [182].

5.8.3 An Algorithm for Determining the PMF of Packet Delay

Having determined Pπππ and TTT , let us now find the PMF of the delay. Let Pd(t) rep-

resent the probability of a specific end-to-end packet delay of t TSs. The probability

Pd(1) of direct transmission from the SN to DN can be described mathematically, as

discussed below.

If a packet is transmitted directly from the SN to DN, the delay of this packet is

1 TS. Then Pd(1) is the ratio of the probability P suc
1TS of the packet being successfully

transmitted in 1 TS and of the probability of the packet being entered into the

buffer-aided queuing system, yielding

P suc
1TS =Pπ0

[
1− P0,1 − (1− e−γSR)(1− e−γSD)

]
+

B−1∑
i=1

PπiPSD

+ PπB
[
1− PB,B−1 − (1− e−γRD)(1− e−γSD)

]
, (5.56)

where (1− e−γSR)(1− e−γSD) and (1− e−γRD)(1− e−γSD) in the first and last terms

represent the outage probability. Therefore, we have:

Pd(1) =
P suc

1TS

P suc
1TS + Pπ0P0,1 +

∑B−1
i=1 PπiPSR

, (5.57)

where Pπ0P0,1+
∑B−1

i=1 PπiPsr is the probability of the packet entering the RN’s buffer-

aided queue.
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Having determined Pd(1), let us now find Pd(i), i > 1 by applying an algorithm

similar to that proposed in [170]. We assumed that a so-called test packet is available

at the SN when t = 0. Then we can find the probability Pd(i), i = 2, 3, . . . ,∞ upon

detecting that the test packet arrived at the DN, when we have t = i TS. For the

details, please refer to [170].

With the aid of the PMF of the delay Pd(t), which is the probability of the packet

delay being t TSs, the average packet delay τ̄ may be then expressed as

τ̄ =
∞∑
d=1

Pd(t) · t. (5.58)

5.9 Performance Results

In this section, we provide a range of numerical and/or simulation results for char-

acterizing the energy consumption, the OP and the delay of the B3NN considered,

in order to illustrate the effects of both the position of the RN and of the buffer

size B of the RN. In all experiments, the SN is at the position (0, 0), while DN is

at the position (1000m, 0). Again, the parameters of N and κ are N = 10−13 and

κ = 9.895×10−05. The pathloss factor α and the maximum transmit power are α = 2

and Pmax = 0.003 Watt in Fig. 5.4 - Fig. 5.8. For convenience, ”normalized energy

consumption” refers to the ”average normalized end-to-end energy consumption per

packet”, which is the optimization objective of this chapter.

The first set of results characterizes the impact of the RN’s buffer size on the

end-to-end normalized energy consumption and the OP. The results of Fig. 5.4 and

Fig. 5.5 are plotted against the buffer size. In both figures, the RN is at the position

P1 : (400, 400) or P2 : (500, 0), while the buffer size ranges from B = 1 to B = 256

packets. In Sections 5.4 - 5.7, we discussed the proposed nonlinear channel space

division method, its parameters and the associated theoretical bound (dashed line).

Given the principle encapsulated in (5.4), the analysis of our nonlinear channel space

division method can be carried out. The simulation results and the corresponding

theoretical results are represented by the solid line marked by a triangle or a cross.

The theoretical results associated with a specific buffer size can be obtained by ap-

plying the principles detailed in [168] with Pπππ from (5.55). Observe in both Fig. 5.4

and Fig. 5.5 that the simulation based performance approaches the theoretical energy

consumption bound, as the buffer size increases and that a significant improvement

(89.6% for P1) can be achieved over conventional OR [172] (dashed dotted line).

Fig. 5.6 portrays the normalized energy consumption versus the position of the

RN. This figure applied the same parameters and methodology as those used for
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Figure 5.4: Average normalized end-to-end energy consumption per packet as defined
in Section 5.4.2 when the RN is at the position of P1:(400, 400), P2:(500, 0) and the
pathloss factor is α = 2. The theoretical curve was evaluated from (5.51).

Figure 5.5: The simulated and theoretical outage probability evaluated from (5.5)
when the RN is at the position of P1:(400, 400), P2:(500, 0).
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Fig. 5.4, except for the position of the RN. The position of both the SN and DN are

marked in this figure, while the RN may be located at any position. The normalized

energy consumption can be theoretically calculated from (5.51), when the RN is in

a specific position. Observe in Fig. 5.6 that the normalized energy consumption

is characterized by a surface as a function of the RN position. Additionally, it is

reasonable to expect that the normalized energy consumption is the lowest, when

the RN is in the half-way position between the SN and DN (bottom of the surface),

while it is higher, when the RN is far away from both the SN and DN, as indicated

by the corners of the surface.
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Figure 5.6: Average normalized end-to-end energy consumption vs the RN position.
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Figure 5.7: The end-to-end (system) energy consumption per TS for various trans-
mission schemes operated at a given target end-to-end throughput where the RN is
at the position of (400, 400).
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Fig. 5.7 compares the normalized energy consumption for various transmission

schemes. The RN is at the normalized position of (400, 400) and the pathloss factor

is α = 2. The label ”Direct” implies that the packet is transmitted directly from

the SN to DN without relaying, while the label ”Two-hop” means that the packet

is transmitted from the SN to DN via the RN sequentially in two hops without

buffering. The ”Buffer-aided two-hop” scenario implies that the RN has a buffer,

therefore the system relies on channel-quality aided activation, however the SN is

unable to directly transmit a packet to the DN. This scheme is identical to that

proposed in [168,183,184]. The power allocation method mentioned in [169] is applied

both in the ”Two-hop” scenario and in the ”Buffer-aided two-hop” transmission

scheme, which makes the average receive SNR for each hop the same. The label

”Conv. OR” represents the conventional opportunistic routing method [?,172], where

each packet is transmitted either via the SN-DN or the SN-RN-DN route, one by

one. The next packet does not enter the system unless the previous packet has

been received by the DN. In other words, the RN is only capable of storing one

packet. Finally, the ”Buffer-aided OR” is our proposed scheme. The corresponding

results are based on our theoretical analysis relying on an infinite buffer size. The

X-coordinate represents the end-to-end target throughput, while the Y-coordinate

represents the energy dissipation. Observe from Fig. 5.7 that the performance of both

the ”Two-hop” and of the ”Buffer-aided two-hop” schemes is worse than that of the

”Direct” scheme. The ”Buffer-aided OR” scheme performs best. The performance of

conventional opportunistic routing is worse than that of Buffer-aided OR, but better

than that of direct transmission. The reason for this is because compared to direct

transmission, conventional OR has more potential routes while in contrast to the

buffer-aided OR scheme, conventional OR may only store a single packet in the RN.

For example, observe in Fig 5.7 that when the system is operated at a normalized end-

to-end throughput of 0.4packet/TS, the end-to-end PEC of ”Buffer-aided OR” was

reduced by 88.2%, 77.6%, 32.3% and by 24.8%, when compared to the ”Two-hop”,

”Buffer-aided Two-hop”, ”Direct” and to the ”Conv. OR” transmission schemes,

respectively. Compared to classic direct transmission, again, the ”Buffer-aided OR”

scheme is capable of activating the best of the three channels, hence it attains the best

performance. Furthermore, the reciprocal of the throughput is related to the average

delay, which also shows the advantages of the ”Buffer-aided OR” aided transmission

scheme.

Fig. 5.8 shows the distribution of the packet delay, when stipulating the same

assumptions, as those for Fig. 5.4. The theoretical results obtained from Section 5.8

are represented by the solid lines, while the simulation results are represented by
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Figure 5.8: The distribution of the packet delay evaluated from Section 5.8, when
the RN is at the position of (400, 400). The buffer size ranges from 1 to 32.

the markers. It is clear from Fig. 5.8 that the probability of direct transmission

associated with B = 1 is relatively high. As shown in Fig. 5.8, when the buffer size

B increases, the probability of direct transmission decays below that of buffer-aided

OR.

5.10 Chapter Conclusions

In this chapter, we have proposed and investigated a new routing scheme in Section

5.1, which we referred to as the BOR regime. The BOR routing regime was capable

of combining the advantages of buffer-aided transmissions with the benefits of op-

portunistic routing. In Section 5.2, the system model was introduced, where all hops

experienced Rayleigh fading. Then, a specific MAC layer protocol was designed in

Section 5.3 for supporting the proposed BOR. In Section 5.4, the concept of energy

consumption was defined. Moreover, the three-dimensional channel space concept

was proposed in Section 5.5 while our new division method was discussed in Section

5.6, relying on a parameter which may be calculated by our algorithm proposed in

Section 5.7. Finally, the normalized energy consumption, the outage probability and

the distribution of the delay have been analyzed and verified by simulations in Fig.

5.4, 5.5 and 5.8, respectively, when assuming that the packets can be correctly re-

ceived, provided that the received SNR was in excess of a certain threshold. Our

analysis and performance results showed that exploiting the BOR scheme results in

a significant reduction of the energy consumption. The results also show that the
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theoretical energy consumption and the outage probability bound can be approached

by employing a sufficiently large buffer at the RN.

5.11 Appendix: Basic Principle of TAPS and a Proof of

Optimal in a Two-hop Link

The concept of TAPS is the “heart and soul” of this chapter. In order to augment the

relevant concept as explicitly as possible, three examples of a two-hop link are shown

below, which are simpler than a multi-node network. We commence from a two-hop

link having an identical distance in both hops and conclude with the rationale of our

non-linear channel space partitioning.

The first example is a simple one relying on the buffer-aided conventional selection

combining (SC), philosophy where the channel having the highest SNR is activated.

We consider a two-hop link, where the SN-RN channel quality is identical to the RN-

DN channel quality, as shown in Fig. 5.9. Note that the SN cannot communicate

directly with the DN. The RN has a buffer. In the two hops, the receive SNRs γrecSR

and γrecRD are given by the product of the corresponding instantaneous channel fading

values (γSR, γRD) and the related average receive SNRs (γ̄SR, γ̄RD), respectively.

The two instantaneous channel fading values (γSR and γRD) form a so-called channel

space, as shown in Fig. 5.10. The X-axis represents the channel fading value γSR

of the SN-RN channel, while the Y-axis represents the channel fading value γRD of

the RN-DN channel. In each time slot, the instantaneous channel fading values of

both the SN-RN (γSR) and of the RN-DN (γRD) channels map to a specific point

(γSR, γRD) in the 2D channel space. Obviously, if the mapped point is in the region

below the OE line, because we have γRD < γSR, then the SN-RN link should be

activated. By contrast, if the mapped point is in the region above the OE line,

because γRD > γSR, then the RN-DN link should be activated. The boundary is the

OE line and the slope of it is one. The activation probabilities of the two hops are

identical because both channels obey the same distribution. Therefore, the system

can be operated in its steady state.

DNRNSN

Figure 5.9: A two-hop link. The SN-RN channel and RN-DN channel are assumed
to be identical.

The second example discusses a buffer-aided two-hop link associated with non-

identical average receive SNRs, because the RN is not half-way between the SN and
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Figure 5.10: The transmission activation probability space (TAPS) of a two-hop link,
where the average SN-RN channel SNR γ̄SR and the average RN-DN channel SNR
γ̄RD are identical.

DN, as seen in Fig 5.11. Let us assume that the average receive SNR γ̄SR of the SN-

RN channel is higher than the average receive SNR γ̄RD of the RN-DN channel. If the

channel having the higher received channel SNR (γ̄SRγSR or γ̄RDγRD) is activated,

the boundary of the two activation regions should be the OE0 line in Fig. 5.12.

However, the area of the region encompassed by the points γSROE0 is higher than

that of the other region determined by EPγRD. Therefore, the activation probability

of the two hops is different and the system operates in an unstable mode, potentially

leading to a buffer overflow.

DNSN RN

Figure 5.11: A two-hop link, where the average receive SNR of the SN-RN channel
is higher than that of the RN-DN channel.

Y

O X

E0

γRD

γSR

Figure 5.12: The transmission activation probability space (TAPS) of a two-hop
link, where the average receive SNRs of the SN-RN and the RN-DN channel are
non-identical.

In order to allow the system to operate in its steady state rather than in the

unstable mode of Fig 5.11 and 5.12, there are two plausible methods to adjust the

boundary OE0:

a) If we force the boundary OE0 to be linear, OE0 should be moved back to OE.

However, this method is not optimum;

b) If the OE0 boundary is non-linear.
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Please allow us to discuss the second method directly, which is more beneficial

than the first method, because we may get an optimum boundary, as detailed below.

In order to elaborate on the process of transmission-probability adjustment, let us

partition the transmission activation probability space (TAPS) into perfectly tiling

squares, as shown in Fig. 5.13. The light-grey region represents the activation-region

of the SN-RN channel, while the dark-grey region represents that of the RN-DN

channel. Now, the activation probability of the SN-RN channel is higher. Let us now

move some of the dark-grey tiles to the light-grey region, albeit we realize that this

is achieved at a performance penalty, as detailed below.

O

E0∆S γRD

γSR

Figure 5.13: The transmission activation probability space (TAPS) of a two-hop
link, where the average receive SNR of the SN-RN hop and of the RN-DN hop are
non-identical. The transmission activation probability space is partitioned into tiles.

When considering a tile ∆S, the question arises: what is the energy dissipation

(E∆S∈SR) caused by ∆S, when ∆S belongs to the activation region of the SN-RN

hop? This is quantified as

E∆S∈SR = p∆S

(
CSR
γSR

)
, (5.59)

where, p∆S is the probability of the point (γSR, γRD) falling into the ∆S region of Fig.

5.13, CSR is a constant value and CSR
γSR

indicates that the energy dissipation imposed

is inversely proportional to the channel quality experienced. By contrast, what is

the energy dissipation (E∆S∈RD) caused by ∆S, when ∆S belongs to the activation

region of the RN-DN hop? This is given by

E∆S∈RD = p∆S

(
CRD
γRD

)
, (5.60)
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where, CRD is a constant value and again, CRD
γRD

indicates that the energy dissipation

is inversely proportional to the RN-DN channel SNR encountered. If the region

∆S is reassigned from the SN-RN channel to the RN-DN channel, how much extra

energy in dissipated? This is quantified by E∆S∈RD−E∆S∈SR, which should be as low

as possible. Then the transmission probability is modified by p∆S. Therefore, the

power-dissipation cost of this probability adjustment is

Effe =
E∆S∈RD − E∆S∈SR

p∆S

(5.61)

=
CRD
γRD

− CSR
γSR

. (5.62)

By contrast, if we are willing to tolerate a higher energy-dissipation penalty for the

sake of having the same transmit probability for the unequal-SNR links, the OE0

boundary may be reshaped, as seen in Fig. 5.14.

Y

O X

E0

E1

E2

Increase Effe

γSR

γRD

Figure 5.14: The transmission activation probability space (plane) of a two-hop
link, where the SN-RN channel and the RN-DN channel are non-identical. The
transmission-probability boundary is reshaped for various values of Effe.

In order to allow the two hop link to operate in its steady state, we may continue

increasing Effe, until the probability represented by the region γSROE2 becomes

the same as that represented by E2OγRD. In this reassignment process, the tiles

imposing a lower Effe are adjusted firstly, followed by those imposing a higher power-

dissipation penalty Effe, until the above-mentioned condition is satisfied. Let us now

show formally that this boundary is optimal.

In Fig. 5.15, the TAPS is now partitioned into unequal tiles by assuming that

each tile represents the same probability. The fading envelope of the channel usually
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Y

O X

E2

∆S1A

∆S1B
γRD

∆S2A ∆S2B

γSR

Figure 5.15: The transmission activation probability space (plane) of a two-hop link,
where the SN-RN channel and the RN-DN channel are non-identical. The transmis-
sion activation probability space is partitioned into many small tiles, each of which
has the same probability.

does not obey a uniform distribution. In order to allow each tile to represent the

same probability, the area of each tile may be different. Below we will show that

the boundary OE2 is optimum by involving the method of contradiction.

Contradiction statement: Let us assume that there is an optimal TAPS par-

titioning, which is different from the partitioning OE2 in seen Fig. 5.14 and 5.15.

Due to the assumption, optimality the energy dissipation of this partitioning is lower

than that of the partitioning OE2 in Fig. 5.14.

Due to having the same probability of encountering the regions of γSDOE2 and

E2OγRD, there are N, (N > 0) tiles in region E2OγRD representing the activation

the SN-RN hop, while there are also N tiles in the region γSDOE2 corresponding to

activating the RN-DN hop. Let us consider a specific pair of them (say ∆S1A and

∆S2A), as shown in Fig. 5.15. Correspondingly, there is a tile ∆S1B on the boundary

OE2, which has the same X coordinate value as ∆S1A. Similarly, there is also a tile

∆S2B on the boundary OE2, which has the same Y coordinate value, as ∆S2A. Let

us now consider three different actions:

1) exchange the affiliation of ∆S1A and ∆S1B by remapping them between the

two parts of the TAPS;

2) exchange the affiliation of ∆S2A and ∆S2B;

3) exchange the affiliation of ∆S1B and ∆S2B.

This has the same transmit probability effect, as exchanging the affiliation of ∆S1A

and ∆S2A, but their energy-dissipation effects are rather different, when compared to

‘no action’. To elaborate a little further, if we exchange the TAPS affiliation of ∆S1A

and ∆S1B, as shown in Fig. 5.16, the activation probability of each hop remains the

same. However, the energy dissipation is reduced due to the fact that the energy
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Y

O X

E2

∆S1A

∆S1B

∆S2A ∆S2B

γRD

γSR

Figure 5.16: Compared to Fig. 5.15, the TAPS affiliation of ∆S1A and ∆S1B has
been exchanged.

dissipated within the tile ∆S1B of Fig. 5.16 is lower than that within ∆S1A of Fig.

5.15, because γRD is higher for ∆S1B than for ∆S1A, while the energy dissipated by

the SN-RN hop remained the same due to having the same γSD ordinate values for

∆S1A and for ∆S1B.

Y

O X

E2

∆S1A

∆S1B

∆S2A ∆S2B

γRD

γSR

Figure 5.17: Compared to Fig. 5.16, the TAPS affiliation of ∆S2A and ∆S2B has
been exchanged.

Similarly, if we exchange the TAPS affiliation of ∆S2A and ∆S2B as shown in Fig.

5.17, the activation probability of each hop remains the same. However, the energy

dissipation is reduced due to the fact that the energy dissipated within the tile ∆S2B

of Fig. 5.17 is lower than that of ∆S2A in Fig. 5.16, while the energy dissipated by

the RN-DN hop remained the same during the above process since both ∆S2A and

∆S2B have the same γRD ordinate values.

Lastly, both the tiles ∆S1B and ∆S2B are on the boundary OE2, as shown in

Fig. 5.18. Hence, exchanging the TAPS affiliation of ∆S2A and ∆S2B does not affect

the energy dissipation. Following the above three actions, the TAPS affiliation of

the tiles ∆S1A and ∆S2A was exchanged and the energy dissipation imposed was

decreased. The energy dissipation of the partitioning seen in Fig. 5.18 is lower than
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E2

∆S1A

∆S1B

∆S2A ∆S2B

γRD

γSR

Figure 5.18: Both the tiles ∆S1B and ∆S2B are on the boundary OE2. Hence
exchanging the TAPS affiliation of ∆S2A and ∆S2B does not affect the energy dissi-
pation.

that observed in Fig. 5.15 and the probabilities represented by light-grey and dark-

grey tiles are the same in both figures. This however contradicts to the statement

that there is a better boundary than OE2, which demonstrates that the tile-based

partitioning seen in Fig. 5.15 is not optimal. Therefore, no better tile-based TAPS

partitioning can be found than OE2.



Chapter 6
Conclusions and Future Work

In Section 6.1, we summarise the main findings of our investigations, while our design

guidelines are presented in Section 6.2. Additionally, a range of ideas concerning our

future research is presented in Section 6.3.

6.1 Conclusions

In this thesis, we have investigated buffer-aided transmissions in multihop scenarios

for the sake of enhancing the achievable BER and/or outage probability and/or

energy consumption. More specifically, we proposed the concept of multihop diversity

and investigated the impact of both the number of hops and of the channel’s fading

distribution as well as the quantitative impact of the buffer size in the context of SNR-

based, CDF-based and non-linear channel space division based channel activation.

Table 6.1 summarizes the basic characteristics of all the buffer-aided transmission

regimes proposed in this thesis, chapter by chapter, including the channel model

employed, the system parameters and the preformance metrics. Basic performance

comparisons between our proposed buffer-aided transmission and the corresponding

conventional algorithms are provided as well.

• In Section 2.1, a multi-hop transmission scheme is proposed, where all the

relay nodes (RNs) of a multi-hop link (MHL) are assumed to have buffers for

temporarily storing their received packets. As a benefit of storing packets at the

RNs, the best hop typically has the highest signal-to-noise ratio (SNR) during

each time-slot (TS), which can be selected from the set of those hops that have

packets awaiting transmission in the buffer. A packet is then transmitted over

the highest-quality hop. The system model and an example of the hop-selection

procedure are described in Section 2.2.
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In Section 2.3, a decentralized MAC layer protocol was constructed for sup-

porting this buffer-aided transmission regime. There are three stages in this

protocol. In the first two stages, each node may assume the knowledge of the

buffer-fullness in its immediately adjacent nodes as well as the channel condi-

tion knowledge of the nearby nodes within one or two hops. In the third stage,

each node will broadcast different MAC layer control signals at specific time

instants based on both the above-mentioned buffer and channel knowledge, as

well as by exploiting the knowledge of both the hop index of this node and of

the previously received MAC layer control signals. Given this knowledge, the

‘best’ hop to be activated can be selected within less than (9 +L× Si) symbol

durations, where L is the total number of hops and Si is the channel quality

identifier. Physically this delay corresponds to the maximum MAC layer de-

lay. Note that the delay of the first transmission is significantly lower than the

maximum MAC layer delay.

In Section 2.4, the theoretical analysis of both the hop-by-hop and of the end-

to-end BER performance was provided, while assuming an infinite buffer. After

introducing the concept of buffer state, both the hop-by-hop and end-to-end

the BER performance was analyzed while relying on a finite buffer. Further-

more, the theoretical analysis of the outage performance was carried out, when

assuming that each hop experiences both propagation pathloss and indepen-

dent identically distributed (i.i.d) flat Rayleigh fading. Naturally, the associ-

ated performance improvement was achieved at the cost of an increased delay.

Therefore, the discussion of the associated delay is important. In Section 2.4.4,

the maximum delay, the minimum delay, the distribution of the delay and the

average delay of MHD transmission over MHLs was discussed. It can be seen

in Fig. 2.25 that the average delay increases with the number of hops and/or

the size of the buffer.

In Section 2.5, a number of numerical and simulation results are provided for

characterizing the BER, outage probability and delay performance. The re-

sults of Fig. 2.13 to Fig. 2.22 characterize the achievable performance of the

buffer-aided scheme and show that relying on multiple hops has the potential of

providing a significant diversity gain. In Section 2.4.4, an algorithm is proposed

for calculating the PMF of the delay associated with all discrete buffer states

of the system. The results of Fig. 2.13 to Fig. 2.22 show that the theoretical

analysis and the simulation results matched each other well.

• In Chapter 3, we investigated the transmission schemes that are similar to

those in Chapter 2. We assumed that each hop experiences both propagation

pathloss and independent but not necessarily identical distributed (i.n.i.d) flat
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Nakagami-m fading. In order to guarantee that the number of input packets

is the same as the number of output packets at each RN, we conceived a cu-

mulative distribution function based node-activation regime. Furthermore, the

modulation scheme used in Chapter 3 ranged from BPSK to MQAM.

In Section 3.3, the concept of the constellation-point to constellation-point tran-

sition matrix was defined on a hop-by-hop basis. Given this transition matrix

concept, the L-hop link may be interpreted as a single-hop system associated

with a specific transition matrix. Therefore, the end-to-end BER performance

associated with an infinite buffer was then obtained. Upon applying the concept

of buffer-state, the probability of the system operating in various diversity-order

modes can be determined. Thus, the end-to-end BER associated with a finite

buffer size can be calculated. Specifically, in Section 3.3.2, the approximate

buffer fullness expression were are provided for a mediocre-sized transition ma-

trix. Finally, the achievable diversity order was analyzed theoretically.

In Section 3.4, a number of numerical and simulation results were provided

for characterizing both the BER and the outage probability as well as the

diversity order. This analysis and the associated performance results show

that exploiting the independent fading of multiple hops results in a significant

diversity gain.

• In Chapter 4, we also comceived transmission schemes that are similar to those

studied in Chapters 2 and 3. We assumed that each hop experiences both propa-

gation pathloss and independent identically distributed (i.i.d) flat Nakagami-m

fading. Since adaptive modulation was employed, the number of bits in each

time slot was affected both by the channel quality and the buffer fullness. Dur-

ing each time-slot (TS), the criterion used for activating a specific hop was that

of transmitting the highest possible number of bits (packets). When more than

one hops are capable of transmitting the same number of bits, the particular

hop having the highest channel quality (reliability) was activated. Hence we re-

ferred to this regime as the Maximum Throughput Adaptive Rate Transmission

(MTART) scheme.

In Section 4.3, a decentralized MAC-layer protocol was constructed, which was

similar to the protocol conceived in Section 2.3 for supporting this adaptive

modulation assisted and buffer-aided transmission regime. There are three

stages in this protocol. The first two stages are the same as the corresponding

stages in Section 2.3, while in the third stage, two basic processes have been

discussed, including both the cases of successful and unsuccessful access. Then

a decentralized MAC layer algorithm was designed for finding the activated

hop based on these two basic processes.
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In Section 4.4, the principle of MTART was detailed. Then both the PDF and

CDF of the activated channel’s SNR was derived for a two-hop link, followed

by the derivation of the PDF of the activated channel’s SNR in an L hop link.

These discussions did not consider any specific fading channel. Hence, as a fur-

ther advance, Nakagami-m fading channels were considered in Section 4.5. The

single-hop BER, the buffer state transition matrix, the achievable throughput,

the exact end-to-end BER, the outage probability as well as the bandwidth-

efficiency were discussed in Section 4.5.8 to Section 4.5.9, respectively.

Finally, the results of Fig. 4.11 in Section 4.6 characterize the outage proba-

bility. The PMF of the delay as well as the throughput and the bandwidth-

efficiency was characterized from Fig. 4.13 to Fig. 4.15. Compared to the

conventional adaptive modulation scheme, the MTART scheme has a 3dB gain

across a large range of SNRs.

• In Chapter 5, a buffer-aided opportunistic routing scheme was proposed, which

combines the benefits of both opportunistic routing and of multihop diversity

aided transmissions. A Buffer-aided Three-node Network (B3NN) composed of

a Source Node (SN), a buffer-aided Relay Node (RN) and a Destination Node

(DN) was studied. When applying opportunistic routing, each packet is trans-

mitted from the SN to the DN either directly or indirectly via the RN, depend-

ing on the instantaneous channel qualities. In MHD assisted transmission, the

RN is capable of temporarily storing the received packets, which facilitates the

flexible activation of the channels. In Section 5.3, a specific MAC layer protocol

was proposed for this routing scheme applied in our B3NN. The corresponding

channel activation criterion was detailed in Section 5.4. Then, in Section 5.5

and Section 5.6 the three channels were characterized with the aid of a three-

dimensional (3D) Transmission Activation Probability Space (TAPS), which

is divided into four regions, representing each of the three channels’ quality,

plus an outage region. In a specific time slot (TS), the instantaneous Channel

Quality (CQ) values may be directly mapped to a particular point in this 3D

channel space. The buffer-aided opportunistic routing scheme then relies on

the specific position of this point for selecting the most appropriate channel for

its transmission. The energy consumption and the outage probability of this

scheme were also investigated and the PMF of the delay was derived in Section

5.8 for transmission in this network. The results of Section 5.9 demonstrate

that both the energy consumption and the OP were significantly reduced.
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6.2 Design Guildlines

In general, three basic design steps may be identified, when designing a buffer-aided

transmission system, which are:

1) Determining the design specifications, such as the required BER performance,

outage probability, energy consumption, the tolerable delay etc. We may opt for

maintaining a single-target specification or multiple-target specifications.

2) Determining the physical layer components.

3) Determining the algorithmic parameters based on theoretical analysis.

Let us now detail these design steps as follows:

• In a buffer-aided transmission system, the design targets specifications play a

crucial role in the design process. The fundamental design targets of the system

model mentioned in Chapters 2 and 3 are the BER performance and the outage

probability. By contrast, the design targets of the system model considered

in Chapter 4 are the outage probability and throughput specifications while

simultaneously meeting a specific BER constraint. In contrast to the previous

chapters, in Chapter 5 the design target is that of meeting the end-to-end

expected energy consumption specification. However, the integrity of a link

may only be improved at the cost of a reduced throughput or increased delay

as well as complexity. For example, a tradeoff has to be struck between the

energy consumption and outage probability.

• The number of relays is one of the most important design issues. Given a

specific number of relays, all the properties of the system can be analytically

calculated. The required number of relays may then be found based on these

calculations.

• The pathloss factor α heavily affects the attainable performance. Practically,

the typical values of α range from 2 to 6. When this value is even higher, the

system may choose a specific hop spanning a shorter distance. By contrast,

when α is lower, the system may opt for a hop spanning a longer distance.

The probability of direct transmission in a buffer-aided opportunistic routing

network may decrease upon encountering higher values of α. The comparison

of these results as a function of α may be found in Sections 2.5 and 3.4.

• The distance of each hop may be similar or dissimilar. Even if the length of

each hop is different, which results in different channel qualities, the number of

input packets/bits has to be the same as the number of output packets/bits of a

RN. In order to satisfy this constraint, there are two possible solutions, namely
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the employment of power control and that of our non-linear channel space

division concept. Accurate power control allows each hop to have the same

average receiver SNR, which guarantees the fulfillment of the above-mentioned

main constraint. By contrast, the non-linear channel space division concept of

Secion 5.1 may also be applied. The channel space is divided into (l+1) regions,

where l is the channel index and the extra region is the outage region. For a

specific time slot, the instantaneous channel quality value maps to a particular

point in the channel space and the corresponding hop can be activated or an

outage occurs. One of the main disadvantages of this predetermined channel

space division is its high complexity. However, all the calculations may also

be carried out off-line to find the required parameters. Specific solutions were

proposed in Section 2.2, 5.5 and 5.6.

• Diverse fading types may be considered. The Rayleigh fading channel model

is widely used in wireless research for non-line-of-sight scenarios. By contrast,

the Nakagami-m model associated with a parameter m is capable of accurately

modelling diverse fading channels. However, the m parameter of each hop

may be different. Therefore, the above-mentioned main constraint may not

be satisfied. In order to deal with this problem, a CDF-based link-activation

solution was proposed in Section 3.1, where the link-activation regime relies on

the highest CDF-SNR ordinate value amongst all the available hops.

• Furthermore, having considered the factors influencing the design of the physi-

cal layer, we have to proceed by characterizing the influence of the MAC layer in

our buffer-aided transmission design, whilst relying on the instantaneous chan-

nel and buffer fullness knowledge. This MAC layer protocol can be a centralized

protocol or a decentralized protocol. However, using a decentralized protocol is

significantly more practical. The design of this decentralized protocol may have

three stages. In the first two stages, each node broadcasts both its own pilot

and its buffer-fullness knowledge within its transmission range. By the end of

the second stage each node would have acquired both the channel knowledge

and the buffer-fullness knowledge of its contactable neighbour nodes. In the

third stage, each receiver node calculates the cost of activating the correspond-

ing channel and the channel having the highest SNR/CDF or lowest end-to-end

energy consumption has priority to be activated. In this process, an activated

node may commerce its transmission and changes the state/knowledge of the

nodes in its vicinity. Upon carrying out this process, all possible transmissions

can be picked up one by one and interference free transmissions can be set up

simultaneously. A beneficial MAC layer protocol was proposed in Section 2.3

for buffer-aided transmission.
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• Additionally, adaptive modulation and coding (AMC) may be invoked both for

increasing the throughput and for reducing the BER or PER. Both the physical

layer and the upper-layer specifications have to be satisfied, therefore both the

modulation scheme and the code rate should be carefully selected. Combining

the concept of buffer-aided transmission and AMC was proposed in Section 4.1.

• Maintaining a low end-to-end packet delay is another important design target

for near-real-time services, such as lip-synchronized video-telephony, where a

high end-to-end delay may become intolerable. Hence the distribution of packet

delay was also analyzed. In Chapters 2 and 3, this distribution was expressed by

an analytic formula, while in Chapters 4 and 5 this distribution was estimated

by an algorithm.

6.3 Future Research

A number of topics related to buffer-aided transmission require further study, relying

on the research reported in this thesis and in its references. Further studies may be

classified, as theoretical (group A) and application-oriented investigations (group B).

A1: Tradeoff Between the Delay and the BER/Outage

Probability/Energy consumption

As mentioned in Chapters 2-5 and in [202], the BER/outage probability/energy con-

sumption may be improved upon increasing the packet delay. Three aspects related

to this trade-off should be made clear: the factors affecting the delay, the metric of

quantifying the delay and the general principles of designing a buffer-aided system.

It is plausible that the delay is increased, by a system invoking a higher number of

hops as well as buffer-aided channel activation. Hence the associated design trade-offs

have to be studied.

6.3.1 A1: Multi-user Transmissions

As mentioned in Chapters 2 and 4, the related MHD-MAC layer protocol requires

both sophisticated interference management and power control. Naturally, multi-

user transmission increases the system’s total throughput at the cost of deteriorating

its BER/outage probability performance. This is another tradeoff, which should be

further studied.

6.3.2 A2: Outdated CSI

Our buffer-aided transmission scheme relies on local/global channel quality informa-

tion. Although the corresponding MAC layer protocols are described in Chapter 2
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and Chapter 4, the channel information becomes outdated during the channel selec-

tion/transmission procedure. Hence, the system’s sensitivity to outdated CSI has to

be mitigated with the aid of channel prediction techniques.

6.3.3 A3: Channel Coding

A buffer-aided system relying on a specific coding scheme was studied in [201]. It was

observed that the packet error ratio may become vanishingly low, when the receiver’s

SNR is higher than a threshold for a specific type of channel coding. This performance

enhancement was also exploited in Chapter 5. However, there are numerous channel

coding families. Hence it is worth investigating the impact of the PER versus SNR

relationship of different coding schemes.

6.3.4 A4: The Traffic Generation Model

The assumptions stipulated in this thesis entail that the source node has an infinite

amount of data to transmit. However, the source data may obey some specific dis-

tribution, such as Possion distribution, which is commonly used in the research of

wireless sensor networks, for example.

6.3.5 B1: Interference Cancellation

Let us now consider the potential applications of buffer-aided transmissions. In this

section we focus our attention on the principle of interference cancellation based on

using a buffer in a link. Here, we only introduce the transmission scheme and the

MAC-layer protocol of a simple three-hop link.

Our protocol is based on the following assumptions. Consider the three-hop link

shown in Fig. 6.1, where the nodes are indexed from the SN to DN as node 0, node

1 · · · node 3. Each of the four nodes is aware of its own index, which indicates its

relative position within the link. We assume that the transmission range of a node is

at most one hop, i.e. a node can only communicate with its pair of adjacent nodes.

By contrast, the interference range of a node is assumed to be at most four hops,

implying that a transmitted signal may affect all nodes in the link.

Based on the above assumptions, let us now describe a beneficial transmission

scheme and MAC-layer protocol. Let us commence with the introduction of the

MAC layer protocol shown in Fig. 6.1. The nodes having an even index are activated

in odd time slots, while the nodes with odd index are activated in even time slots,

as long as at least one packet is ready for transmission in the buffer. According to

this policy, we activate the specific nodes within the interference range of the others.
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Figure 6.1: Transmission Scheme and the MAC Layer Protocol for Three-Hops.

However, in order to cancel the interference, the instantaneous channel quality of

each link is required.

A possible solution that would satisfy this requirement is that: within the ith,

i = 0, 1, 2, symbol duration of an odd time slot, the nodes having a position index

obeying (2i+6j), j = 0, 1, . . . and 2i+6j ≤ L = 4, broadcast their pilot signals. After

receiving the pilot signal, all nodes having an odd index will be in possession of the

CSI of all channels having an even index within the interference range. Conversely,

within the ith, i = 0, 1, 2, symbol duration of an even time slot, the nodes having a

position index obeying (1 + 2i+ 6j), j = 0, 1, . . . and 1 + 2i+ 6j ≤ L = 4, broadcast

their pilot signals. After receiving the pilot signal, all nodes associated with an

even index have the CSI of all channels of the nodes with an odd index within the

interference range.

Having acquired the CSI, the nodes store this, which may be used during inter-

ference cancellation within each time slot.

Following the description of the MAC layer protocol, we propose an appropriate

transmission scheme operating on a time-slot by time-slot basis. In TS1, only the

SN is activated to transmit the signal x0 to R1. Then in TS2, R1 transmits x0 to

R2. In TS3, both SN and R2 are activated, which imposes interference. As shown

in Fig. 6.1, R1 received the desired signal x1 from SN and the interference x0 from
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R2, yielding,

y1(TS3) = x1h01(TS3) + x0h12(TS3) + n, (6.1)

where R1 already knows both x0 and h12(TS2). Hence x0h12(TS2) can be cancelled.

On the other hand, the signal received at DN is

y3(TS3) = x0h23(TS3) + x1h03(TS3) + n, (6.2)

where DN already knows h23(TS3). However, DN does not know x1 during this time

slot. The signal received by the DN is x0, contaminated by the interference imposed

by x1, which can be written as x0Ix1, where ”I” represents the interference. During

this TS, DN then stores both h03(TS3) and x0Ix1.

During TS3, only R1 is activated and x1 is transmitted to R2. In TS4, all the

actions are the same as in TS2 and DN receives x1Ix2. Let us consider x1Ix2 as x1

and substitute this x1 into (6.2). Then the interference x1h03(TS3) can be cancelled

and DN receives x0 without any interference.

6.3.6 B3: Buffer-aided Transmission Relying on OR in a Large Network

In Chapter 5, the exact theoretical analysis of buffer-aided transmission relying on

opportunistic routing in a three-node network was provided. However, in practice a

larger network has to be considered.

Let us assume that all the assumptions are the same as in Chapter 5. Based

on these assumptions, let us introduce the new concept of ”energy-distance” (Ē)

as detailed in [201]. Explicitly, the energy-distance of node i (Ēi) is defined as the

expected energy consumption, when node i transmits a packet to DN. Naturally, we

have ĒDN = 0. Then a large network may be described based on the following four

stages.

1, In stage one, the order of energy distance is determined for each node. Note

that this may not be the final order. We also assume that a packet can only be

transmitted from a node associated with a higher energy-distance to a node having a

lower energy-distance from the DN, implying that transmissions are always directed

towards DN.

2, In stage two, all required parameters have to be obtained. Theoretically, the

system activates the specific hop associated with the minimum expected end-to-end

energy consumption. For a specific hop spanning from node i to node j, this energy
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consumption study requires the determination of: a) the expected energy consump-

tion of transmitting from the SN to node i, which is ĒSN -Ēi; b) the instantaneous

energy consumption of this hop, which is inversely proportional to the instantaneous

channel gain γi,j; c) the expected energy consumption of transmitting from the SN

to node i which is Ēj; d) a compensation factor Effei,j, which guarantees that the

stability constraint is satisfied, namely that the number of input packets and output

packets is the sameat each RN. It can be shown that the number of equations to be

solved is the same as the number of unknowns, including Ē and Effe. A practical

iterative algorithm may also be conceived for finding all the required parameters.

In stage three, having determined the above-mentioned parameters, simulation

results will be generated for confirming the theoretical analysis, including the outage

probability and the PMF of the packet delay as a function of the buffer-size of each

node.

Finally, a specific MAC layer protocol will be conceived, which may be similar

to that of Section 4.3, containing three stages: broadcasting the pilots, broadcasting

the buffer fullness as detailed in Section 4.3 and the ‘clear-to-send’ message based on

the expected end-to-end energy consumption of each hop.



Glossary

3D Three-dimensional.

AF Amplify-and-Forward.
AMC Adaptive Modulation and Coding.
AoD Average Outage Duration.
AQAM Adaptive Modulation.
ARDO Asymptotical Relative Diversity Order.
ARQ Automatic Repeat reQuest.

B3NN Buffer-aided Three-node Network.
BER Bit Error Ratio.
BF Buffer Fullness.
BICM Bit-Interleaved Coded Modulation.
BOR Buffer-aided Opportunistic Routing.
BPSK Binary Phase-Shift Keying.
BS Base Station.

CCU Central Control Unit.
CDF Cumulative Distribution Function.
CFT Clear for transmission.
CQ Channel Quality.
CSI Channel Side Information.

DARPA Defense Advanced Research Project Agency.
DCMC Discrete input Continuous output Memoryless

Channel.
DF Decode-and-Forward.
DN Destination Node.
DO Diversity Order.
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DS-CDMA Direct-sequence Code Division Multiple Access.

E2E End-to-End.
EGC Equal Gain Combining.
ExOR Extremely Opportunistic Routing.

GG Generalized Gamma.
GSC Generalized Selection Combining.

HIPERLAN High Performance Radio LAN.
HOS Higher Order Statistics.

i.i.d Independent and identically distributed.
i.n.i.d Independent and non-identically distributed.

MAC Media Access Control.
MC-CDMA Multicarrier Code Division Multiple Access.
MGF Moment-Generating Function.
MHD Multihop Diversity.
MHL Multihop Link.
MHLN Multihop Lattice Networks.
MIMO Multiple-Input Multiple-Output.
MPSK M-ary Phase Shift Keying.
MQAM M-ary Quadrature Amplitude Modulation.
MRC Maximal Ratio Combining.
MSTM Markov State Transition Matrix.
MTART Maximum Throughput Adaptive Rate Transmis-

sion.

OP Outage Probability.
OR Opportunistic Routing.
OSTBC Orthogonal Space-Time Block Code.

PA Power Allocation.
PAM Pulse Amplitude Modulation.
PDF Probability Density Function.
PEC Packet-Energy-Consumption.
PER Packet Error Ratio.
PMF Probability Mass Function.
PR Potential Rate.



Glossary 185

PRR Potential Rate at the Receiver.
PRT Potential Rate at the Transmitter.

QoS Quality of Service.
QPSK Quadrature Phase Shift Keying.

RFT Request for transmission.
RNs Relay Nodes.

SC Single Selective.
SD Symbol Duration.
SER Symbol Error Ratio.
SF Store-and-Forward.
SISO Single Input Single Output.
SN Source Node.
SNR Signal to Noise Ratio.
SSC Switch Single Selective.
STBC Space-Time Block Code.

TAPS Transmission Activation Probability Space.
TS Time Slot.

UWB Ultra-Wide-Band.
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