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Abstract—The resource-allocation (RA) problems of mobile terminals (MTs) are investigated in a heterogeneous wireless network, where both a visible light communication system and an RF femtocell system are deployed in a room. We consider diverse quality-of-service requirements in terms of the data rate, fairness, and statistical delay requirements. Inspired by the concept of effective capacity, we formulate our optimization problems applying \( \alpha \)-proportional fairness while satisfying specific statistical delay constraints. Two types of MTs, namely, multihoming MTs and multimode MTs, are considered, where multihoming MTs have the capability of aggregating resources from different networks, whereas the multimode MTs always select a single network for their connection. Our optimization procedure solves the RA problem for multihoming MTs with the aid of a decentralized algorithm. By contrast, our optimization problem involves both network selection and RA probability optimization for multimode MTs, which may be regarded as a mixed-integer nonlinear problem. Since this problem is computationally intractable, a suboptimal decentralized method is proposed for solving it. Simulation results are also presented for clarifying the performance of the proposed algorithm. It is shown that the multimode MTs are capable of achieving similar performance to that of the multihoming MTs when the statistical delay requirements are loose. However, as expected, the multihoming MTs attain a better performance when we tighten the delay requirements.
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I. INTRODUCTION

Next-generation wireless networks are expected to be heterogeneous, integrating diverse radio access technologies (RAT) such as UMTS Terrestrial Radio Access Networks (UTRAN), GSM/EDGE Radio Access and Network (GERAN) [1], Wireless Local Area Network (WLAN) as well as millimeter-wave and possibly Visible Light Communications (VLC) networks [2], [3]. All the above networks have a coverage area overlapping with one another, hence forming a hybrid network for wireless access, which is typically termed as a heterogeneous network (HetNet). A heterogeneous cellular system may consist of regular macro-cell base stations (BS) that typically transmit at a high power level and overlaid pico-cells, femtocells as well as relays, which transmit at substantially lower power levels [4].

Indoor cells may also form part of a HetNet. Femtocells have the potential of providing high-quality network access for indoor users at a low cost [5], [6]. As another recent addition to the wireless landscape, optical wireless systems using visible light exhibit several advantages, including license-free operation, immunity to electro-magnetic interference, network security and a high bandwidth potential [7]. The optical access point is referred to as an attocell in [3] However, the performance of VLC systems is degraded in the absence of line-of-sight (LOS) propagation. Hence we may combine VLC with a complementary network for providing a seamless data service. An optical attocell not only improves indoor coverage, it is able to enhance the capacity of the RF wireless networks, since it does not generate any additional interference. In this paper, we consider an indoor scenario, where a VLC system is combined with a classic RF femtocell system [8] and investigate the associated resource allocation (RA) problems.

For a HetNet, an important component of the integrated architecture is its radio resource management (RRM) mechanism. To access the Internet through a HetNet, the terminals such as laptops and cellphones are usually equipped with multiple wireless access network interfaces. There are two basic types of terminals. The conventional multi-mode mobile terminals are unable to support IP mobility or multi-homing. Hence, these multi-mode terminals typically opt for the specific network providing the best radio-coverage. By contrast, the family of more sophisticated terminals is equipped with IP-based mobility and multi-homing functionalities, which have the capability of aggregating radio resources from different networks. Numerous contributions have studied the RA problem in a HetNet scenario [9]–[12]. Multi-homing RA mechanisms are studied in [9], which allocate the radio bandwidth to different tele-traffic types based on the specific utility of the service supported. However, this required a central resource manager for controlling the RA process. On the other hand, the authors of [10]–[12] propose a distributed algorithm for solving the RA problem. However, these contributions only focus on maximizing the data rate, while the quality-of-service (QoS) requirements formulated in terms of the delay requirements of mobile terminals were not
considered in these contributions. Furthermore, these contributions considered a pure RF HetNet model, while our paper considered the RA problem of a combined VLC and RF Femtocell HetNet.

Future broadband wireless networks are expected to support a wide variety of communication services having diverse QoS requirements. Applications such as voice transmission as well as real-time lip-synchronized video streaming are delay-sensitive and they require a minimum guaranteed throughput. On the other hand, applications such as file transfer and email services are relatively delay-tolerant. As a result, it is important to consider the delay as a performance metric in addition to the classic Physical (PHY) layer performance metric in cross-layer optimization. Diverse approaches may be conceived for delay-aware resource control in wireless networks [13]–[19]. For example, the average delay-constraint may be converted into an equivalent average rate-constraint using the large deviation theory approach of [13]–[17]. In order to satisfy the QoS requirements, we apply the effective capacity [13] based approach for deriving the optimal RA algorithm, which guarantees meeting the statistical delay target of HetNets.

A. Main Contributions

In this paper, we address the optimal RA in the DL of a HetNet, while meeting both the bit rate and statistical delay targets of delay-sensitive traffic. The contributions of this paper are summarized as follows:

- We consider an indoor scenario, where a combined VLC attocell and RF femtocell system is employed for providing indoor coverage. For a given position of the mobile terminal (MT), the received optical power of a MT is constituted by the sum of the direct LOS optical power and of the first reflected optical power. Hence the resultant VLC channel has two different rates, a higher one for the non-blocked LOS channel-scenario, and a reduced rate in the blocked LOS channel-scenario, when only the reflected ray is received. The RF channel is modeled as a classic Rayleigh fading channel. We investigate the VLC vs. RF activation and RA problem in this HetNet scenario.

- A limited-delay RA problem is formulated for the indoor HetNet considered. In contrast to the RA solutions of [11], [12], [15], [16], we apply the effective capacity approach of [13] for converting the statistical delay constraints into equivalent average rate constraints. Furthermore, we formulate our fairness-problem as an $\alpha$-proportional fairness utility function, as defined in [20]–[23].

- Our RA problem is formulated as a non-linear programming (NLP) problem for the multi-homing MTs. We show mathematically that this NLP problem is concave with respect to the RA probability matrix $\beta$, which hence can be solved by convex optimization techniques, such as the barrier method of [24]. A distributed algorithm using the dual decomposition approach of [25] is proposed for RA in HetNets. It is demonstrated that this distributed algorithm approaches the optimal solution within a low number of iterations, where the optimal solution is found by a centralized controller.

- We also demonstrate that the RA problem is formulated as a mixed-integer non-linear programming (MINLP) problem for multi-mode MTs, which is mathematically intractable. In order to make the problem more tractable, a relaxation of the integer variables is introduced. Then, we formally prove that the relaxed problem is concave with respect to both the relaxed network selection matrix $x$ and to the RA probability matrix $\beta$. Finally, a distributed algorithm is conceived using the dual decomposition approach for RA in our HetNet for the specific family of MTs having a multi-mode capability, but no multi-homing facility.

The paper is organized as follows. In Section II, we describe our system model, including both the VLC and the RF femtocell system. The formulation of our RA problems for both multi-homing MTs and multi-mode MTs is described in Section III. The proposed distributed algorithms are outlined in Section IV. Finally, our results are provided in Section V and our conclusions are offered in Section VI. The notations used in the paper are summarized in Table I.
II. SYSTEM MODEL

We consider a heterogeneous indoor network, where a combined VLC and a RF femtocell network are employed in a room. We denote the network set as: \( M = \{1, 2\} \), where \( m = 1 \) and \( m = 2 \) represent the VLC and the RF femtocell network, respectively. It is assumed that both the VLC and the RF femtocell system are supported either by an optical fiber or powerline backbone for exchanging their roaming-related signaling information, which is unproblematic in a indoor scenario.

The set of MTs located or roaming in the indoor region is denoted by \( N = \{1, \ldots, n, \ldots, N\} \). We assume that the \( N \) MTs are uniformly distributed in the room. Each MT for \( n \in N \), is capable of accessing both the VLC and the femtocell network with the same priority. Again, we consider two types of MTs, namely multi-mode MTs and multi-homing MTs. Again, the multi-mode MTs are assigned to a single network at a time, hence each multi-mode MT has to appropriately set its network selection index \( x_{m,n} \), where \( x_{m,n} = \{0\} \) indicates whether the MT \( n \) is assigned to the network \( m \). By contrast, for the multi-homing MTs, both the VLC and the femtocell provide resource blocks simultaneously. We denote the instantaneous transmission probability of the network \( m \) transmitting to MT \( n \) as \( \beta_{m,n} \). Furthermore, we use \( x \) and \( \beta \) to represent the network assignment matrix and RA probability matrix, respectively. The achievable throughput of MT \( n \) supported by network \( m \) is expressed as: \( \beta_{m,n} r_{m,n} \), where \( r_{m,n} \) denotes the instantaneous transmission bit rate in the DL of network \( m \) to MT \( n \). The VLC system has a rather different transceiver model and channel model than the traditional RF communication networks. We will now briefly introduce the achievable instantaneous transmission bit rate of both the VLC and of the RF femtocell network.

A. VLC Using LED Lights

A typical 2D-indoor VLC system using LED lights is illustrated in Fig. 1, where the LED lights are uniformly distributed on the ceiling of the room. Let us assume that \( \psi_{ir} \) is the angle of irradiation of the LED lights, \( \psi_{in} \) is the angle of incidence, and \( D_d \) is the distance between a transmitter and a receiver. In an optical link, the channel’s direct current (DC) gain on directed path is given by [26]:

\[
H(0) = \begin{cases} 
\frac{(l+1)\Delta T_s}{2\pi D_d^2} G, & \text{if } \psi_{in} \leq \Psi_c, \\
0, & \text{if } \psi_{in} > \Psi_c,
\end{cases}
\]

(1)

where \( l \) is the order of Lambertian emission, which is given by the semi-angle \( \phi_{1/2} \) at half illumination of an LED as \( l = \frac{\ln 2}{\ln(\cos \phi_{1/2})} \). Furthermore, \( A \) is the physical area of the photodetector (PD), \( T_s \) is the gain of the optical filter used, and \( \Psi_c \) denotes the width of the field of view (FOV) at the receiver. Owing to the obstructions, the LOS propagation of the VLC system might be blocked. Here, the random variable \( \kappa \) denotes the VLC LOS blocking event. This event is random and unpredictable. Here we assume that the event obeys the Bernoulli distribution, which indicates whether the VLC LOS reception is blocked or not. Its probability mass function may be expressed as:

\[
f(\kappa) = \begin{cases} 
1 - p, & \text{if } \kappa = 1 \\
p, & \text{if } \kappa = 0
\end{cases}
\]

(2)

where \( p \) denotes the VLC LOS blocking probability. Equation (1) indicates that once the angle of irradiation of a receiver is higher than the Field of View (FOV), the receiver’s LOS would be blocked. We assume that \( G = \cos^2(\psi_{ir})g(\psi_{in})\cos(\psi_{in}) \), where \( g(\psi_{in}) \) is the gain of an optical concentrator [27] and can be characterized as [28]:

\[
g(\psi_{in}) = \begin{cases} 
\frac{\rho^2}{\sin^2 \Psi_c}, & \text{if } \psi_{in} \leq \Psi_c, \\
0, & \text{if } \psi_{in} > \Psi_c
\end{cases}
\]

(3)

Apart from the VLC LOS reception, the MTs may also receive the VLC reflected path owing to the wall. The received optical power is given by the channel’s DC gain on the direct LOS path \( H_d(0) \) and reflected path \( H_{ref}(0) \), which may be written as:

\[
P_r = \sum_{i=1}^{\text{LEDS}} \left[ P_t H_d(0) + \int_{\text{walls}} P_t dH_{ref}(0) \right],
\]

(4)

where \( P_t \) and \( P_r \) denotes the transmitted and received optical power, respectively. The channel DC gain on the first reflection \( dH_{ref}(0) \) is given by [27]:

\[
dH_{ref}(0) = \begin{cases} 
\frac{(l+1)\Delta T_s}{2\pi D_1^2 D_2^2} \mathcal{J}GdA_{\text{wall}}, & \text{if } \psi_{in} \leq \Psi_c, \\
0, & \text{if } \psi_{in} > \Psi_c
\end{cases}
\]

(5)

where \( D_1 \) is the distance between an LED light and a reflecting surface, \( D_2 \) denotes the distance between a reflective point and a MT receiver, \( \rho \) is the reflectance factor, whilst \( dA_{\text{wall}} \) is a small reflective area. Furthermore, we assume that \( \mathcal{J} = \cos(\omega_1) \cos(\omega_2) \), where \( \omega_1 \) and \( \omega_2 \) denote the angle of irradiance to a reflective point and the angle of irradiance to a MT’s receiver, respectively.

The dominant noise contribution is assumed to be the shot noise due to ambient light from windows. We also take thermal noise into account. Hence, the receiver filter’s output contains Gaussian noise having a total variance of \( \sigma_{\text{VLC}}^2 \) given by the
be the received SNR discrepancy from the continuous input memoryless channel’s capacity at the target BER, which is given by: $\Pi = -\frac{1}{1.5} \log(5\text{BER})$ [29]. Furthermore, $A_f$ is a constant that depends on the carrier frequency $f_c$, $d$ denotes the distance of this link, while $\iota$ is the pathloss exponent and finally, $h$ is the Rayleigh-distributed channel gain. Let us define the receiver’s SNR in the DL of the femtocell to MT $n$ as $\gamma_{2,n}$, which is given by:

$$\gamma_{2,n} = \frac{P_f}{\sigma^2} A_f d^{-\iota} h,$$

where $\sigma^2$ denotes the variance of the AWGN. The probability density function (PDF) of the SNR $\gamma_{2,n}$ of a Rayleigh-channel obeys the exponential-distribution of:

$$f_{\gamma_{2,n}}(x) = \frac{1}{\Gamma} e^{-\frac{x}{\Gamma}}$$

C. Effective Capacity

In next-generation networks, it is essential to consider a range of QoS metrics, such as the achievable data rate, the tolerable delay and the delay-violation probability. During the early 90’s, statistical QoS guarantees have been extensively studied in the context of effective bandwidth theory of [30]–[32]. The theory states that for a dynamic queuing system having stationary ergodic arrival and service processes, the probability of exceeding a certain queue length decays exponentially. Inspired by the effective bandwidth theory, the authors of [13] proposed a link-layer metric termed as the effective capacity, which characterizes the effect of delay on the system. Owing to its advantages, the effective capacity has been widely adopted [13]–[17] for studying the steady-state delay-violation probability. According to [13], for a dynamic queuing system where the arrival and service processes are stationary and ergodic, the probability that the queue length $D(t)$ at an instant $t$ of a service exceeds the maximum tolerable delay bound $D_{\text{max}}$ is given by:

$$P_r(D(t) \geq D_{\text{max}}) \approx \gamma(t) e^{-\theta D_{\text{max}}},$$

where $\gamma(t) = P_r(D(t) \geq 0)$ is the probability that the transmission queuing buffer is non-empty at a randomly selected instant $t$. Note from (15) that $\theta \geq 0$ is a crucial parameter, directly characterizing the exponential decaying rate of the probability that the delay exceeds $D_{\text{max}}$. As a result, $\theta$ may be referred to as delay-related QoS exponent of a connection.

The effective capacity may also be interpreted as the maximum constant packet-arrival rate that the system is capable of supporting, without violating a given delay-related QoS requirement indicated by the QoS exponent $\theta$. For uncorrelated block fading channels wherein the service process is uncorrelated, the effective capacity is defined as [13], [33]:

$$\Delta(\theta) = -\frac{1}{\theta} \ln \mathbb{E}[\exp(-\theta r)],$$

where $\mathbb{E}(\cdot)$ is the expectation operator and $r$ denotes the throughput.

---

\[^2\]Since we may not be able to guarantee line of sight transmission for the RF femtocell system, here we consider the worst-case scenario, where the DL channel of the RF femtocell system is modeled as the widely used Rayleigh channel.
1) Effective Capacity of VLC: Given the position of a MT $n$, if the angle of irradiation of a receiver is higher than the FOV, the effective capacity of VLC $\Delta_{1,n}$ is equal to 0. However, if the angle of irradiation of a receiver is lower than the FOV, the instantaneous transmission rate $r_{1,n}$ obeys a Bernoulli distribution, with the probability mass function of:

$$f(r_{1,n}) = \begin{cases} 1-p, & \text{if } r_{1,n} = R_{1,n} \\ p, & \text{if } r_{1,n} = R_{2,n} \end{cases}$$

(17)

where $R_{1,n}$ and $R_{2,n}$ denote the achievable transmission rate from VLC system to MT $n$ with and without VLC LOS reception, respectively. As a result, the VLC transmission channel is modeled as a two-rates channel.

Based on the above discussions, the VLC system’s effective capacity, which is again the maximum constant packet-arrival rate that the service is capable of supporting under the statistical delay limit of the MT $n$ specified by $\theta_n$, may be expressed as:

$$\Delta_{1,n} = \begin{cases} -\frac{1}{\theta_n} \ln \frac{Q}{\theta_c}, & \text{if } \psi_{in} \leq \psi_c \\ 0, & \text{if } \psi_{in} > \psi_c \end{cases}$$

(18)

where we have $Q = pe^{-\theta_n \beta_1 R_{2,n}} + (1-p)e^{-\theta_n \beta_1 R_{1,n}}$.

2) Effective Capacity of the RF Femtocell: According to (12), (14), and (16), the effective capacity of the RF femtocell system to MT $n$ is given by:

$$\Delta_{2,n} = -\frac{1}{\theta_n} \ln \frac{\int_0^\infty e^{-\theta_n \beta_2 R_{2,n} f_{R_{2,n}}(x)} dx}{\int_0^\infty e^{-\theta_n \beta_2 R_{2,n} f_{R_{2,n}}(x)} dx}$$

$$= -\frac{1}{\theta_n} \ln \left[ \frac{1}{\Gamma} \int_0^\infty (1 + x) e^{-\theta_n \beta_2 R_{2,n} f_{R_{2,n}}(x)} dx \right]$$

$$= -\frac{1}{\theta_n} \ln \left( \frac{\beta_2 R_{2,n} f_{R_{2,n}}(x)}{2 \ln 2} \right)$$

$$= \frac{\beta_2 R_{2,n} f_{R_{2,n}}(x)}{2 \ln 2} \ln \frac{1}{\theta_n} \ln \frac{\beta_2 R_{2,n} f_{R_{2,n}}(x)}{2 \ln 2}$$

(19)

where $\Gamma = W_{\frac{\theta_n \beta_2 R_{2,n} f_{R_{2,n}}(x)}{2 \ln 2}}$, and $\Gamma(x)$ represents the Whittaker functions [34].

Note from the (18) and (19), the effective capacity of the network $m$ to MT $n$ is the function of $\beta_{m,n}$. In the following sections, we will use $\Delta_{m,n}$ to represent $\Delta_{m,n}(\beta_{m,n})$.

III. Problem Formulation

In this section, the RA problem formulation is presented for both multi-homing MTs and multi-mode MTs in the indoor HetNet considered. Let us now adopt a utility function based perspective, assuming that the MT $n$ obtains utility $U_{m,n}(\beta_{m,n})$ from network $m$.

A. Utility Function: $\alpha$-Proportional Fairness Approach

In this paper, we consider the RA problem under the consideration of the concept fairness. The mathematical concept of fairness is formulated as an optimization problem. The fairness optimization problem may be interpreted as a throughput maximization problem [35], as a max–min fairness problem [35] and as a proportional fairness problem [36]. Here a generic fairness notion referred to $\alpha$-proportional fairness [20]–[23] is introduced, which embodies a number of fairness concepts, including the above-mentioned three problems by appropriately adjusting the values of the parameter $\alpha$. We define the utility $U_{m,n}(\beta_{m,n})$ as:

$$U_{m,n}(\beta_{m,n}) = \varphi_\alpha(\Delta_{m,n}),$$

(20)

where $\varphi_\alpha(\cdot)$ denotes the $\alpha$-proportional fairness defined in [21], where $\varphi_\alpha(\cdot)$ is a monotonically increasing, strictly concave and continuously differentiable function, which may be expressed as:

$$\varphi_\alpha(x) = \begin{cases} \log(x), & \text{if } \alpha = 1 \\ \frac{x^{1-\alpha} - 1}{1-\alpha}, & \text{if } \alpha > 0, \alpha \neq 1 \end{cases}$$

(21)

We note that for different values of $\alpha$, maximizing our utility function $U_{m,n}(\beta_{m,n})$ reduces to several well-known fairness concepts. For example, the maximum effective capacity is achieved for $\alpha = 0$ [35], proportional fairness is achieved for $\alpha = 1$ [36] and max–min fairness [35] is obtained, when we have $\alpha \to \infty$.

B. Problem Formulation for Multi-Homing MTs

When the MTs are capable of multi-homing, the RF and the VLC networks may allocate resource blocks for simultaneously supporting the MTs. We set out to maximize the overall effective capacity of all indoor MTs. As a result, the corresponding RA problem may be formulated as:

Problem 1 : maximize $\beta \sum_{m \in M} \varphi_\alpha \left( \sum_{n \in N} \Delta_{m,n} \right)$

subject to:

$$\sum_{n \in N} \Delta_{m,n} \geq R_m, \forall n \in N;$$

(23)

$$\sum_{n \in N} \beta_{m,n} \leq 1, \forall m \in M;$$

(24)

$$0 \leq \beta_{m,n} \leq 1.$$  

(25)

The effective capacity $\Delta_{1,n}$ of the VLC and $\Delta_{2,n}$ of the femtocell is given by (18) and (19), respectively. Physically, the constraint (23) ensures that the HetNet is capable of satisfying the bit-rate $R_m$ of the MT $n$, while the constraint (24) guarantees that the total transmission probability for each of the networks should always be less than 1. Finally, the constraint (25) describes the feasible region of the optimization variables.

Lemma 1: The RA problem described by (22)–(25) is a concave optimization problem.

Proof: See Appendix A.

While the Problem 1 of (22)–(25) may be solved in a centralized manner with the aid of a central resource manager, this is not a viable practical solution, when the available networks are operated by different service providers.

C. Problem Formulation for Multi-Mode MTs

When multi-mode MTs are considered, only a single network supports the MT at a time. Then, the RA problem may be formulated as that of maximizing the total utility $U_{m,n}(\beta_{m,n})$.
under the constraint of the QoS requirements expressed in terms of each MT’s overall effective capacity, fairness and delay as follows:

\[
\text{Problem 2 : } \max_{x, \beta} \sum_{n \in N} \varphi_n \left( \sum_{m \in M} x_{m,n} \Delta_{m,n} \right) \tag{26}
\]

subject to:

\[
\sum_{m \in M} x_{m,n} \Delta_{m,n} \geq R_n, \forall n \in N, \tag{27}
\]

\[
\sum_{n \in N} x_{m,n} \beta_{m,n} \leq 1, \forall m \in M, \tag{28}
\]

\[
\sum_{m \in M} x_{m,n} = 1, \tag{29}
\]

\[
x_{m,n} = \{1, 0\}, \quad 0 \leq \beta_{m,n} \leq 1. \tag{30}
\]

The effective capacity of VLC \( \Delta_{1,n} \) and femtocell \( \Delta_{2,n} \) is given by (18) and (19), respectively.

Under this formulation, the variables to be optimized are \( x_{m,n} \) and \( \beta_{m,n} \), \( \forall m, n \). Physically, the constraint (27) ensures that the HetNet is capable of satisfying the bit-rate \( R_n \) of the MT \( n \), while the constraint (28) guarantees that the total transmission probability for each of the networks should always be less than 1. Furthermore, the constraint (29) guarantees that each MT should always select only one of the networks for its transmissions. Finally, the constraint (30) describes the feasible region of the optimization variables.

We note that Problem 2 is a mixed integer non-linear programming (MINLP) problem that involves both binary variables \( x_{m,n} \) and real-valued positive variables \( \beta_{m,n} \) during optimization. In general, MINLP problems are mathematically intractable. Nonetheless, recently several optimization tools have been developed for solving MINLP problems. The BONMIN solver [37] is for example capable of solving smooth, twice differentiable, mixed integer nonlinear programs, which was deployed for providing the upper-bound benchmark solution.

**IV. DECENTRALIZED SUB-OPTIMAL RESOURCE ALLOCATION SCHEMES**

Problem 1 and Problem 2 may be solved with the aid of centralized optimization tools. However, in order to reduce the computational complexity and to make the problem tractable, in this section we propose decentralized sub-optimal RA schemes.

**A. Decentralized Solution for Multi-Homing MTs**

Since the problem is a concave one, convex duality implies that the optimal solution to this problem may be found from the Lagrangian function [24]. The Lagrangian function for (22) under the constraints of (23)–(25) can be expressed as:

\[
L(\beta, \lambda, \mu) = \sum_{n \in N} \left[ \varphi_n \left( \sum_{m \in M} \Delta_{m,n} \right) - \sum_{m \in M} \lambda_m \beta_{m,n} \right. \\
+ \sum_{m \in M} \mu_m \Delta_{m,n} \bigg] + \sum_{m \in M} \lambda_m - \sum_{n \in N} \mu_n R_n, \tag{31}
\]

where we have \( 0 \leq \beta \leq 1 \), while \( \mu_n \) and \( \lambda_m \) are the Lagrange multipliers or prices associated with the \( n \)th inequality constraint (23) and with the \( m \)th inequality constraint (24), respectively. The dual objective function \( g(\lambda, \mu) \) is defined as the maximum value of the Lagrangian over \( \beta \), which is expressed as:

\[
g(\lambda, \mu) = \sup_{\beta} L(\beta, \lambda, \mu). \tag{32}
\]

The dual variables \( (\lambda, \mu) \) are dual feasible if we have \( \lambda \geq 0, \mu \geq 0 \). The dual function can then be maximized for finding an upper bound on the optimal value of the original problem (22):

\[
\min_{\lambda, \mu} g(\lambda, \mu) \tag{33}
\]

which is always a convex optimization problem. The difference between the optimal primal objective and the optimal dual objective is referred to as the duality gap, which is always non-negative. A central result in convex analysis showed that when the problem is convex, the duality gap reduces to zero at the optimum [24], [38]. Hence, the primal problem of (22) can be equivalently solved by solving the dual problem of (33). In principle, the dual problem may be readily solved using standard routines, such as the Newton method and the barrier method [24]. However, these algorithms generally involve centralized computation and require global knowledge of all parameters. Hence, we propose an optimal decentralized RA algorithm for solving the problem using full dual decomposition [25].

Recall that in (32) we defined a dual objective function \( g_n(\lambda_m, \mu_n) \) for MT \( n \), which may be written as:

\[
g_n(\lambda_m, \mu_n) = \varphi_n \left( \sum_{m \in M} \Delta_{m,n} \right) - \sum_{m \in M} \lambda_m \beta_{m,n} \]

\[
+ \sum_{m \in M} \mu_m \Delta_{m,n}. \tag{34}
\]

Our primal problem described by (22)–(25) may be separated into two levels of optimization. At the lower level, we decouple the problem of (32) into \( N \) subproblems, where the \( n \)th subproblem may be written as:

\[
\beta_{m,n}^* = \arg \max_{0 \leq \beta_{m,n} \leq 1} g_n(\lambda_m, \mu_n), \quad \forall m \in M. \tag{35}
\]

It may be shown that \( g_n(\lambda_m, \mu_n) \) is concave with respect to the variable \( \beta_{m,n} \). Hence the maximization of \( g_n(\lambda_m, \mu_n) \) may be achieved by finding the partial derivative of \( g_n(\lambda_m, \mu_n) \) with respect to \( \beta_{m,n} \), which is given by:

\[
\frac{\partial g_n(\lambda_m, \mu_n)}{\partial \beta_{m,n}} = \frac{\Delta_{m,n}'}{\sum_{m \in M} \Delta_{m,n}} + \mu_n \Delta_{m,n}' - \lambda_m. \tag{36}
\]
where $\Delta'_{m,n} = \frac{d\Delta_{m,n}}{d\beta_{m,n}}$. Furthermore, the second partial derivative of $g_n(\lambda_n, \mu_n)$ is given by:

$$\frac{\partial^2 g_n(\lambda_n, \mu_n)}{\partial \beta_{m,n}^2} = \mu_n \Delta''_{m,n} + \left( \sum_{m \in M} \Delta_{m,n} \right)^2 - \frac{\left( \sum_{m \in M} \Delta_{m,n} \right)^2}{2} \leq 0 \quad (37)$$

$$\frac{\partial^2 g_n(\lambda_n, \mu_n)}{\partial \beta_{i,n} \partial \beta_{j,n}} = - \frac{\Delta'_{i,n} \Delta'_{j,n}}{\left( \sum_{m \in M} \Delta_{m,n} \right)^2} \leq 0. \quad (38)$$

As a result, $\frac{\partial g_n(\lambda_n, \mu_n)}{\partial \beta_{m,n}}$ is a monotonically decreasing function with respect to $\beta_{m,n}$ for all $m$. If we have $[\frac{\partial g_n(\lambda_n, \mu_n)}{\partial \beta_{m,n}}] \beta_{m,n} = 0 \leq 0$, then we may have $\beta_{m,n}^* = 0$, $\forall m$. If we have $[\frac{\partial g_n(\lambda_n, \mu_n)}{\partial \beta_{m,n}}] \beta_{m,n} = 1 \geq 0$, then we may have $\beta_{m,n}^* = 1$, $\forall m$. Otherwise, $\beta_{m,n}^*$ may be derived by solving the following Equation for each network $m$:

$$\sum_{m \in M} \Delta'_{m,n} + \mu_n \Delta'_{m,n} - \lambda_m = 0, \quad (39)$$

which may be solved by the steepest descent method [24].

At the higher level, we have the master dual problem, which may be expressed as:

$$\min_{\lambda, \mu} g(\lambda, \mu), \quad (40)$$

where we have $g(\lambda, \mu) = \sum_{m \in M} \sum_{n \in N} g_m(\beta_{m,n}, \lambda_n, \mu_n + \sum_{m \in M} \lambda_m - \sum_{n \in N} \mu_n R_n)$, and $\beta_{m,n}$ denotes the optimal value derived from the lower level optimization problem of (35). Since the function $g(\lambda, \mu)$ is concave and differentiable, we can use a gradient method for solving the master dual problem, as a benefit of its simplicity. Instead of minimizing the function with respect to $\lambda$ and $\mu$, it can be minimized over a single set of Lagrange multipliers first, and then over the remaining one, which may be formulated as minimum $g(\lambda, \mu)$.

Firstly, we solve the minimization problem for a given $\mu$. Then the derivative of $g(\lambda, \mu)$ with respect to $\lambda$ is written as:

$$\frac{\partial g(\lambda, \mu)}{\partial \lambda} = 1 - \sum_{n \in N} \beta_{m,n}^*, \quad (41)$$

As a result, the price parameter $\lambda$ is updated according to:

$$\lambda_m(t + 1) = \left[ \lambda_m(t) - \xi(t) \left( 1 - \sum_{n \in N} \beta_{m,n}^* \right) \right]^+, \quad (42)$$

$\lambda_m(t + 1)$ is the optimal transmission probability. The MTs broadcast their transmission probability based on the price information $(\lambda, \mu)$ and the optimal transmission probability is derived during the last iteration. Each of the networks $\lambda_m$ is initialized to a feasible price value $\lambda_m^*$, while each MT $\mu_n$ is initialized to a feasible price value $\mu_n$. Each MT broadcasts its price value to all the available networks. Then each MT calculates the optimal transmission probability based on the price information $(\lambda, \mu)$ and the optimal transmission probability is derived during the last iteration. Each of the networks $\lambda_m$ updates its price value $\lambda_m$ based on the newly derived optimal transmission probability $\beta$ and then broadcasts the optimal transmission probability to the MTs. Similarly, each MT updates its price value $\mu_n$ based on the optimal transmission probability. The MTs broadcast their new price values $\mu$ to the networks and the process continues, until the algorithm converges. The decentralized optimal RA algorithm is formally described in Table II.

### Table II

**Decentralized Algorithm for Problem I**

<table>
<thead>
<tr>
<th>Algorithm 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
</tr>
<tr>
<td>$\theta_n$: Delay requirement of each MT $n \forall n$, $R_n$: Rate requirement of each MT $n \forall n$</td>
</tr>
<tr>
<td><strong>Initialization</strong></td>
</tr>
<tr>
<td>$t \leftarrow 1$;</td>
</tr>
<tr>
<td>Price value for each network: $\lambda(t) = {\lambda_1(t), ..., \lambda_M(t)} = 0$</td>
</tr>
<tr>
<td>Price value for each MT: $\mu(t) = {\mu_1(t), ..., \mu_N(t)} = 0$</td>
</tr>
<tr>
<td>step size: positive $\xi$ and epsilon</td>
</tr>
<tr>
<td><strong>While</strong></td>
</tr>
<tr>
<td>$t$ does not reach its maximum</td>
</tr>
<tr>
<td>Get optimal $\beta$</td>
</tr>
<tr>
<td><strong>For each MT $n \in N$</strong></td>
</tr>
<tr>
<td>Each MT solves the problem presented in Eq. (35);</td>
</tr>
<tr>
<td><strong>End for</strong></td>
</tr>
<tr>
<td>Update price values</td>
</tr>
<tr>
<td><strong>For $m \in M$</strong></td>
</tr>
<tr>
<td>Price value $\lambda_m$ updates according to Eq. (42)</td>
</tr>
<tr>
<td><strong>End for</strong></td>
</tr>
<tr>
<td><strong>For $n \in N$</strong></td>
</tr>
<tr>
<td>Price value $\mu_n$ updates according to Eq. (43)</td>
</tr>
<tr>
<td><strong>End for</strong></td>
</tr>
<tr>
<td>$\xi \leftarrow \xi - \frac{1}{t} + \epsilon$</td>
</tr>
<tr>
<td>$t \leftarrow t + 1$</td>
</tr>
<tr>
<td><strong>End</strong></td>
</tr>
<tr>
<td><strong>Output</strong> $\beta(t)$</td>
</tr>
</tbody>
</table>

where $[\cdot]^+$ is a projection on the positive orthant to account for the fact that we have $\lambda_m \geq 0$. Furthermore, $\xi(t)$ denotes the step-size taken in the direction of the negative gradient for the price parameter $\lambda$ at iteration $t$. In order to guarantee convergence, where we have to satisfy $\lim_{t \to \infty} \sum_{t=0}^{\infty} \xi(t) < \infty$. In this paper, we set $\xi(t) = \xi t^{-\frac{1}{2} + \epsilon}$, $\xi$ and $\epsilon$ are positive constants.

Then, the price parameter $\mu$ is similarly updated according to:

$$\mu_n(t + 1) = \left[ \mu_n(t) - \xi(t) \left( \sum_{m \in M} \Delta_{m,n} - R_n \right) \right]^+. \quad (43)$$

Based on the above discussions, our decentralized optimal RA scheme is constituted by an iterative algorithm, which determines the optimal transmission probability in the DL of network $m$ to MT $n$ based on the update of a pair of price parameters $\lambda_m$ and $\mu_n$, over a number of iterations, until the optimal solution is found. Each of the networks $m$ is initialized to a feasible price value $\lambda_m$, while each network $n$ is initialized to a feasible price value $\mu_n$. Each MT broadcasts its price value to all the available networks. Then each MT calculates the optimal transmission probability based on the price information $(\lambda, \mu)$ and the optimal transmission probability is derived during the last iteration. Each of the networks $m$ updates its price value $\lambda_m$ based on the newly derived optimal transmission probability $\beta$ and then broadcasts the optimal transmission probability to the MTs. Similarly, each MT updates its price value $\mu_n$ based on the optimal transmission probability. The MTs broadcast their new price values $\mu$ to the networks and the process continues, until the algorithm converges. The decentralized optimal RA algorithm is formally described in Table II.

---

[3] Nonlinear equations can be solved by several numerical methods. However, due to the length limitation of our paper, we will not be able to present the steepest descent method here.
B. Decentralized Solution for Multi-Mode MTs

Problem 2 of (26)–(30) is formulated as a MINLP and may be computationally intractable. A potentially straightforward solution may be to derive firstly the optimal resource block $\beta$ for a specific $x$, then to exhaustive search through the entire set of all the possible $x$ values. For a system having access to $M$ networks and $N$ MTs, there are $M^N$ combinations for the network selection indicator variables $x_{m,n}$. Therefore, a simpler solution may be found by relaxing the binary constraint imposed on the network selection indicator variables $x_{m,n}$, so that they may assume continuous values from the interval $[0, 1]$. Naturally, the original problem is not actually solved by the relaxation of the binary constraint. However, it has been shown in [39] that solving the dual of the relaxed problem provides solutions that are arbitrarily close to the original, non-relaxed problem.

Since $x_{m,n}$ assumes either the values of 0 or 1, there is exactly one $x_{m,n} = 1$ value for each MT $n$. If we denote such a specific network by the index $m'$, we have $\varphi_\alpha(\Delta_{m',n})$, thus the objective function in (26) is equivalent to the following function:

$$\max_{x, \beta} \sum_{n \in N} \sum_{m \in M} x_{m,n} \Delta_{m,n} \varphi_\alpha(\Delta_{m,n}).$$

(44)

The equivalent relaxed optimization problem of (26)–(30) is reformulated as follows:

Problem 3:  

$$\max_{x, \beta} \sum_{m \in M} \sum_{n \in N} x_{m,n} \varphi_\alpha(\Delta_{m,n})$$

subject to:  

$$\sum_{m \in M} x_{m,n} \Delta_{m,n} \geq R_n, \forall n \in N,$$

(46)

$$\sum_{n \in N} x_{m,n} \beta_{m,n} \leq 1, \forall m \in M,$$

(47)

$$\sum_{m \in M} x_{m,n} = 1,$$

(48)

$$0 \leq x_{m,n} \leq 1, 0 \leq \beta_{m,n} \leq 1.$$  

(49)

In this formulation, the variables to be optimized are $x_{m,n}$ and $\beta_{m,n}, \forall n, m$.

Lemma 2: The RA problem described by (45)–(49) is a concave optimization problem with respect to the variables $x_{m,n}$ and $\beta_{m,n}$.

Proof: See Appendix B.

Since Problem 3 is also based on a concave function, the optimal solution may be found from the Lagrangian formulation, which may be written as:

$$L(x, \beta, \lambda, \mu) = \sum_{m \in M} \sum_{n \in N} \left[ x_{m,n} \varphi_\alpha(\Delta_{m,n}) \right. - \lambda_m \beta_{m,n} + \mu_n x_{m,n} \Delta_{m,n} \right] + \sum_{m \in M} \lambda_m - \sum_{n \in N} \mu_n R_n,$$

(50)

where we have $0 \leq x \leq 1, 0 \leq \beta \leq 1$ and $\sum_{m \in M} x_{m,n} = 1$.

Furthermore, $\mu_n$ and $\lambda_m$ are the Lagrange multipliers or prices associated with the $n$th inequality constraint of (46) and with the $m$th inequality constraint of (47), respectively. The optimal RA variables $\alpha, \beta$ may be obtained by solving:

$$\min_{\lambda, \mu} \max_{x, \beta} L(x, \beta, \lambda, \mu).$$

(51)

Similarly to Section IV-A, a decentralized optimal RA algorithm can be proposed for solving the problem using full dual decomposition.

We define a dual objective function $g_n(x_{m,n}, \beta_{m,n})$ for MT $n$, which may be written as:

$$g_n(x_{m,n}, \beta_{m,n}) = \sum_{m \in M} x_{m,n} \varphi_\alpha(\Delta_{m,n}) - \sum_{m \in M} \lambda_m \beta_{m,n} + \sum_{m \in M} \mu_n x_{m,n} \Delta_{m,n}.$$  

(52)

At the lower level, we have the subproblems, one for each $n$, which may be written as:

$$\{x^*, \beta^*_n\} = \arg \max_{0 \leq x_{m,n} \leq 1, 0 \leq \beta_{m,n} \leq 1} g_n(x_{m,n}, \beta_{m,n}).$$

(53)

Similarly, $g_n(x_{m,n}, \beta_{m,n})$ is concave with respect to the variable $x_{m,n}$ and $\beta_{m,n}$. Hence the maximization of $g_n(x_{m,n}, \beta_{m,n})$ may be derived by finding the partial derivative of $g_n(x_{m,n}, \beta_{m,n})$, which is given by:

$$\frac{\partial g_n}{\partial x_{m,n}} = \varphi_\alpha(\Delta_{m,n}) + \mu_n \Delta_{m,n} - \lambda_m \beta_{m,n},$$

(54)

$$\frac{\partial g_n}{\partial \beta_{m,n}} = x_{m,n} \left( \frac{\Delta'}{\Delta_{m,n}} + \mu_n \Delta_{m,n}^* - \lambda_m \right).$$

(55)

We will firstly derive the optimal RA probability $\beta^*_n$ according to (55). Since the second partial derivative of $g_n(x_{m,n}, \beta_{m,n})$ with respect to $\beta_{m,n}$ is non-positive, $\beta^*_n$ is derived according to the following criterion:

1) If $\Delta_{m,n}(1) + \mu_n \Delta_{m,n}(1) - \lambda_m \geq 0$, then $\beta^*_n = 1$;

2) If $\Delta_{m,n}(0) + \mu_n \Delta_{m,n}(0) - \lambda_m \leq 0$, then $\beta^*_n = 0$;

3) Else, the optimal RA probability $\beta^*_n$ from network $m$ and MT $n$ is derived by solving the equation $\Delta_{m,n}(\beta^*_n) + \mu_n \Delta_{m,n}(\beta^*_n) - \lambda_m = 0$.

The optimal network selection index $x^*_m$ is then determined according to the $\beta^*_n$ derived. Each MT $n$ calculates the partial derivative of $g_n(x_{m,n}, \beta_{m,n})$ in the direction of $x_{m,n}$ for all the networks. Then MT $n$ chooses the specific network $m'$ associated with the highest value, which may be written as:

$$x^*_{m',n} = 1, \text{ if } m' = \arg \max_{m} \frac{\partial g_n(x_{m,n}, \beta_{m,n})}{\partial x_{m,n}};$$

$$x^*_{m,n} = 0, \text{ if } m \neq m'.$$

(56)

At the higher level, we have the master dual problem, which may be expressed as:

$$\min_{\lambda, \mu} g(\lambda),$$

(57)
TABLE III
DECENTRALIZED ALGORITHM FOR PROBLEM 2

<table>
<thead>
<tr>
<th>Algorithm 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
<td></td>
</tr>
<tr>
<td>$\theta_n$: Delay requirement of each MT $n \forall n$</td>
<td></td>
</tr>
<tr>
<td>$R_n$: Rate requirement of each MT $n \forall n$</td>
<td></td>
</tr>
<tr>
<td><strong>Initialization</strong></td>
<td></td>
</tr>
<tr>
<td>$t &lt;- 1$</td>
<td></td>
</tr>
<tr>
<td>Price value for each network: $\lambda(t) = {\lambda_1(t), ..., \lambda_M(t)} = 0$</td>
<td></td>
</tr>
<tr>
<td>Price value for each MT: $\mu(t) = {\mu_1(t), ..., \mu_N(t)} = 0$</td>
<td></td>
</tr>
<tr>
<td>step size: positive $\xi$ and $\epsilon$</td>
<td></td>
</tr>
<tr>
<td><strong>While</strong> $t$ does not reach its maximum</td>
<td></td>
</tr>
<tr>
<td>Get optimal $\beta^<em>$ and $x^</em>$</td>
<td></td>
</tr>
<tr>
<td>For each MT $m \in M$</td>
<td></td>
</tr>
<tr>
<td>Each MT solves the problem presented in Eq. (35)</td>
<td></td>
</tr>
<tr>
<td>End for</td>
<td></td>
</tr>
<tr>
<td><strong>End for</strong></td>
<td></td>
</tr>
<tr>
<td>Update price values</td>
<td></td>
</tr>
<tr>
<td>For $m \in M$</td>
<td></td>
</tr>
<tr>
<td>Price value $\lambda_m$ updates according to Eq. (58)</td>
<td></td>
</tr>
<tr>
<td>End for</td>
<td></td>
</tr>
<tr>
<td>For $n \in N$</td>
<td></td>
</tr>
<tr>
<td>Price value $\mu_n$ updates according to Eq. (59)</td>
<td></td>
</tr>
<tr>
<td>End for</td>
<td></td>
</tr>
<tr>
<td>$\xi = \xi - \frac{1}{2} \epsilon$</td>
<td></td>
</tr>
<tr>
<td>$t &lt;- t + 1$</td>
<td></td>
</tr>
<tr>
<td><strong>End</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Output</strong> $x^<em>(t)$ and $\beta^</em>(t)$</td>
<td></td>
</tr>
</tbody>
</table>

where we have $g(\lambda, \mu) = \sum_{n \in N} g_n(x^*_m, n, \beta^*_m, n) + \sum_{m \in M} \lambda_m - \sum_{n \in N} \mu_n R_n$, and $x^*_m, n, \beta^*_m, n$ denotes the optimal value derived from the lower level optimization problem (53). Similar to the solution provided in Section IV-A, the price parameters $\lambda$ and $\mu$ are updated according to:

$$\lambda_m(t + 1) = \left[ \lambda_m(t) - \xi_\lambda(t) \left( 1 - \sum_{n \in N} \beta^*_m, n \right) \right]^+,$$

$$\mu_n(t + 1) = \left[ \mu_n(t) - \xi_\mu(t) \left( x^*_m, n, \sum_{n \in N} \Delta_m, n (\beta^*_m, n) - R_n \right) \right]^+.$$

Similarly, our decentralized optimal RA algorithm is an iterative algorithm, which performs an optimal network selection and finds the corresponding resource block probability from network $m$ to MT $n$ based on the update of the price parameters $\lambda_m$ and $\mu_n$, over a number of iterations, until the optimal solution is reached. Each of the networks $m$ starts with an feasible initial price value $\lambda_m$, while each MT $n$ starts with an feasible initial price value $\mu_n$. Each MT broadcasts its price value to all networks. Then each network calculates the optimal network selection $x^*_m, n, \beta^*_m, n$ based on the price information $(\lambda, \mu)$. Each network $m$ updates its price value $\lambda_m$ and then broadcasts the optimal transmission resource block to the MTs. Similarly, each MT updates its price values $\mu_n$. The MTs broadcast their new price values $\mu$ to the networks and the process continues, until the algorithm converges. The decentralized optimal RA algorithm is formally described in Table III.

V. RESULTS AND DISCUSSIONS

In this section, we present numerical performance results for characterizing the proposed RA algorithms in the context of the indoor HetNet of Fig. 1. Again, the “two-rate” transmission channel model is used for the VLC system, while the transmission channel is subject to uncorrelated Rayleigh fading with a unity average power and to propagation loss for the RF femtocell system. We assume that 10 MTs are uniformly distributed in the room and all experience the same delay exponents. Furthermore, the MTs are divided into two groups, where four guaranteed-rate MTs are in one of the groups, while no guaranteed rate is maintained for the MTs in the other group. Our main system parameters are summarized in Table IV.

A. Convergence of the Distributed Iterative Algorithm

Fig. 2 illustrates the convergence behavior of our distributed RA algorithm for both sophisticated multi-homing MTs and for the less advanced multi-mode MTs at a zero VLC blocking probability of $p = 0$, in conjunction with $\theta = 0.01$ and $\alpha = 1$. For comparison, we use the BONMIN solver [37] in order to derive the optimal solution of our RA problem. As shown in Fig. 2, our distributed RA algorithm converges to the optimal value within 100 iterations for both the multi-homing MTs and for the multi-mode MTs. This result demonstrates that the distributed RA algorithm indeed finds the optimal RA probability for multi-homing MTs as well as the optimal RA probability and network selection for the multi-mode MTs, respectively. Observe furthermore from Fig. 2 that the objective function value for multi-homing MTs is higher than that for the
multi-mode MTs. This is because the RA problem of the multi-mode MTs might be viewed as a specific scenario of the multi-homing MTs. We may also note that the speed of convergence is slower, when we increase the number of MTs.

B. Effect of the Width Field of View Angle and of the Semi-Angle at Half Power

Fig. 3 demonstrates the relationship between the FOV and the overall effective capacity of the MTs for the delay exponent of 1 and for the VLC LOS blocking probability of $p = 0$. Observe from the figure that the VLC system’s effective capacity is non-increasing, when we increase the angle of the FOV. This is because the gain of the optical concentrator decreases upon the increasing the FOV. We also note that the overall effective capacity of the VLC system is substantially reduced, when the FOV is larger than $70^\circ$. Hence in our simulation scenario the FOV of MTs should be no larger than $70^\circ$. Furthermore, it is also shown that the overall effective capacity of the RF femtocell system increases slightly. The reason might be that the specific MTs that suffer from the performance degradation of the VLC system may be compensated by having a good channel quality for the RF femtocell system.

Fig. 4 shows the overall effective capacity of the MTs as a function of the semi-angle $\phi_{1/2}$ at half power of the lights, for the delay exponent of 1 and VLC LOS blocking probability of $p = 0$. It is observed that the VLC system’s effective capacity increases, when $\phi_{1/2}$ increases from $20^\circ$ to $30^\circ$. Then the effective capacity decreases, when $\phi_{1/2}$ increases from $30^\circ$ to $80^\circ$. This is because the value of the semi-angle at half power affects the order of Lambertian emission. As a result, the direct LOS ray and the first reflected DC gain of (1) and (5) may change according to the value of $\phi_{1/2}$.

C. Effective Capacity of MTs: Multi-Homing Versus Multi-Mode MTs

Let us now compare the performance of multi-homing MTs and multi-mode MTs for different values of $\alpha$. It is observed that the performance of the multi-homing MTs is better than that of the multi-mode MTs. Again, this is because the multi-mode transmission may be viewed as a specific scenario of multi-homing. Hence, the performance of multi-mode MTs may be interpreted as the lower bound of the maximum achievable capacity of multi-homing MTs. When we set $\alpha = 0$, as shown in Fig. 5, the RA problem is reformulated as the maximization of the total effective capacity. Since user 5 and user 6 are located in the middle of the room and are capable of achieving a better performance for the RF femtocell, the femtocell system is willing to allocate more resources to these two MTs in the multi-homing scenario.

Furthermore, owing to the rate constraint, the guaranteed-rate MTs always satisfy the minimum rate requirement. For the multi-homing scenario, the VLC system and the RF femtocell system may simultaneously transmit to MT 4 in order to satisfy the rate requirement. However, for the multi-mode scenario, the femtocell system may allocate the resource to MT 4 in order...
to satisfy its rate requirement. This is because the VLC system may not be able to simultaneously satisfy all of the four MTs’ rate requirement. For the non-rate-guaranteed MTs, no resource will be allocated, when \( \alpha = 0 \). This is because the VLC system prefers to allocate resources to the guaranteed-rate MTs, and the femtocell system may allocate resources to the centrally located MTs, in order to achieve the maximum total effective capacity.

When we set \( \alpha = 1 \), observe in Fig. 6 that the RA problems are formulated under the proportional fairness constraint. It is illustrated that the objective function value for MT-homing MTs is higher than that for MT-mode MTs. The rate guaranteed MTs have higher priority and their rate requirements are satisfied for both the multi-homing and the multi-mode scenarios. It may be observed in Fig. 6 that the MTs located in the middle of the room may achieve a higher effective capacity for multi-homing MTs. This is because the MTs in the middle of the room are capable of achieving a better performance, when communicating with the RF femtocell system. In contrast to the scenario of \( \alpha = 0 \), the system may allocate resources to the non-guaranteed-rate MTs under the consideration of fairness to all MTs. Hence MT 7, 8, 9, 10 also receive their signals from the VLC system or from the femtocell system. When the MTs are of the multi-mode type, the center MTs may choose the RF femtocell system for their transmission, while the VLC system may transmit to the edge MTs. Furthermore, observe in Fig. 7 that when we increase the value of \( \alpha \), the differences of effective capacity upon receiving from a specific network between the different MTs are smaller than that when we set \( \alpha = 1 \). As a result, we believe that having a higher \( \alpha \) results in a higher grade of fairness.

D. Effect of the Delay Statistics

Fig. 8 illustrates the effect of the delay exponent \( \theta \) on the overall effective capacity of the MTs for the blocking
probabilities of $p = 0$ and $p = 0.1$, respectively. Observe from the figure that the overall effective capacity is reduced upon increasing the delay exponent $\theta$. However, the overall effective capacity of both the VLC and of the RF femtocell system is fairly insensitive to the delay exponent, when the exponent is relatively small. This is because when the delay exponent is low, the resultant delay requirement is loose and the overall effective capacity is close to the Shannon capacity, which depends on the wireless channel, but is independent of the delay of the packet-arrival process. However, the overall effective capacity of the RF femtocell decreases substantially, when the delay exponent is increased. Furthermore, when the delay exponent is relatively high, the overall effective capacity tends to zero. However, it is shown in Fig. 8 that the overall effective capacity of the VLC remains almost unchanged for the entire delay exponent region considered for $p = 0$. The DL effective capacity between the VLC LEDs and MT $n$ is expressed as: $\Delta_{1,n}(\beta_{1,n}) = \beta_{1,n} R_{1,n}$, which is independent of the delay exponent $\theta$. Observe from Fig. 8 that the effective capacity gleaned from the VLC system decreases only slightly, while the effective capacity of the RF femtocell decreases rapidly. This is because the VLC system increases the amount of resources allocated to the guaranteed-throughput MTs, at the cost of decreasing the overall effective capacity. Hence, the VLC system benefiting from a zero blocking probability is more reliable than the RF femtocell link, when the MTs have to satisfy a certain delay constraint.

When we assume that the blocking probability of the VLC system equals to 0.1, its performance degrades rapidly for $\theta \geq 0.1$. Hence naturally, the VLC system is more sensitive to the delay constraints in the presence of a non-zero blocking probability. As a result, the RF femtocell has to increase its RA probability, especially to the MTs operating under a strict bit rate guarantee. When we have $\theta > 1$, it is observed in Fig. 8 that our system fails to fulfill the bit rate requirement. In this case, no optimal solution can be found. It is also observed in Fig. 8 that the attainable performance is similar for multi-homing MTs and multi-mode MTs, when the delay requirement is loose.

**E. Effect of the VLC System’s Blocking Probability**

Let us now quantify the effect of the VLC system’s blocking probability on the overall effective capacity of the MTs, when using a delay exponent of 1. It is illustrated in Fig. 9 that the VLC system’s effective capacity decreases, when the blocking probability is increased. However, as seen in Fig. 9, the effective capacity of the RF femtocell system is slightly reduced for the multi-homing MTs. The RF femtocell system should increase the amount of resources allocated to the MTs, if they have to satisfy a certain guaranteed throughput, which is achieved at the price of decreasing the overall effective capacity. When the MTs are multi-mode terminals, we observe that the overall effective capacity of the VLC system and RF femtocell system substantially decreases at $p = 0.1$. This is because when the VLC LOS reception is blocked with a certain probability, the effective capacity is substantially reduced according to (18) and the first reflected ray may only contribute to the MTs located near the wall. As a result, the RF femtocell system may have to allocate resources to the guaranteed-rate MTs, even if their RF channel quality is not particularly good. When the LOS reception blocking probability increases from $p = 0.1$ to $p = 1$, the overall effective capacity of the RF femtocell system remains constant. This is because the femtocell system may allocate most of its resources to the guaranteed-rate MTs. Increasing $p$ results in decreasing the performance of the VLC system. As a result, the overall effective capacity of the VLC system keeps on decreasing. When $p = 1$, the LOS ray is blocked, hence the MTs may only receive a reduced optical power due to the first reflected ray. Hence, it is plausible that when the blocking probability of the VLC system is high, the RF femtocell system becomes more reliable.

**F. Effect of the User Distribution**

In the above simulations, we assume that the MTs are uniformly located in the room. Fig. 10 compares the overall effective capacity, when all the MTs are located in the center (center cluster) or at the edge (edge cluster). Observe that the performance of the RF femtocell system of center-cluster MTs is better than that of the edge-cluster MTs. This is because we assume that the RF femtocell BS is positioned in the center of the room. As a result, the center-cluster MTs benefit from a shorter transmission distance and a lower pathloss. We also observe that the overall effective capacity of the VLC system decreases upon increasing the VLC LOS reception blocking probability $p$. When the MTs are center-clustered, the effective capacity of the VLC system is substantially reduced, as $p$ increases from 0 to 0.1. Then it starts to decay toward 0 for larger $p$ values. The performance of the VLC system is sensitive to the LOS reception blocking, especially when the MTs are located in the center of the room. However, when the MTs are edge-clustered, the VLC system may still be capable of supporting an approximately 30 Mbit/s transmission rate, even if the VLC LOS blocking probability becomes 1, because the edge MTs may still benefit from the reflected optical power.
The overall effective capacity of MTs versus the blocking probability of $p$, when the MTs are located at the room-center and room-edge, for $\alpha = 1$ and $\theta = 1$.

VI. CONCLUSION

In this paper, we studied the resource allocation problems of mobile terminals (MTs) in a HetNet under diverse QoS requirements in terms of the data rate, fairness to MTs and the statistical delay requirements, where a hybrid VLC and RF femtocell system was considered. The objective functions relied upon were proven to be concave. Then we proposed decentralized algorithms for solving the associated RA problem. The optimal RA for each iteration of the dual decomposition algorithm were presented and simulations were performed for validating the algorithm.

Our simulation results compared the performance of the multi-homing MTs and of the multi-mode MTs in conjunction with different values of $\alpha$. Multi-homing MTs are capable of achieving a better performance than multi-mode MTs. Furthermore, our simulation results illustrated that when the VLC LOS blocking probability is zero, the VLC system is more reliable than the RF femtocell link, even if the statistical delay constraints are tight. However, it is plausible that when the VLC LOS blocking probability is high, the RF femtocell system becomes more reliable. Additionally, a comprehensive study of the effects of various system parameters was carried out.

APPENDIX A

PROOF OF LEMMA 1

Firstly, we prove that the effective capacity $\Delta_{m,n}(\beta_{m,n})$ of the link spanning from network $m$ to MT $n$ is a concave function of $\beta_{m,n}$. The first derivative of the effective capacity $\Delta_{1,n}(\beta_{1,n})$ from the VLC link to MT $n$ is given by:

$$
d\Delta_{1,n} = \frac{\mathcal{R}_{2,n}p e^{-\theta_{n}\mathcal{R}_{2,n}^{\beta_{1,n}}} + \mathcal{R}_{1,n}(1-p)e^{-\theta_{n}\mathcal{R}_{1,n}^{\beta_{1,n}}}}{p e^{-\theta_{n}\mathcal{R}_{2,n}^{\beta_{1,n}}} + (1-p)e^{-\theta_{n}\mathcal{R}_{1,n}^{\beta_{1,n}}}}.
$$

Then the second derivative of the effective capacity $\Delta_{1,n}$ from the VLC link to MT $n$ is given by:

$$
\frac{d^2\Delta_{1,n}}{d\beta_{1,n}^2} = \frac{[pe^{-\theta_{n}\mathcal{R}_{2,n}^{\beta_{1,n}}} + (1-p)e^{-\theta_{n}\mathcal{R}_{1,n}^{\beta_{1,n}}}]^2}{\left(pe^{-\theta_{n}\mathcal{R}_{2,n}^{\beta_{1,n}}} + (1-p)e^{-\theta_{n}\mathcal{R}_{1,n}^{\beta_{1,n}}}ight)^2} \leq 0, \text{ for } \theta_{n} \geq 0, 0 \leq p \leq 1.
$$

The second derivative of the effective capacity $\Delta_{2,n}$ from the RF femtocell link to MT $n$ is given by (62), shown at the bottom of the page, where inequality $\alpha$ holds, according to the Cauchy–Schwarz inequality property presented in [40]. Assuming that we have $f_1(\beta_{m,n}) = \varphi_{\alpha}(\sum_{m \in \mathcal{M}} \Delta_{m,n})$, the second partial derivative of $f_1(\beta_{m,n})$ may be written as:

$$
\frac{\partial^2 f_1(\beta_{m,n})}{\partial \beta_{m,n}^2} = \Delta_{m,n} \sum_{m \in \mathcal{M}} \Delta_{m,n}(\beta_{m,n}) - (\Delta_{m,n})^2
$$

$$
\leq 0.
$$

As a result, the objective function (22) of Problem 1 is a concave function with respect to $\beta_{m,n}$. The linear transformations of a concave function still constitute a function, hence the problem described by (22)–(25) is a concave problem.

APPENDIX B

PROOF OF LEMMA 2

Firstly, we assume that $f_2(x_{m,n}, \beta_{m,n}) = x_{m,n}\varphi_{\alpha}(\Delta_{m,n})$. Let us now use the Hessian matrix for examining the concavity of the function $f_2(x_{m,n}, \beta_{m,n})$, which is given by:

$$
\mathcal{H}(f_2) = \begin{bmatrix}
\frac{\partial^2 f_2}{\partial \beta_{m,n}^2} & \frac{\partial^2 f_2}{\partial \beta_{m,n} \partial x_{m,n}} \\
\frac{\partial^2 f_2}{\partial x_{m,n} \partial \beta_{m,n}} & \frac{\partial^2 f_2}{\partial x_{m,n}^2}
\end{bmatrix},
$$

$$
\leq 0.
$$

\[\leq 0\]
where $\frac{\partial^2 f_1}{\partial \alpha^2}$ and $\frac{\partial^2 f_2}{\partial \alpha^2}$ are the principle minors of the Hessian matrix. Recalling the proof of Lemma 1 in Appendix A, it may be readily seen that the effective capacity of each MT $\Delta m_n$ is concave functions with respect to $\beta m_n$. As a result, $f_2(x_{m,n}, \beta m_n) - x_{m,n} \Delta m_n - x_{m,n} (\Delta m_n)^2$ is non-positive. Furthermore, we have $\frac{\partial^2 f_1}{\partial \alpha^2} = 0$. Hence all the principle minors of the Hessian matrix are non-positive, and therefore the function $f_2(x_{m,n}, \beta m_n)$ is concave with respect to the variables $x_{m,n}$ and $\beta m_n$.

Similarly, we can readily show that the constraint described by (46) is concave with respect to the variables $x_{m,n}$ and $\beta m_n$. The constraints described by (47)–(49) are linear. As a result, Problem 3 is a concave optimization problem.
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Resource Allocation Under Delay-Guarantee Constraints for Heterogeneous Visible-Light and RF Femtocell
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Abstract—The resource-allocation (RA) problems of mobile terminals (MTs) are investigated in a heterogeneous wireless network, where both a visible light communication system and an RF femtocell system are deployed in a room. We consider diverse quality-of-service requirements in terms of the data rate, fairness, and statistical delay requirements. Inspired by the concept of effective capacity, we formulate our optimization problems applying $\alpha$-proportional fairness while satisfying specific statistical delay constraints. Two types of MTs, namely, multi-homing MTs and multimode MTs, are considered, where multi-homing MTs have the capability of aggregating resources from different networks, whereas the multimode MTs always select a single network for their connection. Our optimization procedure solves the RA probability problem for multi-homing MTs with the aid of a decentralized algorithm. By contrast, our optimization problem involves both network selection and RA probability optimization for multimode MTs, which may be regarded as a mixed-integer nonlinear problem. Since this problem is computationally intractable, a suboptimal decentralized method is proposed for solving it. Simulation results are also presented for clarifying the performance of the proposed algorithm. It is shown that the multimode MTs are capable of achieving similar performance to that of the multi-homing MTs when the statistical delay requirements are loose. However, as expected, the multi-homing MTs attain a better performance when we tighten the delay requirements.

Index Terms—Resource allocation, heterogeneous networks, VLC system, femtocell system, effective capacity.

I. INTRODUCTION

NEXT-GENERATION wireless networks are expected to be heterogeneous, integrating diverse radio access technologies (RAT) such as UMTS Terrestrial Radio Access Networks (UTRAN), GSM/EDGE Radio Access and Network (GERAN) [1], Wireless Local Area Network (WLAN) as well as millimeter-wave and possibly Visible Light Communication (VLC) networks [2], [3]. All the above networks have a coverage area overlapping with one another, hence forming a hybrid network for wireless access, which is typically termed as a heterogeneous network (HetNet). A heterogeneous cellular system may consist of regular macro-cell base stations (BS) that typically transmit at a high power level and overlaid pico-cells, femtocells as well as relays, which transmit at substantially lower power levels [4].

Indoor cells may also form part of a HetNet. Femtocells have the potential of providing high-quality network access for indoor users at a low cost [5], [6]. As another recent addition to the wireless landscape, optical wireless systems using visible light exhibit several advantages, including license-free operation, immunity to electro-magnetic interference, network security and a high bandwidth potential [7]. The optical access point is referred to as an attocell in [3]. However, the performance of VLC systems is degraded in the absence of line-of-sight (LOS) propagation. Hence we may combine VLC with a complementary network for providing a seamless data service. An optical attocell not only improves indoor coverage, it is able to enhance the capacity of the RF wireless networks, since it does not generate any additional interference. In this paper, we consider an indoor scenario, where a VLC system is combined with a classic RF femtocell system [8] and investigate the associated resource allocation (RA) problems. For a HetNet, an important component of the integrated architecture is its radio resource management (RRM) mechanism. To access the Internet through a HetNet, the terminals such as laptops and cellphones are usually equipped with multiple wireless access network interfaces. There are two basic types of terminals. The conventional multi-mode mobile terminals are unable to support IP mobility or multi-homing. Hence, these multi-mode terminals typically opt for the specific network providing the best radio-coverage. By contrast, the family of more sophisticated terminals is equipped with IP-based mobility and multi-homing functionalities, which have the capability of aggregating radio resources from different networks. Numerous contributions have studied the RA problem in a HetNet scenario [9]–[12]. Multi-homing RA mechanisms are studied in [9], which allocate the radio bandwidth to different tele-traffic types based on the specific utility of the service supported. However, this required a central resource manager for controlling the RA process. On the other hand, the authors of [10]–[12] propose a distributed algorithm for solving the RA problem. However, these contributions only focus on maximizing the data rate, while the quality-of-service (QoS) requirements formulated in terms of the delay requirements of mobile terminals were not...
considered in these contributions. Furthermore, these contributions considered a pure RF HetNet model, while our paper considered the RA problem of a combined VLC and RF Femtocell HetNet.

Future broadband wireless networks are expected to support a wide variety of communication services having diverse QoS requirements. Applications such as voice transmission as well as real-time lip-synchronized video streaming are delay-sensitive and they require a minimum guaranteed throughput. On the other hand, applications such as file transfer and email services are relatively delay-tolerant. As a result, it is important to consider the delay as a performance metric in addition to the classic Physical (PHY) layer performance metric in cross-layer optimization. Diverse approaches may be conceived for delay-aware resource control in wireless networks [13]–[19]. For example, the average delay-constraint may be converted into an equivalent average rate-constraint using the large deviation theory approach of [13]–[17]. In order to satisfy the QoS requirements, we apply the effective capacity [13] based approach for deriving the optimal RA algorithm, which guarantees meeting the statistical delay target of HetNets.

A. Main Contributions

In this paper, we address the optimal RA in the DL of a HetNet, while meeting both the bit rate and statistical delay targets of delay-sensitive traffic. The contributions of this paper are summarized as follows:

- We consider an indoor scenario, where a combined VLC attocell and RF femtocell system is employed for providing indoor coverage. For a given position of the mobile terminal (MT), the received optical power of a MT is constituted by the sum of the direct LOS optical power and of the first reflected optical power. Hence the resultant VLC channel has two different rates, a higher one for the non-blocked LOS channel-scenario, and a reduced rate in the blocked LOS channel-scenario, when only the reflected ray is received. The RF channel is modeled as a classic Rayleigh fading channel. We investigate the VLC vs. RF activation and RA problem in this HetNet scenario.

- A limited-delay RA problem is formulated for the indoor HetNet considered. In contrast to the RA solutions of [11], [12], [15], [16], we apply the effective capacity approach of [13] for converting the statistical delay constraints into equivalent average rate constraints. Furthermore, we formulate our fairness-problem as an $\alpha$-proportional fairness utility function, as defined in [20]–[23].

- Our RA problem is formulated as a non-linear programming (NLP) problem for the multi-homing MTs. We show mathematically that this NLP problem is concave with respect to the RA probability matrix $\beta$, which hence can be solved by convex optimization techniques, such as the barrier method of [24]. A distributed algorithm using the dual decomposition approach of [25] is proposed for RA in HetNets. It is demonstrated that this distributed algorithm approaches the optimal solution within a low number of iterations, where the optimal solution is that found by a centralized controller.

- We also demonstrate that the RA problem is formulated as a mixed-integer non-linear programming (MINLP) problem for multi-mode MTs, which is mathematically intractable. In order to make the problem more tractable, a relaxation of the integer variables is introduced. Then, we formally prove that the relaxed problem is concave with respect to both the relaxed network selection matrix $x$ and to the RA probability matrix $\beta$. Finally, a distributed algorithm is conceived using the dual decomposition approach for RA in our HetNet for the specific family of MTs having a multi-mode capability, but no multi-homing facility.

The paper is organized as follows. In Section II, we describe our system model, including both the VLC and the RF femtocell system. The formulation of our RA problems for both multi-homing MTs and multi-mode MTs is described in Section III. The proposed distributed algorithms are outlined in Section IV. Finally, our results are provided in Section V and our conclusions are offered in Section VI. The notations used in the paper are summarized in Table I.

### TABLE I

| Symbol definition | 
|-------------------|-------------------|
| $M$              | The network set   |
| $N$              | The mobile terminal (MT) set |
| $x_{m,n}$        | The network assignment index from network $m$ to MT $n$ |
| $\beta_{m,n}$   | The instantaneous probability that network $m$ transmits to MT $n$ |
| $r_{m,n}$        | The instantaneous transmission bit rate |
| $\psi_{r}$       | Angle of irradiation of LED lights |
| $\psi_{m}$       | Angle of incidence |
| $D_d$            | Distance between a transmitter and a receiver |
| $l$              | The order of Lambertian emission |
| $\phi_{1/2}$     | The semi-angle at half illuminant of an LED |
| $A$              | The physical area of the detector in a PD |
| $T_e$            | The gain of an optical filter |
| $g$              | The gain of an optical concentrator |
| $\psi_c$         | The width of the field of vision at a receiver |
| $\kappa$         | A random variable with the Bernoulli distribution |
| $\phi_{\text{thermal}}$ | The variance of the thermal noise |
| $q$              | The electronic charge |
| $c$              | The detector’s responsivity |
| $B$              | The equivalent noise bandwidth |
| $I_{bg}$         | The background current |
| $\sigma_0$       | The Boltzmann’s constant |
| $T$              | The absolute temperature |
| $G$              | The open-loop voltage gain |
| $g_m$            | The FET transconductance |
| $Z$              | The number of constellation points |
| $\ell$           | The path-loss exponent |
| $P_t$            | The transmitted RF power |
| $n_P$            | The received SNR discrepancy |
| $B_f$            | The bandwidth of the RF femtocell |
| $f_c$            | The RF carrier frequency |
| $h$              | The variance of the AWGN |
| $\sigma^2$       | The variance of the AWGN |
| $\mathcal{R}_{1,n}$ | The delay-rated QoS statistical parameter |
| $\mathcal{R}_{2,n}$ | The achievable rate with VLC LOS reception |
| $\lambda$        | The Lagrange multiplier |
| $\mu$            | The Lagrange multiplier |
| $\xi$            | The step-size in the iteration algorithm |
II. SYSTEM MODEL

We consider a heterogeneous indoor network, where a combined VLC and a RF femtocell network are employed in a room. We denote the network set as: \( M = \{1, 2\} \), where \( m = 1 \) and \( m = 2 \) represent the VLC and the RF femtocell network, respectively. It is assumed that both the VLC and RF femtocell systems are supported either by an optical fiber or power-line backbone for exchanging their roaming-related signaling information, which is unproblematic in an indoor scenario.

The set of MTs located or roaming in the indoor region is denoted by \( N = \{1, \ldots, n, \ldots, N\} \). We assume that the \( N \) MTs are uniformly distributed in the room. Each MT for \( n \in N \) is capable of accessing both the VLC and the femtocell network with the same priority. Again, we consider two types of MTs, namely multi-mode MTs and multi-homing MTs. Again, the multi-mode MTs are assigned to a single network at a time, hence each multi-mode MT has to appropriately set its network selection index \( x_{m,n} \), where \( x_{m,n} = \{1, 0\} \) indicates whether the MT \( n \) is assigned to the network \( m \). By contrast, for the multi-homing MTs, both the VLC and the femtocell provide resource blocks simultaneously. We denote the instantaneous transmission probability of the network \( m \) transmitting to MT \( n \) as \( \beta_{m,n} \). Furthermore, we use \( \alpha \) and \( \beta \) to represent the network assignment matrix and RA probability matrix, respectively. The achievable throughput of MT \( n \) supported by network \( m \) is expressed as: \( \beta_{m,n}r_{m,n} \), where \( r_{m,n} \) denotes the instantaneous transmission bit rate in the DL of network \( m \) to MT \( n \). The VLC system has a rather different transceiver model and channel model than the traditional RF communication networks. We will now briefly introduce the achievable instantaneous transmission bit rate of both the VLC and the RF femtocell network.

A. VLC Using LED Lights

A typical 2D-indoor VLC system using LED lights is illustrated in Fig. 1, where the LED lights are uniformly distributed on the ceiling of the room. Let us assume that \( \psi_{in} \) is the angle of irradiation of the LED lights, \( \psi_{in} \) is the angle of incidence, and \( D_d \) is the distance between a transmitter and a receiver. In an optical link, the channel’s direct current (DC) gain on directed path is expressed as:

\[
H(\theta) = \begin{cases} \frac{(l+1)A_T \rho}{2\pi D_d^2} g, & \text{if } \psi_{in} \leq \Psi_c, \\ 0, & \text{if } \psi_{in} > \Psi_c, \end{cases}
\]

where \( l \) is the order of Lambertian emission, which is given by the semi-angle \( \phi_{1/2} \) at half illumination of an LED as \( l = \frac{\ln 2}{\ln (\cos \phi_{1/2})} \). Furthermore, \( A \) is the physical area of the photodetector (PD), \( T_s \) is the gain of the optical filter used, and \( \Psi_c \) denotes the width of the field of view (FOV) at the receiver. Owing to the obstructions, the LOS propagation of the VLC system might be blocked. Here, the random variable \( \kappa \) denotes the VLC LOS blocking event. This event is random and unpredictable. Here we assume that the event obeys the Bernoulli distribution, which indicates whether the VLC LOS reception is blocked or not. Its probability mass function may be expressed as:

\[
f(\kappa) = \begin{cases} 1 - p, & \text{if } \kappa = 1 \\ p, & \text{if } \kappa = 0 \end{cases}
\]

where \( p \) denotes the VLC LOS blocking probability. Equation (1) indicates that once the angle of irradiation of a receiver is higher than the FOV, the receiver’s LOS would be blocked. We assume that \( G = \cos(\psi_{ir})g(\psi_{in})\cos(\psi_{in}) \), where \( g(\psi_{in}) \) is the gain of an optical concentrator [27] and can be characterized as [28]:

\[
g(\psi_{in}) = \begin{cases} \frac{\rho}{\sin^2 \psi_{in}}, & \text{if } \psi_{in} \leq \Psi_c, \\ 0, & \text{if } \psi_{in} > \Psi_c. \end{cases}
\]

Apart from the VLC LOS reception, the MTs may also receive the VLC reflected path owing to the wall. The received optical power is given by the channel’s DC gain on the direct LOS path \( H_d(0) \) and reflected path \( H_{ref}(0) \), which may be written as:

\[
P_r = \sum_{\text{LEDs}}^{\text{LEDS}} \left[ P_t H_d(0) + \int_{\text{walls}} P_t dH_{ref}(0) \right],
\]

where \( P_t \) and \( P_r \) denotes the transmitted and received optical power, respectively. The channel DC gain on the first reflection \( dH_{ref}(0) \) is given by [27]:

\[
dH_{ref}(0) = \begin{cases} \frac{(l+1)A_T \rho}{2\pi D_1^2} \mathcal{J} dA_{wall}, & \text{if } \psi_{in} \leq \Psi_c, \\ 0, & \text{if } \psi_{in} > \Psi_c \end{cases}
\]

where \( D_1 \) is the distance between an LED light and a reflecting surface, \( D_2 \) denotes the distance between a reflective point and a MT receiver, \( \rho \) is the reflectance factor, whilst \( dA_{wall} \) is a small reflective area. Furthermore, we assume that \( \mathcal{J} = \cos(\omega_1) \cos(\omega_2) \), where \( \omega_1 \) and \( \omega_2 \) denote the angle of irradiance to a reflective point and the angle of irradiance to a MT’s receiver, respectively.

The dominant noise contribution is assumed to be the shot noise due to ambient light from windows. We also take thermal noise into account. Hence, the receiver filter’s output contains Gaussian noise having a total variance of \( \sigma^2_{\text{VLC}} \) given by the...
sum of contributions from both the shot noise and the thermal noise, which is expressed as:

$$\sigma_{\text{VLC}}^2 = \sigma_{\text{shot}}^2 + \sigma_{\text{thermal}}^2.$$  

(6)

According to [27], the variance of shot noise $\sigma_{\text{shot}}^2$ is given by:

$$\sigma_{\text{shot}}^2 = 2qP_rB + 2qI_{bg}I_1B,$$  

(7)

where $q$ is the electronic charge, $\varsigma$ is the detector’s responsivity, $B$ is the equivalent noise bandwidth and $I_{bg}$ is the background current caused by the background light. Furthermore, the variance of thermal noise is given by [27]:

$$\sigma_{\text{thermal}}^2 = \frac{8\pi q T_K}{G} \eta A_1 B^2 + \frac{16\pi^2 q T_K}{g_m} \eta^2 A_2^2 I_2 B^3,$$  

(8)

where $\phi$ is the Boltzmann’s constant, $T_K$ is the absolute temperature, $G$ is the open-loop voltage gain, $\eta$ is the fixed capacitance of the PD per unit area, $\Gamma$ is the FET channel noise factor, and finally, $g_m$ is the FET transconductance. The noise bandwidth factors $I_1$ and $I_2$ are constant experimental values. Here, we opt for the typical values used in the literature [27], [28], namely for $I_1 = 0.562$ and $I_2 = 0.0868$.

Let us define the receiver’s SNR in the VLC system’s MT $n$ as $\gamma_{1,n}$, which is given by:

$$\gamma_{1,n} = \frac{P_r}{\sigma_{\text{VLC}}^2}.$$  

(9)

We assume that the VLC system relies on M-PAM based transmission. According to [7], the relationship between the bit error ratio (BER) and SNR for M-PAM signals is approximated as:

$$\text{BER}_{\text{M-PAM}} \approx \frac{Z - 1}{Z} \frac{2}{\log_2 Z} Q \left( \frac{\sqrt{\gamma_{1,n}/2}}{Z - 1} \right),$$  

(10)

which $Z$ is the number of constellation points. As a result, the maximum affordable $Z$ value may be found for a given BER target. Then, the achievable transmission rate of the VLC system is given by:

$$R = B \log_2 Z.$$  

(11)

B. Channel Model of the RF Femtocell

In this paper, we assume that the DL channel of the femtocell to a MT is subject to uncorrelated Rayleigh fading\(^2\) obeying a unity average power constraint and inverse-$\varsigma$-th power pathloss. Hence the instantaneous transmission bit rate of the RF femtocell is given by the classical Shannon capacity of:

$$R = B_f \log_2 \left( 1 + \frac{P_f}{\sigma^2} \Pi A_f d^{-\varsigma} h \right),$$  

(12)

where $B_f$ denotes the bandwidth of the RF femtocell, $P_f$ denotes the DL transmission power of the femtocell’s radio port. Let us now employ continuous rate adaptation and let $\Pi$

\(^2\)Since we may not be able to guarantee line of sight transmission for the RF femtocell system, here we consider the worst-case scenario, where the DL channel of the RF femtocell system is modeled as the widely used Rayleigh channel.

be the received SNR discrepancy from the continuous input memoryless channel’s capacity at the target BER, which is given by: $\Pi = -\frac{1}{\log(2\text{BER})}$ [29]. Furthermore, $A_f$ is a constant that depends on the carrier frequency $f_c$, $d$ denotes the distance of this link, while $\varsigma$ is the pathloss exponent and finally, $h$ is the Rayleigh-distributed channel gain. Let us define the receiver’s SNR in the DL of the femtocell to MT $n$ as $\gamma_{2,n}$, which is given by:

$$\gamma_{2,n} = \frac{P_f}{\sigma^2} A_f d^{-\varsigma} h,$$  

(13)

where $\sigma^2$ denotes the variance of the AWGN. The probability density function (PDF) of the SNR $\gamma_{2,n}$ of a Rayleigh-channel obeys the exponential-distribution of:

$$f_{\gamma_{2,n}}(x) = \frac{1}{\Gamma} e^{-\frac{x}{\Gamma}},$$  

(14)

where we have $\Gamma = \frac{P_f \Pi A_f d^{-\varsigma}}{\sigma^2}$.

C. Effective Capacity

In next-generation networks, it is essential to consider a range of QoS metrics, such as the achievable data rate, the tolerable delay and the delay-violation probability. During the early 90’s, statistical QoS guarantees have been extensively studied in the context of effective bandwidth theory of [30]–[32]. The theory states that for a dynamic queuing system having stationary ergodic arrival and service processes, the probability of exceeding a certain queue length decays exponentially. Inspired by the effective bandwidth theory, the authors of [13] proposed a link-layer metric termed as the effective capacity, which characterizes the effect of delay on the system. Owing to its advantages, the effective capacity has been widely adopted [13]–[17] for studying the steady-state delay-target violation probability. According to [13], for a dynamic queuing system where the arrival and service processes are stationary and ergodic, the probability that the queue length $D(t)$ at an instant $t$ of a service exceeds the maximum tolerable delay bound $D_{\text{max}}$ is given by:

$$\Pr \{ D(t) \geq D_{\text{max}} \} \approx \gamma(t) e^{-\theta D_{\text{max}}},$$  

(15)

where $\gamma(t) = \Pr \{ D(t) \geq 0 \}$ is the probability that the transmission queuing buffer is non-empty at a randomly selected instant $t$. Note from (15) that $\theta \geq 0$ is a crucial parameter, directly characterizing the exponential decaying rate of the probability that the delay exceeds $D_{\text{max}}$. As a result, $\theta$ may be referred to as delay-related QoS exponent of a connection.

The effective capacity may also be interpreted as the maximum constant packet-arrival rate that the system is capable of supporting, without violating a given delay-related QoS requirement indicated by the QoS exponent $\theta$. For uncorrelated block fading channels wherein the service process is uncorrelated, the effective capacity is defined as [13], [33]:

$$\Delta(\theta) = \frac{1}{\theta} \ln \mathbb{E} [\exp(\theta r)],$$  

(16)

where $\mathbb{E}(\cdot)$ is the expectation operator and $r$ denotes the throughput.
1) Effective Capacity of VLC: Given the position of a MT $n$, if the angle of irradiation of a receiver is higher than the FOV, the effective capacity of VLC $\Delta_{1,n}$ is equal to 0. However, if the angle of irradiation of a receiver is lower than the FOV, the instantaneous transmission rate $r_{1,n}$ obeys a Bernoulli distribution, with the probability mass function of:

$$f(r_{1,n}) = \begin{cases} 1 - p, & \text{if } r_{1,n} = R_{1,n} \\ p, & \text{if } r_{1,n} = R_{2,n}, \end{cases} \quad (17)$$

where $R_{1,n}$ and $R_{2,n}$ denote the achievable transmission rate from VLC system to MT $n$ with and without VLC LOS reception, respectively. As a result, the VLC transmission channel is modeled as a two-rates channel.

Based on the above discussions, the VLC system’s effective capacity, which is again the maximum constant packet-arrival rate that the service is capable of supporting under the statistical delay limit of the MT $n$ specified by $\theta_n$, may be expressed as:

$$\Delta_{1,n} = \left\{ \begin{array}{ll} -\frac{1}{\theta_n} \ln Q, & \text{if } \psi_{in} \leq \Psi_c, \\ 0, & \text{if } \psi_{in} > \Psi_c, \end{array} \right. \quad (18)$$

where we have $Q = pe^{-\theta_n\beta_{1,n}R_{2,n}} + (1 - p)e^{-\theta_n\beta_{1,n}R_{1,n}}$

2) Effective Capacity of the RF Femtocell: According to (12), (14), and (16), the effective capacity of the RF femtocell system to MT $n$ is given by:

$$\Delta_{2,n} = -\frac{1}{\theta_n} \ln \int_0^\infty e^{-\frac{\theta_n \beta_{2,n} B_f \log_2(1+x)}{\ln 2}} f_{R_{2,n}}(x) \, dx$$

$$= -\frac{1}{\theta_n} \ln \left[ \frac{1}{\Gamma(2)} \int_0^\infty (1+x)^{-\frac{\theta_n \beta_{2,n} B_f}{\ln 2}} e^{-\frac{x}{\Gamma}} \, dx \right]$$

$$= -\frac{1}{\theta_n} \ln \left( e^{-\frac{\theta_n \beta_{1,n} B_f}{2 \ln 2}} \right)$$

$$= \beta_{2,n} B_f \ln \Gamma - \frac{1}{\theta_n} \ln \Gamma,$$ \quad (19)

where $\Gamma = \psi_{in} \beta_{2,n} B_f \ln 2 - \psi_{in} \beta_{2,n} B_f \ln 2$.

Note from (18) and (19), the effective capacity of the network $m$ to MT $n$ is the function of $\beta_{m,n}$. In the following sections, we will use $\Delta_m,n$ to represent $\Delta_{m,n}(\beta_{m,n})$.

III. PROBLEM FORMULATION

In this section, the RA problem formulation is presented for both multi-homing MTs and multi-mode MTs in the indoor HetNet considered. Let us now adopt a utility function based perspective, assuming that the MT $n$ obtains utility $U_{m,n}(\beta_{m,n})$ from network $m$.

A. Utility Function: $\alpha$-Proportional Fairness Approach

In this paper, we consider the RA problem under the consideration of the concept fairness. The mathematical concept of fairness is formulated as an optimization problem. The fairness optimization problem may be interpreted as a throughput maximization problem [35], as a max–min fairness problem [35] and as a proportional fairness problem [36]. Here a generic fairness notion referred to $\alpha$-proportional fairness [20]–[23] is introduced, which embodies a number of fairness concepts, including the above-mentioned three problems by appropriately adjusting the values of the parameter $\alpha$. We define the utility $U_{m,n}(\beta_{m,n})$ as:

$$U_{m,n}(\beta_{m,n}) = \varphi_\alpha(\Delta_{m,n}),$$ \quad (20)

where $\varphi_\alpha(\cdot)$ denotes the $\alpha$-proportional fairness defined in [21], where $\varphi_\alpha(\cdot)$ is a monotonically increasing, strictly concave and continuously differentiable function, which may be expressed as:

$$\varphi_\alpha(x) = \begin{cases} \log(x), & \text{if } \alpha = 1 \\ \frac{x^{\alpha} - 1}{\alpha}, & \text{if } \alpha > 0, \, \alpha \neq 1. \end{cases} \quad (21)$$

We note that for different values of $\alpha$, maximizing our utility function $U_{m,n}(\beta_{m,n})$ reduces to several well-known fairness concepts. For example, the maximum effective capacity is achieved for $\alpha = 0$ [35], proportional fairness is achieved for $\alpha = 1$ [36] and max–min fairness [35] is obtained, when we have $\alpha \to \infty$.

B. Problem Formulation for Multi-Homing MTs

When the MTs are capable of multi-homing, both the VLC and the RF femtocell networks may allocate resource blocks for simultaneously supporting the MTs. We set out to maximize the overall effective capacity of all indoor MTs. As a result, the corresponding RA problem may be formulated as:

$$\text{Problem 1:} \quad \max_{\beta} \sum_{n \in N} \varphi_\alpha \left( \sum_{m \in M} \Delta_{m,n} \right)$$ \quad (22)

subject to:

$$\sum_{n \in N} \Delta_{m,n} \geq R_n, \quad \forall n \in N;$$ \quad (23)

$$\beta_{m,n} \leq 1, \quad \forall m \in M;$$ \quad (24)

$$0 \leq \beta_{m,n} \leq 1.$$ \quad (25)

The effective capacity $\Delta_{1,n}$ of the VLC and $\Delta_{2,n}$ of the femtocell is given by (18) and (19), respectively. Physically, the constraint (23) ensures that the HetNet is capable of satisfying the bit-rate $R_n$ of the MT $n$, while the constraint (24) guarantees that the total transmission probability for each of the networks should always be less than 1. Finally, the constraint (25) describes the feasible region of the optimization variables.

Lemma 1: The RA problem described by (22)–(25) is a concave optimization problem.

Proof: See Appendix A. \quad ■

While the Problem 1 of (22)–(25) may be solved in a centralized manner with the aid of a central resource manager, this is not a viable practical solution, when the available networks are operated by different service providers.

C. Problem Formulation for Multi-Mode MTs

When multi-mode MTs are considered, only a single network supports the MT at a time. Then, the RA problem may be formulated as that of maximizing the total utility $U_{m,n}(\beta_{m,n})$
under the constraint of the QoS requirements expressed in terms of each MT’s overall effective capacity, fairness and delay as follows:

\[ \text{Problem 2 : } \max_{x, \beta} \sum_{n \in N} \varphi_n \left( \sum_{m \in M} x_{m,n} \Delta_{m,n} \right) \]

subject to:

\[ \sum_{m \in M} x_{m,n} \Delta_{m,n} \geq R_n, \quad \forall n \in N, \quad (27) \]

\[ \sum_{n \in N} x_{m,n} \beta_{m,n} \leq 1, \quad \forall m \in M, \quad (28) \]

\[ \sum_{x_{m,n} = 1}, \quad (29) \]

\[ x_{m,n} = \{1, 0\}, \quad 0 \leq \beta_{m,n} \leq 1. \quad (30) \]

The effective capacity of VLC $\Delta_{1,n}$ and femtocell $\Delta_{2,n}$ is given by (18) and (19), respectively.

Under this formulation, the variables to be optimized are $x_{m,n}$ and $\beta_{m,n}, \forall m, n$. Physically, the constraint (27) ensures that the HetNet is capable of satisfying the bit-rate $R_n$ of the MT $n$, while the constraint (28) guarantees that the total transmission probability for each of the networks should always be less than 1. Furthermore, the constraint (29) guarantees that each MT should always select only one of the networks for its transmissions. Finally, the constraint (30) describes the feasible region of the optimization variables.

We note that Problem 2 is a mixed integer non-linear programming (MINLP) problem that involves both binary variables $x_{m,n}$ and real-valued positive variables $\beta_{m,n}$ during optimization. In general, MINLP problems are computationally intractable. Nonetheless, recently several optimization tools have been developed for solving MINLP problems. The BONMIN solver [37] is for example capable of solving smooth, twice differentiable, mixed integer nonlinear programs, which was deployed for providing the upper-bound benchmark solution.

IV. DECENTRALIZED SUB-OPTIMAL RESOURCE ALLOCATION SCHEMES

Problem 1 and Problem 2 may be solved with the aid of centralized optimization tools. However, in order to reduce the computational complexity and to make the problem tractable, in this section we propose decentralized sub-optimal RA schemes.

A. Decentralized Solution for Multi-Homing MTs

Since the problem is a concave one, convex duality implies that the optimal solution to this problem may be found from the Lagrangian formulation [24]. The Lagrangian function for (22) under the constraints of (23)–(25) can be expressed as:

\[ L(\beta, \lambda, \mu) = \sum_{n \in N} \left[ \varphi_n \left( \sum_{m \in M} \Delta_{m,n} \right) - \sum_{m \in M} \lambda_{m} \beta_{m,n} \right. \]

\[ \left. + \sum_{m \in M} \mu_{n} \Delta_{m,n} \right] + \sum_{m \in M} \lambda_{m} - \sum_{n \in N} \mu_{n} R_n, \quad (31) \]

where we have $0 \leq \beta \leq 1$, while $\mu_n$ and $\lambda_m$ are the lagrange multipliers or prices associated with the $n$th inequality constraint (23) and with the $m$th inequality constraint (24), respectively. The dual objective function $g(\lambda, \mu)$ is defined as the maximum value of the Lagrangian over $\beta$, which is expressed as:

\[ g(\lambda, \mu) = \sup_{\beta} L(\beta, \lambda, \mu). \quad (32) \]

The dual variables $(\lambda, \mu)$ are dual feasible if we have $\lambda \geq 0, \mu \geq 0$. The dual function can then be maximized for finding an upper bound on the optimal value of the original problem (22):

\[ \min_{\lambda, \mu} g(\lambda, \mu) \]

\[ \text{subject to } \lambda \geq 0, \mu \geq 0, \quad (33) \]

which is always a convex optimization problem. The difference between the optimal primal objective and the optimal dual objective is referred to as the duality gap, which is always non-negative. A central result in convex analysis showed that when the problem is convex, the duality gap reduces to zero at the optimum [24], [38]. Hence, the primal problem of (22) can be equivalently solved by solving the dual problem of (33). In principle, the dual problem may be readily solved using standard routines, such as the Newton method and the barrier method [24]. However, these algorithms generally involve centralized computation and require global knowledge of all parameters. Hence, we propose an optimal decentralized RA algorithm for solving the problem using full dual decomposition [25].

Recall that in (32) we defined a dual objective function $g_n(\lambda_m, \mu_n)$ for MT $n$, which may be written as:

\[ g_n(\lambda_m, \mu_n) = \varphi_n \left( \sum_{m \in M} \Delta_{m,n} \right) - \sum_{m \in M} \lambda_{m} \beta_{m,n} \]

\[ + \sum_{m \in M} \mu_{n} \Delta_{m,n}. \quad (34) \]

Our primal problem described by (22)–(25) may be separated into two levels of optimization. At the lower level, we decouple the problem of (32) into $N$ subproblems, where the $n$th subproblem may be written as:

\[ \beta_{m,n}^* = \arg \max_{0 \leq \beta_{m,n} \leq 1} g_n(\lambda_m, \mu_n), \quad \forall m \in M. \quad (35) \]

It may be shown that $g_n(\lambda_m, \mu_n)$ is concave with respect to the variable $\beta_{m,n}$. Hence the maximization of $g_n(\lambda_m, \mu_n)$ may be achieved by finding the partial derivative of $g_n(\lambda_m, \mu_n)$ with respect to $\beta_{m,n}$, which is given by:

\[ \frac{\partial g_n(\lambda_m, \mu_n)}{\partial \beta_{m,n}} = \frac{\Delta_{m,n}'}{\sum_{m \in M} \Delta_{m,n}'} + \mu_n \Delta_{m,n}' - \lambda_m, \quad (36) \]
where \( \Delta'_{m,n} = \frac{d \Delta_{m,n}}{d \beta_{m,n}} \). Furthermore, the second partial derivative of \( g_n(\lambda_m, \mu_n) \) is given by:

\[
\frac{\partial^2 g_n(\lambda_m, \mu_n)}{\partial \beta^2_{m,n}} = \mu_n \Delta''_{m,n} + \left( \frac{\Delta''_{m,n} \sum_{m \in M} \Delta_{m,n}}{\sum_{m \in M} \Delta_{m,n}} \right) - \frac{(\Delta'_{m,n})^2}{\left( \sum_{m \in M} \Delta_{m,n} \right)^2} \leq 0 \tag{37}
\]

\[
\frac{\partial^2 g_n(\lambda_m, \mu_n)}{\partial \beta_{i,n} \partial \beta_{j,n}} = -\frac{(\Delta'_{i,n} \Delta'_{j,n})}{\left( \sum_{m \in M} \Delta_{m,n} \right)^2} \leq 0. \tag{38}
\]

As a result, \( \frac{\partial g_n(\lambda_m, \mu_n)}{\partial \beta_{m,n}} \) is a monotonically decreasing function with respect to \( \beta_{m,n} \) for all \( m \). If we have \( \frac{\partial g_n(\lambda_m, \mu_n)}{\partial \beta_{m,n}} |_{\beta_{m,n} = 0} \leq 0 \), then we may have \( \beta^*_{m,n} = 0 \), \( \forall m \). If we have \( \frac{\partial g_n(\lambda_m, \mu_n)}{\partial \beta_{m,n}} |_{\beta_{m,n} = 1} \geq 0 \), then we may have \( \beta^*_{m,n} = 1 \), \( \forall m \). Otherwise, \( \beta^*_{m,n} \) may be derived by solving the following Equation for each network \( m \):

\[
\frac{\Delta'_{m,n}}{\sum_{m \in M} \Delta_{m,n}} + \mu_n \Delta'_{m,n} - \lambda_m = 0, \tag{39}
\]

which may be solved by the steepest descent method [24].

At the higher level, we have the master dual problem, which may be expressed as:

\[
\min_{\lambda, \mu} g(\lambda, \mu), \tag{40}
\]

where we have \( g(\lambda, \mu) = \sum_{m \in M} \sum_{n \in \mathcal{N}} g_n(\beta^*_{m,n}, \lambda_m, \mu_n + \sum_{m \in M} \lambda_m - \sum_{n \in \mathcal{N}} \mu_n R_n) \), and \( \beta^*_{m,n} \) denotes the optimal value derived from the lower level optimization problem of (35). Since the function \( g(\lambda, \mu) \) is concave and differentiable, we can use a gradient method for solving the master dual problem, as a benefit of its simplicity. Instead of minimizing the function directly with respect to \( \lambda \) and \( \mu \), it can be minimized over a single set of Lagrange multipliers first, and then over the remaining one, which may be formulated as minimum of \( g(\lambda, \mu) \).

Firstly, we solve the minimization problem for a given \( \mu \). Then the derivative of \( g(\lambda, \mu) \) with respect to \( \lambda \) is written as:

\[
\frac{\partial g(\lambda, \mu)}{\partial \lambda} = 1 - \sum_{n \in \mathcal{N}} \beta^*_{m,n}. \tag{41}
\]

As a result, the price parameter \( \lambda \) is updated according to:

\[
\lambda_m(t+1) = \left[ \lambda_m(t) - \xi(t) \left( 1 - \sum_{n \in \mathcal{N}} \beta^*_{m,n} \right) \right]^+, \tag{42}
\]

<table>
<thead>
<tr>
<th>Algorithm 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
</tr>
<tr>
<td>( \theta_n ): Delay requirement of each MT ( n ) ( \forall n ), ( R_n ): Rate requirement of each MT ( n ) ( \forall n )</td>
</tr>
<tr>
<td><strong>Initialization</strong></td>
</tr>
<tr>
<td>( t = 1 )</td>
</tr>
<tr>
<td>Price value for each network: ( \lambda(t) = { \lambda_1(t), ..., \lambda_M(t) } = 0 )</td>
</tr>
<tr>
<td>Price value for each MT: ( \mu(t) = { \mu_1(t), ..., \mu_N(t) } = 0 )</td>
</tr>
<tr>
<td><strong>step size</strong>: positive ( \xi ) and ( \epsilon )</td>
</tr>
<tr>
<td><strong>While</strong> ( t ) does not reach its maximum</td>
</tr>
<tr>
<td>Get optimal ( \beta )</td>
</tr>
<tr>
<td><strong>For each MT</strong> ( n \in \mathcal{N} )</td>
</tr>
<tr>
<td>Each MT solves the problem presented in Eq. (35)</td>
</tr>
<tr>
<td><strong>Update price values</strong></td>
</tr>
<tr>
<td><strong>For</strong> ( m \in \mathcal{M} )</td>
</tr>
<tr>
<td>Price value ( \lambda_m ) updates according to Eq. (42)</td>
</tr>
<tr>
<td><strong>Price value</strong> ( \mu_n ) updates according to Eq. (43)</td>
</tr>
<tr>
<td>**ξ ← ξ − ξ ( \epsilon ) ( t ) ← ( t + 1 )</td>
</tr>
<tr>
<td><strong>End</strong></td>
</tr>
<tr>
<td><strong>Output</strong> ( \beta(t) )</td>
</tr>
</tbody>
</table>

where \([ \cdot ]^+\) is a projection on the positive orthant to account for the fact that we have \( \lambda_m \geq 0 \). Furthermore, \( \xi(t) \) denotes the step-size taken in the direction of the negative gradient for the price parameter \( \lambda \) at iteration \( t \). In order to guarantee convergence, where we have to satisfy \( \lim_{t \to \infty} \xi(t) = 0 \) and \( \sum_{t=0}^{\infty} \xi(t) = \infty \). In this paper, we set \( \xi(t) = \xi t^{-1/2} \epsilon \), \( \xi \) and \( \epsilon \) are positive constants.

Then, the price parameter \( \mu \) is similarly updated according to:

\[
\mu_n(t+1) = \left[ \mu_n(t) - \xi(t) \left( \sum_{m \in \mathcal{M}} \Delta_{m,n} - R_n \right) \right]^+. \tag{43}
\]

Based on the above discussions, our decentralized optimal RA scheme is constituted by an iterative algorithm, which determines the optimal transmission probability in the DL of network \( m \) to MT \( n \) based on the update of a pair of price parameters \( \lambda_m \) and \( \mu_n \) over a number of iterations, until the optimal solution is found. Each of the networks \( m \) is initialized to a feasible price value \( \lambda_m \), while each MT \( n \) is initialized to a feasible price value \( \mu_n \). Each MT broadcasts its price value to all the available networks. Then each MT calculates the optimal transmission probability based on the price information \( (\lambda, \mu) \) and the optimal transmission probability is derived during the last iteration. Each of the networks \( m \) updates its price value \( \lambda_m \) based on the newly derived optimal transmission probability \( \beta \) and then broadcasts the optimal transmission probability to the MTs. Similarly, each MT updates its price value \( \mu_n \) based on the optimal transmission probability. The MTs broadcast their new price values \( \mu \) to the networks and the process continues, until the algorithm converges. The decentralized optimal RA algorithm is formally described in Table II.

Footnote:

3 Nonlinear equations can be solved by several numerical methods. However, due to the length limitation of our paper, we will not be able to present the steepest descent method here.
B. Decentralized Solution for Multi-Mode MTs

Problem 2 of (26)–(30) is formulated as a MINLP and may be computationally intractable. A potentially straightforward solution may be to derive firstly the optimal resource block $\beta$ for a specific $x$, then to exhaustive search through the entire set of all the possible $x$ values. For a system having access to $M$ networks and $N$ MTs, there are $M^N$ combinations for the network selection indicator variables $x$. Therefore, a simpler solution may be found by relaxing the binary constraint imposed on the network selection indicator variables $x_{m,n}$, so that they may assume continuous values from the interval $[0, 1]$. Naturally, the original problem is not actually solved by the relaxation of the binary constraint. However, it has been shown in [39] that solving the dual of the relaxed problem provides solutions that are arbitrarily close to the original, non-relaxed problem.

Since $x_{m,n}$ assumes either the values of 0 or 1, there is exactly one $x_{m,n} = 1$ value for each MT $n$. If we denote such a specific network by the index $m'$, we have $\varphi_{\alpha}(\sqrt{m,n}) = \varphi_{\alpha}(\Delta_{m',n})$. Thus, the objective function in (26) is equivalent to the following function:

$$\max_{x, \beta} \sum_{n \in N} \sum_{m \in M} x_{m,n} \varphi_{\alpha}(\Delta_{m,n}).$$  (44)

The equivalent relaxed optimization problem of (26)–(30) is reformulated as follows:

**Problem 3**: $\max_{x, \beta} \sum_{n \in N} \sum_{m \in M} x_{m,n} \varphi_{\alpha}(\Delta_{m,n})$  (45)

subject to:

$$\sum_{m \in M} x_{m,n} \Delta_{m,n} \geq R_n, \forall n \in N;$$  (46)

$$\sum_{n \in N} x_{m,n} \beta_{m,n} \leq 1, \forall m \in M;$$  (47)

$$\sum_{m \in M} x_{m,n} = 1;$$  (48)

$$0 \leq x_{m,n} \leq 1, \quad 0 \leq \beta_{m,n} \leq 1.$$  (49)

In this formulation, the variables to be optimized are $x_{m,n}$ and $\beta_{m,n}, \forall n, m$.

**Lemma 2**: The RA problem described by (45)–(49) is a concave optimization problem with respect to the variables $x_{m,n}$ and $\beta_{m,n}$.

**Proof**: See Appendix B.

Since Problem 3 is also based on a concave function, the optimal solution may be found from the Lagrangian formulation, which may be written as:

$$L(x, \beta, \lambda, \mu) = \sum_{m \in M} \sum_{n \in N} \left[ x_{m,n} \varphi_{\alpha}(\Delta_{m,n}) - \lambda_m \beta_{m,n} + \mu_n x_{m,n} \Delta_{m,n} \right] + \sum_{m \in M} \lambda_m - \sum_{n \in N} \mu_n R_n;$$  (50)

where we have $0 \leq x \leq 1, \quad 0 \leq \beta \leq 1$ and $\sum_{m \in M} x_{m,n} = 1$.

Furthermore, $\mu_n$ and $\lambda_m$ are the Lagrange multipliers or prices associated with the $n$th inequality constraint of (46) and with the $m$th inequality constraint of (47), respectively. The optimal RA variables $x, \beta$ may be obtained by solving:

$$\min_{x, \beta} \max_{\lambda, \mu} L(x, \beta, \lambda, \mu).$$  (51)

Similarly to Section IV-A, a decentralized optimal RA algorithm can be proposed for solving the problem using full dual decomposition.

We define a dual objective function $g_n(x_{m,n}, \beta_{m,n})$ for MT $n$, which may be written as:

$$g_n(x_{m,n}, \beta_{m,n}) = \sum_{m \in M} x_{m,n} \varphi_{\alpha}(\Delta_{m,n})$$

$$- \sum_{m \in M} \lambda_m \beta_{m,n} + \sum_{m \in M} \mu_n x_{m,n} \Delta_{m,n}. \quad (52)$$

At the lower level, we have the subproblems, one for each $n$, which may be written as:

$$\{x_{m,n}, \beta_{m,n}^*\} = \arg \max_{0 \leq x_{m,n} \leq 1, 0 \leq \beta_{m,n} \leq 1} g_n(x_{m,n}, \beta_{m,n}).$$  (53)

Similarly, $g_n(x_{m,n}, \beta_{m,n})$ is concave with respect to the variable $x_{m,n}$ and $\beta_{m,n}$. Hence the maximization of $g_n(x_{m,n}, \beta_{m,n})$ may be derived by finding the partial derivative of $g_n(x_{m,n}, \beta_{m,n})$, which is given by:

$$\frac{\partial g_n}{\partial x_{m,n}} = \varphi_{\alpha}(\Delta_{m,n}) + \mu_n \Delta_{m,n} - \lambda_m \beta_{m,n}$$  (54)

$$\frac{\partial g_n}{\partial \beta_{m,n}} = x_{m,n} \left( \frac{\Delta'}{\Delta_{m,n}} + \mu_n \Delta_{m,n} - \lambda_m \right).$$  (55)

We will firstly derive the optimal RA probability $\beta_{m,n}^*$ according to (55). Since the second partial derivative of $g_n(x_{m,n}, \beta_{m,n})$ with respect to $\beta_{m,n}$ is non-positive, $\beta_{m,n}^*$ is derived according to the following criterion:

1) If $\frac{\Delta_{m,n}(1)}{\Delta_{m,n}(0)} + \mu_n \Delta_{m,n}(1) - \lambda_m \geq 0$, then $\beta_{m,n}^* = 1$;

2) If $\frac{\Delta_{m,n}(0)}{\Delta_{m,n}(0)} + \mu_n \Delta_{m,n}(0) - \lambda_m \leq 0$, then $\beta_{m,n}^* = 0$;

3) Else, the optimal RA probability $\beta_{m,n}^*$ from network $m$ and MT $n$ is derived by solving the equation $\frac{\Delta_{m,n}(\beta_{m,n}^*)}{\Delta_{m,n}(\beta_{m,n})} + \mu_n \Delta_{m,n}(\beta_{m,n}) - \lambda_m = 0$.

The optimal network selection index $x_{m,n}^*$ is then determined according to the $\beta_{m,n}^*$ derived. Each MT $n$ calculates the partial derivative of $g_n(x_{m,n}, \beta_{m,n})$ in the direction of $x_{m,n}$ for all the networks. Then MT $n$ chooses the specific network $m'$ associated with the highest value, which may be written as:

$$x_{m,n}^* = 1, \quad \text{if } m' = \arg \max_{m} \frac{\partial g_n(x_{m,n}, \beta_{m,n})}{\partial x_{m,n}};$$

$$x_{m,n}^* = 0, \quad \text{if } m \neq m'.$$  (56)

At the higher level, we have the master dual problem, which may be expressed as:

$$\min_{\lambda, \mu} g(\lambda, \mu),$$  (57)
TABLE III
DECENTRALIZED ALGORITHM FOR PROBLEM 2

| Algorithm 2 | 
| --- | --- |
| **Input** | 
| $r_n$: Delay requirement of each MT $n \in \mathcal{N}$, $R_n$: Rate requirement of each MT $n \in \mathcal{N}$ | 
| **Initialization** | 
| $t \leftarrow 1$; | 
| Price value for each network: $\lambda(t) = \{\lambda_1(t), \ldots, \lambda_M(t)\} = 0$ | 
| Price value for each MT: $\mu(t) = \{\mu_1(t), \ldots, \mu_N(t)\} = 0$ | 
| step size: positive $\xi$ and $\epsilon$ | 
| **While** $t$ does not reach its maximum | 
| Get optimal $\beta^*$ and $x^*$ | 
| **For each** $m \in \mathcal{M}$ | 
| Each MT solves the problem presented in Eq. (35); | 
| **End for** | 
| Update price values | 
| **For** $m \in \mathcal{M}$ | 
| Price value $\lambda_m(t)$ updates according to Eq. (58) | 
| **End for** | 
| For $n \in \mathcal{N}$ | 
| Price value $\mu_n(t)$ updates according to Eq. (59) | 
| **End for** | 
| $\xi \leftarrow \xi - \frac{1}{t}\epsilon$ | 
| $t \leftarrow t + 1$ | 
| **End** | 
| **Output** $x^*(t)$ and $\beta^*(t)$ | 

where we have $g(\lambda, \mu) = \sum_{n \in \mathcal{N}} g_n(x_{m,n}, \beta_{m,n}) + \sum_{m \in \mathcal{M}} \lambda_m - \mu_n R_n$, and $x^*_{m,n}$, $\beta^*_{m,n}$ denotes the optimal value derived from the lower level optimization problem (53). Similar to the solution provided in Section IV-A, the price parameters $\lambda$ and $\mu$ are updated according to:

$$
\lambda_m(t+1) = \left[ \lambda_m(t) - \xi \mu(t) \left( 1 - \sum_{n \in \mathcal{N}} \beta_{m,n} \right)^+ \right], \quad (58)
$$

$$
\mu_n(t+1) = \left[ \mu_n(t) - \xi \lambda(t) \left( x^*_{m,n} - \sum_{n \in \mathcal{N}} A_{m,n} \beta_{m,n} + R_n \right)^+ \right]. \quad (59)
$$

Similarly, our decentralized optimal RA algorithm is an iterative algorithm, which performs an optimal network selection and finds the corresponding resource block probability from network $m$ to MT $n$ based on the update of the price parameters $\lambda_m$ and $\mu_n$, over a number of iterations, until the optimal solution is reached. Each of the networks $m$ starts with an feasible initial price value $\lambda_m$, while each MT $n$ starts with an feasible initial price value $\mu_n$. Each MT broadcasts its price value to all networks. Then each network calculates the optimal network selection $x^*_{m,n}$ and transmission resource block probability $\beta^*_{m,n}$ based on the price information ($\lambda$, $\mu$). Each network $m$ updates its price value $\lambda_m$ and then broadcasts the optimal transmission resource block to the MTs. Similarly, each MT updates its price values $\mu_n$. The MTs broadcast their new price values $\mu$ to the networks and the process continues, until the algorithm converges. The decentralized optimal RA algorithm is formally described in Table III.

V. RESULTS AND DISCUSSIONS

In this section, we present numerical performance results for characterizing the proposed RA algorithms in the context of the indoor HetNet of Fig. 1. Again, the “two-rate” transmission channel model is used for the VLC system, while the transmission channel is subject to uncorrelated Rayleigh fading with a unity average power and to propagation loss for the RF femtocell system. We assume that 10 MTs are uniformly distributed in the room and all experience the same delay exponents. Furthermore, the MTs are divided into two groups, where four guaranteed-rate MTs are in one of the groups, while no guaranteed rate is maintained for the MTs in the other group. Our main system parameters are summarized in Table IV.

### A. Convergence of the Distributed Iterative Algorithm

Fig. 2 illustrates the convergence behavior of our distributed RA algorithm for both sophisticated multi-homing MTs and for the less advanced multi-mode MTs at a zero VLC blocking probability of $p = 0$, in conjunction with $\theta = 0.01$ and $\alpha = 1$. For comparison, we use the BONMIN solver [37] in order to derive the optimal solution of our RA problem. As shown in Fig. 2, our distributed RA algorithm converges to the optimal value within 100 iterations for both the multi-homing MTs and for the multi-mode MTs. This result demonstrates that the distributed RA algorithm indeed finds the optimal RA probability for multi-homing MTs as well as the optimal RA probability and network selection for the multi-mode MTs, respectively. Observe furthermore from Fig. 2 that the objective function value for multi-homing MTs is higher than that for the
Fig. 2. Objective function (OF) values versus the total number of iterations for the proposed decentralized algorithms for both multi-homing MTs and multi-mode MTs, in conjunction with $\alpha = 1$, $\theta = 0.01$, and $p = 0$. 

Fig. 3. The overall effective capacity of MTs versus the field of view of MTs, for $\alpha = 1$, $\theta = 1$, and $p = 0$. 

multi-mode MTs. This is because the RA problem of the multi-mode MTs might be viewed as a specific scenario of the multi-homing MTs. We may also note that the speed of convergence is slower, when we increase the number of MTs.

B. Effect of the Width Field of View Angle and of the Semi-Angle at Half Power

Fig. 3 demonstrates the relationship between the FOV and the overall effective capacity of the MTs for the delay exponent of 1 and for the VLC LOS blocking probability of $p = 0$. Observe from the figure that the VLC system’s effective capacity is non-increasing, when we increase the angle of the FOV. This is because the gain of the optical concentrator decreases upon the increasing the FOV. We also note that the overall effective capacity of the VLC system is substantially reduced, when the FOV is larger than 70°. Hence in our simulation scenario the FOV of MTs should be no larger than 70°. Furthermore, it is also shown that the overall effective capacity of the RF femtocell system increases slightly. The reason might be that the specific MTs that suffer from the performance degradation of the VLC system may be compensated by having a good channel quality for the RF femtocell system.

Fig. 4 shows the overall effective capacity of the MTs as a function of the semi-angle $\phi_{1/2}$ at half power of the lights, for the delay exponent of 1 and VLC LOS blocking probability of $p = 0$. It is observed that the VLC system’s effective capacity increases, when $\phi_{1/2}$ increases from 20° to 30°. Then the effective capacity decreases, when $\phi_{1/2}$ increases from 30° to 80°. This is because the value of the semi-angle at half power affects the order of Lambertian emission. As a result, the direct LOS ray and the first reflected DC gain of (1) and (5) may change according to the value of $\phi_{1/2}$.

C. Effective Capacity of MTs: Multi-Homing Versus Multi-Mode MTs

Let us now compare the performance of multi-homing MTs and multi-mode MTs for different values of $\alpha$. It is observed that the performance of the multi-homing MTs is better than that of the multi-mode MTs. Again, this is because the multi-mode transmission may be viewed as a specific scenario of multi-homing. Hence, the performance of multi-mode MTs may be interpreted as the lower bound of the maximum achievable capacity of multi-homing MTs. When we set $\alpha = 0$, as shown in Fig. 5, the RA problem is reformulated as the maximization of the total effective capacity. Since user 5 and user 6 are located in the middle of the room and are capable of achieving a better performance for the RF femtocell, the femtocell system is willing to allocate more resources to these two MTs in the multi-homing scenario.

Furthermore, owing to the rate constraint, the guaranteed-rate MTs always satisfy the minimum rate requirement. For the multi-homing scenario, the VLC system and the RF femtocell system may simultaneously transmit to MT 4 in order to satisfy the rate requirement. However, for the multi-mode scenario, the femtocell system may allocate the resource to MT 4 in order
to satisfy its rate requirement. This is because the VLC system may not be able to simultaneously satisfy all of the four MTs’ rate requirement. For the non-rate-guaranteed MTs, no resource will be allocated, when $\alpha = 0$. This is because the VLC system prefers to allocate resources to the guaranteed-rate MTs, and the femtocell system may allocate resources to the centrally located MTs, in order to achieve the maximum total effective capacity.

When we set $\alpha = 1$, observe in Fig. 6 that the RA problems are formulated under the proportional fairness constraint. It is illustrated that the objective function value for MT-homing MTs is higher than that for MT-mode MTs. The rate guaranteed MTs have higher priority and their rate requirements are satisfied for both the multi-homing and the multi-mode scenarios. It may be observed in Fig. 6 that the MTs located in the middle of the room may achieve a higher effective capacity for multi-homing MTs. This is because the MTs in the middle of the room are capable of achieving a better performance, when communicating with the RF femtocell system. In contrast to the scenario of $\alpha = 0$, the system may allocate resources to the non-guaranteed-rate MTs under the consideration of fairness to all MTs. Hence MT 7, 8, 9, 10 also receive their signals from the VLC system or from the femtocell system. When the MTs are of the multi-mode type, the center MTs may choose the RF femtocell system for their transmission, while the VLC system may transmit to the edge MTs. Furthermore, observe in Fig. 7 that when we increase the value of $\alpha$, the differences of effective capacity upon receiving from a specific network between the different MTs are smaller than that when we set $\alpha = 1$. As a result, we believe that having a higher $\alpha$ results in a higher grade of fairness.

D. Effect of the Delay Statistics

Fig. 8 illustrates the effect of the delay exponent $\theta$ on the overall effective capacity of the MTs for the blocking
probabilities of $p = 0$ and $p = 0.1$, respectively. Observe from the figure that the overall effective capacity is reduced upon increasing the delay exponent $\theta$. However, the overall effective capacity of both the VLC and of the RF femtocell system is fairly insensitive to the delay exponent, when the exponent is relatively small. This is because when the delay exponent is low, the resultant delay requirement is loose and the overall effective capacity is close to the Shannon capacity, which depends on the wireless channel, but is independent of the delay of the packet-arrival process. However, the overall effective capacity of the RF femtocell decreases substantially, when the delay exponent is increased. Furthermore, when the delay exponent is relatively high, the overall effective capacity tends to zero. However, it is shown in Fig. 8 that the overall effective capacity of the VLC remains almost unchanged for the entire delay exponent region considered for $p = 0$. The DL effective capacity between the VLC LEDs and MT $n$ is expressed as: $\Delta_{1,n}(\beta_{1,n}) = \beta_{1,n} R_{1,n}$, which is independent of the delay exponent $\theta$. Observe from Fig. 8 that the effective capacity gleaned from the VLC system decreases only slightly, while the effective capacity of the RF femtocell decreases rapidly. This is because the VLC system increases the amount of resources allocated to the guaranteed-throughput MTs, at the cost of decreasing the overall effective capacity. Hence, the VLC system benefiting from a zero blocking probability is more reliable than the RF femtocell link, when the MTs have to satisfy a certain delay constraint.

When we assume that the blocking probability of the VLC system equals to 0.1, its performance degrades rapidly for $\theta \geq 0.1$. Hence naturally, the VLC system is more sensitive to the delay constraints in the presence of a non-zero blocking probability. As a result, the RF femtocell has to increase its RA probability, especially to the MTs operating under a strict bit rate guarantee. When we have $\theta > 1$, it is observed in Fig. 8 that our system fails to fulfill the bit rate requirement. In this case, no optimal solution can be found. It is also observed in Fig. 8 that the attainable performance is similar for multi-homing MTs and multi-mode MTs, when the delay requirement is loose.

**E. Effect of the VLC System’s Blocking Probability**

Let us now quantify the effect of the VLC system’s blocking probability on the overall effective capacity of the MTs, when using a delay exponent of 1. It is illustrated in Fig. 9 that the VLC system’s effective capacity decreases, when the blocking probability is increased. However, as seen in Fig. 9, the effective capacity of the RF femtocell system is slightly reduced for the multi-homing MTs. The RF femtocell system should increase the amount of resources allocated to the MTs, if they have to satisfy a certain guaranteed throughput, which is achieved at the price of decreasing the overall effective capacity. When the MTs are multi-mode terminals, we observe that the overall effective capacity of the VLC system is substantially reduced, as $p$ increases from 0 to 0.1. This is because when the VLC LOS reception is blocked with a certain probability, the effective capacity is substantially reduced according to (18) and the first reflected ray may only contribute to the MTs located near the wall. As a result, the RF femtocell system may have to allocate resources to the guaranteed-rate MTs, even if their RF channel quality is not particularly good. When the LOS reception blocking probability increases from $p = 0.1$ to $p = 1$, the overall effective capacity of the RF femtocell system remains constant. This is because the femtocell system may allocate most of its resources to the guaranteed-rate MTs. Increasing $p$ results in decreasing the performance of the VLC system. As a result, the overall effective capacity of the VLC system keeps on decreasing. When $p = 1$, the LOS ray is blocked, hence the MTs may only receive a reduced optical power due to the first reflected ray. Hence, it is plausible that when the blocking probability of the VLC system is high, the RF femtocell system becomes more reliable.

**F. Effect of the User Distribution**

In the above simulations, we assume that the MTs are uniformly located in the room. Fig. 10 compares the overall effective capacity, when all the MTs are located in the center (center cluster) or at the edge (edge cluster). Observe that the performance of the RF femtocell system of center-cluster MTs is better than that of the edge-cluster MTs. This is because we assume that the RF femtocell BS is positioned in the center of the room. As a result, the center-cluster MTs benefit from a shorter transmission distance and a lower pathloss. We also observe that the overall effective capacity of the VLC system decreases upon increasing the VLC LOS reception blocking probability $p$. When the MTs are center-clustered, the effective capacity of the VLC system is substantially reduced, as $p$ increases from 0 to 0.1. Then it starts to decay toward 0 for larger $p$ values. The performance of the VLC system is sensitive to the LOS reception blocking, especially when the MTs are located in the center of the room. However, when the MTs are edge-clustered, the VLC system may still be capable of supporting an approximately 30 Mbit/s transmission rate, even if the VLC LOS blocking probability becomes 1, because the edge MTs may still benefit from the reflected optical power.
VI. Conclusion

In this paper, we studied the resource allocation problems of mobile terminals (MTs) in a HetNet under diverse QoS requirements in terms of the data rate, fairness to MTs and the statistical delay requirements, where a hybrid VLC and RF femtocell system was considered. The objective functions relied upon were proven to be concave. Then we proposed decentralized algorithms for solving the associated RA problem. The optimal RA for each iteration of the dual decomposition algorithm were presented and simulations were performed for validating the algorithm.

Our simulation results compared the performance of the multi-homing MTs and of the multi-mode MTs in conjunction with different values of $\alpha$. Multi-homing MTs are capable of achieving a better performance than multi-mode MTs. Furthermore, our simulation results illustrated that when the VLC LOS blocking probability is zero, the VLC system is more reliable than the RF femtocell link, even if the statistical delay constraints are tight. However, it is plausible that when the VLC LOS blocking probability is high, the RF femtocell system becomes more reliable. Additionally, a comprehensive study of the effects of various system parameters was carried out.

\section*{APPENDIX A

Proof of Lemma 1}

Firstly, we prove that the effective capacity $\Delta_{m,n}(\beta_{m,n})$ of the link spanning from network $m$ to MT $n$ is a concave function of $\beta_{m,n}$. The first derivative of the effective capacity $\Delta_{1,n}(\beta_{1,n})$ from the VLC link to MT $n$ is given by:

$$d\Delta_{1,n} = \frac{R_2, n p e^{-\theta_n R_2, n \beta_{1,n}} + R_1, n (1 - p) e^{-\theta_n R_1, n \beta_{1,n}}}{p e^{-\theta_n R_2, n \beta_{1,n}} + (1 - p) e^{-\theta_n R_1, n \beta_{1,n}}}.$$

Then the second derivative of the effective capacity $\Delta_{1,n}$ from the VLC link to MT $n$ is given by:

$$\frac{d^2 \Delta_{1,n}}{d \beta_{1,n}^2} = \frac{(R_1, n - R_2, n)^2 \theta_n p (1 - p) e^{-\theta_n \beta_{1,n} (R_1, n + R_2, n)} \left[pe^{-\theta_n R_2, n \beta_{1,n}} + (1 - p) e^{-\theta_n R_1, n \beta_{1,n}}\right]^2}{\left[pe^{-\theta_n R_2, n \beta_{1,n}} + (1 - p) e^{-\theta_n R_1, n \beta_{1,n}}\right]^2} \leq 0, \text{ for } \beta_{1,n} \geq 0, 0 \leq p \leq 1.$$

The second derivative of the effective capacity $\Delta_{2,n}$ from the RF femtocell link to MT $n$ is given by (62), shown at the bottom of the page, where inequality $a$ holds, according to the Cauchy–Schwarz inequality property presented in [40]. Assuming that we have $f_1(\beta_{m,n}) = \varphi_\alpha(\sum_{m \in M} \Delta_{m,n})$, the second partial derivative of $f_1(\beta_{m,n})$ may be written as:

$$\frac{\partial^2 f_1(\beta_{m,n})}{\partial \beta_{m,n}^2} = \frac{\Delta_{m,n} \sum_{m \in M} \Delta_{m,n}(\beta_{m,n}) - (\Delta_{m,n})^2}{\left(\sum_{m \in M} \Delta_{m,n}\right)^2} \leq 0. \quad (63)$$

As a result, the objective function (22) of Problem 1 is a concave function with respect to $\beta_{m,n}$. The linear transformations of a concave function still constitute a function, hence the problem described by (22)–(25) is a concave problem.

\section*{APPENDIX B

Proof of Lemma 2}

Firstly, we assume that $f_2(x_{m,n}, \beta_{m,n}) = x_{m,n} \varphi_{\alpha}(\Delta_{m,n})$. Let us now use the Hessian matrix for examining the concavity of the function $f_2(x_{m,n}, \beta_{m,n})$, which is given by:

$$\mathcal{H}(f_2) = \begin{bmatrix}
\frac{\partial^2 f_2}{\partial \beta_{m,n}^2} & \frac{\partial^2 f_2}{\partial x_{m,n} \partial \beta_{m,n}} \\
\frac{\partial^2 f_2}{\partial x_{m,n} \partial \beta_{m,n}} & \frac{\partial^2 f_2}{\partial x_{m,n}^2}
\end{bmatrix}. \quad (64)$$

$$\frac{d^2 \Delta_{2,n}(\beta_{2,n})}{d \beta_{2,n}^2} = \frac{\theta_n B_2^2}{\ln 2} \left\{ \int_0^\infty \frac{(1 + x)^{-\theta_n B_1 \beta_{2,n}}}{m^2} e^{\theta_n \ln(1 + x) dx} \right\}^2 \left\{ \int_0^\infty \frac{(1 + x)^{-\theta_n B_2 \beta_{2,n}}}{m^2} e^{\theta_n \ln(1 + x) dx} \right\}^2$$

\[ a \leq 0 \] (62)
where \( \frac{\partial^2 f_2}{\partial x_{m,n} \partial \beta_{m,n}} \) and \( \frac{\partial^2 f_1}{\partial x_{m,n} \partial \beta_{m,n}} \) are the principle minors of the Hessian matrix. Recalling the proof of Lemma 1 in Appendix A, it may be readily seen that the effective capacity of each MT \( \Delta x_{m,n} \) is concave functions with respect to \( \beta_{m,n} \). As a result, \( \frac{\partial^2 f_2}{\partial x_{m,n} \partial \beta_{m,n}} = \frac{x_{m,n} \Delta x_{m,n} - x_{m,n}^2 (\Delta x_{m,n})^2}{(\Delta x_{m,n})^2} \) is non-positive. Furthermore, we have \( \frac{\partial^2 f_1}{\partial x_{m,n} \partial \beta_{m,n}} = 0 \). Hence all the principle minors of the Hessian matrix are non-positive, and therefore the function \( f_2(x_{m,n}, \beta_{m,n}) \) is concave with respect to the variables \( x_{m,n} \) and \( \beta_{m,n} \).

Similarly, we can readily show that the constraint described by (46) is concave with respect to the variables \( x_{m,n} \) and \( \beta_{m,n} \). The constraints described by (47)–(49) are linear. As a result, Problem 3 is a concave optimization problem.
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