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Abstract—We propose a novel aperture selection (ApS) scheme for an asymmetrically-clipped-optical-orthogonal-frequency-division-multiplexing-based (ACO-OFDM) multiple-transmit/receive-aperture (MT/RA) system communicating over a free-space optical (FSO) turbulence channel between a pair of cooperating base stations in a vehicular communication system. Our proposed ApS scheme is capable of significantly improving the system’s achievable diversity gain, bit error ratio (BER), and throughput, while imposing substantially reduced power consumption and hardware complexity. Our results demonstrate that the proposed system’s performance was improved more significantly under strongly turbulent channel conditions.

Index Terms—Aperture selection (ApS), asymmetrically clipped optical orthogonal frequency-division-multiplexing (ACO-OFDM), free-space optical (FSO) turbulence channel, multiple transmit/receive aperture (MTRA).

I. INTRODUCTION

FREE-SPACE OPTICAL (FSO) links [1], [2] provide an attractive design alternative for base station–base station in cooperative multicell scenarios [3], [4] to the classic radio frequency (RF) microwave links, where the turbulent outdoor channel suffers from adverse propagation conditions. They also offer a design alternative for the extremely challenging aircraft-to-aircraft and aircraft-to-satellite vehicular communication scenarios [5]–[7], with the goal of providing sophisticated wireless multimedia service and Internet access above the clouds [8]. While, at the time of writing, most of the solutions considered in the literature rely on radio communications with satellites [9]–[16], we believe that an FSO solution may also be developed for this emerging vehicular communication scenario. Therefore, multiple transmit/receive aperture (MTRA)-aided techniques may be invoked, both for increasing the system’s throughput and for acquiring a diversity gain [17]. Hence, MTRA techniques are capable of offering an improved bit error ratio (BER) by mitigating the aforementioned detrimental propagation effects of FSO communications at the expense of increasing hardware complexity and power consumption.

Asymmetrically clipped optical orthogonal frequency-division multiplexing (ACO-OFDM) has been used in numerous systems designed for indoor visible light communication [18]–[20], despite its factor 4 throughput reduction imposed by its Hermitian symmetry, which has to be satisfied for the sake of generating real and positive-valued optical modulated signals. Although the indoor propagation of light only imposes mild dispersion in moderately sized rooms, ACO-OFDM has the innate ability to eliminate the dispersion imposed by multipath reflections, because each subcarrier transmits a low-rate sequence that remains unaffected by dispersion. In contrast to the small indoor attocells, FSO systems communicate over much larger distances and encounter commensurately longer channel impulse responses (CIRs), which is beneficially counteracted by the antidispersion capability of ACO-OFDM, as argued in [21]–[24].

This situation is similar to that of classic RF multiple-input multiple-output (MIMO) systems, which require multiple RF chains. Due to the system-level similarity between RF MIMO systems and FSO MTRA systems, the philosophy of antenna selection (AS) techniques originally conceived for conventional RF MIMO systems [25]–[27] may also be applied to FSO MTRA systems, leading to the concept of “aperture selection” (ApS) [28]–[31], which inherits the low cost and low complexity benefits from the classic RF AS. In [28], the concept of transmit selection is first introduced in FSO communication, and it was proved capable of achieving full diversity, whereas selection at both the transmit and receive sides for multielement FSO is comprehensively studied in [29]. In [30], a practical application of ApS in mobile FSO nodes is exhibited; furthermore, as an extension of ApS, the relay selection based on channel information is described in [31]. Hence, in FSO MTRA systems, given the fixed number of optical chains, employing ApS is capable of significantly improving the system’s achievable performance. Furthermore, as the average channel variance increases with the turbulence level of the FSO channel, adopting ApS in FSO MTRA systems becomes beneficial, since the specific links exhibiting the highest power will be activated.

Against the given background, in this paper, we propose a novel ACO-OFDM-based [18]–[20] FSO MTRA system relying on joint ApS for transmission over FSO turbulence channels, which employs joint maximum likelihood (ML)

We construct a novel ACO-OFDM-based MTRA system and investigate its performance using different detection schemes. We will demonstrate that the resultant BER curves corresponding to different levels of turbulence reveal an intriguing curve-crossing phenomenon.

We design a novel ApS scheme based on exploiting the FSO channel characteristics for assisting our ACO-OFDM-based MTRA system, which is capable of significantly improving both the achievable BER and throughput, while imposing reduced power consumption and hardware complexity. We will show that the performance gain of our ApS scheme becomes more significant under hostile turbulence channel conditions.

This paper is organized as follows. Section II introduces our ACO-OFDM-based MTRA optical wireless (OW) system designed for the FSO turbulence channels, whereas Section III details the joint ApS scheme proposed for effectively exploiting the system’s available optical chains. Both BER performance and extrinsic information transfer (EXIT) chart-based throughput analysis of our system are presented in Section IV. Our conclusions are summarized in Section V.

Throughout our discussions, $()^T$ and $()^H$ denote the transpose and conjugate transpose operators, respectively, whereas $()^{-1}$ and $()^{-T}$ stand for the inverse and conjugate operations, respectively. $I$ denotes the identity matrix with an appropriate dimension. Under the MTRA context, we have the $N_t$ transmit apertures (TApS) at the transmitter and the $N_r$ receive apertures (RAPs) at the receiver. Additionally, $T(\cdot)$ denotes the composite SD-decoding transfer function.

II. ASYMMETRICALLY CLIPPED OPTICAL ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING-BASED MULTIPLE TRANSMIT/RECEIVE APERTURE SYSTEM

A. ACO-OFDM

The ACO-OFDM input vector of the $m$th MTRA substream $0 \leq m \leq M-1$ is constituted by the $N_F/4$ frequency domain (FD) data symbols given by $S_{ACO}^{(m)} = [S_0^{(m)} S_1^{(m)} \cdots S_{N_F/4-1}^{(m)}]^T$, where $M$ is the total number of optical chains, and $N_F$ represents the length of OFDM symbols. Quadrature amplitude modulation (QAM) signaling is employed. ACO-OFDM only uses the odd-indexed subcarriers to carry data while assigning “0’s” to the even-indexed subcarriers as well as simultaneously adopting a Hermitian-symmetric symbol arrangement. Thus, $S_{ACO}^{(m)}$ is first expanded into the following form:

$$S^{(m)} = \begin{bmatrix} 0 & S_0^{(m)} & 0 & S_2^{(m)} & \cdots & 0 & S_{N_F/4-1}^{(m)} \end{bmatrix} \cdot \begin{bmatrix} 0 \cdots 0 (S_{N_F/4-1}^{(m)})^* \cdots 0 \end{bmatrix}^T$$

By defining the $N_F$-point inverse fast Fourier transform matrix as

$$F = \frac{1}{\sqrt{N_F}} \begin{bmatrix} 1 & 1 & \cdots & 1 \\ e^{2\pi j/N_F} & e^{2\pi j/(N_F-1)} & \cdots & e^{2\pi j/(N_F-2)} \\ \vdots & \vdots & \ddots & \vdots \\ e^{2\pi j(N_F-1)/N_F} & e^{2\pi j(N_F-2)/N_F} & \cdots & e^{2\pi j(N_F-3)/N_F} \\ \end{bmatrix}$$

where $j = \sqrt{-1}$, the time domain (TD) OFDM symbol vector is given by

$$s^{(m)} = [s_0^{(m)} s_1^{(m)} \cdots s_{N_F-1}^{(m)}]^T = FS^{(m)}.$$  \hspace{1cm} (3)

All the negative-valued elements in $s^{(m)}$ are forced to become zero by the clipping operation. As a benefit of this ACO-OFDM modulation arrangement, the useful odd-indexed subcarriers are protected from the detrimental effects of clipping noise. Consequently, the real and imaginary information of the original FD data in $S^{(m)}$, which are spread along all the TD OFDM symbols, is well preserved. After concatenating the $N_{cp}$-length cyclic prefix (CP) to $s^{(m)}$, the resultant $(N_F+N_{cp})$-length vector $s_0^{(m)}$ is converted into the optical signal by the electronic-to-optical (E/O) converter for transmission.

At the receiver end, after the optical-to-electronic (O/E) conversion and the removal of the CP, the $N_F$-length TD signal vector received by the $n$th receiver channel is given by

$$y^{(n)} = R \cdot \mathbf{H}^{(n,m)} s_0^{(m)} + v^{(n,m)}$$  \hspace{1cm} (4)

where $\mathbf{H}^{(n,m)}$ represents the $(N_F \times (N_F+N_{cp}))$-element linear convolution channel matrix between the $n$th transmitter and the $n$th receiver, whereas $v^{(n,m)}$ denotes the TD additive white Gaussian noise (AWGN) vector imposed on the channel linking the $n$th TAP to the $n$th RAP, whose elements have zero mean and a variance of $\sigma^2$, whereas $R$ [W/A] is the responsivity of the photodiode. Equation (4) is equivalent to

$$y^{(n)} = R \cdot \mathbf{H}^{(n,m)} s^{(m)} + v^{(n,m)}$$  \hspace{1cm} (5)

where $\mathbf{H}^{(n,m)}$ is the circulant convolution channel matrix of $(N_F \times N_F)$ elements \cite{32}, i.e.,

$$\mathbf{H}^{(n,m)} = \begin{bmatrix} h_0 & 0 & \cdots & 0 & \cdots & h_2 & h_1 \\ h_1 & h_0 & \cdots & \vdots & \cdots & h_3 & h_2 \\ \vdots & \vdots & \ddots & \vdots & \cdots & \vdots & \vdots \\ h_N_{cp} & h_{N_{cp}-1} & \cdots & h_0 & \cdots & h_{N_{cp}-2} & h_{N_{cp}-1} \\ 0 & h_{N_{cp}} & \cdots & \vdots & \cdots & \vdots & \vdots \\ \vdots & \vdots & \ddots & \vdots & \cdots & \vdots & \vdots \\ 0 & 0 & \cdots & h_{N_{cp}-1} & \cdots & h_0 & 0 \\ 0 & 0 & \cdots & 0 & \cdots & h_{N_{cp}} & h_1 \\ h_0 & 0 & \cdots & 0 & \cdots & h_2 & h_1 \\ \end{bmatrix}$$  \hspace{1cm} (6)

with each CIR represented by independent random variables obeying the Gamma–Gamma distribution. Furthermore, $R \cdot \mathbf{H}^{(n,m)} = F \mathbf{A}^{(n,m)} F^H$, in which $\mathbf{A}^{(n,m)}$ is the $(N_F \times N_F)$-element diagonal matrix with eigenvalues of $\mathbf{H}^{(n,m)}$ at its diagonal entries. By applying the fast-Fourier-transform-based...
OFDM demodulation to \( y^n \), we obtain the received \( N_F \)-length FD symbol vector, i.e.,
\[
Y^{(n)}_o = F^H y^{(n)} = \Lambda^{(m)} S^{(m)} + V^{(n,m)}
\]  
(7)
where the FD channel noise vector \( V^{(n,m)} = F^H v^{(n,m)} \) also obeys the same AWGN distribution as \( v^{(n,m)} \).

Upon collecting all the odd-indexed elements in the first half of \( Y^{(n)}_o \) and arranging them in the \( N_F/4 \)-length vector \( Y^{(n)}_{ACO} \), we have
\[
Y^{(n)}_{ACO} = \Lambda^{(m)}_{ACO} S^{(m)}_{ACO} + V^{(n,m)}_{ACO}
\]  
(8)
where \( \Lambda^{(m)}_{ACO} \) is the \( (N_F/4) \times (N_F/4) \)-element diagonal matrix representing the first \( N_F/4 \) odd-indexed elements extracted from the diagonal of \( \Lambda^{(m)} \), which \( V^{(n,m)}_{ACO} \) contains the first \( N_F/4 \) odd-indexed elements of \( V^{(n,m)} \). Clearly, \( Y^{(n)}_{ACO} \) constitutes sufficient statistics for estimating \( S^{(m)}_{ACO} \).

**B. Channel Model**

FSO turbulent channels impose numerous detrimental effects, such as path-loss-induced attenuation and scintillation. These adverse effects can be modeled by a Gamma–Gamma distribution \([33]\), where irradiance is characterized by the optical variance of the FSO channel, and it is given by \([33]\)
\[
\sigma^2_r = 0.5 C_n^2 \frac{k^7}{L^{11/6}}
\]  
(12)
where \( C_n^2 \) is the refractive index that determines the level of turbulence.

It is worth emphasizing that although \( C_n^2 \) plays a similar role in the Gamma–Gamma channel to that of the normalized Doppler frequency \( f_d \) in the classic RF Rayleigh fading channel, they also have significant differences, as listed in Table I. Explicitly, in Table I, we can see not only similar performances of \( f_d \) and \( C_n^2 \) in the corresponding channels, but also their differences. Specifically, unlike the RF Rayleigh fading channel, whose variance does not vary with \( f_d \), the variance of the FSO turbulence channel varies with \( C_n^2 \). This points to the potential of acquiring a considerable diversity gain by exploiting ApS techniques in FSO MTRA communication, particularly under weaker turbulence. This is because ApS is capable of choosing the channels with higher gains, leading to an enhanced performance in FSO MTRA communication.

| TABLE I | COMPARISON BETWEEN RAYLEIGH FADEING CHANNEL AND FSO TURBULENCE CHANNEL |
|---|---|---|
| **CIR’s values** | **RF Rayleigh channel** | **FSO turbulence channel** |
| main cause | complex | real and positive |
| pathloss | fading | turbulence |
| scattering | yes | yes |
| CIRs vary with \( f_d \) or \( C_n^2 \) | yes | yes |
| variance varies with \( f_d \) or \( C_n^2 \) | no | yes |

In (10) and (11), \( d = \sqrt{kD^2/4L} \), where \( k = 2\pi/\lambda \) denotes the number of optical waves with \( \lambda \) being the wavelength, \( L \) indicates the physical-link distance between the TAP and the RAP, whereas \( D \) is the diameter of the RAP. Furthermore, \( \sigma^2_r \) is known as the Rytov variance, which directly relates to the optical variance of the FSO channel, and it is given by

**C. System Structure**

Our proposed ACO-OFDM-based MTRA OW system is shown in Fig. 1, where all the component blocks on the left-hand side of the vertical dashed line represent the electronic hardware and circuits, whereas on the right-hand side of this dashed line, after the E/O and O/E conversions, the signals are transmitted to and received from the corresponding apertures. Additionally, the FEC encoding block and the iterative decoding block are only related to the coded system relying on SD and decoding. The numbers of the available optical chains at the transmitter and the receiver are \( M \) and \( N \), respectively. Generally speaking, we aim for \( M < N_t \) and \( N < N_r \), where the joint ApS module in Fig. 1 selects \( M \) transmit apertures from the total of \( N_t \) TAPs and \( N \) receive apertures from the total of \( N_r \) RAPs to form an actual \( (M \times N) \)-element MTRA OW system for communication. In the special case of \( M = N_t \) and \( N = N_r \), this joint ApS module is not required. For the time being, we assume \( M = N_t \) and \( N = N_r \) since this is sufficient for us to describe all the components of the system shown in Fig. 1, except for the joint ApS module. Furthermore, the system in Fig. 1 is capable of adopting any MTRA scheme.
Without loss of generality, in this paper, we will mainly consider the space–time block code (STBC) philosophy [34].

1) Uncoded Joint ML-Based HD System: As shown in Fig. 1, the original information bits, which are denoted as $b$, are first modulated into the $N_F/4$-length QAM symbol vector denoted by $X = [X_0 \ X_1 \ \cdots \ X_{N_F/4-1}]^T$, which is then mapped onto the $M$ substreams of $S_{ACO}^{(m)}$ for $0 \leq m \leq M - 1$, according to the STBC MTRA scheme, i.e.,

$$S_{ACO} = F_{STBC}(X) \quad (13)$$

relying on the STBC mapping $F_{STBC}()$. Taking the G2 STBC scheme ($M = 2$) as an example, the two rows of $S_{ACO}$ are given by $S_{ACO}^{(0)} = (1/\sqrt{M})[X_0 - X_1 \ \cdots \ X_{N_F/4-2} - X_{N_F/4-1}]^T$ and $S_{ACO}^{(1)} = (1/\sqrt{M})[X_0 - X_1 \ \cdots \ X_{N_F/4-1} - X_{N_F/4-1}]^T$. Each $S_{ACO}^{(m)}$ is processed by an ACO-OFDM modulator to generate the TD unipolar signal vector $s^{(m)}$ as detailed in Section II-A. After optical intensity modulation, $s^{(m)}$ is launched through the $m$th TAP associated with the $m$th optical chain of the transmitter.

The $M$ signal substreams are transmitted over the $(N \times M)$-element MTRA FSO turbulence channel, having the characteristics described in Section II-B. At the receiver, after O/E, the $N$ received TD signal substreams $y^{(n)}$ for $0 \leq n \leq N - 1$ are passed through the ACO-OFDM demodulator to extract the useful complex-valued sequences $Y_{ACO}^{(n)}$ for $0 \leq n \leq N - 1$. Assuming that perfect knowledge of channel state information (CSI) is known at the receiver, the joint ML detection of $X$ can be carried out given $Y_{ACO}^{(n)}$ for $0 \leq n \leq N - 1$, which is denoted as $\hat{X}$. Finally, the estimate of the transmitted binary bit block $b$, which is denoted as $\hat{b}$, can be obtained by QAM demapping of the ML estimate $\hat{X}$.

More specifically, upon collecting all the received $Y_{ACO}^{(n)}$ for $0 \leq n \leq N - 1$ in the $(N \times N_F/4)$-length vector, we have:

$$Y_{ACO} = [Y_{ACO}^{(0)} \ Y_{ACO}^{(1)} \ \cdots \ Y_{ACO}^{(N-1)}]^T \quad (14)$$

in which $Y_{ACO} = \begin{bmatrix} Y_{ACO}^{(0)} \ Y_{ACO}^{(1)} \ \cdots \ Y_{ACO}^{(N-1)} \end{bmatrix}_T$, whereas $S_{ACO} = \begin{bmatrix} S_{ACO}^{(0)} \ S_{ACO}^{(1)} \ \cdots \ S_{ACO}^{(M-1)} \end{bmatrix}_T$, and

$$\Lambda_{ACO} = \begin{bmatrix} \Lambda_{ACO}^{(0,0)} & \Lambda_{ACO}^{(0,1)} & \cdots & \Lambda_{ACO}^{(0,M-1)} \\ \Lambda_{ACO}^{(1,0)} & \Lambda_{ACO}^{(1,1)} & \cdots & \Lambda_{ACO}^{(1,M-1)} \\ \vdots & \vdots & \ddots & \vdots \\ \Lambda_{ACO}^{(N-1,0)} & \Lambda_{ACO}^{(N-1,1)} & \cdots & \Lambda_{ACO}^{(N-1,M-1)} \end{bmatrix} \quad (15)$$

Therefore, the ML estimate $\hat{X}$ is the solution to the following optimization problem:

$$\hat{X} = \arg \min_{X \in \mathcal{X}} \| Y_{ACO} - \Lambda_{ACO} F_{STBC}(\hat{X}) \|^2 \quad (16)$$

where $\mathcal{X}$ denotes the feasible set of $X$, i.e., $\mathcal{X}$ assumes a value from the set $\mathcal{X}$, and the size of $\mathcal{X}$ is $\zeta^{N_F/4}$ for the $\zeta$-QAM signaling.

Note that there is a total of $(N_r \times N_t)$ FSO turbulence channels, and the overall MTRA channel matrix can be expressed as

$$H = \begin{bmatrix} H^{(0,0)} & H^{(0,1)} & \cdots & H^{(0,N_t-1)} \\ H^{(1,0)} & H^{(1,1)} & \cdots & H^{(1,N_t-1)} \\ \vdots & \vdots & \ddots & \vdots \\ H^{(N_r-1,0)} & H^{(N_r-1,1)} & \cdots & H^{(N_r-1,N_t-1)} \end{bmatrix} \quad (17)$$

According to (5), the corresponding overall MTRA channel model is then given by

$$y = R \cdot Hs + V \quad (18)$$

where we have $y = \begin{bmatrix} y^{(0)} \ y^{(1)} \ \cdots \ y^{(N_r-1)} \end{bmatrix}_T$ and $s = \begin{bmatrix} s^{(0)} \ s^{(1)} \ \cdots \ s^{(N_t-1)} \end{bmatrix}_T$, whereas the noise matrix $V = \begin{bmatrix} (V^{(0)})^T \ (V^{(1)})^T \ \cdots \ (V^{(N_t-1)})^T \end{bmatrix}_T$ and $V^{(n)} = \sum_{m=0}^{N_r-1} V^{(n,m)}$, $0 \leq n \leq N_r - 1$. To support such a large-scale MTRA system, we need $M = N_t$ optical chains at the transmitter and $N = N_r$ optical chains at the receiver, which is costly.
2) Three-Stage Iterative Joint MAP-Based SD System: The information bit sequence $b$ is first channel encoded by a half-rate recursive systematic code (RSC)-based outer encoder, yielding the coded bit sequence $c$, which is then bit-interleaved by $\pi_1$ in Fig. 1. Furthermore, we invoke a unit-rate code (URC) as the inner encoder, which is associated with the bit-interleaver $\pi_2$ in Fig. 1. The explicit benefit of incorporating a low-complexity memory-1 URC is that it allows the system to beneficially spread the extrinsic information across the iterative decoder components without increasing its delay, and as a result, a vanishingly low BER is attainable [35]–[37]. Following the two-stage encoding process, the coded bits traverse through the same QAM modulator and STBC MTRA mapper, as described in Section II-C1.

The corresponding three-stage turbo decoder of the receiver is also shown in Fig. 1, which consists of a joint MAP-based SD, a URC decoder, and an RSC decoder. More explicitly, the composite inner decoder is formed by the combined joint MAP-based SD and the URC decoder, where the associated a priori information and extrinsic information are first interleaved and exchanged $I_{\text{inner}}$ times. The outer decoder is constituted by the RSC decoder, where the information gleaned from the inner decoder is iteratively exchanged $I_{\text{outer}}$ times. The final HD is then carried out by the RSC decoder to produce the estimate $\hat{b}$ of the transmitted information bit block $b$.

For ease of explanation, the information exchanged between the decoder components, in terms of log-likelihood ratios (LLRs) [37] as shown in Fig. 1, is first defined.

- $\mathcal{L}_{M,p}, \mathcal{L}_{M,a}, \mathcal{L}_{M,e}$: the a posteriori, a priori, and extrinsic LLRs, respectively, associated with the joint MAP-based SD block, which are detailed in [35] and [38].
- $\mathcal{L}_{in,p}, \mathcal{L}_{in,a}, \mathcal{L}_{in,e}$: the a posteriori, a priori, and extrinsic LLRs, respectively, associated with the URC decoder block.
- $\mathcal{L}_{out,p}, \mathcal{L}_{out,a}, \mathcal{L}_{out,e}$: the a posteriori, a priori, and extrinsic LLRs, respectively, associated with the composite inner decoder block.
- $\mathcal{L}_{D,p}, \mathcal{L}_{D,a}, \mathcal{L}_{D,e}$: the a posteriori, a priori, and extrinsic LLRs, respectively, associated with the outer RSC decoder block.

Since the $\zeta$-QAM scheme maps a set of $\eta = \log_2 \zeta$ consecutive incoming bits onto a symbol value, we consider a set of $p_{(1:\eta)} = \{p_1, p_2, \ldots, p_\eta\}$ consecutive bits without loss of generality. For the $v$th bit of $p_{(1:\eta)}$, its bitwise a posteriori LLR can be derived by the classic Max-Log approximation [35] as

\[
\mathcal{L}_{M,p}(p_v) = \mathcal{L}_{M,a}(p_v) + \max_{\widetilde{X} \in \mathbb{X}_v^p} \left\{ -\left\| \mathbf{Y}_{\text{ACO}} - \mathbf{A}_{\text{ACO}} \mathcal{F}_{\text{STBC}}(\widetilde{X}) \right\|^2 / 2\sigma^2 + A \right\} \\
- \max_{\widetilde{X} \in \mathbb{X}_v^p} \left\{ \left\| \mathbf{Y}_{\text{ACO}} - \mathbf{A}_{\text{ACO}} \mathcal{F}_{\text{STBC}}(\widetilde{X}) \right\|^2 / 2\sigma^2 + A \right\}.
\] (19)

where we have $A = \sum_{r=1}^{\eta} \tau \neq p_v \mathcal{L}_{M,a}(p_r)$, whereas $\mathbb{X}_v^p = \{ \widetilde{X} \in \mathbb{X} | p_r = 0 \}$ and $\mathbb{X}_v^1 = \{ \widetilde{X} \in \mathbb{X} | p_r = 1 \}$. The extrinsic LLRs $\mathcal{L}_{M,e}$ gleaned from the joint MAP-based SD block are deinterleaved, and then, they are fed as the a priori LLRs $\mathcal{L}_{in,a}$ into the URC predecoder in Fig. 1, which, in turn, calculates its a posteriori LLRs $\mathcal{L}_{in,p}$. Then, the updated extrinsic LLRs $\mathcal{L}_{in,e}$ are fed back and reinterleaved, before being processed as the a priori LLRs $\mathcal{L}_{M,a}$ by the SD block in the next inner iteration [35]–[37]. After the convergence of the inner iteration process after $I_{\text{in}}$ iterations, the outer iteration follows a similar procedure, which involves exchanging the corresponding extrinsic LLRs between the URC decoder and the RSC decoder, until the predefined stopping criterion, which is specified by the number of outer iterations $I_{\text{out}}$, is met.

III. Proposed Joint Aperture Selection Scheme

In practice, the number of available optical chains is limited, and typically, we have $M \ll N_1$ and $N \ll N_r$. To most efficiently exploit the available optical chains, it is highly desirable to select the most appropriate subset of the $N \times M$ FSO links from the full set of the $N_r \times N_1$ channels for the ACO-OFDM-based MTRA system having only $M$ optical chains at the transmitter and $N$ optical chains at the receiver. In other words, the task is to select $M$ appropriate Taps as well as $N$ appropriate Raps from the total of $N_1$ Taps and the total of $N_r$ Raps, respectively, to form the most beneficial $(N \times M)$-element subset MTRA channel matrix for actual communication. The ApS module in Fig. 1 is responsible for carrying out this task, and we adopt a low-complexity yet efficient ApS scheme.

A generic $(N \times M)$-element subset MTRA channel matrix $\mathbf{H}_{\text{sub}} \subset \mathbf{H}$, where $\mathbf{H}$ is the full $(N_1 \times N_r)$ MTRA channel matrix of (17), can be formulated as

\[
\mathbf{H}_{\text{sub}} = \begin{bmatrix}
\mathbf{H}^{(i_0,j_0)} & \mathbf{H}^{(i_0,j_1)} & \cdots & \mathbf{H}^{(i_0,j_{M-1})} \\
\mathbf{H}^{(i_1,j_0)} & \mathbf{H}^{(i_1,j_1)} & \cdots & \mathbf{H}^{(i_1,j_{M-1})} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{H}^{(i_{N-1},j_0)} & \mathbf{H}^{(i_{N-1},j_1)} & \cdots & \mathbf{H}^{(i_{N-1},j_{M-1})}
\end{bmatrix}
\] (20)

where we have

\[
0 \leq i_0 < i_1 < \cdots < i_{N-1} \leq N_r - 1 \\
0 \leq j_0 < j_1 < \cdots < j_{M-1} \leq N_t - 1.
\] (21)

Generally speaking, a higher channel gain yields a better system performance. This leads to the joint ApS approach, which selects the specific Taps and Raps related to the particular subset channel matrix associated with the highest channel norm. Since the FSO channels are characterized by real and positive coefficients, the original norm operation applied to $\mathbf{H}^{(i_r,j_\ell)}$ can be omitted, which further reduces the complexity imposed. Hence, the subset channel matrix $\mathbf{H}_{\text{sub}}^{\text{opt}}$ based on the joint ApS criterion is found by solving the following optimization problem:

\[
\mathbf{H}_{\text{sub}}^{\text{opt}} = \arg \max_{\mathbf{H}_{\text{sub}} \subset \mathbf{H}} \sum_{t=0}^{M-1} \sum_{r=0}^{N-1} \| \mathbf{H}^{(i_r,j_\ell)} \|^2.
\] (22)
Owing to the specific block-diagonal structure of the full MTRA channel matrix $\mathbf{H}$, the summation in (22) is over the block-diagonal matrices $\mathbf{H}^{(\ell r \ell')}$. Solving the optimization of (22) by exhaustive search requires the evaluation of the norms of $(C_{N_r}^N \times C_{N_t}^M)$ candidate subset matrices, where $C_k^m = m!/(m! (k-m)!)$, and $C_{N_r}^N$ and $C_{N_t}^M$ are the “row”-block-dimension and “column”-block-dimension combinations of $\mathbf{H}_{\text{sub}}$, respectively. By adopting the aforementioned strategy along with the process to be detailed below in Section III, our joint ApS scheme solves the optimization of (22) at significantly reduced complexity.

Given the full channel matrix $\mathbf{H}$ of (17), without loss of generality, let us assume $C_{N_r}^N < C_{N_t}^M$. The joint ApS algorithm accomplishes the optimization in the following two steps.

Step 1): “Row”-Block Dimension Operations: Let $n_r \in \{1, 2, \ldots, C_{N_r}^N\}$ be the “row”-block combination index, and the “row”-block indexes corresponding to the $n_{r}$th candidate submatrix $\mathbf{H}_{n_r}$ of $N$ row blocks and $N_t$ column blocks be given by

$$l_{n_r} = \left[ l_0^{n_r} \ l_1^{n_r} \ \cdots \ l_{N-1}^{n_r} \right]^T.$$  \hfill (23)

Then, the $n_{r}$th “row”-block-based candidate submatrix $\mathbf{H}_{n_r}$ is given by

$$\mathbf{H}_{n_r} = \begin{bmatrix} \mathbf{H}^{l_0^{n_r}, 0} & \mathbf{H}^{l_1^{n_r}, 1} & \cdots & \mathbf{H}^{l_{N-1}^{n_r}, N_t-1} \\ \mathbf{H}^{l_0^{n_r}, 0} & \mathbf{H}^{l_1^{n_r}, 1} & \cdots & \mathbf{H}^{l_{N-1}^{n_r}, N_t-1} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{H}^{l_0^{N_t-1}, 0} & \mathbf{H}^{l_1^{N_t-1}, 1} & \cdots & \mathbf{H}^{l_{N_t-1}^{N_t-1}, N_t-1} \end{bmatrix}.$$  \hfill (24)

Computing

$$m_{n_r}^x = \sum_{i=0}^{N_t-1} \left\| \mathbf{H}^{l_i^{n_r}, x} \right\|^2, \quad 0 \leq x \leq N_t - 1$$ \hfill (25)

where $m_{n_r}^x$ represents the square norm of the $x$th column block in $\mathbf{H}_{n_r}$, yields the norm metric vector, i.e.,

$$\mathbf{m}_{n_r}^T = \left[ m_0^{n_r} \ m_1^{n_r} \ \cdots \ m_{N_t-1}^{n_r} \right].$$  \hfill (26)

Applying (26) to all the $C_{N_r}^N$ possible combinations leads to the $(C_{N_r}^N \times N_t)$-element norm metric matrix $\mathbf{M}$ given by

$$\mathbf{M} = \begin{bmatrix} \mathbf{m}_1^T \\ \vdots \\ \mathbf{m}_{N_t}^T \end{bmatrix}_{C_{N_r}^N \times N_t} = \begin{bmatrix} m_0^1 & m_1^1 & \cdots & m_{N_t-1}^1 \\ m_0^2 & m_1^2 & \cdots & m_{N_t-1}^2 \\ \vdots & \vdots & \ddots & \vdots \\ m_0^{C_{N_r}^N} & m_1^{C_{N_r}^N} & \cdots & m_{N_t-1}^{C_{N_r}^N} \end{bmatrix}.$$  \hfill (27)

Step 2): “Column”-Block Dimension Operations: Find the largest $M$ elements in the $n_{r}$th row of $\mathbf{M}$ and sum them up, which is denoted as $m_{\text{max}}^{n_{r}}$, as well as record the column-block indexes of these $M$ blocks in the index vector, i.e.,

$$l_{n_r} = \left[ l_0^{n_r}(n_r) \ l_1^{n_r}(n_r) \ \cdots \ l_{M-1}^{n_r}(n_r) \right]^T.$$  \hfill (28)

This produces the max-norm metric vector, i.e.,

$$\mathbf{m}_{\text{max}}^T = \left[ m_{\text{max}}^1 \ m_{\text{max}}^2 \ \cdots \ m_{\text{max}}^{C_{N_r}^N} \right].$$  \hfill (29)

Next, find

$$\bar{n}_{r} = \arg \max_{1 \leq n_{r} \leq C_{N_r}^N} m_{n_r}^{\text{max}}.$$  \hfill (30)

Then, the selected TAp and RAp indexes are specified by $L_{n_r}^{\text{TAp}}(\bar{n}_{r})$ and $L_{n_r}^{\text{RAP}}(\bar{n}_{r})$, respectively, and the corresponding subset channel matrix $\mathbf{H}_{\text{sub}}$ is the optimal solution of (22). In other words, we have the solution of the optimization problem (22) given by

$$\mathbf{H}_{\text{sub}}^{\text{opt}} = \begin{bmatrix} \mathbf{H}^{l_0^{\text{TAp}}, l_0^{\text{RAP}}(\bar{n}_{r})} & \mathbf{H}^{l_1^{\text{TAp}}, l_1^{\text{RAP}}(\bar{n}_{r})} & \cdots & \mathbf{H}^{l_{M-1}^{\text{TAp}}, l_{M-1}^{\text{RAP}}(\bar{n}_{r})} \\ \mathbf{H}^{l_0^{\text{TAp}}, l_0^{\text{RAP}}(\bar{n}_{r})} & \mathbf{H}^{l_1^{\text{TAp}}, l_1^{\text{RAP}}(\bar{n}_{r})} & \cdots & \mathbf{H}^{l_{M-1}^{\text{TAp}}, l_{M-1}^{\text{RAP}}(\bar{n}_{r})} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{H}^{l_0^{\text{TAp}}, l_0^{\text{RAP}}(\bar{n}_{r})} & \mathbf{H}^{l_1^{\text{TAp}}, l_1^{\text{RAP}}(\bar{n}_{r})} & \cdots & \mathbf{H}^{l_{M-1}^{\text{TAp}}, l_{M-1}^{\text{RAP}}(\bar{n}_{r})} \end{bmatrix}.$$  \hfill (31)

The complexity of this joint ApS on the order of $C_{\text{nbApS}} \approx \mathcal{O}(N_r \cdot N_t \cdot C_{N_r}^N)$, which is much lower than that of the exhaustive search $C_{\text{ES}} \approx \mathcal{O}((N \cdot M) \cdot (C_{N_r}^N \cdot C_{N_t}^M))$. If we have $C_{N_r}^N > C_{N_t}^M$, the joint ApS starts with Step 1 constituted now by the “Column”-Block Dimension Operations followed by Step 2), which is now represented by the “Row”-Block Dimension Operations. The complexity of this algorithm is $\mathcal{O}(N_t \cdot M \cdot C_{N_r}^N)$. Based on this estimation, the complexity of these two methods is shown in Fig. 2; we may observe that the complexity of our proposed algorithm is profoundly lower than the complexity obtained from the exhaustive search method.

Since $N$ and $M$ are the numbers of available optical chains at the receiver and the transmitter, respectively, and since there
are the $N_r \times N_t$ candidate channels, where we have $N_r > N$ and $N_t > M$, we can define the ApS factor as

$$f_{\text{ApS}}(N_t, N_r) = \frac{N_t + N_r}{M + N}$$

which determines the “diversity” order attained by the proposed ACO-OFDM-based MTRA system relying on the joint ApS scheme, in comparison with the $(N \times M)$-element ACO-OFDM-based MTRA system operating without ApS.

IV. SIMULATION RESULTS

Simulation-based investigations were carried out to evaluate the achievable performance of our ACO-OFDM-based MTRA OW systems, both without ApS and with the aid of the joint ApS. We simulated the turbulent FSO channel within the physical distance of $L = 1000$ m and with the aid of three different refractive index values of $C_n^2 = 4 \times 10^{-15}$, $5 \times 10^{-14}$, and $4 \times 10^{-13}$ to represent all weak, moderate, and strong turbulence levels, respectively. The modulation schemes employed were 4-QAM, and we considered both the G2 and G4 STBC configurations associated with $M = N = 2$ and $M = N = 4$, respectively, whose system throughput values are identical, whereas the OFDM block length was set to $N_F = 512$. The signal-to-noise ratio (SNR) was defined as the ratio of the total transmitted signal power over the total channel noise power.

A. Performance of the Uncoded MTRA System With Joint ML-Based HD

1) System Without ApS: Let us first consider the basic STBC-aided ACO-OFDM MTRA system, where the numbers of Taps and Raps were equal to the numbers of the corresponding transmit and receive optical chains, respectively. Therefore, no ApS was needed. The BER performance of the G2 and G4 STBC-based ACO-OFDM MTRA systems operating without ApS is shown in Fig. 3 for three different channel turbulence levels.

As expected, the system adopting the G4 STBC scheme always outperforms the G2-STBC-scheme-based system given the same channel turbulence level, since the former attains a higher diversity gain. Intuitively, we would expect that the BER curve of the system operating in a strongly turbulent channel would always be above the BER curve of the same system communicating over a weakly turbulent channel. This trend is similar to that observed for the classic STBC systems in RF communication, where the BER obtained in a high-Doppler-shift environment is typically poorer than that of a low-Doppler-shift environment, unless perfect channel estimation is assumed. However, observe the intriguing BER curve-crossing phenomenon shown in Fig. 3. For example, it is shown in Fig. 3 that the BER curve of the G4 STBC system operating in the highly turbulent channel associate with $C_n^2 = 4 \times 10^{-13}$ is actually lower than that of the same G4 STBC system in the weakly turbulent channel of $C_n^2 = 4 \times 10^{-15}$, at SNR < 5 dB. At SNR = 5 dB, the two BER curves cross over each other, and the performance of the G4 STBC system operating in the strongly turbulent channel becomes poorer than that communicating over the weakly turbulent channel, for SNR > 5 dB.

The question is then why this crossover phenomenon takes place and why it is different from the trends in RF communication. The answer can be found in the comparison made in Table I between the RF fading channel and the FSO turbulence channel. In practical RF communication, changing the Doppler shift only affects the fading rate of the channel, but the variance of the channel’s fading envelop remains the same. Therefore, increasing the Doppler frequency of the fading channel typically degrades the BER performance, unless perfect CSI is assumed. By contrast, the FSO turbulent channel is different from the RF fading channel in this aspect. First, indeed, increasing the channel turbulence’s level $C_n^2$ has a detrimental effect on the BER performance, just as increasing the Doppler frequency will impose a detrimental effect on an RF fading channel. However, according to (12), the refractive index $C_n^2$ also affects the variance of the FSO channel. Thus, changing the turbulence level also affects the channel’s pdf. Therefore, unlike in the RF fading channel, the BER curves under different turbulence levels do not start from the same point, and eventually, these curves cross over at some SNR point.

2) System Operating With the Aid of the Joint ApS: We next characterize the BER performance enhancement achieved by the ACO-OFDM MTRA system having $N_r > N$ and $N_t > M$, which relied on the joint ApS in conjunction with various ApS factors, over the original ACO-OFDM MTRA system, given $N_r = N$ and $N_t = M$, which operated without ApS. Since the performance enhancements achieved for the G2 and G4 STBC schemes exhibited the same trend, we only showed the corresponding results for the G2-STBC-based systems, which are shown in Fig. 4.
Fig. 4. BER performance enhancement of the G2-STBC-based ACO-OFDM MTRA system with the aid of the joint ApS given three different ApS factors over the original G2-STBC-based ACO-OFDM MTRA system operating without ApS, communicating over the FSO channels of weak and strong turbulence levels.

It is shown in Fig. 4 that the performance enhancement of the G2-STBC-based ACO-OFDM MTRA system relying on the joint ApS over the original G2-STBC-based ACO-OFDM MTRA system operating without ApS is significantly higher for strongly turbulent channels than for the weakly turbulent channels. This is because in a weakly turbulent channel, the fluctuations of the CIRs remain low, and the envelope differences among all the candidate aperture pairs are relatively small. Therefore, the achievable performance enhancement of ApS is relatively modest. However, in a high-turbulence channel, the fluctuations of the envelope are more dramatic, and the system becomes capable of attaining a much more significant diversity gain. Consequently, more significant performance benefits can be attained by ApS. It can also be observed from Fig. 4 that, for the ApS factors larger than 3, the system’s achievable performance under the strongly turbulent channel is actually significantly better than that under weak turbulence. This trend is in stark contrast to that of the original G2-STBC-based ACO-OFDM system operating without ApS. Evidently, the performance gain attained by the proposed joint ApS scheme is more significant under strongly turbulent channel conditions.

3) Equivalent SNR: Intuitively, the diversity gain attained by the joint ApS can be contributed to the carefully selected subset channel matrix of (31), which contains the subset of the specific CIRs having the highest channel gains. Given the system transmit SNR, let us now define the equivalent ApS-based SNR as

$$\text{SNR}_{\text{equ}} = 10 \log_{10} \left( \frac{\text{SNR}}{MN} \left\| H^{\text{opt}}_{\text{sub}} \right\|^2 \right). \quad (33)$$

Figs. 5 and 6 portray the increased equivalent ApS-based SNRs versus ApS factor $f_{\text{ApS}}$ in the three different turbulent channels, given the actual SNRs in the absence of ApS of 0 and 3 dB, respectively. It is shown in Figs. 5 and 6 that for the strongly turbulent channel, the equivalent ApS-based SNR exhibits the most significant improvement owing to ApS, which is correlated by the substantial BER performance improvement shown in Fig. 4. Furthermore, increasing the ApS factor from 1 to 2 provides the highest increase in the equivalent ApS-based SNR. As expected, if we double the transmit power, the corresponding equivalent ApS-based SNR is increased by about 3 dB, as shown by comparing Figs. 5 and 6.

B. Performance of the Coded MTRA System With Three-Stage Turbo SD and Decoding

Next, we considered the FEC-coded G2-STBC-based ACO-OFDM MTRA system employing the three-stage iterative joint MAP-based SD and decoding scheme in Fig. 1 presented
in Section II-C2. In particular, we investigated the beneficial effects of applying the proposed joint ApS scheme to this coded system. In the simulation study, the generator polynomials of the half-rate RSC encoder were expressed in binary format as \( G_{\text{RSC}} = [1, 0, 1, 2] \) and \( G'_{\text{RSC}} = [1, 1, 1, 2] \), whereas those of the URC encoder were \( G_{\text{URC}} = [1, 0] \) and \( G'_{\text{URC}} = [1, 1, 2] \), where \( G_{\text{RSC}} \) and \( G'_{\text{URC}} \) denote the feedback polynomials of the RSC and URC encoders, respectively. The numbers of inner iterations and outer iterations were set to \( I_{\text{inner}} = 2 \) and \( I_{\text{outer}} = 5 \). A length of \( 10^6 \) bits was used by both system interleavers.

1) EXIT-Chart-Aided Analysis: Having obtained the soft LLRs of the composite inner decoder, let us now invoke the EXIT chart to conveniently analyze the convergence behavior by examining the exchange of the input/output mutual information \( I_{\text{out},a} \) and \( I_{\text{out},e} \). According to [38], the \( \text{extrinsic} \) mutual information \( I_{\text{out},e} \) can be expressed as a function of \( \text{a priori} \) information \( I_{\text{out},a} \) and the SNR

\[
I_{\text{out},e} = T(I_{\text{out},a}, \text{SNR}). \tag{34}
\]

Furthermore, it has been shown in [38] that the area under the EXIT curve of the composite inner decoder’s EXIT chart is approximately equal to the system’s normalized achievable throughput \( \mathcal{A} \), which is directly related to the SNR by [38]

\[
\mathcal{A}(\text{SNR}) = \frac{1}{\mathcal{T}(\text{SNR})} \int_{0}^{\mathcal{T}(\text{SNR})} I_{\text{out},a} \, dI_{\text{out},a} = \frac{1}{\mathcal{T}(\text{SNR})} \int_{0}^{\mathcal{T}(\text{SNR})} T(I_{\text{out},a}, \text{SNR}) \, dI_{\text{out},a}. \tag{35}
\]

Thus, the overall achievable throughput \( \mathcal{T} \) can be written as

\[
\mathcal{T}(\text{SNR}) = \mathcal{A}(\text{SNR}) \cdot M \cdot \log_2 \zeta. \tag{36}
\]

The \( \text{a priori} \) and \( \text{extrinsic} \) mutual information associated with the outer RSC decoder, which is denoted by \( I_{D,a} \) and \( I_{D,e} \), can also be similarly calculated.

The EXIT curves of the three-stage coded G2-STBC-based ACO-OFDM MTRA system employing the three-stage iterative joint MAP-based SD and decoding scheme communicating over the strongly turbulent channel are shown in Fig. 7. It is shown in Fig. 7 that with the aid of the proposed joint ApS scheme and having an ApS factor of 2, an open EXIT tunnel exists between the EXIT chart curves of the inner SD-URC decoder and the outer RSC decoder at SNR = \(-5\) dB. The actual staircase-shaped decoding trajectory is also depicted at SNR = \(-5\) dB for this ApS-assisted system, which shows that the point of perfect convergence at \((1.0,1.0)\) can be reached after \( I_{\text{outer}} = 5 \) iterations. This indicates that this ApS-assisted system is capable of achieving a vanishingly low BER at SNR = \(-5\) dB, which is confirmed by the system’s BER performance shown in Fig. 10. By contrast, the system operating without ApS fails to achieve an open tunnel between the EXIT chart curves of the inner SD-URC decoder and the outer RSC decoder at SNR = \(-5\) dB. This implies that the system operating without ApS cannot achieve perfect decoding at SNR = \(-5\) dB, which is confirmed by its BER performance shown in Fig. 10.

Additionally, according to (36), Fig. 8 portrays the achievable throughput values of our proposed ApS-assisted system having ApS factors of 2, 3, and 4, communicating over different turbulent channels. For this system, the maximum achievable throughput is \( 0.5 \cdot M \cdot \log_2 \zeta = 2 \) [bits/symbol/block]. It can be observed from Fig. 8 that for higher ApS factors and for stronger turbulence, a higher throughput is attained for a given SNR value or, equivalently, a lower SNR is required for reaching a given throughput. The results in Fig. 8 clearly indicate that the performance improvement attained by the proposed joint ApS scheme
is much more significant under the strongly turbulent channel of $C_n^2 = 4 \times 10^{-13}$, particularly for a large ApS factor of 4.

2) BER Performance: Fig. 9 compares the BER performance of the three-stage iteratively decoded G2-STBC-based ACO-OFDM MTRA system relying on the proposed joint ApS scheme having the ApS factors of 2, 3, and 4, respectively, to that of its counterpart operating without ApS, when communicating over the weakly turbulent channel of $C_n^2 = 4 \times 10^{-15}$. For the system operating without ApS, the BER convergence of the three-stage iterative decoder is portrayed in Fig. 9, where it can be seen that the system is capable of converging to a vanishing low BER, with the “turbo-cliff” of the BER curve occurring at approximately $\text{SNR} = 2.1 \text{ dB}$ after $I_{\text{outer}} = 5$ iterations. For the proposed system assisted by our joint ApS scheme having the ApS factors of 2, 3, and 4, by contrast, the turbo-cliff of the BER curve occurs at the SNR values of 0.9, 0.3, and 0.0 dB, respectively.

Similarly, Fig. 10 compares the BER performance of the two systems assisted by the joint ApS scheme as well as operating without ApS, when communicating over the strongly turbulent channel of $C_n^2 = 4 \times 10^{-13}$. It is shown in Fig. 10 that for the ApS-assisted system having an ApS factor of 2, a vanishing low BER is achieved at SNR = −5 dB, which matches the prediction by the EXIT chart analysis presented in Fig. 7. When the ApS factor is increased to 3 and 4, a further performance enhancement is attained, and the turbo-cliff of the system’s BER curve occurs at the SNR values of −8 and −9.7 dB, respectively. By contrast, the system operating without ApS can only attain a vanishing low BER at approximately SNR = 2 dB. By comparing Figs. 9 and 10, it can be confirmed again that the performance enhancement achievable by ApS is much more significant under strongly turbulent channel conditions. Specifically, given the ApS factor of 4, the turbo-cliff of the BER curve occurs at approximately SNR = −9.7 dB under the strongly turbulent level of $C_n^2 = 4 \times 10^{-13}$, whereas it requires SNR = 0 dB to attain a vanishingly low BER under the weakly turbulent channel of $C_n^2 = 4 \times 10^{-15}$.

V. CONCLUSION

In this paper, we have conceived a joint ApS scheme for a three-stage iteratively decoded ACO-OFDM-based MTRA system operating in the FSO turbulence channel. Our main contribution has been the demonstration that such ApS scheme is capable of substantially improving the system’s achievable diversity gain, BER performance, and throughput, while imposing moderate hardware complexity. Thus, the ApS scheme could enhance the link reliability in vehicle-to-infrastructure and vehicle-to-vehicle communications. Moreover, our results have demonstrated that the performance gain obtained by the novel joint ApS-assisted MTRA OW system is more significant under strongly turbulent channel conditions.
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