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A general formulation is presented of the optimum controller in an active system for local 

sound control in a spatially random primary field. The sound field in a control region is selec-

tively attenuated using secondary sources, driven by reference sensors, all of which are poten-

tially remote from this control region. It is shown that the optimal controller has the form of a 

remote microphone system, with a least-squares estimation of the disturbance signals in the 

control region from the reference signals. The sound field under control is assumed to be gen-

erated by an array of primary sources, whose source strengths are specified using a spectral 

density matrix. This can easily be used to synthesize a diffuse primary field, if the primary 

sources are uncorrelated and far from the control region, but can also generate primary fields 

dominated by contributions from a particular direction, for example, which is shown to signif-

icantly affect the shape of the resulting zone of quiet. 

1. Introduction 

Active sound control in enclosures works well at low frequencies, when the size of the enclo-

sure is not too large compared with the acoustic wavelength
1
. At higher frequencies, however, when 

global control of the sound field cannot be achieved, local active control can still be used to reduce 

the sound in a particular region of space. Above the Schroeder frequency 
2, 3

 the sound field can 

often be approximated by a diffuse field, with equal energy incident from all directions. The zone of 

quiet, within which the original sound level is reduced by at least 10dB, that can be generated by a 

remote secondary source around a control microphone in a diffuse field has a diameter of about one 

tenth of an acoustic wavelength 
4
. The secondary source cannot be too remote, however, since oth-

erwise it can increase the sound level elsewhere in the enclosure
5
, and so various arrangements of 

active control system with local secondary source, close to the control region have been investigat-

ed 
6, 7, 8, 9, 10

.  

In the development of local active controllers there has also been considerable interest, for 

practical reasons, in monitoring the sound field within the region of control with sensors outside 

this region, as reviewed by Moreau et al 
11.     

Originally a “virtual microphone” technique was pro-

posed for the problem 
12, 13, 14, 15

, where the primary pressure was assumed to be the same at the sen-

sor and in the control region. Later, systems were developed using the “remote microphone” tech-

nique
 16, 11

, which assume a given transfer response between the sensor and control region. 

There is thus an on-going interest in the performance of feedforward active control systems 

that generate local zones of quiet with secondary sources and sensors outside of the region of con-

trol. This paper presents a general formulation for the calculation of the performance of such sys-

tems. The formulation uses spectral density matrices
 10

 and the result is an expectation of the result-
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ing mean square pressure in the region of control, which avoids the calculation of the multiple re-

sults that has previously been used for different realisations of the random primary field
 17, 13

. The 

formulation also allows a general specification of the spatially random primary sound field, in terms 

of a distribution of energy from different angles, for example. It is shown that this significantly af-

fects the results of some model calculations and that the conventional diffuse field assumption is not 

sufficient to predict the performance of local active control systems in such circumstances. 

2. Formulation 

An illustration of the physical arrangement assumed here is shown in Fig. 1. An array of pri-

mary sources, of source strengths �� =	 ���, �	…��� 
, is assumed to generate the spatially ran-

dom pressure field under control. This field is detected by a set of reference sensors producing sig-

nals �� = ���, �	…���� , which are used to drive a set of secondary sources with signals  

�� = ���, �	…����. The region of control is assumed to be monitored by a set of sensors with out-

puts �� = ���, �	…���
, some of which are used to define the cost function used in the design of 

the control system. 

 

Figure 1. Illustration of the kind of geometeric arrangement assumed, in two dimensions in this case. 

Although the arrangement illustrated in Fig. 1 is in two dimensions, the simulations below 

have been conducted with the primary sensors arranged on a spherical grid surrounding the local 

control system. It has also been assumed in this figure that the reference sensors and secondary 

sources are outside the region over which active control is to be implemented. The sound field in 

this region is monitored by a dense array of detection sensors, so that the sound field can be visual-

ised, even though only some of the signals from these sensors are directly controlled. It has also 

been assumed in the simulations below that the transfer responses between the sources and sensors 

are those in a free field, although this assumption is not necessary. 

In the formulation used here, all the signals are assumed to be about a single frequency and 

proportional to ����, although this dependence on � is suppressed for notational convenience. The 

signals are, however, assumed to be random variables, with their average proportions defined by 

spectral density matrices, as described, for example, in 
10,1

.The spectral density matrix defining the 

primary source strengths, for example, is given by 

���	 =  �	��!�, (1) 

where the superscript H denotes the Hermitian, complex conjugate transpose and  	denotes the ex-

pectation operator. The diagonal elements of  ���	are the power spectral densities of each individual 
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primary source, and the off-diagonal terms are the cross spectral densities between these sources. It 

will be assumed in the simulations below that the primary sources are uncorrelated, so that ���	is a 

diagonal matrix, although this is not necessary in the general formulation. The spectral density ma-

trix could, for example, be used to define a spatially correlated pressure field 
18

 or a set of original 

primary sources and their image sources, to approximate an enclosed sound field 
3
. 

The block diagram for the system is illustrated in Fig. 2, where the primary sources, �, gener-

ate the reference signals, �, and the disturbance signals at the monitoring sensors, ", via the matri-

ces of transfer responses # and $ respectively. The matrix of transfer responses from the secondary 

sources, �, to the monitoring sensors, �, is denoted %, but it is assumed that any feedback from the 

secondary sources to the reference sensors, &, is cancelled out by a perfect model, &' equal to &, 

within the overall controller 
10

 as explicitly shown in Fig. 2.  

 

 

Figure 2. The block diagram of the assumed control system. 

The matrix of control filters, (, which drive the secondary sources from the reference sen-

sors, is thus entirely feedforward. It may seem a little strange to have to detect the primary field 

when it is at a single frequency, but it must be remembered that this field is assumed here to be sto-

chastic, rather than deterministic, as would be the case for a tonal controller, for example. The vec-

tor of signals at the monitoring sensors can thus be written as 

) = " + %	(	�. (2) 

The cost function to be minimised is a weighted sum of the modulus squared signal from the 

monitoring sensors, which can be written as  

, =  	�)!	-	)� = ./01�	 �-	)	)!�, (3) 

where - is a square Hermitian “aperture” matrix, through which the error signals to be minimized 

are selected from all the monitoring sensors. Although it is assumed in the simulations below, that - 

is a real, diagonal, matrix, and used to select the few monitoring signals to be minimised out of the 

whole array, for example, this assumption is not necessary in the general formulation. 

 

The second form of the cost function in eq. (3) is written in terms of the trace of the spectral 

density matrix for )10
. In this form, the cost function can be expanded out using eq. (2) to give 

, = ./01�	�-	%	(	���		(!%! + 	-	%	(	��2
! +	��2 	(!%!-! + -�22 	
, 

(4) 

where the spectral density matrix for the reference signals, and the cross spectral density matrix 

between the output of the reference and detection sensors, are defined to be 

��� =  		��	�!� and ��2 =  	�"	�!�  (5) 

The properties of the trace operator, that ./01�	3- + 45 is equal to ./01�	3-5 + ./01�	345 and that 

./01�	3-45 is equal to ./01�	34-5, together with the fact that - is Hermitian, have also been used 

in the formulation of the third term in the right hand side of eq. (4). 
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A generalisation of the result derived in 
10, 19

 then allows the optimum set of control filters to 

be obtained that minimise the cost function in eq. (4), as 

(67� =	−	�%!-%�9�	%!	-	��2	���
9:, 

(6) 

where it is assumed that both %!-% and ��� are invertible. 

From the block diagram shown in Fig. 2, it can be seen that � is equal to #�, assuming that &' 

is equal to &, and that " is equal to $�, so that the matrices ��� and ��2, as defined in eq. (5), are 

equal to 

��� = #	���	#!, and ��2 = $	���	#!,  (7) 

where ��� is the spectral density matrix of the primary source signals, as defined in eq. (1). The 

optimum matrix of control filters is thus equal to 

(67� =	−	�%!-%�9�	%!	-	$	���	#!	�#	���	#!�9�, 
(9) 

where the matrices of transfer responses %,	# and $ are defined by the assumed geometry, ��� is 

defined by the assumption of the primary field and - is determined by definition of the local field 

under control. 

3. Simulations 

A series of simulations is initially performed of control at a single position in a simulated dif-

fuse primary sound field using a single monopole secondary source separated by a distance, L, 

equal to 0.1 m. 408 uncorrelated monopole sources uniformly distributed over a sphere of radius 

1	m was used to generate the primary field. This resulted in the averaged spatial correlation func-

tion shown in Fig. 3 for the pressure in a 0.5	m	 × 	0.5	m control region measured by a 51 × 51 grid 

of monitoring microphones, which is at the centre of the sphere. Also shown in Fig. 3 is the 

sin3C/5/	C/ theoretical form for this spatial correlation function 
2, 4

, where C is the wavenumber 

and / the separation distance between the two pressures, which shows very good agreement for val-

ues of C/ up to about 25, which corresponds to a frequency of around 12.5 kHz in the simulations 

here if / is equal to the assumed separation, E, between the secondary loudspeaker and error micro-

phone. 

 
Figure 3. Spatial correlation function for the pressure obtained for simulations of a diffuse 

field, dashed line, and the theoretical value, solid line. 

In these initial simulations the detection microphone is assumed to be collocated with the sin-

gle error microphone at the centre of the sphere of primary sources. The spatial extent of the zone of 

quiet calculated from this simulation, within which the expectation of the primary pressure has been 

reduced by 10 dB, is shown in Fig. 4a for various normalized excitation frequencies. The normal-

ized excitation frequency is expressed as CE where E is the separation distance between the second-
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ary source and cancellation point. These results are very similar to the results of previous calcula-

tions of the zone of quiet 
17

 estimated by averaging multiple simulations, except that the zones of 

quiet are more symmetrical indicating a better estimate of the spatial extent of these zones. 

Fig. 4b shows the results of cancelling at the same point, but with a reference sensor in the ar-

rangement described in Section 2 half way between this point and the monopole secondary source 

thus implementing the remote microphone method. It can be seen that the results are similar to 

those of Fig. 4a when the wavelength is large compared with the separation distance between the 

reference and cancellation points, so that CE/2 is small compared with unity, but are degraded at 

higher normalised frequencies. For comparison, Fig. 4c shows the results of assuming that the pri-

mary field is the same at the reference and cancellation points, and only taking account of the dif-

ference between the deterministic secondary sound field at these points, as in the virtual micro-

phone, 
12, 13, 11

 arrangement. It can be seen that there is little difference between these two approach-

es in this case. 

 
(a) Physical microphone at control point. 

 
(b) Remote microphone method. 

 
(c) Virtual microphone method. 

Figure 4. Zone of quiet within which the average pressure is reduced by 10 dB from simulations of cancella-

tion of a diffuse field at a single point, x, using a control sensor, o, and a single monopole secondary source, 

*, at four different normalised frequencies. 
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It should be emphasised that this result was obtained with a single calculation, as opposed to 

the average over multiple calculations that had previously been used to simulate such a field 
4, 5, 13

. 

The performance of the three control strategies used in Fig. 4 are compared at different fre-

quencies in Fig. 5. This shows the axial extent of the 10 dB zone of quiet, i.e. on a line from the 

secondary source location to the cancellation point, as a function of normalized excitation frequency, 

CE. Not surprisingly, the case in which a physical microphone can be placed at the cancellation 

point always performs best, but the remote microphone method, implied by the formulation used in 

section 3, and the simpler virtual microphone arrangement have a very similar performance for kE 

less than about 0.5. 

The influence of the spatial distribution of the primary field on the shape of the zone of quiet 

is illustrated in Fig. 6, for the remote microphone method at a normalized excitation frequency of 

CE equal to 0.5. The shape of the zone of quiet for the simulations of the diffuse sound field is the 

same as that in Fig. 4b, but also shown in this figure  is the shape of this zone when only 21 uncor-

related primary sources are operating, either above or to the right or to the left of the quiet zone. 

The zone of quiet is greatest when the primary field is mainly from above, since in this case the 

primary pressure field is almost uniform in the plane shown in Fig. 6, so that reductions at the con-

trol point will result in similar reductions at all positions which are a similar distance from the sec-

ondary source. The zone of quiet is also somewhat greater than that with a diffuse primary field 

when the primary field is mainly from the left, since the phase variation of the primary field then 

more nearly matches that of the secondary field. It is somewhat smaller than the diffuse field result 

when the primary field is mainly from the right, however, as the phase variations of the primary and 

secondary field then do not match. 

 

 

Figure 5. Axial length of 10 dB zone of quiet as a 

function of non-dimensional frequency for cancella-

tion at a point a distance L from a monopole second-

ary source, solid line, the use of a virtual microphone 

at L/2, dashed line, the use of a remote microphone 

at L/2, dash-dotted line, and the theoretical λ/10 lim-

it, dotted line. 

 

Figure 6. The extent of the 10 dB zone of quiet, for a 

normalized excitation frequency of kL=0.5, when the 

simulated field is a diffuse, thin solid black line, 

mainly coming from above, thick solid black line, 

mainly from the right hand side, thin solid grey line, 

and mainly from the left hand side, thick solid grey 

line. 

Finally, the full power of the multichannel formulation is illustrated in Fig. 7, in which four 

monopole secondary sources, on a square of length, E = 0.2, are used to control the sum of the 

mean square pressures at 3 by 3 array of monitoring microphones centrally arranged in a square of 

length E/2. 

It should be noted that since in this case the zone of quiet is significant up to higher frequen-

cies, the results are shown for CE equal to 0.25, 0.5, 1 and 1.5 instead of 0.1, 0.25, 0.5 and 1 in the 

single channel results above. For values of	CE below about 0.5, the zone of quiet extends around the 
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secondary sources, except within the immediate vicinity of these sources, because of their near 

fields. The 10 dB zone of quiet does not extend beyond the secondary source for normalized excita-

tion frequencies, CE, above about 1, but still encloses the reference sensors in this case. 

The results in Fig. 7 are only shown within the plane of the secondary sources and reference 

sensors, however, the diameter of the zone of quiet created with this four channel system is about 

0.6 λ, which is clearly significantly more than the upper limit of 0.1 λ generated by the single chan-

nel system. The shape of the zone of quiet will be affected in practice by the physical size of the 

secondary sources and by any non-uniform directivity of the primary field. The results in Fig. 7 do 

indicate, however, that zones of quiet that are significantly larger than the single λ/10 single channel 

limit are possible using local active control systems with only four secondary sources. 

 

 

Figure 7. Extent of the 10 dB zone of quiet when four secondary sources are optimally driven from four 

reference sensors in a diffuse field simulation to generate a zone of quiet over the entire 3x3 array of moni-

toring microphones, x, using four secondary sources, *, and four control sensors, o, at various normalized 

excitation frequencies. 

4. Conclusions 

A general formulation has been presented for the optimal least-squares solution to the local 

active noise problem in a spatially random primary sound field. The field under control is assumed 

to be generated by an array of primary sources, specified in terms of their spectral density matrix. 

By assuming a uniform distribution of uncorrelated primary sources in the far field, a diffuse prima-

ry field is readily generated, but the formulation also allows more realistic primary fields to be gen-

erated, such as when it is dominated by sources in a particular direction, or in an enclosure. 

By analyzing the adaptive version of this method it is shown that the optimum filter effective-

ly implements a remote microphone technique. The form of this optimal solution is shown to con-

sist of the generalized inverse of the plant matrix, from secondary source output to reference sensor 

input, and the least squares estimate of the disturbance field in the region of control, calculated from 

the outputs of an array of reference sensors that may be remote from this region. 

By way of illustration, a number of simulations that use this optimal solution are then present-

ed, starting with local control at a point in a diffuse primary field. It is seen how the present formu-

lation provides a single closed-form solution to the expectation of the resulting field, rather than 
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having to average the result over many realizations of the primary field, as had been done previous-

ly. 

The influence of the spatial directivity of the primary field on shape of the zone of quiet is 

then explored, showing that it is important to take this directivity into account when predicting the 

performance of local active sound control systems. Finally, the results of a local active control sys-

tem are calculated for the case of multiple secondary sources and multiple reference signals, all out-

side the zone of control, which demonstrate the generality of the solution.  
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