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Abstract
Recent coverage in the press regarding large-scale passive pervasive network monitoring by various state and government agencies has increased interest in both the legal and technical issues surrounding such operations. The monitoring may take the form of which systems (and thus potentially which people) are communicating with which other systems, commonly referred to as the metadata for a communication, or it may go further and look into the content of the traffic being exchanged over the network. In particular the monitoring may rely upon the implementation of Deep Packet Inspection (DPI) technologies. These technologies are able to make anything that happens on a network visible and recordable. While in practice the sheer volume of traffic passing through a DPI system may make it impractical to record all network data, if the system systematically records certain types of traffic, or looks for specific patterns in all traffic, the privacy concerns are highly significant. The aim of this paper is twofold: first, to show that despite the increasing public awareness in relation to the capabilities of Internet service providers (ISPs), a cross-field and comparative examination shows that DPI technologies are in fact progressively gaining legal legitimacy; second to stress the need to rethink the relationship between data protection law and the right to private life as enshrined in Article 8 of the European Convention on human rights and Article 7 of the European Charter of fundamental rights in order to adequately confine DPI practices. As a result, it will also appear that the principle of technical neutrality underlying ISP’s liability exemptions is misleading.
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Recent coverage in the press regarding large-scale passive pervasive network monitoring by various state and government agencies has increased interest in both the legal and technical issues surrounding such operations. The monitoring may take the form of which systems (and thus potentially which people) are communicating with which other systems, commonly referred to as the metadata for a communication, or it may go further and look into the content of the traffic being exchanged over the network.
Deep Packet Inspection (DPI) technologies are able to make anything that happens on a network visible and recordable. They are, therefore, of particular interest for both state and commercial actors, as a tool for monitoring citizens’ and customers’ behaviour. However, this also means that DPI technologies, just like CCTV or databases, can be conceived as surveillance techniques and including mass surveillance techniques in as much as they are “not targeted on any particular individual but gather images and information for possible future use”.¹ Their generalisation could thus have serious repercussions for Internet users, in particular in terms of the right to private life and freedom of expression. While in practice the sheer volume of traffic passing through a DPI

system may make it impractical to record all network data, if the system systematically records certain types of traffic, or looks for specific patterns in all traffic, the privacy concerns are highly significant.

Consequently, it is crucial to identify the implications of the technology being developed in order to make sure adequate safeguards, including legal safeguards are complied with, assuming there is a will to enforce them. This is all the more true that since the inception of the Internet it has proved very challenging to apply existing legal rules to an evolving technological environment in a well-informed way. The legal scrutiny of DPI technologies shows this perfectly.

The aim of this paper is twofold. First of all, to show that despite the increasing public awareness in relation to the capabilities of Internet service providers (ISPs), which has had the consequence of reducing the popularity of DPI technologies among ISPs and thereby its overall use in 2012, a cross-field and comparative examination shows that DPI technologies are in fact progressively gaining legal legitimacy. Second to stress the need to rethink the relationship between data protection law and the right to private life as enshrined in Article 8 of the European Convention on human rights (ECHR) and Article 7 of the European Charter of fundamental rights in order to adequately confine DPI practices. As a result, the horizontal regime of exemptions of liability set up by the Directive on e-commerce and grounded on the assumption that mere conduits’ activity “is of a mere technical, automatic and passive nature, which implies that the information society service provider has neither knowledge of nor control over the information which is transmitted or stored” appears slightly misleading and should certainly be balanced with the setting up of mechanisms to prevent the creeping extension of surveillance practices. For this purpose it is suggested that the criteria of “retention of data” and “behaviour modification” (e.g. blocking access to certain webpages or files) are of primary relevance to justify the implementation of DPI practices.

The demonstration will proceed in three parts. Part A will give a brief overview of the technology at stake. Part B will show that when the goal pursued is content regulation the legal scrutiny deployed to assess the validity of the act of implementing DPI technologies is not very demanding and in particular give little weight to privacy interests. It is therefore unsurprising that the UK legislator has recently attempted to legitimize the use of DPI for accessing “third-party communications data” by law enforcement agencies. Part C will then attempt to illustrate the interplay between data protection law and DPI to demonstrate that up until now data protection law has offered little resistance to the implementation of DPI for monitoring and behaviour modification purposes, while identifying at least three routes to refine the existing regulatory framework.

Not to be misleading, the focus of the this paper is set upon ISPs’ DPI practices and not law enforcement agencies’ DPI practices, such as the US National Security Agency or the British Government Communications Headquarters. Its main aim is to examine how judges have dealt with the legal implications of the implementation of DPI technologies and to test the appropriateness of the authority argument (i.e. compliance with the Law). With this said, it should give some insights into the validity of recent law enforcement agencies’ DPI practices.

**A. The different types of packet inspections**

In order for the data to be transmitted within and across the network, communication standards are needed. The TCP/IP networking model was developed over thirty years ago to standardize
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4 Recital 42.

5 TCP stands for Transmission Control Protocol and IP for Internet Protocol.
how network devices communicate in an interoperable fashion. TCP/IP is composed of four layers – link, network, transport and application – plus the physical layer over which the model runs, each of which implements a subset of functions necessary for end-to-end data transmission. The physical layer defines the actual media over which the data are being transmitted; the link layer formats the packet so that it can be sent from its point of origin to its destination, or where necessary to the next router towards the destination; the network layer is responsible for the packet’s addressing and routing; the transport layer organises the data transmission process in several sequential steps by segmenting data from upper levels and reassembling the data flow into smaller units, and (in the case of TCP) establishes a connection between the packets’ sender(s) and recipient(s); the application layer interacts with the software applications that are making a data request.

The demarcation line between the IP packet header and the IP packet payload is a fundamental aspect of the definition of DPI. It derives from the TCP/IP model described above: the link, IP and transport layers each add a ‘header’ to a packet, whereas the application layer manages what is termed the ‘payload’ of a packet. In practice, an application’s data may be split over many IP packets when sent over the network. The original design of IP assumed that routers would scan only the IP packet header – that is, the delivery information, most commonly the IP destination field, relevant to moving the packet across the network. The IP packet header contains basic routing information – in particular the source and destination IP address, which tells routers how to handle and forward the packet along to its destination.

The transport layer lies between the IP layer and the application layer, and thus a transport header exists between the IP packet header and the packet payload. The transport header indicates the source and destination applications at the communicating endpoints, e.g. a web browser and a web server, and these are identified by ‘port numbers’, with certain applications generally (but not always) using well-known port numbers, such as port 80 for unencrypted web (HTTP protocol) traffic.

The combination of source and destination IP addresses and ports, together with the protocol used, e.g. TCP, forms a ‘five tuple’ or ‘5-tuple’ that is commonly used in various networking contexts to identify specific application flows. Such information is often referred to as one form of ‘metadata’ for the traffic.

There are different perspectives on packet inspection. Strictly speaking, DPI systems allow the inspection of not only the metadata of the packets traveling across the network, but also the inspection of the sent content; that is why, deep packet inspection is often referred to as whole-packet inspection. The payload or content of the packet contains information about what application is sending the data, whether the packet’s contents are themselves encrypted, and what the actual content of the packet is. Internet packets do not have only a single header and payload; instead, there is a packet header and payload at each layer of the multi-layered Internet architecture that can be found in each network-connected host. Different views of those headers and layers are illustrated below in Figure 1, where Figure 1(a) shows the complete contents of an IP packet.
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9 HTTP stands for Hypertext Transfer Protocol.
11 Which should not be confused with the legal concept of communication content or correspondence.
as available to a DPI system. DPI reveals not only which systems are communicating, but also the operation or, in the case of a web request, the specific file being accessed.

![Figure 1: Different TCP/IP packet views](image)

As aforementioned, an IP router, which needs to decide how to forward an IP packet towards its destination, generally only needs to make that decision based on the IP destination address in the packet. The rest of the packet, including the transport header and the payload, are opaque to the router, as illustrated in Figure 1(b).

In some cases a router may have Access Control Lists (ACLs) configured, to perform some packet filtering function, in which case it is common for the router to look at the transport header as well, to identify the port numbers in use, and then make a decision to filter based on some or all of the 5-tuple present. In such cases, the router’s view is as per Figure 1(c), with only the application payload remaining opaque to the monitoring device.

There is an argument, because the inspection of the transport (e.g. TCP or UDP) header is not in principle needed to route packets across the network and because the observed ports used gives some insights as to the nature of the activity of Internet users, that one could adopt Cooper’s definition of DPI which reads as follow: “[d]eep packet inspection is the collection, observation, analysis, and/or storage of data related to an application that is found in Internet packets above OSI layer 3”.

Or in the TCP/IP model, packet headers or content above the network layer.

With this said, depending on the TCP/IP layers that packet inspection technologies can analyse, there are three ‘classes’ of these technologies that are used in networking environments; shallow, medium and deep in the sense of whole packet inspection. The TCP/IP model can be used to express the extent of information that inspection technologies can derive from packets; the closer such a technology comes to examining the application layer part of the payload, and the further it
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13 UDP stands for User Datagram Protocol and is an alternative to the TCP.
Shallow Packet Inspection (SPI) examines the packet’s IP and transport header information to decide whether to allow the packet to pass. It might make a decision to only allow traffic to port 80 or 443 (the well-known ports for plain or encrypted web traffic) to certain IP addresses. Or it might check the destination IP address against a blacklist (e.g. of known malware command and control servers); if the IP address is on the blacklist, the packet is not delivered. With SPI it is not possible to peer inside a packet’s payload to survey the packet’s content.17 Thus SPI covers the cases illustrated in Figure 1(b) and (e). If a SPI system notes information about a packet, and uses that to influence decisions on future packets seen, it is known as a ‘stateful packet inspection’ system; an example is that such a system may let UDP traffic out, and only allow UDP traffic back in to its network that match the traffic sent out.

The second class of packet inspection technologies – Medium Packet Inspection (MPI) - involves the use of application proxies, devices that act as intermediaries between end-users’ computers and Internet gateways, through which all the traffic passes. An example might be a web cache or proxy, used by an ISP or a site such as a university campus network. Application proxies examine packet headers and a small amount of payload against parse-lists for particular representations; every parse-list contains a set of representations. MPI devices decide whether a specific packet-type is permissible or not according to its data format type and its associated location on the Internet. Due to their ability to read the application commands located within the application layer as well the file formats in the presentation layer, MPI devices can prevent users from receiving specific types of files or prioritize specific files over others.18 Whereas MPI devices have very limited application awareness, whole packet inspection devices are designed to allow ISPs or the organisations using them to precisely identify the origin and – more importantly – the content of each packet that passes through their networks. Whole packet inspection devices can examine all the headers as well as the whole content of the messages due to their ability to look at every layer of the TCP/IP model.19 Whole packet inspection technologies enable ISPs to gain greater control over every facet of their network operations.20 Consequently, because only MPI and whole packet inspection technologies reach the payload, others have decided not follow Cooper and exclude SPI from the definition of DPI.

The primary capability that underlies DPI is recognition, which can trigger two other capabilities – manipulation and notification.21 A DPI system reaching the payload first creates a data structure to represent the incoming packets as network flows by collecting packets from the network interface cards, and then it searches for well-known patterns within the payload for each flow.22 Based on the recognition of a regular pattern in the payload, the system can make decisions about how to handle the packet, which in turn allows networks to classify and control traffic, application
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and subscribers.\textsuperscript{23} To begin with, the recognition process relies on mechanisms that compare
the packet payload to a set of strings, which represent predefined patterns called \textit{regular expressions}.
More precise information about where to look for such patterns is then provided by \textit{signatures},
which help the identification process. Finally, \textit{rule sets} provide DPI engines with more specific
instructions, e.g. which signatures should be applied to which traffic between specific points. The
recognition capability can be used to detect a variety of things, such as text strings, media content
(specific instances of images, music or movies), URLs, viruses and other exploits, applications and
protocols.\textsuperscript{24}
A system with such inspection capability, where it is specifically designed to detect patterns
indicating network attacks, malware or similar, is commonly referred to as an intrusion detection
system (IDS). It is very common for large site networks, such as university networks, to use an
IDS, to help protect its systems and its users.
As mentioned above, the second basic technical DPI capability is manipulation, which is
dependent upon the recognition capability. Based on rule sets – instructions that make the network
behave in a certain way – the manipulation capability enables a DPI appliance to actively intervene
in a live traffic stream in order to modify or control it, e.g. regulate packet flow speed, block
the movement of informational objects into the network, prioritise some protocol packets or users
over others or even disconnect a session. Whereas the signatures used in the recognition process
are supplied and maintained by DPI vendors, the rule sets for manipulating the content are defined
by network operators.
For an IDS, if the system reacts in real-time to the patterns matched, it may act as an intrusion
prevention system (IPS) by signalling a firewall system to block traffic to/from the 5-tuple
observed as associated with the suspected attack or malware activity.
A less direct form of intervention also contingent upon recognition is the notification capability,
which is used by DPI engines to generate statistical reports, issue alarms or notifications etc.\textsuperscript{25} Due
to the above capabilities, DPI technology has been compared to a postal worker who opens all
letters and packets, checks the content against databases of appropriate content, destroys letters
or sends a copy to the police authorities when finding a match, and sends packages for its own
mail service at a faster speed.\textsuperscript{26}
Many of the functions provided by DPI technology have been available before; what differentiates
DPI from other technologies are the following unique characteristics. First, in addition to
inspecting the packet header, not only can DPI use any part of the packet for detection, but it also
looks for patterns across multiple packets.\textsuperscript{27} Another key feature of DPI is that, unlike several
applications that scan digital content stored on servers or computers, DPI scans information in
motion, not information at rest. The scanning of data packets takes place in real time.\textsuperscript{28} What is
more, DPI equipment allows network operators to make decisions that involve more than merely
where to forward the packet; network operators monitor the content of data packets in real-time
and make decisions about how to handle them.\textsuperscript{29}
It is useful to note here though that it is becoming increasingly challenging for DPI to be
performed in real-time on high-speed Internet backbone networks, where speeds at the time of

\textsuperscript{23} Bendrath and Mueller, “The end of the net as we know it? Deep packet inspection and Internet governance”, 1150.
\textsuperscript{24} Mueller, “DPI Technology from the standpoint of Internet governance studies: An introduction”, 8.
\textsuperscript{25} Ibid.
\textsuperscript{26} Bendrath and Mueller, “The end of the net as we know it? Deep packet inspection and Internet governance”, 1152.
This comparison is however misleading to the extent an automated filtering process only looks for specific types of
information contained within communications and therefore does not always comprehend and is not always capable
of remembering the whole content of these communications.
\textsuperscript{28} See Nick S. Arran and Henry J. Chao, “Design and analysis of a multipacket signature detection system”, International
writing are commonly now 100Gbit/s. It is thus generally easier to perform DPI closer to the edge of a network, where the link speeds are slower. Or the ISP may ‘pre-filter’ traffic based on destination IP address, and re-route that traffic to a DPI system that only looks inside traffic to specific IP addresses that the ISP (or someone they are acting on behalf of) is interested in (which is how we believe the UK’s Cleanfeed system operates, as discussed in the next section). Or alternatively it may be necessary to only sample a certain percentage of the network traffic. We should also note here that effective DPI is only possible when the payload is plain text; where encryption is used the ISP would then need to be able to break that encryption in order to inspect the payload. Recently, both Facebook (due to security concerns over account hijacking) and Google Mail (post Snowden revelations) have made traffic to their systems encrypted by default. In cases where IPsec\textsuperscript{30} is used, which may include virtual private networks (VPNs), other layer header information may also be unavailable to a 3rd party monitoring system, the specifics depending on whether end to end or tunnel mode IPsec is used.

### B. Content regulation and DPI

Despite public outcry generated by the implementation of DPI technologies at the initiative of the industry to regulate online content \textsuperscript{(1)}, the legal scrutiny developed to assess the validity of these practices at the European level \textsuperscript{(2)} and at the national level \textsuperscript{(3)} has not proved to be very demanding. National judges in particular have denied any privacy implications.

1. **Private experiments**

In order to deal with illegal child sexual abuse content available on the Web, the UK has adopted an industry-led approach. Since 1996, the Internet Watch Foundation (IWF) – a private body funded by the Internet industry and the EU – has acted as a hotline receiving public complaints and, in case these complaints are grounded, forwarding them to the police as well as asking the UK-based hosting providers to have that material removed.\textsuperscript{31} In spite of the remarkable success of this approach, it was not effective when the illegal material was hosted abroad.\textsuperscript{32} To address this problem, British Telecom (BT) developed a technical system, called Cleanfeed, aiming specifically at blocking access to child abuse images hosted outside of the UK jurisdiction. The stated purpose of Cleanfeed was to prevent Internet users from accessing, either accidentally or by design, illegal child abuse images.\textsuperscript{33}

The Cleanfeed system was designed to be a low cost, but highly accurate, method of blocking unacceptable content; this filtering technology is a hybrid system, which combines the redirection of traffic (IP address re-routing) and DPI-based URL blocking, and operates as a two-stage mechanism to filter specific Internet traffic.\textsuperscript{34} The first stage is based on the examination of the IP address and the destination port of the packets travelling across the network against the IWF database. In case the traffic is suspicious, then it is redirected to the second stage of filtering, which is implemented as web proxy that understands HTTP requests. When the request matches an item from the IWF blacklist containing URLs of child sexual abuse content, a 404 response is returned; 404 response is a HTTP standard response code indicating that the server could not find what the

\textsuperscript{30} IPsec stands for Internet Protocol Security. This protocol suite is used to secure IP communications and relies upon authentication and encryption techniques. See the IETF RFC at http://tools.ietf.org/html/rfc4301, accessed June 28, 2014.

\textsuperscript{31} Internet Watch Foundation https://www.iwf.org.uk/.


\textsuperscript{33} Richard Clayton, “Failures in a Hybrid Content Blocking System”, in Privacy Enhancing Technologies 5th International Workshop Revised Selected Papers, ed. George Danezis et al, Cavtat, Croatia, May/June 2005, 81.

At the time of its implementation, the Cleanfeed technology was regarded as a substantial step forward over the two main schemes of filtering then in use; in contrast with the IP address blocking, the use of web proxies, which were as selective as necessary, prevented the danger of over-blocking, while it ensured that only web traffic – not other protocols – would be affected by avoiding the second existing scheme, DNS poisoning. Despite the fact that BT designed the Cleanfeed system in such a way as to be used only for the protection of its customers – not for prosecution purposes – by avoiding logging data on users, its implementation has been described as “the first example of mass censorship on the Web attempted in a Western democracy”. What prompted public criticism was the power given to a private body to take censorship decisions for the UK Internet users by determining whether the content is potentially illegal, with limited procedural safeguards and no oversight. An example of the implications that a filtering system such as Cleanfeed could have is the Wikipedia incident. In December 2008, the URL of a Wikipedia article was added to the IWF list because of containing a pornographic image of a child, which was the cover image of a Scorpions album being legally sold since 1976. As a result, UK traffic for Wikipedia was redirected via the Cleanfeed servers; instead of blocking access to the specific URL of the offending image, access to the entire page of the band was blocked. After reviewing the situation, the IWF removed the listing four days later. The need for legislative basis for the adoption of any blocking system was the main point of criticism, especially given the difficulties in striking the right balance between fighting child pornography and maintaining the freedom of expression. With this said, no ad hoc legislative framework has never been adopted. On the contrary as explained below, English courts have required Internet access providers to extend the scope of this technology and use it for blocking access to copyright infringing websites. Such an extension is naturally a concern, given the scope or creep of such filtering could be expanded further, in response to whichever lobbying groups come to the courts next to protest a given use of the Internet.

In 2008, a company named Phorm, whose aim was to help advertisers better target consumers by monitoring their web browsing habits, raised much ire from privacy campaigners. Phorm was in partnership with three of the UK’s biggest ISPs – BT, Virgin Media and Talk Talk – which were planning to use the Phorm service, a patent-pending technology that delivered personalised content and advertising to ISP customers. As it was revealed, BT had already carried out secret small-scale trials in 2006 and 2007, where, in both cases, the users were unaware of the tests and thus had not actively given their consent. Phorm Service deployed DPI-based advertising technique, which involved equipment installed in an ISP’s network that intercepted all web traffic passing along every customer’s broadband connection, and scanned through it for keywords that

35 Clayton, “Failures in a Hybrid Content Blocking System”, 82.
36 Ibid. 92
could be used to deliver targeted advertising – advertising that reflects customers’ communication flows. User’s IP addresses were said not to be stored.

The main criticism of Phorm, as it was planned to be implemented in the UK, focused on the fact that it would have been an opt-out service, which meant that no prior consent would have been required for the users’ data to be monitored. Some even stated that even if users decided to opt out of the service, they would still continue to have their browsing histories stored by Phorm. Fearing that such a technology could set a worrying precedent, that intercepting technologies would be perfectly acceptable for commercial reasons, many government officials questioned the legality of an opt-out programme; in April 2008, the Information Commissioner’s Office stated that Phorm’s system would only be legal under UK law as an opt-in service. The Phorm scandal eventually triggered the European Commission into launching an Infringement Proceeding against the UK, in April 2009, for failing to fully implement the data protection Directive and the ePrivacy Directive.

A few months later, in an attempt to measure the level of music copyright on its network via peer-to-peer protocols, Virgin Media UK planned to deploy Detica CView technology on a trial basis beginning at the end of 2009, which would have involved monitoring 40 per cent of its customers without their knowledge or prior consent. CView is a DPI product based on the same technology that powered the controversial Phorm’s advertising system; it identifies peer-to-peer packets and then it looks at the actual content of those packets including application data in order to determine whether the copyrighted work exchanged is licensed or not, based on data provided by the record industry. CView was designed to look for three types of file-sharing traffic - eDonkey, Gnutella and BitTorrent. As the company’s aim was to establish an ‘index’ of copyright infringements – not to keep records on individual customers – Virgin emphasized that data on the level of copyright infringement would be aggregated and anonymised. Indeed, once CView identified an eDonkey, Gnutella or BitTorrent session, it would strip out the IP address of the user from each packet replacing it with a randomly-generated unique identifier and pulling out an ‘acoustic fingerprint’. It would then send the processed material on to a central server to be matched against a database of acoustic fingerprints of copyright songs provided by record companies. However, despite the fact that Virgin claimed that processed data would be anonymised, privacy campaigners protested against the implementation of such technology arguing that using that technology to identify those using torrents or blocking the content would only require “a slight tweak to the software”.

Several events following the announcements of Virgin made the company reconsider
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46 See e.g. Simon Heron, “Online privacy and browser security”, Network Security, 6 (2009): 5.
52 Williams, “Spook firm readies Virgin Media filesharing probes”.
the use of the CView system and put the trial on hold.⁵⁴ At this stage, it is worth noting that there are many perfectly legitimate uses of peer-to-peer applications such as BitTorrent, e.g. for sharing large research data sets, performing distributed backups, or, as used by Blizzard for its MMORPG World of Warcraft© to distribute game updates to its (currently estimated) 8,000,000 registered players. Thus it is ‘dangerous’ to block BitTorrent itself, rather than an ISP would need to be sure the content were (or at least part of) a copyright-offending file. In some Member States it would then need to address the question whether the use of a copyrighted work could be justified on the ground of an exception, e.g. parody or pastiches⁵⁵.

By looking at how the legal framework has evolved it is however arguable that such a self-regulatory attempt to tame the infringing exchange of copyrighted works via peer-to-peer networks could easily survive legal scrutiny. Indeed on one hand the findings of the CJEU are ambiguous. On the other hand, national judges have on several occasions refused to identify any significant privacy implications in relation to the deployment of DPI practices.

2. The European framework

In Sabam⁵⁶, the claimant Sabam, a management company representing authors, composers and editors of musical works had found that Internet users using the services of Scarlet (an Internet access provider) were exchanging copyrighted works belonging to Sabam’s catalogue without its authorisation, through the means of peer-to-peer networks. Sabam among other things asked the Brussels Tribunal of first instance to order Scarlet to block or make it impossible for its customers to upload or download files containing copyrighted works via peer-to-peer networks without prior authorisation.

While the Tribunal of first instance granted the request, the Court of Appeal referred the case to the CJEU asking in particular whether a court could “order an [ISP] to install, for all its customers, in abstracto and as a preventive measure, exclusively at the cost of that ISP and for an unlimited period, a system for filtering all electronic communications, both incoming and outgoing, passing via its services, in particular those involving the use of peer-to-peer software, in order to identify on its network the movement of electronic files containing a musical, cinematographic or audio-visual work in respect of which the applicant claims to hold rights, and subsequently to block the transfer of such files, either at the point at which they are requested or at which they are sent”.

To rephrase the question by identifying the technology at stake, the national court of Appeal was asking whether a court could order an ISP to implement DPI techniques such as the Audible Magic’s CopySense system to block the exchange of copyrighted works. “Audible Magic’s CopySense™, a network appliance product, examines network traffic at the content layer — that is, it analyzes the actual file transferred in an application-layer transaction. In other words it is an example of whole packet inspection. In order to determine whether the content is a copyrighted song, CopySense treats the content as audio and analyzes its acoustic properties. It examines only a small portion of the content, extracting an "acoustic fingerprint."”⁵⁷

The answer given by the CJEU remains ambiguous⁵⁸. Truly the court attempts to assess the validity of the contentious DPI practice from different angles (Article 15 of the e-commerce Directive,
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⁵⁴ ISP Review, “Virgin Media UK Halt Broadband ISP Trial of CView DPI to Track Illegal File Sharing”.
freedom to conduct one’s business, the principle of proportionality, the right to the protection of personal data and freedom of expression). The CJEU thus holds that “active observation of all electronic communications conducted on the network of the ISP”\(^{59}\) encompassing all information to be transmitted and targeting all the ISP’s subscribers amounts to a general obligation to monitor within the meaning of Article 15 of the e-commerce Directive. Yet Article 15 prohibits the imposition of such obligations upon intermediary providers such as Internet access providers. While the CJEU’s understanding of how the technology is supposed to function seems to be approximate in as much as not all packets are actively observed (only those targeted at a specific IP address or a specific port number), it does seem that what is really problematic to the eyes of the CJEU is the observation of packet payload and in particular application data.

In relation to the right to the protection of personal data it observes that the order requested would “involve a systematic analysis of all content and the collection and identification of users IP addresses from which unlawful content on the network is sent. Those addresses are protected personal data because they allow those users to be identified”\(^{60}\). Once again the CJEU’s understanding of how the technology is supposed to function appears approximate: not all packet payloads are inspected, only those transmitted through the means of suspicious ports, and the routing of packets implies per se the processing of IP addresses. As a result the collection of IP addresses cannot be the real source of concern. What remains an issue though is the processing of packet payload including application data which is followed by a digital sanction (behaviour modification): the inability to access or exchange copyrighted works.

Yet the CJEU does not say expressly that the DPI practice at stake violates the principle of confidentiality of communications and does not mention Article 15 of the data protection Directive which could seem relevant in such a scenario. Indeed Article 15 provides that “Member States shall grant the right to every person not to be subject to a decision which produces legal effects concerning him or significantly affects him and which is based solely on automated processing of data intended to evaluate certain personal aspects relating to him, such as his performance at work, creditworthiness, reliability, conduct, etc”.

Besides, by focusing upon the prohibition of the imposition of a general obligation to monitor as protected by Article 15 of the e-commerce Directive and the freedom to conduct one’s business (the judgment starts with these considerations) the CJEU could be saying that if DPI practices are adopted voluntarily they become more legitimate and could be held legally valid.

In the Netlog case,\(^{61}\) the reasoning of the CJEU is less problematic in as much as the infrastructure supplied by the service provided is different. In this case a social networking website\(^{62}\) had been asked to inspect the data stored on its servers in order to block the exchange of infringing content. As a result, most packet payloads get to be inspected. However, at the same time, it is arguable that in several cases the service provider cannot be bound by any confidential obligation. Hence the different wording used by the CJEU which this time states that the filtering system “would involve the identification, systematic analysis and processing of information connected with the profiles created on the social network by its users. The information connected with those profiles is protected personal data because, in principle, it allows those users to be identified”. It is not clear however whether it is the retention of personal data that is the real concern or the collection of personal data. In addition, the fact that the hosting provider had been asked to modify behaviour is not expressly identified as a concern by the CJEU. Moreover, it is arguable once again that if such filtering practices are adopted voluntarily they could be deemed as legally valid.

\(^{59}\) Sabam at [39].

\(^{60}\) Sabam at [51].


\(^{62}\) At [16] the CJEU states that “Netlog runs an online social networking platform where every person who registers acquires a personal space known as a ‘profile’ which the user can complete himself and which becomes available globally”.
Unsurprisingly, in the recent case UPC Telekabel in which the CJEU had to assess the validity of a generic injunction requiring an Internet access provider to block access to an infringing website the right to private life is not even mentioned.\footnote{CJEU case C-314/11 UPC Telekabel Wien GmbH v Constantin Film Verleih GmbH, Wega Filmproduktionsgesellschaft mbH of 27 March 2014 (UPC Telekabel) at [47].} Besides, it is for the Internet intermediary to select the appropriate technology to implement the generic order issued by the judge.\footnote{UPC Telekabel at [53].}

3. National interpretations
The case EMI Records (Ireland) Ltd and Others v UPC Communications Ireland Ltd\footnote{[2010] IEHC 377 (EMI Records).} came before Charleton J. before the issuance of the Sabam and Netlog decisions. In this case copyright owners claimed for an injunction against an Irish Internet access provider (UPC) ordering the service provider to prevent the commission of copyright infringement through the means of peer-to-peer networks. The claimants had indeed been using detection software to identify the IP addresses of alleged infringers. They thus wanted UPC to collaborate with them and implement a graduate response system implying the warning of subscribers and eventually the termination of the service. UPC had refused to do so and the claimants were therefore asking the Irish judge of first instance to make UPC contribute to the fight against illegal file-sharing by e.g. ordering the implementation of a graduated response system or the implementation of filtering technologies amounting to the blocking of illegal exchanges of copyrighted works and thereby the implementation of whole packet inspection technologies.

Although s.40(4) of the Irish Copyright and Related Rights Act 2000 was very limited in scope and did not allow a judge to order an Internet access provider to implement a graduated response system or block illegal exchanges of copyrighted work\footnote{A subsequent legislative amendment has however changed the state of the law. Such injunctions can now be granted. See the European Union (Copyright and Related Rights) Regulations 2012. The statutory instrument amends s.40 and s.205 of the Copyright and Related Rights Act 2000.}, Charleton J. was of the view that such orders do not contravene the prohibition of the imposition of a general monitoring obligation upon mere conduits under Article 15 of the e-commerce Directive. Here are his words: “[d]eep packet inspection, as described in this judgment is not the seeking of information which is in the course of transmission. Instead, it identifies the nature of transmissions, whether encrypted or otherwise, by reference to the ports which they use, and the protocol employed, so as to identify peer-to-peer communication. UPC does this already for legitimate commercial purposes related to the management of transmissions. If it suited, they could also easily identify the file # of copyright works and block them or divert the search in aid of theft to a legal site. This is not a general search for information. It is simple use of deep packet inspection technology in aid of proper transmission”.\footnote{EMI Records at [107].} In other words according to Charleton J. the systematic inspection of application data comprising the hash file of copyrighted works does not amount to general monitoring, which seems contrary to the ruling of the CJEU in the Sabam case.

Second, according to the Irish Judge ordering Internet access providers to implement graduated response systems or blocking technologies does not have any significant privacy implications. His position is quite radical: “I am of the view that there are no privacy or data protection implications to detecting unauthorised downloads of copyright material using peer-to-peer technology”\footnote{EMI Records at [68].}. To support his view Charleton J. states that when a graduated response system is implemented the detection process is anonymous (only IP addresses are identified\footnote{EMI Records at [69].}) and the files transmitted are publicly made available\footnote{EMI Records at [70].}. As a result “deep packet inspection for the purposes of detecting and diverting or disenabling [peer-to-peer] transmissions” has no privacy or data protection implications.
repercussion. He had indeed noted in relation to DPI techniques that even if they reach the payload and application data there cannot be a violation of a privacy interest since only numbers (comprising the hash file) are read.\(^{71}\) Besides, even if IP addresses can be combined to hash files corresponding to protected works, there are no privacy issue involved since it is not possible to identify the individual behind the IP address\(^{72}\). Charleton J. did however agree that “[t]his changes the passive transmission of internet service provider customer’s data into intervention”\(^{73}\).

In relation to the implementation of the CopySense technology by US universities the Irish judge went in the same direction and stated that the system in place does not look at content and therefore there is no privacy concern\(^{74}\).

Such a view is problematic for several reasons. First because it does undermine the principle of confidentiality of communications (looking at the content of communications to determine whether they are worth of legal protection is undermining the very protection of these communications as provided in particular by Article 5 of the e-privacy Directive), the prohibition of the systematic monitoring of communication data as a tool of mass surveillance (to be found in Article 5 of the e-privacy Directive as well), the very definition of personal data (IP addresses are personal data when individuals are identifiable through the means of these data and Internet access providers do have the means to identify individuals with IP addresses as implied by the Sabam decision\(^{75}\)), and the prohibition of automated individual decisions having legal effects under Article 15 of the data protection Directive (individuals are prevented from communicating and accessing content through the means of a pure automated process).

In EMI Records (Ireland) Ltd and others v The Data Protection Commissioner\(^{76}\) decided in June after Sabam and Netlog, Charleton J. maintained his position: “[a]n activity of swarm participation for peer-to-peer downloading does not legitimately carry the expectation of privacy”\(^{77}\). Peer-to-peer communications are for the judge open communications. This is true despite the contrary view of the Irish Data Protection Commissioner who had disavowed the contracts entered by Eircom with its subscribers to implement a graduated response system in order to reduce the amount of illegal file sharing. Although referring to the Sabam and Netlog cases the Irish judge does not attempt to apply the European framework to the facts at hand. He simply refers to its implementation in the English case Twentieth Century Fox Film Corp v British Telecommunications Plc (Newzbin)\(^{78}\) and its progeny.\(^{79}\)

In March 2010, the English High Court had granted an injunction against the Usenet indexing company Newzbin, which enabled users to exchange copyright infringing material.\(^{80}\) Although the company claimed that it did no more than a search engine such as Google and should not be liable for its users’ actions, while it also had a notice-and-take-down policy,\(^{81}\) the Court ruled that Newzbin was liable for encouraging the downloading of works protected by copyright due to its knowledge of the infringements and its editorial involvement in making the infringement easier which amounted to both direct infringement and joint liability.\(^{82}\)

---

71 EMI Records at [38].  
72 EMI Records at [38].  
73 EMI Records at [39].  
74 EMI Records at [47].  
75 See Recital 26 of the data protection Directive.  
77 EMI Records 2 At [7.2].  
80 Twentieth Century Fox Film Corp v Newzbin Ltd [2010] EWHC 608 (Ch).  
81 Twentieth Century Fox Film Corp at [54].  
82 Twentieth Century Fox Film Corp at [126].
The injunction effectively led to the closure of Newzbin, but an identical website, called Newzbin2, was subsequently opened using servers located in Sweden. Unable to target the website directly as that would have been beyond the jurisdiction of the UK, the same film studios that had successfully sued the Newzbin website, commenced proceedings to force the UK Internet access provider, BT, to block access to the website based on s 97A of the Copyright, Design and Patents Act of 1988. Arnold J. ultimately granted an injunction requiring BT to employ its blocking technology, Cleanfeed – originally designed to prevent access to websites or webpages featuring child sexual abuse – to block access to Newzbin2.

Cleanfeed could be seen as an example of whole packet inspection in as much as it targets URLs. The Court described Cleanfeed as a two-stage system of IP address re-routing, which entails the ISP using a proxy server inspecting the application data of packets containing the IP address of the infringing website, and eventually blocking the user’s connection to the URL of the infringing website as defined in the network management systems access control lists. Arnold J. stated that such an injunction was not equivalent to a general monitoring obligation within the meaning of Article 15 of the e-Commerce Directive and had no significant privacy or data protection implications because in this case BT was merely required to block access to Newzbin2 without any detailed inspection of any customer data despite the facts that, first, all BT’s subscribers were subject to the re-routing of their packets to the proxy server each time the IP address of the infringing website was recognised in the IP header and, second, application data (URL) of those re-routed packets were inspected. To repeat Arnold J. words, the order sought required “simply to block (or at least impede) access to the Newzbin2 website by automated means that do not involve detailed inspection of the data of any of BT’s subscribers”. Furthermore, the implementation of the order was not considered to be costly for the service provider since it had already set up the technology for other purposes.

To sum up, at the European level, it does seem that only the systematic inspection of the content of all communications transmitted over a public or private network is problematic either because it is contrary to Article 15 of the e-Commerce Directive or because it has privacy or data protection implications. However, it is arguable whether DPI technologies such as Cleanfeed or even CopySense amount to an inspection of the content of all communications for only the payload of suspicious communications is actually read when Internet service providers implement these technologies even though all subscribers are the targets of these measures. Besides, looking at national decisions, it does appear that judges have not be willing to find that DPI practices amount to the inspection of the content of communications even if the payload of packets is inspected either to identify the URL of the websites to be reached or hash files corresponding to copyrighted works.

But what does data protection law really say? Truly data protection law was not primarily meant to set appropriate limit to the deployment of surveillance technologies despite the little relevance of the distinction between content data and traffic data. It is however arguable that a series of provisions has been overlooked by judges essentially concerned about copyright piracy.

C. Data protection and DPI
At first glance, data protection law seems to legitimize the processing of personal data through the means of DPI techniques in several circumstances (1). With this said, this may reflects a partial overview and restrictive interpretation of data protection law (2).

83 Newzbin2 at [70] to [74].
84 Newzbin2 at [162].
85 The upshots of these decisions is even narrower in the sense the CJEU simply held that it is not possible to impose upon intermediaries a duty to implement these technologies for blocking purposes.
1. The Lawful processing of personal data through the means of DPI

The data protection Directive\(^86\) still remains the general legislative instrument governing the processing of personal data offline and online within the European Union. But when providers of publicly available electronic communications services or public electronic communications networks\(^87\) are responsible for the processing, the data protection Directive has to be combined with another instrument adopted to take into account the specificities of the sector: the e-privacy Directive.\(^88\) Said otherwise, the e-privacy Directive does not displace the data protection Directive. As explained in recital 10 “Directive 95/46/EC applies ... to all matters concerning protection of fundamental rights and freedoms, which are not specifically covered by the provisions of this Directive, including the obligations on the controller and the rights of individuals”.

To be more precise under Article 1(2) of the e-privacy Directive “[t]he provisions of this Directive particularise and complement Directive 95/46/EC for the purposes mentioned in paragraph 1”\(^89\).

Adopted to facilitate the free flow of personal data between Member states while protecting individuals, the drafters of the data protection Directive have included in the instrument a “generous” list of legitimizing ends. In particular under Article 7 of the Directive, the processing becomes legitimate if it is necessary for the purposes of the legitimate interests pursued by the data controller. Officially however the legitimate interests pursued by the data controller have to be balanced with those of the data subjects.

The e-privacy Directive expressly identifies several types of legitimate interest. Notably processing for the purposes of marketing electronic communications services or for the provision of value added services require prior consent from data subjects.\(^90\)

Providers of publicly available electronic communications services or public electronic communications networks can process traffic data for the purposes of subscriber billing and interconnection payments under Article 6(2) without prior consent.\(^91\) The same seems to hold true for fraud detection and traffic management as stated by Article 6(5).\(^92\) Nevertheless, only persons acting under the authority of these providers can process personal data for these purposes.

In this line, DPI has become an essential tool for network operators in their effort to obtain an in-depth knowledge of the underlying traffic composition and dynamics and thus be able to intervene in the management of that traffic. Specific applications can be passive aiming solely at giving the operator greater visibility, which is crucial for investment or pricing decisions, capacity planning etc.\(^93\) When active elements are added to passive applications, DPI can contribute to bandwidth regulation or congestion response; DPI enables operators to discriminate among different types


\(^87\) Article 3.


\(^89\) The Article 29 Data Protection Working Party is of the view that if the processing is not allowed by the e-privacy Directive it cannot be allowed by data protection Directive. See Opinion 05/2014 on Anonymisation Techniques adopted on 10 April 2014, p. 8 (Anonymisation Techniques).

\(^90\) Article 6(3).

\(^91\) “Traffic data necessary for the purposes of subscriber billing and interconnection payments may be processed. Such processing is permissible only up to the end of the period during which the bill may be lawfully challenged or payment pursued”.

\(^92\) The UK transposition however seems to be more restrictive in as much as it requires consent for both purposes. See The Privacy and Electronic Communications (EC Directive) Regulations 2003, s.8(3). By way of comparison the French transposition allows ISPs to process traffic data for security purposes without requiring prior consent under art. L34-1 of the French Postal and Electronic Communications Code (PECC). Nothing is said about traffic management purposes.

\(^93\) Mueller, “DPI Technology from the standpoint of Internet governance studies: An introduction”, 7.
of traffic in order to provide satisfactory quality of service, or to throttle down excessive traffic.\footnote{Peter Renals and Gareth Jacoby, “Blocking Skype through deep packet inspection” (paper presented at 42\textsuperscript{nd} International Conference on System Sciences, Hawaii, 5–8 January, 2009).} When the recognition capability of DPI technology is combined with the manipulation capability, ISPs can prioritise (or de-prioritise) specific protocols, services or users. This market opportunity created by deeper and more granular traffic inspection allows ISPs to differentiate the online experience of individual users not only by bandwidth tiers, but on application and content bases as well; ISPs may apply different charging policies, traffic shaping, or offer quality of service guarantees to selected users or applications.\footnote{Antonello et al., “Deep packet inspection tools and techniques in commodity platforms: Challenges and trends”, 1870.} Historically, ISPs have generally only implemented traffic engineering or quality of service mechanisms, designed to give certain sites or applications better treatment than others, using IP addresses or the ‘5-tuple’ (mentioned previously) of src/dst IP/port and protocol (e.g. TCP or UDP). However it is now more common for DPI to be used to identify specific application types (since several applications can use the same port) and thereby do load balancing or preform other functions to avoid congestion and eventually redirect the traffic in a different way around the network\footnote{See Radisys’ DPI software framework at \url{http://www.radisys.com/products/atca/packet-processing/dpi-software-framework/}, accessed June 28, 2014.}. In this case no storing of data takes place, contrary to what happens with an IDS. DPI has been described as “a potentially disruptive technology”\footnote{Bendrath and Mueller, “The end of the net as we know it? Deep packet inspection and Internet governance”, 1157.} as DPI used by ISPs can result in a violation of longstanding standards, such as net neutrality, and create a tiered Internet, which disadvantages certain users and application types, and is controlled by large companies.\footnote{Fuchs, “Implications of DPI Internet Surveillance for Society”, p.6.}

Recital 39 of the proposed general data protection Regulation also recognises the legitimising effect of insuring network security, which arguably is already encompassed by Article 7 of the data protection Directive. Recital 39 states that “[t]he processing of data to the extent strictly necessary for the purposes of ensuring network and information security, i.e. the ability of a network or an information system to resist, at a given level of confidence, accidental events or unlawful or malicious actions that compromise the availability, authenticity, integrity and confidentiality of stored or transmitted data, and the security of the related services offered by, or accessible via, these networks and systems, by public authorities, Computer Emergency Response Teams, -CERTs, Computer Security Incident Response Teams, - CSIRTs, providers of electronic communications networks and services and by providers of security technologies and services, constitutes a legitimate interest of the concerned data controller”. Some examples are given and concern mainly the prevention of criminal activities: the foregoing could “include preventing unauthorised access to electronic communications networks and malicious code distribution and stopping ‘denial of service’ attacks and damage to computer and electronic communication systems”. Network security was in fact the earliest driver of the development of DPI technology; DPI can protect the network from attacks by monitoring, identifying and throttling traffic at all layers of the TCP/IP model.\footnote{Network Strategy Partners, “Next Generation Deep Packet Inspection: An Overview of Requirements and Applications”, March 2007, accessed February 25, 2014, \url{http://0299d3f.netsolhost.com/NewPages/DPI.pdf}. p.9.} DPI technology was first developed for intrusion detection and intrusion prevention systems. By combining malware recognition capabilities with packet capture and analysis techniques, DPI engines allow network operators “to detect and intercept recognised forms of threats before they reach their customers, such as keystroke loggers, bot infections, abnormal quantities of mail, command and control instructions from bot herders, or communications to servers known to be associated with botnets”.\footnote{Mueller, “DPI Technology from the standpoint of Internet governance studies: An introduction”, 7.} Not only are DPI engines able to identify threats but they can also respond to the detected threats by implementing measures
to prevent the attack from succeeding, usually by terminating connections.\textsuperscript{101} More specifically, DPI technology allows a security application to peer deep into the content of a data stream; certain patterns or signatures need to be found in the packet data in order for DPI to detect an attack on the network or other malicious behaviour. Reports are created for malware detection purposes and contain entries such as IPs, ports and the specific application commands.

The e-privacy Directive combined with the data protection Directive therefore opens the door to a large amount of processing including processing for the purposes of ensuring traffic management and/or network security. The principle to be found in Article 6 of the e-privacy Directive mandating the erasing or making anonymous of traffic when they are no longer needed for the purpose of the transmission of a communication appears to be illusory to some extent.

With this said, an obstacle to the deployment of DPI practices could derive from Article 8 of the data protection Directive which prohibits the processing of sensitive data in the following terms: “Member States shall prohibit the processing of personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, trade-union membership, and the processing of data concerning health or sex life”. It is however possible to process such data if the data subject has given his explicit consent unless the Member state whose law is applicable does not recognise the legitimizing effect of the explicit consent of the data subject in these circumstances. It is true that collecting the content of communications or browsed information is likely to reveal sensitive data. However not all browsed information reveal sensitive data. In addition it could be argued that only the collection of the text of webpages could be prevented and not data relating to its format, location… which would leave a significant amount of data available for processing. Above all, the comparison between the packet payload and a set of strings for the purposes of detecting malware does not always reveal any sensitive data\textsuperscript{102}.

Another obstacle could be found in Article 5 of the e-privacy Directive recalling the importance of the right to the protection of one’s correspondences in the information society.\textsuperscript{103} Article 5 of the e-privacy Directive provides that “[m]ember States shall ensure the confidentiality of communications and the related traffic data by means of a public communications network and publicly available electronic communications services, through national legislation. In particular, they shall prohibit listening, tapping, storage or other kinds of interception or surveillance of communications and the related traffic data by persons other than users, without the consent of the users concerned, except when legally authorised to do so in accordance with Article 15(1)”. It is not sure however whether such an Article has been taken very seriously by all stakeholders. It is sometimes assumed that DPI does not amount to interception. Under English law and s.2(2) of the Regulation of Investigatory Powers Act 2000 (RIPA) the “mere” monitoring of transmissions made by means of the system amounts to an interception as long as it has the effect of making “some or all of the contents of the communication available”. If the inspection stops at the application header, strictly speaking content data have not been made available.

One difficulty lies down with URLs. The Code of Practice for the Acquisition and Disclosure of Communications Data (2003) provides that the part before the first slash in a website address is


\textsuperscript{102} This might be the case though when legitimate websites are hacked, the attacker puts malware on the site, and a visitor unknowingly then downloads the malware and gets infected. This is known as drive-by download.

\textsuperscript{103} Truly, after the adoption of Directive 2009/36/EC\textsuperscript{103} the processing of content data which implies the storing of information, or the gaining of access to information already stored in the terminal equipment of a subscriber or user (i.e. by using cookies) can only be done after having obtained the consent of the user or subscriber. But strictly speaking this only relates to information stored on the terminal of Internet users and not to information in transit or stored on service providers’ servers. See Directive 2009/136/EC Of The European Parliament And Of The Council Of 25 November 2009 amending Directive 2002/22/EC on universal service and users’ rights relating to electronic communications networks and services, Directive 2002/58/EC concerning the processing of personal data and the protection of privacy in the electronic communications sector and Regulation(EC)No 2006/2004 on cooperation between national authorities responsible for the enforcement of consumer protection laws, OJ L337, 18.12.2009, p.11 - 36.
communications data, and what comes after the first slash is content; therefore, full URLs are regarded as content subject to a warrant.\(^{104}\)

One could also argue that even if DPI technically amounts to an interception, it is ultimately a lawful interception since it is covered by s.3 of RIPA (“it takes place for purposes connected with the provision or operation of that service or with the enforcement, in relation to that service, of any enactment relating to the use of postal services or telecommunications services”).

Another way of bypassing the prohibition of the interception of communications would be to draw a distinction between public and private networks as Charleton J. did in the aforementioned decisions and argue that there cannot be any interception when communications are transmitted over public networks.

Moreover, Article 15(1) of the e-privacy Directive refers to Article 13 of the data protection Directive and therefore implies that exceptions to Article 5 can be carved out for the protection of rights and freedoms of others. The principle of the confidentiality of communications is thus limited per definition and one could try to argue that at least for the purposes of safeguarding the security of the network ISPs should be allowed to implement DPI practices and inspect the network and transport layers as well as the application layer.

What is more, Article 4 of the e-privacy Directive\(^ {105}\) states that “the provider of a publicly available electronic communications service must take appropriate technical and organisational measures to safeguard security of its services, if necessary in conjunction with the provider of the public communications network with respect to network security. Having regard to the state of the art and the cost of their implementation, these measures shall ensure a level of security appropriate to the risk presented”. One could thus try to argue that DPI techniques should fall within the category of appropriate technical measures adopted to safeguard the security of the services provided.\(^ {106}\)

Going further, data retention obligations depending upon their scope could be seen as simply trumping Article 5 of the e-privacy Directive. It is true that the data retention Directive has recently been held invalid by the CJEU\(^ {107}\). However it is not sure whether such declaration will have radical consequences upon national transpositions\(^ {108}\) since what is at the core of the CJEU’s decision is


\(^{106}\) Most Internet and online service providers will, if the proposal for a Directive concerning measures to ensure a high common level of network and information security across the Union is adopted, have in fact an obligation to take appropriate technical and organisational measures to manage the risk posed to the security of the networks and information systems which they control and use in their operations, to the exception of micro, small and medium-sized enterprises and thereby could be seen as being imposed an obligation to use mass surveillance techniques for the purpose of ensuring network security. At the same time, it is not clear whether control over preventive forms of processing undertaken for guaranteeing the security of networks will ever take place. National competent authorities on the security of network and information systems to be set up under Article 6 of the proposed Directive have for their main job to receive notifications of security incidents. They are thus supposed to intervene once the security threat has become looming (i.e. a risk) or real. See Proposal for a directive of the European Parliament and of the Council concerning measures to ensure a high common level of network and information security across the Union – COM(2013) 48 final.

\(^{107}\) CJEU Joined cases C-393/12 and C-594/12 Digital Rights Ireland Ltd v Minister for Communications, Marin and Natural Resources et al and Kärntner Landesregierung, Micheal Seitlinger, Christof Tschohl and others of 8 April 2014 (Digital Rights Ireland).

\(^{108}\) With this said, in the UK at least the national transposition should be considered ultra vires since the Data Retention (EC Directive) Regulations 2009 is a type of secondary legislation adopted pursuant to section 2(2) of the European Communities Act 1972, allowing government ministers to introduce laws for the sole purpose of implementing EU
the impossibility to justify the interference with the right to private life and the right to the protection of personal data and in particular the absence or the non-harmonisation of safeguards in relation to access to the data to be retained and their eventual destruction\textsuperscript{109}. Yet these safeguards or some of them could be found at the national level. It is thus worth recalling the Directive’s very content. The data protection Directive could be read as imposing upon providers of publicly available services or public electronic communications networks an obligation to retain data obtained from the TCP/IP layers beyond the network layer and including the transport headers and payload. Indeed under Article 5 of the data retention Directive should be retained in particular “data necessary to identify the type of communication” including the internet service used, which could imply investigating the TCP or UDP header and the application header as well; data necessary to identify the destination of a communication including “the name(s) and address(es) of the subscriber(s) or registered user(s) and user ID of the intended recipient of the communication” which could imply investigating the application header\textsuperscript{110}. In this sense traffic data should not be considered too quickly as a synonym to metadata since it comprises elements of the payload.

Article 5(2) did specify that “no data revealing the content of the communication may be retained pursuant to this Directive” which would mean that for the purposes of the data retention Directive content data only equated application data or certain types of application data such as the content of webmail messages.\textsuperscript{111}

One way of limiting the scope of the data retention Directive however is to interpret restrictively Article 3 which provides that only data generated or processed by providers of publicly available electronic communications services or of a public communications network could be retained, which should mean that if service providers do not take the initiative or do not need to look at the data relating to the recipient of the communication or the service used for examples for businesses purposes they could not be asked to retain these data.

But what if service providers such as Internet access providers are ordered to use DPI techniques to block access to some parts of the web? Shall the data inspected to this end also be retained? The answer should be negative to the extent the measure is primarily aimed at sanctioning unlawful websites and not the users accessing these websites themselves.
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Even if traffic management and network security are legitimizing ends per se, which therefore implies that service providers do not need to obtain data subjects’ consent when they are processing personal data for these purposes, these providers have to abide by the data quality principles such as the principle of finality (Article 6(b) of the data protection Directive) and the principle of data minimisation (Article 6(c) of the data protection Directive). As a result this would mean that the data processed cannot be used for other purposes and for example for building profiles of Internet users. However it is arguable whether the principles of finality and data minimisations are sufficient to protect the interests of ISPs’ subscribers. Furthermore, those principles lose their strength when service providers are subject to extensive data retention obligations. In the end, it is likely that they are not enough to draw a foreseeable line between legitimate DPI practices and illegitimate DPI practices. Hence the necessity to go back to Article 8 of the ECHR and/or Article 7 of the European Charter, to gauge DPI practices and limit the number of cases in which personal data are retained by ISPs.

2. The confinement of the processing of personal data through the means of DPI

Even though Article 7 of the data protection Directive provides for a generous list of legitimizing ends, it does add that even if the processing of personal data pursues a legitimate interest of the data controller or third parties it can become unlawful if it seriously impairs the fundamental rights and freedoms of data subjects such as the right to private life.

Under the case law of the European Court of Human Rights (ECtHR) it is clear that both the interception of the content of communications and the ‘mere’ monitoring of traffic data for surveillance purposes does amount to a prima facie interference with the right to the protection of one’s private life. In Copland v United Kingdom,\(^{112}\) the applicant’s telephone, email and Internet usage had been monitored by her employer (a Welsh College administered by the state). The reason of the monitoring had been to ascertain whether the applicant had been making excessive use of her employer’s facilities for personal purposes. The government had in this line admitted that “monitoring took the form of analysing the websites visited, the times and dates of the visits to the websites and their duration”\(^ {113}\) and that “monitoring of emails took the form of analysis of email addresses and dates and times at which emails were sent”\(^ {114}\). The ECtHR thus held that “[a]ccording to the Court’s case law, telephone calls from business premises are prima facie covered by the notions of “private life” and “correspondence” for the purposes of Art.8(1). It follows logically that the sending of emails from work should be similarly protected under Art.8, as should information derived from the monitoring of personal internet usage.”\(^ {115}\) And because traffic data are considered to be an “integral element of the communications” the mere collection and storing of such data does amount to an interference with the right to private life.\(^ {116}\)

In addition, it is important to recall for our purpose that the collection and storage of publicly available information can amount to a prima facie interference with the right to private life in particular when they are done systematically.\(^ {117}\)

DPI practices followed by ISPs, whatever their degree of intrusiveness, rely upon the collection of personal data since IP addresses, within the hands of ISPs, at least can be considered as personal data within the meaning of the data protection Directive and Article 8 of the European Charter.\(^ {118}\)

---


\(^{113}\) Copland at [11].

\(^{114}\) Copland at [13].

\(^{115}\) Copland at [41].

\(^{116}\) Copland at [43]-[44]. Ultimately in this case because no laws clearly detailed the way in which employers could monitor the communications of their employees the interference could not be justified under Article 8(2).


\(^{118}\) Sabam at [51].
Moreover when DPI practices rely upon the collection of data above the network layer it can be argued that these data “make it possible …. to know the identity of the person with whom a subscriber or registered user has communicated and by what means, and to identify the time of the communication as well as the place from which that communication took place. They also make it possible to know the frequency of the communications of the subscriber or registered user with certain persons during a given period”¹¹⁹, even if these practices do not necessarily reach application data. It is true that the categories of personal data and information pertaining to the private life of an individual are not necessarily equivalent but by looking at the case law of the ECHR and the CJEU it does seem that at least when the collection followed by the retention of personal data becomes systematic and/or permanent a prima facie violation of the right to privacy is characterised. Besides, in its recent decision the CJEU clearly stated that “[t]o establish the existence of an interference with the fundamental right to privacy it does not matter whether the information on the private lives concerned is sensitive or whether the persons concerned have been inconvenienced in any way”¹²⁰.

As a result, it could be argued that whatever the nature of the application used to communicate over the Internet, DPI practices amount to a prima facie interference with the right to private life when they are followed by the retention of personal data. Besides, it is the retention of traffic data which is a concern for the CJEU in the Digital Rights Ireland case. The same should probably be true when DPI practices are followed by automated individual decisions producing legal effects upon Internet users, e.g. restriction upon the exercise of fundamental rights and freedom such as freedom of expression, even though no case can be cited here. Obviously the interference would become more serious if application data were to be collected and stored.

Truly a prima facie interference to the right of private life can ultimately be found lawful if it passes Article 8(2) scrutiny. In this line, the ECtHR has already ruled that when it comes to secret surveillance practices by law enforcement agencies several legal safeguards must be present within the legal framework at stake: “[i]n its case-law on secret measures of surveillance, the Court has developed the following minimum safeguards that should be set out in statute law in order to avoid abuses of power: the nature of the offences which may give rise to an interception order; a definition of the categories of people liable to have their telephones tapped; a limit on the duration of telephone tapping; the procedure to be followed for examining, using and storing the data obtained; the precautions to be taken when communicating the data to other parties; and the circumstances in which recordings may or must be erased or the tapes destroyed”¹²¹.

Strictly speaking, DPI practices if not triggered by law enforcement agencies are not tantamount to secret surveillance practices. It could however be argued that Convention members have a positive obligation to make sure that when communications service providers engage in systematic monitoring practices for legitimate purposes (such as managing traffic, ensuring network security, enforcing copyright law) legal safeguards should nonetheless be present within the legal framework to ensure DPI practices do not amount to the de facto building of user profiles or are not followed by automated individual decisions without the implementation of suitable measures to safeguard Internet users’ legitimate interests.

At this stage different routes could be followed if one wants to go beyond the listing of the principles of finality, data minimisation and limited duration. As illustrated by table 1, the first way to confine DPI practices would be to prohibit the retention of traffic data on top of the collection

¹¹⁹ Digital Rights Ireland at [26]. In this case the interference with the right to private life was held to be particularly serious. Digital Rights Ireland at [37].
¹²⁰ Digital Rights Ireland at [33].
¹²¹ Kennedy v United Kingdom (2011) 52 E.H.R.R. 4 at [95].
of the content of communications. Such a prohibition could however in some cases undermine the usefulness of legitimate DPI practices in relation to traffic management and network security. A point to note here is that in order for ISPs and other organisations to be able to collaborate and work together to minimise the spread and impact of malware, it is necessary to both perform DPI (to detect the systems infected with malware, or the systems acting as command and control servers) and to then share information (including IP addresses) about those systems. In particular it is useful for these purposes to create black lists of “bad” IP addresses (hosting malware command-and-control servers) and have DPI applied for these IP addresses to see if the content being accessed is really bad (as Cleanfeed does). There is thus some ‘tussle’ between a user’s privacy, and the desire to minimise malware on the network.

The second possibility would then be to limit the scope of the prohibition to collect and retain data to the content of communications with eventually an exception for IDS and require the anonymisation of traffic data or certain types of traffic data. It would then be necessary to determine how effective the anonymisation technique should be, which is not an easy task. Indeed, it is arguable that replacing IP addresses by random numbers is insufficient to claim that the traffic data are anonymised. In its recent opinion on anonymisation techniques the Article 29 Data Protection Working Party stated that anonymisation techniques should aim at irreversibly prevent identification. It takes into account three criteria to assess the robustness of such techniques: the singling out of an individual, linkability, and inference: “[a]n effective anonymisation solution prevents all parties from singling out an individual in a dataset, from linking two records within a dataset (or between two separate datasets) and from inferring any information in such dataset”. As a result it is not enough to simply remove a directly identifying element. In addition it is arguable that the anonymisation of traffic and content data would diminish the usefulness of these data.

The third option would be to require service providers to physically bind the traffic data retained with the legitimate purpose pursued and strictly limit the conditions for transfer and access to these data by for example requiring a prior judicial decision or that of an independent administrative authority while setting oversight mechanisms and imposing security obligations. This option would be the sole way to preserve data retention obligations. More importantly, this would allow the sharing of “bad” IP addresses among organisations like Team Cymru. Here the problem would be to identify and implement robust binding techniques. It is also worth recalling that the CJEU seems quite demanding in terms of security measures. In the Digital Rights Ireland case it seems to imply that the storing of personal data within the European Union is an essential safeguard and that the taking into account of economic considerations to determine the level of protection of personal data does not ensure that a high level of protection will be ultimately reached.

A second type of safeguard could be needed in cases in which DPI practices are followed by automated individual decisions in order to inform users of the reasons for the decisions and give them an opportunity to oppose them.

---

121 This notion could cover both traditional correspondences and browsed information.

122 Anonymisation Techniques, p. 7.

123 Anonymisation Techniques, p. 9.

124 In addition, if the data controller does not erase the identifiable personal data, the anonymised data is still personal data.

125 The CJEU in the Digital Rights Ireland case notes that “the access by the competent national authorities to the data retained is not made dependent on a prior review carried out by a court or an independent administrative body whose decision seeks to limit access to the data and their use to what is strictly necessary for the purpose of attaining the objective pursued and which intervenes following a reasoned request of those authorities submitted within the framework of procedures of prevention, detection or criminal prosecutions. Nor does it lay down a specific obligation on Member States designed to establish such limits”. Digital Rights Ireland at [63].


127 Digital Rights Ireland at [67]-[68].
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### Table 1: Legal safeguards for the confinement of DPI practices in relation to the nature of the data at stake.

<table>
<thead>
<tr>
<th>Traffic data</th>
<th>Content data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Prohibition of retention of traffic data</td>
<td>Prohibition of collection and retention</td>
</tr>
<tr>
<td>2. Anonymisation of traffic data</td>
<td>Prohibition of collection and retention with an exception to run IDS (allowing both collection and retention)</td>
</tr>
<tr>
<td>3. Introduction of a mechanism to physically bind the traffic data retained with the legitimate purpose pursued as well as the laying down of strict limitations for the transfer and access to these personal data (e.g. only to law enforcement agencies if warrant), oversight and security obligations.</td>
<td>Solution 3a</td>
</tr>
</tbody>
</table>

By way of example it is interesting to note that Article L34-1 of the French Postal and Electronic Communications Code (PECC) provides that as regards traffic data as such, the duration of the retention period for the purpose of safeguarding the security of the network cannot exceed 3 months. In addition, information allowing the identification of subscribers cannot be retained for this purpose. With this said, it is also mentioned that ISPs shall not in any case use and retain the content of exchanged correspondences or the content of consulted information, even if the purpose pursued is that of the security of their networks and even if consent has been obtained on the part of their subscribers. While it would seem at first glance legitimate to prevent ISPs from using the content of communications and consulted information for security purposes, in some cases, as aforementioned, ISPs would find it useful to inspect the payload of incoming (from server to client) and outgoing (from client to server) packets. Arguably, the latter can be done in transit on the ground of Article L32-3 of PECC.

With these safeguards in mind, it is now possible to assess the legitimacy of current or past DPI practices. To the extent the Cleanfeed system does not combine the URLs visited with the IP address of the users to then retain the data then it is a more legitimate technology than Detica CView although they both rely upon the inspection of application data. With this said, remains the question of the information of Internet users who in principle should be made aware of the restrictions affecting their Internet accesses and ultimately that of the real effectiveness of the technology in practice.

---

130 Art. R10-14 of the PECC.
131 “Elles [les données conservées et traitées] ne peuvent en aucun cas porter sur le contenu des correspondances échangées ou des informations consultées, sous quelque forme que ce soit, dans le cadre de ces communications”. In France though data retention obligations extend to over-the-top service providers and in particular hosting providers.
Conclusions

It has been suggested by some commentators that DPI Internet surveillance should be placed in the context of the post-9/11 moral panic about terrorism, and thus be conceived as a part of the “political-economic complex that combines profit interests, a culture of fear and security concerns”.\(^{133}\) The Snowden revelations have also raised public awareness of the monitoring activities and capabilities of governments. With this said, it is certainly striking to note that the legitimisation of DPI practices does not only come from the top, governments engaged in data surveillance, but also from the bottom by judges mainly concerned about content regulation and in particular enforcement of copyright law. The latter are indeed far from cyber-security dilemmas and yet monitoring the behaviour of every user to prevent copyright infringement does not seem to be much of a problem.

The implementation of DPI technologies to reduce copyright piracy however marks however a shift of paradigm: every user gets monitored to make sure that service providers can detect and react to infringements.

The only clear outer-limit set by the CJEU in this field is that it is not possible to actively monitor the content of all the communications on one’s network. It is arguable whether such a limit will ever be relevant since by looking at the way the technology functions, in several scenarios only one part of the communications is actively monitored. On occasion national judges have even argued that technically speaking it is not possible to speak about active monitoring since content data is never really inspected.

Besides, the e-privacy Directive does not seem to clearly frame the processing of personal data for traffic management and network security purposes. What is more, while the concept of content of communications is to some extent ambiguous, that of traffic data is very broad and does not exactly correspond to metadata in as much as it includes elements of the packet payload.

It is therefore crucial to make sure that appropriate safeguards are put in place to avoid the creeping extension of surveillance practices.

If far-reaching data retention obligations remain into place little can be done to really confine the development of these practices. Even if such obligations are to be limited in scope it is difficult to come up with effective safeguards. This is all the more true that DPI practices are in some cases legitimate as long as there is no retention of tracking information or no possibility of re-use of the information.\(^{134}\)

It is suggested nonetheless that the two main criteria to be taken into account to scrutinize DPI practices are the subsequent retention of personal information and the issuance of automated individual decisions having legal effects upon Internet users. This would allow taking seriously the CJEU’s holding in the Digital Rights Ireland case, which seems to be implying that both the obligation to retain traffic data and the de facto retention of traffic data is problematic in particular when it is done in a systematic manner. The Sabam and Netlog cases should thus be read together with the Digital Rights Ireland case.

More generally, it is debatable whether it is enough to rely upon the good will of service providers to make sure profile building is not the result of the processing of personal data including content data. In this line, it is to be regretted that the CJEU did not follow the opinion of the Advocate General in the UPC Telekabel case and did not require judges issuing injunctions against Internet intermediaries in copyright cases to scrutinize the technology used to implement in practice the judicial order.\(^{135}\)


\(^{134}\) See e.g. the interesting case of AMP v Persons Unknown [2011] EWHC 3454.

\(^{135}\) UPC Telekabel at [52].
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