A METRIC APPROACH TO LIMIT OPERATORS
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Abstract. We extend the limit operator machinery of Rabinovich, Roch, and Silbermann from $\mathbb{Z}^N$ to (bounded geometry, strongly) discrete metric spaces. We do not assume the presence of any group structure or action on our metric spaces. Using this machinery and recent ideas of Lindner and Seidel, we show that if a metric space $X$ has Yu’s property A, then a band-dominated operator on $X$ is Fredholm if and only if all of its limit operators are invertible. We also show that this always fails for metric spaces without property A.

1. Introduction

Thinking of an operator $A$ on $\ell^p(\mathbb{Z}^N)$ as a $\mathbb{Z}^N$-by-$\mathbb{Z}^N$ matrix, we say that $A$ is a band operator if the only non-zero entries in its matrix appear within a fixed distance from the diagonal. The band-dominated operators in $\ell^p(\mathbb{Z}^N)$ are then norm–limits of band operators. The group $\mathbb{Z}^N$ acts on $\ell^p(\mathbb{Z}^N)$ by shifts: for each $m \in \mathbb{Z}^N$ there is an isometric isomorphism $V_m : \ell^p(\mathbb{Z}^N) \to \ell^p(\mathbb{Z}^N)$ defined on the canonical basis $\{\delta_k\}_{k \in \mathbb{Z}^N}$ by

$$V_m : \delta_k \mapsto \delta_{k+m}.$$ 

Given a band-dominated operator $A$ and a sequence $(m_n)_{n \in \mathbb{N}}$ in $\mathbb{Z}^N$ converging to infinity, the sequence $(V_{-m_n}AV_{m_n})_{n \in \mathbb{N}}$ of shifts of $A$ by $m_n$ always contains a strongly convergent subsequence, and the strong limit is called the limit operator of $A$ associated with the given subsequence. The collection of all limit operators of $A$ is called the operator spectrum and is denoted $\sigma_{op}(A)$. See the book [12] and the paper [9] for a recent list of relevant references, and also for many examples of band-dominated operators, limit operators, and their applications.

One of the most important goals of limit operator theory is to study the Fredholm property for the class of band-dominated operators on $\ell^p$-spaces over $\mathbb{Z}^N$ in terms of the operator spectrum. The following theorem of Rabinovich, Roch and Silbermann characterises when band-dominated operators are Fredholm.

Theorem 1.1. [12 Theorem 2.2.1] Let $T$ be a band-dominated operator in $\ell^p(\mathbb{Z}^n)$. Then $T$ is Fredholm if and only if all $S \in \sigma_{op}(T)$ are invertible and their inverses are uniformly bounded in norm.

Whether the uniform boundedness condition in the above is really necessary was a long-standing open problem: it was recently shown not to be by Lindner and Seidel [9].

John Roe [15] has explained the connection between the above setup and the large scale (‘coarse’) geometry of more general discrete groups. In the Hilbert space case
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(i.e. $p = 2$), coarse geometers call the band operators \textit{finite propagation operators} and the collection of all band-dominated operators comprises the \textit{translation C*-algebra} (also called the \textit{uniform Roe algebra} in the literature). Roe extended the symbol calculus implicit in Theorem 1.1 to all discrete groups $\Gamma$ and proved the Fredholmness criterion 1.1 for all \textit{exact} discrete groups $\Gamma$.

Summarising, Roe established that the limit operator theory setup is inherently \textit{coarse geometric} in nature, and that one may expect that the operator theoretic properties of band-dominated operators on a discrete group are closely related to the large-scale geometry of the underlying discrete group.

Having this philosophy in mind, we extend the framework of limit operator theory to a purely metric setting: we consider band-dominated operators over an arbitrary (strongly discrete, bounded geometry) metric space $X$. As well as substantially generalising existing results in the literature, we believe our approach clarifies the geometric inputs that are implicitly used in the $\mathbb{Z}^N$ case.

The traditional setting of limit operator theory and band-dominated operators (on $\mathbb{Z}^N$ or discrete groups) pertains to many naturally occurring operators: for example geometric differential operators on universal covers of compact manifolds, and their discretizations. See e.g. [9, Introduction] for a recent survey and a collection of references. Our general metric setting covers similar operators on discretizations of general open manifolds satisfying some reasonable ‘bounded geometry’ conditions (for example, bounded sectional curvature and injectivity radius bounded below).

We prove that an analogue of Theorem 1.1 holds in this metric setting, including removing the uniform boundedness condition, provided that the space $X$ has Yu’s \textit{Property A} [21, Section 2]. Note that Property A is equivalent to exactness in the case when $X$ is a discrete group, and thus we recover Roe’s theorem as a special case. We also show that our Fredholmness criterion \textit{always} fails for spaces without Property A, and thus our results are in some sense best possible; this is related to the existence of non-compact \textit{ghost operators}. Finally, in the Hilbert space case, we explain that our framework can be phrased in terms of coarse groupoids and groupoid C*-algebras.

Let us outline the main ideas of our setup in general terms. The notions of band and band-dominated operators make sense for any (strongly discrete, bounded geometry) metric space $X$, as the definitions only use the metric on $X$. Indeed, band-dominated operators on such spaces have been extensively studied in the context of the coarse Baum–Connes conjecture. The first obstacle to be overcome is to generalise the notion of limit operator. In the case of $\mathbb{Z}^N$, or generally a discrete group, limit operators are strong limits of (a subsequence of) shifts of a given operators; these are not available for a general space $X$. We propose the following construction.

Let $X$ be a discrete metric space and $A$ be a band-dominated operator on $\ell^p(X)$. Instead of sequences of points of $X$ tending to infinity, we shall follow Roe and associate limit operators of $A$ to the points $\omega$ of the Stone–Čech boundary of $X$, $\partial X = \beta X \setminus X$. For each $\omega \in \partial X$ we construct a canonical \textit{limit space}, denoted $X(\omega)$, which captures the geometry of $X$ as one ‘looks towards infinity, in the direction of $\omega$. The limit operator, $\Phi_\omega(A)$, of $A$ associated to $\omega$, will be a bounded operator on
We note that when \( X \) is a discrete group, all limit spaces are (canonically isometric to) \( X \) itself, and our notion of limit operators agrees with the original one.

Our construction is related to that of Georgescu \cite{7}, which also makes explicit use of ghost operators and property A. Our construction has the advantages over Georgescu’s that our limit operators are perhaps more concretely described, and that it works for operators on a large class of \( \ell^p \) spaces, rather than just on Hilbert spaces; on the other hand, Georgescu’s construction is more general than ours in that it works for non-discrete metric spaces. We note that the techniques used in this paper and those used in \cite{7} are quite different.

Outline of the paper. After clarifying the details of the above construction in Sections 3 and 4, we set out to prove the Fredholmness criterion, Theorem 5.1, our analogue of Theorem 1.1. The proof of the ‘easy’ implication, which holds without any extra assumptions on the space \( X \), is given in Section 5. The proof of another implication occupies Section 6; this one requires the assumption of Property A for \( X \). Similar results exist in the literature, but they use (complete) positivity in the Hilbert space context; the approach in this paper works in the general \( \ell^p \)-setting, but requires different, somewhat more technical arguments. Section 7 removes the uniform boundedness requirement in the Fredholmness criterion: we generalise the proof of Lindner and Seidel \cite{9} for \( \mathbb{Z}^N \) and explain that their ‘main tool’ (proved for \( \mathbb{Z}^N \) directly) is again Property A in disguise. In Section 8, we show necessity of Property A for Theorem 5.1; this amounts to showing that the observation of Roe \cite{15} on ghost operators and symbol calculus works in our general setting. Finally, Appendix A collects the conventions on ultrafilters that we use in the paper, Appendix B compares our approach to limit operators to others in the literature, and Appendix C outlines the alternative picture of our setup using coarse groupoids and their C*-algebras in the Hilbert space case.
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2. Preliminaries

We will work with operators associated to metric spaces as in the following definition.

**Definition 2.1.** Let \((X, d)\) be a metric space. For \( x \in X \) and \( r > 0 \) we denote by

\[
B_X(x; r) := \{ y \in X \mid d(x, y) \leq r \}
\]

the closed ball about \( x \) of radius \( r \) (we will often drop the subscript ‘\( X \)’ if there is no ambiguity).

A metric space \((X, d)\) is **strongly discrete** if the collection

\[
\{ d(x, y) \in \mathbb{R} \mid x, y \in X \}
\]
of values of the metric is a discrete subset of $\mathbb{R}$. It is bounded geometry if for every $r > 0$ there exists $N = N(r) \in \mathbb{N}$ such that $|B(x; r)| \leq N$ for all $x \in X$.

We say ‘$X$ is a space’ as shorthand for ‘$X$ is a strongly discrete, bounded geometry metric space’ throughout the rest of this paper.

We make the blanket assumption of strong discreteness for reasons of simplicity: removing it would make many of the arguments below significantly more technical. Moreover, if $(X, d)$ is any bounded geometry metric space and we set $d'(x, y) := \lceil d(x, y) \rceil$ (here $\lceil \cdot \rceil$ is the ceiling function), then the metric space $(X, d')$ is a space in our sense. The results of this paper apply directly to $(X, d')$, and as the metrics $d$ and $d'$ are coarsely equivalent (roughly, give rise to the same large-scale geometry), they can easily be transferred back to the original metric space $(X, d)$; thus the strong discreteness assumption does not really lose generality. The assumption of bounded geometry, on the other hand, is substantial: it seems most of the results of this paper fail without it.

Note that the class of strongly discrete, bounded geometry metric spaces in particular includes countable discrete groups (endowed with left invariant proper metrics, for instance a word metric if the group is finitely generated).

If $E$ is a Banach space, denote by $\mathcal{L}(E)$ the Banach algebra of bounded linear operators on $E$. The following ‘matrix algebras’ are our main object of study.

**Definition 2.2.** Let $X$ be a space and $E$ a Banach space. Let $A = (A_{xy})_{x, y \in X}$ be an $X$-by-$X$ indexed matrix with values in $\mathcal{L}(E)$. The matrix $A$ is a band operator (on $X$, with coefficients in $\mathcal{L}(E)$) if

1. the norms $\|A_{xy}\|$ are uniformly bounded;
2. the propagation of $A$ defined by

$$\text{prop}(A) := \sup \{d(x, y) \mid A_{xy} \neq 0\}$$

is finite.

Let $\mathbb{C}[X; E]$ denote the collection of all band operators on $X$ with coefficients in $E$; the bounded geometry condition on $X$ implies that the usual matrix operations and the algebra structure of $\mathcal{L}(E)$ make $\mathbb{C}[X; E]$ into an algebra.

**Examples 2.3.** Let $X$ be a space, and $E$ a Banach space. The following two classes of operators are the basic examples of band operators.

1. Let $f : X \to \mathcal{L}(E)$ be a bounded function (in other words, an element of $C^0(X, \mathcal{L}(E))$. Then the diagonal matrix defined by

$$A_{xy} = \begin{cases} f(x) & x = y \\ 0 & \text{otherwise} \end{cases}$$

is a band-operator of propagation 0. We refer to these as multiplication operators, as they act as such in the natural representation (described in Corollary 2.5 below).

An important special case occurs when $f$ is just a bounded complex-valued function on $X$, identified with the corresponding function on $X$ with values in the scalar multiples of the identity operator $1_E \in \mathcal{L}(E)$. We identify scalar-valued functions on $X$ with elements of $\mathbb{C}[X; E]$ in this way without further comment. In particular, if $Y$ is a subset of $X$, we denote by $P_Y$ the idempotent element of $\mathbb{C}[X; E]$ corresponding to the characteristic
Lemma 2.4. Let \( A \) be an element of \( \mathbb{C}[X; E] \) with propagation at most \( r \). Let \( N = \sup_{x \in X} |B(x; r)| \). Then there exist multiplication operators \( f_1, \ldots, f_N \in l^\infty(X, \mathcal{L}(E)) \) such that \( \| f_k \| \leq \sup_{x,y} \| A_{xy} \| \) for \( k \in \{1, \ldots, N\} \) and partial translation operators \( V_1, \ldots, V_N \) of propagation at most \( r \) such that

\[
A = \sum_{k=1}^{N} f_k V_k.
\]

Proof. Inductively define partial translations \( t_1, t_2, \ldots \) as follows. Let \( t_0 \) be the empty partial translation. Having defined \( t_1, \ldots, t_k \), let \( t_{k+1} \) be any partial translation such that \( d(x, t_{k+1}(x)) \leq r \) for all \( x \) in the domain of \( t_{k+1} \), such that the graph of \( t_{k+1} \) is disjoint from those of \( t_1, \ldots, t_k \), and such that the graph of \( t_{k+1} \) is maximal with respect to these conditions. We claim that \( t_k \) is empty for all \( k > N \). Indeed, if not, then there exists \( k > N \) and a point \( x \) in the domain of \( t_k \). Then maximality of \( t_1, \ldots, t_k \) implies that \( x \) is in the domain of all of these partial translations and so

\[
t_1(x), \ldots, t_k(x)
\]

are distinct points in \( B(x; r) \), which contradicts the definition of \( N \).

For \( k = 1, \ldots, N \), then, set \( V_k \) to the partial translation operator corresponding to \( t_k \), and define

\[
f_k : X \to \mathcal{L}(E), \quad f_k(x) = \begin{cases} A_{t_k(x)x} & x \in \text{domain}(t_k) \\ 0 & \text{otherwise} \end{cases}
\]

It is not difficult to check that these operators have the desired properties. \( \Box \)

If \( X \) is a space, \( E \) a Banach space and \( p \in (1, \infty) \), we shall use the notation \( \ell^p_E(X) := \ell^p(X, E) \) for the Banach space of \( p \)-summable functions from \( X \) to \( E \).

Corollary 2.5. Let \( X \) be a space, \( E \) a Banach space, and \( p \) a number in \( (1, \infty) \). Let \( A \in \mathbb{C}[X; E] \) have propagation at most \( r \).

Then the the operator on \( \ell^p_E(X) \) defined by matrix multiplication by \( A \) is bounded, with norm at most

\[
\sup_{x,y} \| A_{xy} \| \cdot \sup_{x \in X} |B(x; r)|.
\]

Proof. Writing \( A \) as in Lemma 2.4, the operators \( f_k \) have norm at most \( \sup_{x,y} \| A_{xy} \| \) and the operators \( V_k \) have norm one (or zero, if the corresponding partial translation has empty domain). \( \Box \)
Now, using the above corollary we may represent $\mathbb{C}[X; E]$ by bounded operators on each Banach space $\ell^p_E(X)$ by matrix multiplication. It is easy to see this representation is faithful, and we will usually identify $\mathbb{C}[X; E]$ with its image in $\mathcal{L}(\ell^p_E(X))$ in what follows.

**Definition 2.6.** Let $X$ be a space, $E$ a Banach space, and $p$ a number in $(1, \infty)$. The closure of $\mathbb{C}[X; E]$ in its matricial representation on $\ell^p_E(X)$ is denoted $\mathcal{A}^p_E(X)$. Elements of $\mathcal{A}^p_E(X)$ are called band-dominated operators on $\ell^p_E(X)$.

**Remark 2.7.** If $E$ is a Hilbert space (and $p = 2$), then the Banach algebra $\mathcal{A}^2_E(X)$ is in fact a $C^*$-algebra. Moreover if $E = \mathbb{C}$, then this $C^*$-algebra is usually called the translation $C^*$-algebra or the uniform Roe algebra of $X$ in the fields of coarse geometry and operator algebras, and denoted $C^*_u(X)$.

On the other hand, if $E$ is an infinite dimensional Hilbert space, then the closure of the band operators in $\ell^2_E(X)$ all of whose matrix entries are compact operators is called the Roe algebra of $X$ in these areas, and denoted $C^*(X)$. Hence in this case $\mathcal{A}^2_E(X)$ contains, but is strictly larger than, the Roe algebra of $X$.

**Definition 2.8.** Let $X$ be a space, $E$ a Banach space, and $p$ a number in $(1, \infty)$. Recall that if $Y$ is a subset of $X$, then $P_Y$ denotes the (norm one) idempotent operator on $\ell^p_E(X)$ corresponding to the characteristic function of $Y$.

A bounded operator $K$ on $\ell^p_E(X)$ is $\mathcal{P}$-compact if for any $\epsilon > 0$ there exists a finite subset $F$ of $X$ such that

$$
\|K - K P_F\| < \epsilon \text{ and } \|K - P_F K\| < \epsilon.
$$

Write $\mathcal{K}^p_E(X)$ for the collection of all $\mathcal{P}$-compact operators on $\ell^p_E(X)$.

**Remark 2.9.** If $E$ is finite dimensional, the $\mathcal{P}$-compact operators on $\ell^p_E(X)$ are exactly those that can be approximated in norm by finite rank operators. Any such $\ell^p_E(X)$ has a Schauder basis, and so has the approximation property. Thus the $\mathcal{P}$-compact operators are exactly the compact operators in this case. Many of the results of this paper are easier to digest (but still non-trivial) in the case that $E$ is finite dimensional, or even when $E = \mathbb{C}$, and the reader is encouraged to consider this case.

**Lemma 2.10.** The collection $\mathcal{K}^p_E(X)$ is a closed two-sided ideal in the algebra $\mathcal{A}^p_E(X)$ of band-dominated operators.

**Proof.** Let $K$ be $\mathcal{P}$-compact. If $F \subseteq X$ is finite and such that $\|P_F K - K\| < \epsilon$ and $\|K P_F - K\| < \epsilon$, then $\|P_F K P_F - K\| < 2\epsilon$. As each operator $P_F K P_F$ is a band operator, this shows that $K$ is band-dominated. The collection of $\mathcal{P}$-compact operators is norm closed as the norm of any $P_F$ (where $F$ is non-empty) is one. Finally, note that if $A$ is a band-operator, then for any finite subset $F$ of $X$, there exists a finite subset $G$ of $X$ such that $P_F A P_G = P_F A$ and $P_G A P_F = A P_F$: indeed, we may just take

$$
G = \{x \in X \mid d(x, F) \leq \text{prop}(A)\}.
$$

The fact that $\mathcal{K}^p_E(X)$ is an ideal in $\mathcal{A}^p_E(X)$ follows from this. □

**Definition 2.11.** Let $X$ be a space, $E$ a Banach space, and $p$ a number in $(1, \infty)$. A band-dominated operator $A$ on $\ell^p_E(X)$ is $\mathcal{P}$-Fredholm if there exists a bounded operator $B$ on $\ell^p_E(X)$ such that $AB - 1$ and $BA - 1$ are in $\mathcal{K}^p_E(X)$, i.e. $A$ is invertible modulo the $\mathcal{P}$-compact operators.
Remark 2.12. If $E$ is finite dimensional then Remark 2.9 and Atkinson’s theorem together imply that the $P$-Fredholm operators are precisely the band-dominated operators that are Fredholm in the usual sense.

The central goal of this paper is to derive a criterion determining when a band-dominated operator is $P$-Fredholm. It turns out this is intimately connected to the geometry at infinity of $X$: in the next section, we will discuss the necessary preliminaries from metric space theory.

3. Limit spaces

Throughout this section, $X$ is a space in the sense of Definition 2.1. We will freely use the terminology of ultrafilters on $X$ and the associated Stone-ˇCech compactification $\beta X$ and boundary $\partial X$: this material is recalled for the reader’s convenience in Appendix A.

The following definition has already appeared in Example 2.3 above, but we isolate it here as it is particularly important for this section.

Definition 3.1. A function $t : D \to R$ with domain and range subsets $D, R$ of $X$ is called a partial translation (on $X$) if it is a bijection from $D$ to $R$, and if

$$\sup_{x \in D} d(x, t(x))$$

is finite.

Definition 3.2. Fix an ultrafilter $\omega \in \beta X$. A partial translation $t : D \to R$ on $X$ is compatible with $\omega$ if $\omega \subseteq D$ (i.e. $\omega$ is in the closure $D$). If $\omega$ is compatible with $t$, then considering $t$ as a function $t : D \to \beta X$ we may use Definition A.3 to define

$$t(\omega) := \lim_{\omega} t \in \beta X.$$

For a fixed ultrafilter $\omega \in \beta X$, an ultrafilter $\alpha \in \beta X$ is compatible with $\omega$ if there exists a partial translation $t$ which is compatible with $\omega$, and which satisfies $t(\omega) = \alpha$.

Remark 3.3. If we unravel the definition of $\lim_{\omega}$ above, we arrive at the following alternative description of ultrafilters $\alpha$ compatible with a given $\omega$.

An ultrafilter $\alpha \in \beta X$ is compatible with $\omega \in \beta X$, if there exists a partial translation $t : D \to R$ such that $\omega(D) = 1$ and such that for any $S \subseteq X$ we have $\omega(S) = 1$ if $\alpha(t^{-1}(S \cap R)) = 1$.

It is easy to see from this that the relation of compatibility on elements of $\beta X$ is symmetric and reflexive. If moreover $s : D_s \to R_s$ shows $\alpha$ compatible to $\beta$, and $t : D_t \to R_t$ shows that $\beta$ is compatible to $\gamma$, then $\beta(D_t) = \beta(R_s) = 1$ and so $\beta(D_t \cap R_s) = 1$; hence $\alpha(s^{-1}(D_t \cap R_s)) = 1$ and thus

$$t \circ s|_{s^{-1}(D_t \cap R_s)} : s^{-1}(D_t \cap R_s) \to t(R_s \cap D_t)$$

shows that $\alpha$ is compatible to $\gamma$. Thus compatibility is an equivalence relation.

Note that if $\omega \in X \subseteq \beta X$ (i.e. $\omega$ is a principal ultrafilter), then the collection of ultrafilters compatible with $\omega$ consists precisely of all principal ultrafilters on $X$, i.e. all points of $X$ itself.

We will now show an essential uniqueness statement: if $\omega$ is an ultrafilter then any two partial translations $s, t$ that are compatible with $\omega$ and such that $s(\omega) = t(\omega)$ are essentially the same, where ‘essentially’ means ‘off a set of $\omega$-measure zero’.
Lemma 3.4. Let \( X \) be a space, and \( \omega \) be an ultrafilter on \( X \). Say \( t : D_t \to R_t \) and \( s : D_s \to R_s \) are two partial translations compatible with \( \omega \) such that \( s(\omega) = t(\omega) \). Then if

\[
D := \{ x \in D_t \cap D_s \mid t(x) = s(x) \}
\]

we have that \( \omega(D) = 1 \).

We first need a combinatorial lemma (which is probably very well-known).

Lemma 3.5. Let \( B \) and \( C \) be sets. Let \( s, t : B \to C \) be bijections such that for all \( a \in B \), \( s(a) \neq t(a) \). Then there exists a decomposition of \( B \) into three disjoint subsets

\[
B = B_0 \sqcup B_1 \sqcup B_2
\]
such that for all \( i \in \{0, 1, 2\} \), \( s(B_i) \cap t(B_i) = \emptyset \).

The case that \( B = C = \{1, 2, 3\} \), \( s \) is the identity, and \( t \) is a cyclic permutation, shows that one cannot get away with less than three subsets.

Proof. Replacing \( t \) and \( s \) with \( s^{-1} \circ t \) and \( s^{-1} \circ s \), it suffices to show that if \( B \) is a set and \( t : B \to B \) a bijection such that \( t(b) \neq b \) for all \( b \in B \), then there exists a decomposition \( B = B_1 \sqcup B_2 \sqcup B_3 \) such that \( t(B_i) \cap B_i = \emptyset \) for all \( i \in \{0, 1, 2\} \). We will now prove this.

As \( t \) is now a bijection from \( B \) to itself, it gives rise to an action of \( \mathbb{Z} \) (thought of as generated by \( t \)) on \( B \) which partitions \( B \) into orbits. As \( t(b) \neq b \) for all \( b \in B \) there are no single point orbits, and so each orbit has one of the following forms.

1. \( \{ \ldots, t^{-2}(b), t^{-1}(b), b = t^0(b), t(b), t^2(b), \ldots \} \) (going on infinitely in both directions) for some \( b \in B \).
2. \( \{ b = t^0(b), t(b), \ldots, t^n(b) \} \) for some \( n \geq 1 \) and \( b \in B \) such that \( t^{n+1}(b) = b \).

Define the subsets \( B_0, B_1 \) and \( B_2 \) as follows. For each orbit, fix once and for all a representation of the type above. For an orbit of type (2) with \( n \) even and \( i = n \), put \( t^i(b) \) into \( B_2 \). In all other cases, put \( t^i(b) \) into \( B_{i \mod 2} \) (where \( i \mod 2 \) is always construed as 0 or 1). A routine case-by-case analysis shows that this works. \( \square \)

Proof of Lemma 3.4

Define

\[
C := (D_s \cap D_t) \setminus D = \{ x \in D_s \cap D_t \mid t(x) \neq s(x) \}.
\]

Noting that as \( \omega(D_s) = \omega(D_t) = 1 \), we have \( \omega(D_s \cap D_t) = 1 \). Hence if we assume for contradiction that \( \omega(D) = 0 \), then \( \omega(C) = 1 \). Lemma 3.5 implies that we may decompose \( C \) into three disjoint subsets, \( C = C_0 \sqcup C_1 \sqcup C_2 \), such that for \( i \in \{1, 2, 3\} \),

\[
t(C_i) \cap s(C_i) = \emptyset.
\]

We must have \( \omega(C_i) = 1 \) for some \( i \in \{0, 1, 2\} \); say without loss of generality \( \omega(C_1) = 1 \). Write \( \alpha = \lim_\omega t \). Then

\[
\alpha = \lim_\omega s|_{C_1} = \lim_\omega t|_{C_1},
\]

whence, by definition of \( \omega \)-limits, \( \alpha \) is in the closures of both \( t(C_1) \) and \( s(C_1) \), i.e.

\[
\alpha(t(C_1)) = \alpha(s(C_1)) = 1.
\]

This contradicts line \( \square \), so \( \omega(D) = 1 \) as claimed. \( \square \)
Definition 3.6. Fix an ultrafilter \( \omega \) on \( X \). Write \( X(\omega) \) for the collection of all ultrafilters on \( X \) that are compatible with \( \omega \).

A compatible family for \( \omega \) is a collection of partial translations \( \{ t_\alpha \}_{\alpha \in X(\omega)} \) indexed by \( X(\omega) \) such that each \( t_\alpha \) is compatible with \( \omega \) and satisfies \( t_\alpha(\omega) = \alpha \).

The set \( X(\omega) \) should be thought of as the collection of ultrafilters that are at a ‘finite distance’ from \( \omega \). Our next goal is to make this more precise by equipping \( X(\omega) \) with a canonical metric.

Proposition 3.7. Fix an ultrafilter \( \omega \in \beta X \), and a compatible family \( \{ t_\alpha : D_\alpha \to R_\alpha \}_{\alpha \in X(\omega)} \).

Define a function \( d_\omega : X(\omega) \times X(\omega) \to [0, \infty) \) by the formula.

\[
d_\omega(\alpha, \beta) = \lim_{x \to \omega} d(t_\alpha(x), t_\beta(x)).
\]

Then \( d_\omega \) is a metric on \( X(\omega) \) that does not depend on the choice of the compatible family \( \{ t_\alpha \} \).

Moreover,

\[
\{ d_\omega(\alpha, \beta) \mid \alpha, \beta \in X(\omega) \} \subseteq \{ d(x, y) \mid x, y \in X \}
\]

and

\[
\max_{\alpha \in X(\omega)} |B_{X(\omega)}(\alpha; r)| \leq \max_{x \in X} |B_X(x; r)|,
\]

whence in particular the metric space \( (X(\omega), d_\omega) \) is strongly discrete and of bounded geometry.

Proof. With notation as in the statement, note first that \( \omega(D_\alpha \cap D_\beta) = 1 \) and \( \sup_{x \in D_\alpha \cap D_\beta} d(t_\alpha(x), t_\beta(y)) < \infty \), whence the limit defining \( d_\omega \) makes sense. We will first show that \( d_\omega \) does not depend on the family \( \{ t_\alpha \}_{\alpha \in X(\omega)} \) of partial translations.

As we clearly have \( d_\omega(\alpha, \beta) = d_\omega(\beta, \alpha) \) for any \( \alpha, \beta \in X(\omega) \), it suffices to show that for each fixed \( \beta \), if we replace \( t_\alpha : D_\alpha \to R_\alpha \) with some \( s : D_s \to R_s \) such that \( s(\omega) = \alpha \), then

\[
\lim_{x \to \omega} d(t_\alpha(x), t_\beta(x)) = \lim_{x \to \omega} d(s(x), t_\beta(x)).
\]

Lemma 3.4 implies that if

\[
D = \{ x \in D_\alpha \cap D_s \mid t_\alpha(x) = s(x) \},
\]

then \( \omega(D) = 1 \). Note that the limits

\[
\lim_{x \to \omega} d(t_\alpha(x), t_\beta(x)), \quad \lim_{x \to \omega} d(s(x), t_\beta(x))
\]

are unaffected if we only use the restrictions of the functions \( x \mapsto d(t_\alpha(x), t_\beta(x)) \) and \( x \mapsto d(s(x), t_\beta(x)) \) to \( D \cap D_\beta \), whence they are the same as required.

We now claim that we may assume that for any fixed \( \alpha, \beta \in X(\omega) \), the function \( x \mapsto d(t_\alpha(x), t_\beta(x)) \) is constant. Indeed, as \( t_\alpha \) and \( t_\beta \) are partial translations and \( X \) is strongly discrete, this function can only take finitely many distinct values, say \( r_1, \ldots, r_k \). For \( i \in \{1, \ldots, k\} \), define

\[
D_i := \{ x \in D_\alpha \cap D_\beta \mid d(t_\alpha(x), t_\beta(x)) = r_i \}.
\]

Then there must exist precisely one \( i \in \{1, \ldots, k\} \) such that \( \omega(D_i) = 1 \); replacing \( t_\alpha \) and \( t_\beta \) with their restrictions to this \( D_i \) establishes the claim.

Given this claim, the remaining parts of the statement follow easily on comparing the values of \( d_\omega \) on \( X(\omega) \times X(\omega) \) to those of \( d \) on \( X \times X \).
Definition 3.8. For each non-principal ultrafilter \( \omega \) on \( X \), the metric space \( (X(\omega), d_\omega) \) is called the limit space of \( X \) at \( \omega \).

Proposition 3.9. Fix an ultrafilter \( \omega \in \beta X \). For any \( \alpha \in X(\omega) \) we have \( X(\alpha) = X(\omega) \) as metric spaces.

Proof. Remark 3.3 shows that compatibility is an equivalence relation, which implies \( X(\alpha) = X(\omega) \) as sets. We now show that the metrics \( d_\alpha \) and \( d_\omega \) are in fact the same: for \( \beta, \gamma \in X(\omega) \), we have

\[
d_\alpha(\beta, \gamma) = \lim_{x \to \alpha} d(t_\beta \circ t_\alpha^{-1}(x), t_\gamma \circ t_\alpha^{-1}(x)).
\]

Applying Remark 3.3 again, we see that the above limit is in fact equal to

\[
\lim_{x \to \omega} d(t_\beta(x), t_\gamma(x)) = d_\omega(\beta, \gamma),
\]

which finishes the proof. \( \square \)

It is perhaps not obvious at this point what aspect of the geometry of \( X \) a limit space \( X(\omega) \) is capturing. We will spend the rest of this section trying to make this a bit clearer in a way that will be useful later: the following proposition makes limit spaces a bit more concrete, and allows us to give some examples.

Proposition 3.10. Let \( \omega \) be a non-principal ultrafilter on \( X \), and \( \{t_\alpha : D_\alpha \to R_\alpha\} \) a compatible family for \( \omega \).

For each finite subset \( F \) of \( X(\omega) \) there exists a subset \( Y \) of \( X \) with \( \omega(Y) = 1 \), and such that for each \( y \in Y \) there is a finite subset \( G(y) \) of \( X \) such that the map

\[
f_y : F \to G(y), \quad \alpha \mapsto t_\alpha(y)
\]

is a surjective isometry.

Proof of Proposition 3.10. As the metric on \( X \) is strongly discrete and using the definition of \( d_\omega \), we must have that for each \( \alpha, \beta \in X(\omega) \), the set

\[
Y_{\alpha\beta} := \{x \in D_\alpha \mid d(t_\alpha(x), t_\beta(x)) = d_\omega(\alpha, \beta)\}
\]

has \( \omega \)-measure one. Set

\[
Y = \bigcap_{\alpha, \beta \in F} Y_{\alpha\beta};
\]

as this is a finite intersection of subsets of \( X \) of \( \omega \)-measure one, it too has \( \omega \)-measure one. For each \( y \in Y \), define

\[
G(y) := \{t_\alpha(y) \mid \alpha \in F\}
\]

and define \( f_y : F \to G(y) \) by \( f_y(\alpha) = t_\alpha(y) \); these sets and maps have the desired properties. \( \square \)

Definition 3.11. Let \( \omega \) be a non-principal ultrafilter on \( X \), \( \{t_\alpha\} \) a compatible family for \( \omega \), and \( F \) a finite subset of \( X(\omega) \). We call a collection \( \{f_y : F \to G(y)\}_{y \in Y} \) with the properties in Proposition 3.10 above a local coordinate system for \( F \) (with respect to \( \{t_\alpha\} \)). The maps \( f_y : F \to G(y) \) are called local coordinates.
Remark 3.12. Assume that $F \subseteq X(\omega)$ is a metric ball $B(\omega;r)$. Then for any compatible family $\{t_\alpha\}$, there exists a local coordinate system $\{f_y : F \to G(y)\}$ for $F$ with respect to $\{t_\alpha\}$ such that each $G(y)$ is the ball $B(y;r)$. Indeed, take any local coordinate system $\{f_y : F \to G(y)\}_{y \in Y_0}$. It is clear that the range of any local coordinate $f_y : B(\omega;r) \to G(y)$ is a subset of $B(y;r)$, and thus we may define $Y = \{y \in Y_0 \mid f_y \text{ is onto } B(y;r)\}$.

It suffices to show that $\omega(Y) = 1$. Note that for every $y \in Y_0 \setminus Y$, there exists $x_y \in B(y;r) \setminus f_y(B(\omega;r))$. Define $t : Y_0 \setminus Y \to X$ by $t(y) = x_y$. If $\omega(Y) = 0$, then $t$ is compatible with $\omega$ and necessarily $t(\omega) \in B(\omega;r)$. This implies that $x_y$ is in the range of $f_y$ for all $y \in Y_0 \setminus Y$, which is a contradiction.

Remark 3.13. Using some language from metric geometry, the spaces $X(\omega)$ admit the following alternative description; we will not use this in what follows, but thought it might be useful to some readers to point it out.

Given $\omega \in \beta X$, one can use the above proposition to find a sequence $(x_n)$ in $X$ that tends to infinity and such that the pointed metric space $(X(\omega),\omega)$ is the pointed Gromov-Hausdorff limit of the sequence of pointed metric spaces $(X,x_n)$. Conversely, any limit space of $X$ arises as a pointed Gromov-Hausdorff limit in this way. However, Gromov-Hausdorff limits traditionally concern isometry classes of spaces, not the spaces themselves. For the purposes of this paper, it is important that the spaces $(X,x_n)$ converge to $(X(\omega),\omega)$ in a specific way, as seen in the previous proposition.

Examples 3.14. In the following examples, we look at which metric spaces can arise as limit spaces of a given metric space. We leave the justifications - which are not difficult, given Proposition 3.10 - to the reader.

1. Let $X = G$ be a discrete group, equipped with any (strongly discrete, bounded geometry) metric that is invariant under the natural left action of $G$ on itself. Then all limit spaces of $G$ are isometric to $G$ with the given metric (see Lemma B.1).

In particular, if $X = \mathbb{Z}^N$ equipped with any metric defined by restricting a norm from $\mathbb{R}^N$, then all limit spaces are isometric to $\mathbb{Z}^N$ (with the same metric).

2. If $X = \mathbb{N}$ with its usual metric, then all limit spaces are isometric to $\mathbb{Z}$ with its usual metric.

3. If $X = \{(x,y) \in \mathbb{R}^2 \mid x, y \in \mathbb{N}\}$ with the subspace metric, then all limit spaces are isometric to one of

$$\{(x,y) \in \mathbb{R}^2 \mid x \in \mathbb{N}, y \in \mathbb{Z}\}, \{(x,y) \in \mathbb{R}^2 \mid x \in \mathbb{Z}, y \in \mathbb{N}\},$$

$$\{(x,y) \in \mathbb{R}^2 \mid x, y \in \mathbb{Z}\},$$

corresponding to ultrafilters that contain a vertical ray, a horizontal ray, and neither, respectively. Of course, the first and second of these are themselves isometric! - nonetheless, we thought it would be useful to list them separately as they arise naturally in these forms.

4. If $\| \cdot \|_\infty$ denotes the $\ell^\infty$ norm on $\mathbb{R}^2$ and

$$X = \{(x,y) \in \mathbb{R}^2 \mid x, y \in \mathbb{Z}, \| (x,y) \|_\infty = n^2 \text{ for some } n \in \mathbb{N}\}$$

with the restricted $\ell^\infty$ metric, then all limit spaces of $X$ are isometric to $\mathbb{Z}$. 
(5) Say \( G \) is a discrete group generated by a finite set \( S \). Define
\[
S^{\pm n} = \{ g \in G \mid g = s_1^{\pm 1} \cdots s_m^{\pm 1}, \ m \leq n, \ s_i \in S \},
\]
and define the word metric on \( G \) by
\[
d(g,h) = \min\{ n \mid g^{-1}h \in S^{\pm n} \}.
\]
Let
\[
G = G_0 \supseteq G_1 \supseteq G_2 \supseteq \cdots
\]
be a nested sequence of finite index normal subgroups of \( G \) such that \( \cap G_n = \{ e \} \). The box space associated to this data is the disjoint union
\[
X = \bigsqcup_n (G/G_n),
\]
where each finite group \( G/G_n \) is equipped with the word metric associated to the (image of the) fixed finite generating set of \( G \), and \( X \) is equipped with any metric that restricts to these metrics on \( G/G_n \) and satisfies
\[
d(G_n,G_m) \to \infty \text{ as } n,m \to \infty, \ n \neq m.
\]
Examples of this form have been intensively studied in coarse geometry: see for example [14, Sections 11.3 and 11.5], [1], and [11]. All limit spaces of a box space are isometric to \( G \), equipped with the given word metric.

Note that the previous example can be identified with the special case of this one where \( G = \mathbb{Z} \), the generating set is \( \{1\} \), and the subgroups are \( G_n = 8n^2\mathbb{Z} \).

4. Limit operators

Throughout the section \( X \) denotes a space as in Definition 2.1, \( E \) denotes a fixed Banach space, and \( p \) is a fixed number in \( (1, \infty) \).

We will consider ‘limits at infinity’ of band-dominated operators; the following definition formalises the requirement that such limits exist.

**Definition 4.1.** Let \( \omega \) be a non-principal ultrafilter on \( X \). An operator \( A \) in \( \mathcal{A}_E^p(X) \) is *rich* at \( \omega \) if for any pair of partial translations \( t, s \) compatible with \( \omega \), the limit
\[
\lim_{x \to \omega} A_{t(x)s(x)}
\]
exists for the norm topology on \( \mathcal{L}(E) \). We denote \( \mathcal{A}_E^p(X)^{\omega} \) the collection of band-dominated operators that are rich at \( \omega \).

If \( A \) is rich at \( \omega \) for all \( \omega \) in \( \partial X \), it is said to be *rich*. We denote \( \mathcal{A}_E^p(X)^{\omega} \) the collection of all rich band-dominated operators.

**Remark 4.2.** Observe that if \( E \) is finite dimensional, then all the operators in \( \mathcal{A}_E^p(X) \) are automatically rich. Indeed, this follows as all the matrix entries of some band-dominated \( A \) are contained in the ball about zero of radius \( \| A \| \) in \( E \), which is compact.

**Remark 4.3.** The reader may wonder whether rich band-dominated operators are automatically approximable in norm by rich *band* operators. We show that this is indeed the case in Theorem 6.6. However, we require an extra assumption on the space \( X \) (namely Yu’s property A, introduced in Section 6), so we postpone proving and using this result until Section 6 where the technique naturally fits.
**Definition 4.4.** Let $\omega$ be a non-principal ultrafilter on $X$, and $A$ be a band-dominated operator on $\ell^p_F(X)$ that is rich at $\omega$. Fix a compatible family $\{t_{\alpha}\}_{\alpha \in X(\omega)}$ for $\omega$.

The limit operator of $A$ at $\omega$, denoted $\Phi_\omega(A)$, is the $X(\omega)$-by-$X(\omega)$ indexed matrix with entries in $\mathcal{L}(E)$ defined by

$$A_{\alpha\beta} := \lim_{x \rightarrow \omega} A_{t_{\alpha}(x)t_{\beta}(x)}.$$

The following lemma is immediate from Lemma 3.4.

**Lemma 4.5.** Let $\omega$ be a non-principal ultrafilter on $X$, and $A$ be a band-dominated operator on $\ell^p_F(X)$ that is rich at $\omega$. The limit operator $\Phi_\omega(A)$ does not depend on the choice of compatible family.

We emphasise at this point that the limit operator $\Phi_\omega(A)$ is a fairly formal object: it is only an abstractly defined matrix, and in particular does not obviously operate on anything! The next proposition, which is a development of Proposition 3.10, will help us to make limit operators a little more concrete.

**Proposition 4.6.** Let $\omega$ be a non-principal ultrafilter on $X$, and $A$ be a band-dominated operator on $\ell^p_F(X)$ that is rich at $\omega$. Let $F$ be a finite subset of $X(\omega)$ and $\epsilon > 0$. Let $\{t_{\alpha}\}$ be a compatible family of partial translations for $\omega$.

Then there exists a local coordinate system $\{f_y : F \rightarrow G(y)\}_{y \in Y}$ as in Definition 3.11 such that for each $y \in Y$, if

$$U : \ell^p_F(F) \rightarrow \ell^p_F(G(y)), \ (U \xi)(x) := \xi(f_y^{-1}(x))$$

is the linear isometry induced by $f_y$, then (recalling the notation for idempotents from Definition 2.8), we have that

$$||U^{-1}P_{G(y)}AP_{G(y)}U - P_F\Phi_\omega(A)P_F|| < \epsilon,$$

where we think of $P_F\Phi_\omega(A)P_F$ as a finite $F$-by-$F$ matrix, with entries in $\mathcal{L}(E)$, acting on $\ell^p_F(F)$ by matrix multiplication.

**Proof.** For each $\alpha, \beta \in X(\omega)$ set

$$V_{\alpha\beta} = \{x \in D_\alpha \cap D_\beta \mid ||A_{t_{\alpha}(x)t_{\beta}(y)} - \Phi_\omega(A)_{\alpha\beta}|| < \epsilon/||F||^2\}.$$

Then by definition of $d_\omega$ and $\Phi_\omega(A)$, the sets $V_{\alpha\beta}$ have $\omega$-measure one, whence $Y_{\alpha\beta} := V_{\alpha\beta} \cap Y_0$ has $\omega$-measure one too. Now set

$$Y = \bigcap_{\alpha, \beta \in F} Y_{\alpha\beta},$$

which again has $\omega$-measure one as it is a finite intersection of sets with $\omega$-measure one. The choices of $V_{\alpha\beta}$ guarantee that this $Y$ has the right properties.

**Corollary 4.7.** Let $\omega$ be a non-principal ultrafilter on $X$, and $A$ be a band-dominated operator on $\ell^p_F(X)$ that is rich at $\omega$. Then the matrix $\Phi_\omega(A)$ defines a bounded operator on $\ell^p_F(X(\omega))$ with norm at most $||A||$.

**Proof.** Assume for contradiction this is not the case. Then there exists a finite subset $F$ of $X(\omega)$ such that $||P_F\Phi_\omega(A)P_F||$ has norm at least $||A|| + \epsilon$ for some $\epsilon > 0$. Using Proposition 4.6, however, it follows that there exists a finite subset $G$ of $X$ which is isometric to $F$ and such that

$$||P_GAP_G|| - ||P_F\Phi_\omega(A)P_F|| < \epsilon/2.$$

As $||P_GAP_G|| \leq ||A||$, this is a contradiction.
Corollary 4.7 allows us to canonically identify each limit operator $\Phi_\omega(A)$ with a concrete bounded operator on $\ell^p_E(X(\omega))$; we will do this without further comment from now on.

The next lemma is the final technical ingredient we need to derive the main properties of limit operators.

**Lemma 4.8.** Let $\omega$ be a non-principal ultrafilter on $X$, let $A$ and $B$ be operators in $A^p_E(X)$ that are rich at $\omega$. Let $\{t_\alpha\}$ be a compatible family for $\omega$. Then for any $\alpha, \beta$ in $X(\omega)$, the limit

$$\lim_{x \to \omega} (AB)_{t_\alpha(x)t_\beta(x)}$$

exists for the norm topology on $\mathcal{L}(E)$ and equals $(\Phi_\omega(A)\Phi_\omega(B))_{\alpha\beta}$.

The main point of the proof is the observation that if $A$ and $B$ are band operators, then the number of terms in the sum expressing any matrix entry in the product $AB$ is uniformly bounded. Hence, the norm convergence of the appropriate entries of $A$ and $B$ to the appropriate entries of $\Phi_\omega(A)$ and $\Phi_\omega(B)$ will imply the same for the products. Making this idea precise and working for band-dominated operators requires making approximations along the way.

**Proof.** Fix $\alpha, \beta \in X(\omega)$. Note that the operator $(\Phi_\omega(A)\Phi_\omega(B))_{\alpha\beta} \in \mathcal{L}(E)$ makes sense by the assumption that $A$ and $B$ are rich at $\omega$. It suffices to show that for each $\epsilon > 0$

$$\omega \left\{(x \in X \mid \| (AB)_{t_\alpha(x)t_\beta(x)} - (\Phi_\omega(A)\Phi_\omega(B))_{\alpha\beta} \| < \epsilon \right\} = 1.$$  

As $A$ and $B$ are band-dominated, there exists $r > 0$ such that if $x$ is any point in $X$ and $G$ is a subset of $X$ containing the ball $B(x; r)$, then

$$\| P_{\{x\}} A(1 - P_G) \| < \frac{\epsilon}{3\|B\|}. \quad (2)$$

On the other hand, Corollary 4.7 implies that $\Phi_\omega(A)$ and $\Phi_\omega(B)$ are bounded, whence there exists a finite subset $F$ of $X(\omega)$ such that

$$\| P_{\{\alpha\}} \Phi_\omega(A)(1 - P_F) \| < \frac{\epsilon}{3\|B\|}. \quad (3)$$

Expanding $F$ if necessary, we may assume that $F$ contains both the balls $B(\alpha; r)$ and $B(\beta; r)$. Note that line $(3)$ implies that

$$\|(\Phi_\omega(A)\Phi_\omega(B))_{\alpha\beta} - (\Phi_\omega(A)P_F\Phi_\omega(B))_{\alpha\beta}\|
\leq \|P_{\{\alpha\}}\Phi_\omega(A)(1 - P_F)\|\|\Phi_\omega(B)P_{\{\beta\}}\| < \epsilon/3 \quad (4)$$

using Corollary 4.7.

Let $\{f_y : F \to G(y)\}_{y \in Y_0}$ be a local coordinate system for $F$ as in Definition 3.11. The assumptions on $r$ as in line $(2)$ and the fact that $f_y$ is an isometry imply that for each $y \in Y_0$,

$$\| (AB)_{t_\alpha(y)t_\beta(y)} - (AP_G(y)B)_{t_\alpha(y)t_\beta(y)} \|
\leq \| P_{\{t_\alpha(y)\}} A(1 - P_{\{y\}}) \|BP_{\{t_\beta(y)\}} \| < \epsilon/3. \quad (5)$$

On the other hand, for each $\gamma \in F$, set

$$Y_{\alpha\gamma} := \{y \in Y_0 \mid \| A_{t_\alpha(y)t_\gamma(y)} - \Phi_\omega(A)_{\alpha\gamma} \| < \frac{\epsilon}{3\|F\|\|B\|} \}$$
and similarly
\[ Y_{\gamma\beta} := \{ y \in Y_0 \mid \|\mathcal{B}_{t_\gamma(y)t_\beta(y)} - \Phi_\omega(B)\gamma\alpha \| < \frac{\epsilon}{3\|F\|\|A\|} \}. \]

The definition of \( \Phi_\omega(A) \) implies that \( \omega(Y_{\alpha\gamma}) = 1 \), and similarly \( \omega(Y_{\gamma\beta}) = 1 \), whence as \( F \) is finite, if we define \( Y := \cap_{\gamma \in F}(Y_{\alpha\gamma} \cap Y_{\gamma\beta}) \), then \( \omega(Y) = 1 \). We have that for every \( y \in Y \),
\[
\| (\mathcal{A}\mathcal{P}_\omega(A))_{t_\alpha(y)t_\beta(y)} - (\Phi_\omega(A)\Phi_\omega(A)\gamma\alpha) \| \\
\leq \sum_{\gamma \in F} \| A_{t_\alpha(y)t_\beta(y)} \mathcal{B}_{t_\gamma(y)t_\beta(y)} - \Phi_\omega(A)\alpha\gamma\Phi_\omega(B)\gamma\beta \| < \frac{\epsilon}{3}.
\]
Combining this with lines (4) and (5) gives
\[
\| (AB)_{t_\alpha(y)t_\beta(y)} - (\Phi_\omega(A)\Phi_\omega(B))_{\alpha\beta} \| \\
\leq \| (AB)_{t_\alpha(y)t_\beta(y)} - (\mathcal{A}\mathcal{P}_\omega(A))_{t_\alpha(y)t_\beta(y)} \| \\
+ \| (\mathcal{A}\mathcal{P}_\omega(A))_{t_\alpha(y)t_\beta(y)} - (\Phi_\omega(A)\Phi_\omega(B))_{\alpha\beta} \| \\
+ \| (\Phi_\omega(A)\Phi_\omega(B))_{\alpha\beta} - (\Phi_\omega(A)\Phi_\omega(B))_{\alpha\beta} \| < \epsilon
\]
for all \( y \in Y \) as required. \( \square \)

**Corollary 4.9.** \( \mathcal{A}^\omega_E(X)^{\mathcal{P}_\omega} \) is a closed subalgebra of \( \mathcal{A}^\omega_E(X) \).

**Proof.** Note first that if \( (A_n) \) is a sequence in \( \mathcal{A}^\omega_E(X) \) that converges in norm to \( A \), then the matrix entries of each \( A_n \) converge uniformly to those of \( A \), i.e.
\[
\sup_{x,y \in X} \| (A_n)_{xy} - A_{xy} \| \to 0 \text{ as } n \to \infty.
\]
It follows from this that if each \( A_n \) is rich at \( \omega \), then for any \( \alpha, \beta \in X(\omega) \) and corresponding partial translations \( t_\alpha, t_\beta \), we have
\[
\lim_{x \to \omega} A_{t_\alpha(x)t_\beta(x)} = \lim_{n \to \infty} \lim_{x \to \omega} (A_n)_{t_\alpha(x)t_\beta(x)},
\]
and in particular the limit on the left exists. Hence \( A \) is rich at \( \omega \), and thus the collection of operators that are rich at \( \omega \) is closed.

It is easy to see that \( \mathcal{A}^\omega_E(X)^{\mathcal{P}_\omega} \) is closed under scalar multiplication and addition. Lemma 4.8 implies that it is closed under multiplication, so we are done. \( \square \)

The following theorem collects together some important properties of the process of taking a limit operator.

**Theorem 4.10.** Let \( \omega \) be a non-principal ultrafilter on \( X \), and recall that \( \mathcal{A}^\omega_E(X)^{\mathcal{P}_\omega} \) denotes the Banach algebra of band-dominated operators on \( \ell^\omega_E(X) \) that are rich at \( \omega \). Then the map
\[
\Phi_\omega : \mathcal{A}^\omega_E(X)^{\mathcal{P}_\omega} \to \mathcal{L}(\ell^\omega_E(X(\omega)))
\]
that takes each element of the left-hand-side to its limit operator at \( \omega \) has the following properties.

1. \( \Phi_\omega \) is contractive: for all \( A \in \mathcal{A}^\omega_E(X)^{\mathcal{P}_\omega} \), we have
\[
\|\Phi_\omega(A)\|_{\mathcal{L}(\ell^\omega_E(X(\omega)))} \leq \|A\|_{\mathcal{L}(\ell^\omega_E(X))}.
\]

2. \( \Phi_\omega \) takes band operators to band operators, and does not increase propagation.

3. \( \Phi_\omega \) is a homomorphism.
Proof. Point (1) is just Corollary 4.7

For point (2), assume that $\Phi_{\omega}(A)_{\alpha \beta} \neq 0$ where $\alpha, \beta \in X(\omega)$ satisfy $d_{\omega}(\alpha, \beta) = r$. It suffices to show that there exist $x, y \in X$ such that $d(x, y) = r$ and $A_{x,y} \neq 0$. Say $\|\Phi_{\omega}(A)_{\alpha \beta}\| = \epsilon > 0$. Then for any partial translations $t_{\alpha}, t_{\beta}$ taking $\omega$ to $\alpha, \beta$ respectively, we have that if

$$Y := \{x \in X \mid \|A_{t\alpha(x), t\beta(x)} - \Phi_{\omega}(A)_{\alpha \beta}\| < \epsilon/2\},$$

then $\omega(Y) = 1$. Passing to a subset of $Y$ of $\omega$-measure one, we may assume that $d(t_{\alpha}(x), t_{\beta}(x)) = r$ for all $x \in Y$. In particular, for any $x \in Y$, $|A_{t\alpha(x), t\beta(x)}| \geq \epsilon/2 > 0$ and $d(t_{\alpha}(x), t_{\beta}(x)) = r$, which forces the propagation of $A$ to be be at least $r$ as required.

Point (3) follows by a check of matrix coefficients: for linearity this is clear, while Lemma 4.8 says exactly that for any $\alpha, \beta \in X(\omega)$

$$\Phi_{\omega}(AB)_{\alpha \beta} = (\Phi_{\omega}(A)\Phi_{\omega}(B))_{\alpha \beta},$$

and thus multiplication is also preserved. \hfill \square

Remark 4.11. Note that if $E$ is a Hilbert space (and $p = 2$), then $A^2_E(X)$ is a C*-algebra, and each $A^2_E(X)^{\omega}$ is a C*-subalgebra (i.e. is closed under taking adjoints). Moreover, the homomorphisms $\Phi_{\omega}$ are *-homomorphisms.

Definition 4.12. Let $A \in A^p_E(X)^{\omega}$ be a rich band-dominated operator. The collection

$$\sigma_{op}(A) := \{\Phi(\omega)(A) \in \mathcal{L}(\ell^p_E(X(\omega))) \mid \omega \in \partial X\}$$

called the operator spectrum of $X$.

In the next three sections, we will discuss how the operator spectrum can be used to detect Fredholmness.

We conclude this section with some simple examples. We leave the justifications, which are not difficult, given Proposition 4.6 and Examples 3.14, to the reader.

Examples 4.13. (1) Let $X = \mathbb{N}$, so all limit spaces of $\mathbb{N}$ identify canonically with $\mathbb{Z}$ as in Example 3.14 part (2). Let $V$ be the unilateral shift operator on $\ell^p(\mathbb{N})$. Then all limit operators identify with the bilateral shift on $\ell^p(\mathbb{Z})$.

(2) Similarly, if $X = \mathbb{N}$, consider $\ell^2(\mathbb{N})$ as identified with the Hardy space $H^2$ of the disk in the usual way. Let $T_f$ be a Toeplitz operator on $H^2$ with continuous symbol $f : S^1 \to \mathbb{C}$. Then all limit operators of $T$ correspond to the symbol $f$, considered as acting by convolution on $\ell^2(\mathbb{Z})$ via its Fourier transform.

(3) Let $X$ be a general space, and $f \in \ell^2(X)$ act on $\ell^p(X)$ by multiplication. Then all limit operators are multiplication operators on $\ell^p(X(\omega))$. In general, the collection could be very complicated. However, in some cases it simplifies substantially, even if one cannot compute what the limit spaces $X(\omega)$ themselves are. For example, assume $f$ is slowly oscillating in the sense that for all $r, \epsilon > 0$ there exists a finite subset $F$ of $X$ such that

$$\sup_{x \in X \setminus F} \sup_{d(x,y) \leq r} |f(x) - f(y)| < \epsilon$$

(compare [12] Section 2.4 which looks at this class when $X = \mathbb{Z}^N$, and also [1, Chapter 5], which discusses such functions from the point of view of the Higson corona and applications to manifold topology). Then all limit
operators are scalars. The operator spectrum, as a set of scalars, identifies with the set
\[ \bigcap_{\text{finite } F \subseteq X} \mathcal{f}(X \setminus F) \subseteq \mathbb{C}. \]

5. The main theorem

We are now ready to state the main theorem of this paper, which characterises when a band-dominated operator is \( \mathcal{P} \)-Fredholm in terms of limit operators. This theorem does not hold without further assumptions on the underlying space: we need to assume property A in the sense of Yu [21, Section 2]. We will introduce this property in two distinct forms later in the paper at the points it is needed. Suffice to say for now that many natural examples of metric spaces have property A: for example, many negatively curved spaces [16], finite dimensional non-positively curved cube complexes [2], and all countable subgroups of groups of invertible matrices (over any field) [8] have property A.

**Theorem 5.1.** Let \( X \) be a space as in Definition 2.1, \( p \in (1, \infty) \) and let \( E \) be a Banach space. Assume that \( X \) has property A. Let \( A \) be a rich band-dominated operator on \( \ell^p_E(X) \). Then the following are equivalent:
1. \( A \) is \( \mathcal{P} \)-Fredholm;
2. all the limit operators \( \Phi_\omega(A) \) are invertible, and \( \sup_{\omega \in \partial X} \|\Phi_\omega(A)^{-1}\| \) is finite;
3. all the limit operators \( \Phi_\omega(A) \) are invertible.

**Remark 5.2.** Note that the definition of \( A \) being a \( \mathcal{P} \)-Fredholm operator (Definition 2.11 above) requires the existence of a bounded operator \( B \) on \( \ell^p_E(X) \) that is an inverse for \( A \) modulo \( \mathcal{K}^p_E(X) \). Inspection of the proof of Theorem 5.1 shows that we can do a bit better: \( B \) can be taken to be a band-dominated operator, provided \( X \) has property A.

At the end of this section, we give the proof of (1) implies (2), which follows along similar lines to that of [12, Proposition 1.2.9], and does not require the property A assumption. The implication (2) implies (3) is of course trivial.

In the next two sections, we prove (3) implies (2) and (2) implies (1) completing the proof of the theorem. Neither of these results seems to admit an easy proof: in particular, both make non-trivial uses of property A. They do this in quite different guises, however: (3) implies (2) uses a version of the metric sparsification property of Chen, Tessera, Wang, and Yu [5], while (2) implies (1) uses the existence of ‘slowly varying’ partitions of unity as introduced by Guentner and Dadarlat [6].

We do not know if property A is necessary for the implication (3) implies (2), although we suspect it probably is. It is certainly necessary for the implication (2) implies (1), as is discussed in Section 8.

Embarking now on the proof of Theorem 5.1 (1) implies (2), we separate a part of the proof as an auxiliary Lemma:

**Lemma 5.3.** Let \( A \) be band-dominated operator on \( \ell^p_E(X) \), rich at \( \omega \in \partial X \). For any finitely supported unit vector \( v \in \ell^p_E(X(\omega)) \), any finite subset \( G \subseteq X \) and any \( \epsilon > 0 \), there exists a unit vector \( w \in \ell^p_E(X) \), such that
\[ \|Aw\| - \|\Phi_\omega(A)v\| < \epsilon \]
and \( \text{supp}(w) \cap G = \emptyset \).
Proof. Fix \( \epsilon > 0 \) and a finitely supported unit vector \( v \in \ell^p_E(X(\omega)) \), say supported in some ball \( B(\omega; r) \subseteq X(\omega) \). Since \( \Phi_\omega(A) \) is a bounded operator on \( \ell^p_E(X(\omega)) \), there exists \( r' > r \), such that for any \( R \geq r' \)
\[
\| P_{B(\omega; R)} \Phi_\omega(A) v - \Phi_\omega(A) v \| < \epsilon/3.
\]

As \( A \) is band-dominated, there is a band operator \( A' \), such that \( \| A - A' \| < \epsilon/6 \).

Fix now \( R = \max\{r', r + 2 \text{prop}(A')\} \). For any unit vector \( w \in \ell^p_E(X) \), supported in a ball \( B(x; r) \subseteq X \) for some \( x \in X \), we have that
\[
\| P_{B(x; R)} A w - A w \| \leq \| P_{B(x; R)} A w - P_{B(x; R)} A' w \| + \| P_{B(x; R)} A' w - A' w \| + \| A' w - A w \| < \epsilon/3,
\]
since \( P_{B(x; R)} A' w = A' w \) as \( A' \) can spread the support of \( w \) by at most \( 2 \text{prop}(A') \).

Using Proposition 4.6, there is a local coordinate system \( \{f_y : B(\omega; R) \to G(\omega) \}_{y \in Y} \) and corresponding collection of linear isometries \( \{U_y : \ell^p_E(B(\omega; R)) \to \ell^p_E(G(\omega))\}_{y \in Y} \), such that
\[
\| U_y^{-1} P_{G(\omega)} A P_{G(\omega)} U_y - P_\omega \Phi_\omega(A) P_\omega \| < \epsilon/3.
\]
In particular, for each \( y \in Y \) the vector \( w_y := U_y v \in \ell^p_E(X) \) is supported in \( B(y; r) \) and so
\[
\| P_{B(y; R)} A w_y \| - \| P_{B(\omega; R)} \Phi_\omega(A) v \| < \epsilon/3.
\]
Consequently, putting the estimates together,
\[
\| A w_y \| - \| \Phi_\omega(A) v \| < \epsilon,
\]
for every \( y \in Y \). As \( Y \) is infinite and \( X \) has bounded geometry, we can arrange that \( \text{supp}(w_y) \cap G \subseteq B(y; r) \cap G = \emptyset \) for any given finite \( G \subseteq X \).

Proof of Theorem 5.1 (1) implies (2). Let \( A \) be a rich band-dominated \( \mathcal{P} \)-Fredholm operator on \( \ell^p_E(X) \), so there exists a bounded operator \( B \) on \( \ell^p_E(X) \) such that \( K_1 := AB - 1 \) and \( K_2 := BA - 1 \) are \( \mathcal{P} \)-compact operators. Let \( \omega \) be a non-principal ultrafilter on \( X \). We will first show that \( \Phi_\omega(A) \) is bounded below independently of \( \omega \); more precisely, we will show that \( \| \Phi_\omega(A) v \| \geq 1/\|B\| \) for all finitely supported unit vectors \( v \in \ell^p_E(X(\omega)) \). Fix then some finitely supported \( v \in \ell^p_E(X(\omega)) \).

Take \( \epsilon > 0 \). Then \( \| K_2 P_G - K_2 \| < \epsilon \) for some finite \( G \subseteq X \). Hence any vector \( w \in \ell^p_E(X) \) whose support misses \( G \) will satisfy \( \| K_2 w \| < \epsilon \). Now Lemma 5.3 delivers a unit vector \( v \in \ell^p_E(X) \) with
\[
\| A w \| - \| \Phi_\omega(A) v \| < \epsilon
\]
and satisfying \( \| K_2 w \| < \epsilon \). We compute
\[
\| B \| \| A w \| \geq \| B A w \| = \| (1 - K_2) w \| \geq \| w \| - \| K_2 w \| \geq 1 - \epsilon.
\]
Hence
\[
\| \Phi_\omega(A) v \| \geq \| A w \| - \epsilon \geq 1 - \frac{\epsilon}{\|B\|} - \epsilon.
\]
Letting \( \epsilon \to 0 \) shows that \( \| \Phi_\omega(A) v \| \geq 1/\|B\| \) as required.

Let now \( q \) be the conjugate index of \( p \), i.e. \( q \) satisfies \( 1/q + 1/p = 1 \). Note that the adjoints of \( \mathcal{P} \)-compact operators on \( \ell^p_E(X) \) are \( \mathcal{P} \)-compact on \( \ell^q_E(X) \), and

\footnote{We cannot assume that it is rich without assuming property A and appealing to Theorem 6.6.}
that adjoints of rich band-dominated operators on $\ell_p^E(X)$ are rich band-dominated operators on $\ell_p^E(X)$. An analogous argument to the above then shows that $\Phi_{\omega}(A)^*$ is bounded below by $1/\|B\|$ as an operator on $\ell_p^E(X(\omega))$, where $q$ is the conjugate index of $p$. It follows that $\Phi_{\omega}(A)$ is invertible, and that the norm of its inverse is at most $\|B\|$, as required.}

6. Partitions of unity, and constructing parametrices

In this section, we prove the implication (2) implies (1) from Theorem 5.1. Throughout this section $X$ is a space as in Definition 2.1, $E$ is a Banach space, and $p$ is a fixed number in $(1, \infty)$. We set $q$ to be the conjugate index of $p$, i.e. the unique number such that $1/p + 1/q = 1$.

6.1. Partitions of unity and constructing operators.

Definition 6.1. A metric $p$-partition of unity on $X$ is a collection $\{\phi_i : X \to [0, 1]\}$ of functions on $X$ satisfying the following conditions.

1. There exists $N \in \mathbb{N}$ such that for each $x \in X$, at most $N$ of the numbers $\phi_i(x)$ are non-zero.
2. The $\phi_i$ have uniformly bounded supports, i.e. $\sup_i (\text{diam} \{x \in X \mid \phi_i(x) \neq 0\}) < \infty$.
3. For each $x \in X$, $\sum_{i \in I} (\phi_i(x))^p = 1$.

Let $r, \epsilon$ be positive numbers. A metric $p$-partition of unity $\{\phi_i\}$ has $(r, \epsilon)$-variation if whenever $x, y \in X$ satisfy $d(x, y) \leq r$, then $\sum_{i \in I} |\phi_i(x) - \phi_i(y)|^p < \epsilon^p$.

The space $X$ has property A if for any $r, \epsilon > 0$ there exists a metric $p$-partition of unity with $(r, \epsilon)$-variation.

Remark 6.2. This definition does not depend on $p$. It is equivalent to the ‘standard’ definition of property A by [20, Theorem 1.2.4]. More precisely, the item (6) in this Theorem is precisely the above definition for $p = 1$; however the proofs work (with the obvious changes) for any $p \in [1, \infty)$.

In the rest of this section, we will show how to use partitions of unity to construct a parametrix for an operator satisfying the assumptions of part (2) of Theorem 5.1.

Lemma 6.3. Let $\{\phi_i\}_{i \in I}$ be a metric $p$-partition of unity on $X$ as in Definition 6.1.

Let $J$ be a subset of the index set $I$, and assume that we have been given a collection of bounded operators $\{B_i\}_{i \in J}$ on $\ell_p^E(X)$ such that $M := \sup_i \|B_i\|$ is finite. Then the sum $\sum_{i \in J} \phi_i^{p/q} B_i \phi_i$ converges strongly to a band operator of norm at most $M$ on $\ell_p^E(X)$.

Proof. The conditions on the partition of unity imply that if $v \in \ell_p^E(X)$ has finite support, then only finitely many of the terms in the sum $\sum_{i \in J} \phi_i^{p/q} B_i \phi_i v$ are non-zero. Hence this sum represents a well-defined vector in $\ell_p^E(X)$. To establish strong
convergence, it thus suffices to show that the assignment \( v \mapsto \sum_{i \in J} \phi_i^{p/q} B_i \phi_i v \) (defined on the dense subspace of \( \ell^E_p(X) \) consisting of functions with finite support) is a bounded operator. We show that for any \( v \in \ell^E_p(X) \) of finite support, we have that
\[
\left\| \sum_{i \in J} \phi_i^{p/q} B_i \phi_i v \right\| \leq M \| v \|
\]
(which of course also establishes the norm bound). In fact, noting that the dual of \( \ell^E_p(X) \) is \( \ell^E_q(X) \), where \( q \) is the conjugate index to \( p \), it suffices to show that if \( v \in \ell^E_p(X) \) and \( w \in \ell^E_q(X) \) have finite support, then
\[
\left\langle \sum_{i \in J} \phi_i^{p/q} B_i \phi_i v, w \right\rangle \leq M \| v \| \| w \|,
\]
where \( \left\langle \cdot, \cdot \right\rangle \) denotes the canonical pairing between \( \ell^E_p(X) \) and \( \ell^E_q(X) \).

Now, using that the adjoint of a multiplication operator from \( \ell^q(X) \) acting on \( \ell^p(X) \) is the same function acting by multiplication on \( \ell^q_{E*}(X) \), we have
\[
\left| \left\langle \sum_{i \in J} \phi_i^{p/q} B_i \phi_i v, w \right\rangle \right| \leq \sum_{i \in J} \left| \langle B_i \phi_i, \phi_i^{p/q} w \rangle \right| \\
\leq \sum_{i \in J} \| B_i \|_{\ell^p(X)} \| \phi_i v \|_{\ell^p(X)} \| \phi_i^{p/q} w \| \\
\leq M \sum_{i \in J} \| \phi_i v \|_{\ell^p(X)} \| \phi_i^{p/q} w \|.
\]

Hölder’s inequality applied to the measure space \((J, \text{counting measure})\) bounds this above by
\[
M \left( \sum_{i \in J} \| \phi_i v \|^p \right)^{1/p} \left( \sum_{i \in J} \| \phi_i^{p/q} w \|^q \right)^{1/q} \\
= M \left( \sum_{i \in J, x \in X} (\phi_i(x))^p \| v(x) \|^p \right)^{1/p} \left( \sum_{i \in J, x \in X} (\phi_i(x))^q \| w(x) \|^q \right)^{1/q} \\
= M \left( \sum_{x \in X} \left( \sum_{i \in J} (\phi_i(x))^p \right) \| v(x) \|^p \right)^{1/p} \left( \sum_{x \in X} \left( \sum_{i \in J} (\phi_i(x))^q \right) \| w(x) \|^q \right)^{1/q} \\
\leq M \left( \sum_{x \in X} \| v(x) \|^p \right)^{1/p} \left( \sum_{x \in X} \| w(x) \|^q \right)^{1/q} \\
= M \| v \|_{\ell^p(X)} \| w \|_{\ell^q(X)}
\]
which establishes the norm bound.

The fact that \( \sum_{i \in J} \phi_i^{p/q} B_i \phi_i \) is a band operator (with propagation at most \( \sup \{ \text{diam} (\text{supp}(\phi_i)) \} \)) follows directly on looking at matrix coefficients. \( \square \)

**Lemma 6.4.** Let \( A \) be a band operator on \( \ell^E_p(X) \) with propagation at most \( r \), and let \( N = \sup_{x \in X} |B(x; r)| \). Let \( \{ \phi_i \}_{i \in I} \) be a metric \( p \)-partition of unity on \( X \) with \((r, \epsilon)\)-variation in the sense of Definition 6.1.

Let \( J \) be a subset of the index set \( I \), and assume that we have been given a collection of bounded operators \( \{ B_i \}_{i \in J} \) on \( \ell^E_p(X) \) such that \( M := \sup_{i} \| B_i \| \) is finite. Then the sum
\[
\sum_{i \in J} \phi_i^{p/q} B_i \phi_i A
\]
converges strongly to a band operator of norm at most \( \epsilon N \| A \| M \).
Proof. Similarly to the proof of Lemma 6.3, it suffices for the convergence and norm estimate to show that if \( v \in \ell^p_E(X) \) and \( w \in \ell^q_E(X) \) have finite support, then

\[
\left| \left\langle \sum_{i} \phi_i^{p/q} B_i[\phi_i, A]v, w \right\rangle \right| \leq \epsilon N\|A\|\|v\|\|w\|.
\]

We may bound the left hand side above by

\[
\left| \left\langle \sum_{i} \phi_i^{p/q} B_i[\phi_i, A]v, w \right\rangle \right| \leq \sum_{i} \left| \left\langle \phi_i, A \right\rangle v \right| \| B_i^* \phi_i^{p/q} w \|
\leq M \sum_{i} \left| \left\langle \phi_i, A \right\rangle v \right| \| \phi_i^{p/q} w \|
\leq M \left( \sum_{i} \| \left\langle \phi_i, A \right\rangle v \| \right)^{1/p} \left( \sum_{i} \| \phi_i^{p/q} w \|^{q} \right)^{1/q},
\]

where the last inequality is Hölder’s inequality. Using the same argument as in Lemma 6.3, the second factor is bounded above by \( \| w \| \), so we see that

\[
\left| \left\langle \sum_{i} \phi_i^{p/q} B_i[\phi_i, A]v, w \right\rangle \right| \leq M\|w\| \left( \sum_{i} \| \left\langle \phi_i, A \right\rangle v \| \right)^{1/p}.
\]

For continuing with the estimates, we decompose \( A \) as in Lemma 2.4, i.e.

\[
A = \sum_{k=1}^{N} f_k V_k,
\]

where each \( f_k \) is an operator in \( l^\infty(X, L(E)) \) with norm at most \( \|A\| \), and each \( V_k \) is a partial translation operator on \( \ell^p_E(X) \) with propagation at most \( r \) (compare Example 2.3).

We now focus attention on the term \( \left( \sum_{i} \| \left\langle \phi_i, A \right\rangle v \| \right)^{1/p} \). Fix \( i \in J \) for the moment. Computing, using the sum in line (7), that \( \phi_i \) commutes with each \( f_k \), and that \( \|f_k\| \leq \|A\| \) for each \( k \) gives

\[
\|\phi_i, A\|v\| = \left\| \sum_{k=1}^{N} f_k [\phi_i, V_k]v \right\| \leq \|A\|^p \max_{k \in \{1, \ldots, N\}} \|\phi_i, V_k\|v\|^p.
\]

Write then \( V = V_k \) for some fixed \( k \in \{1, \ldots, N\} \), and let \( t : D \to R \) be the partial translation function underlying \( V \) as in Example 2.3. Computing for any \( x \in X \),

\[
\left[ \phi_i, V \right]v(x) = \begin{cases} (\phi_i(t(x)) - \phi_i(x))v(t(x)) & x \in D \\ 0 & \text{otherwise} \end{cases}
\]

Hence

\[
\|\phi_i, V\|v\| = \sum_{x \in D} |\phi_i(t(x)) - \phi_i(x)|^p \|v(t(x))\|^p,
\]

where the last inequality is Hölder’s inequality. Using the same argument as in Lemma 6.3, the second factor is bounded above by \( \| w \| \), so we see that

\[
\left| \left\langle \sum_{i} \phi_i^{p/q} B_i[\phi_i, A]v, w \right\rangle \right| \leq M\|w\| \left( \sum_{i} \| \left\langle \phi_i, A \right\rangle v \| \right)^{1/p}.
\]
and so
\[
\sum_{i \in J} \| [\phi_i, V] v \|^p = \sum_{x \in D} \| v(t(x)) \|^p \left( \sum_{i \in J} |\phi_i(t(x)) - \phi_i(x)|^p \right)
\]
\[
\leq \sum_{x \in D} \| v(t(x)) \|^p e^p
\]
\[
\leq \| v \|^p e^p.
\]
As the choice of \( k \in \{1, \ldots, N \} \) was arbitrary, combing this with line (8) gives
\[
\sum_{i \in J} \| [\phi_i, A] v \|^p \leq \| A \|_{P} N^p \| v \|^p e^p.
\]
Finally, combing this with line (6) gives the desired norm bound.

The fact that \( \sum_{i \in J} \phi_i^{p/q} B_i \phi_i A \) is a band operator (with propagation at most \( \sup(\text{diam}(\text{supp}(\phi_i))) + \text{prop}(A) \)) follows directly on looking at matrix coefficients.

\[ \square \]

6.2. Density of rich band operators. Our next goal is to show that the rich band operators are dense in the rich band-dominated operators - the analogue of [12, Theorem 2.1.18]. That result is proved using Fourier analysis, which is not available in our context; instead, we proceed through the following corollary, which is inspired by the Hilbert space case [14, Lemma 11.17].

Corollary 6.5. Assume \( X \) has property \( A \), and for each \( n \), let \( \{ \phi_i^{(n)} \} \) be a metric \( p \)-partition of unity with \((n, 1/n)\)-variation. Define
\[
M_n : A^p_{E}(X) \rightarrow A^p_{E}(X), \quad A \mapsto \sum_{i \in I} (\phi_i^{(n)})^{p/q} A \phi_i^{(n)}.
\]
Then each \( M_n \) is a well-defined linear operator of norm one. Moreover, \( M_n(A) \rightarrow A \) in norm, as \( n \rightarrow \infty \), for each \( A \in A^p_{E}(X) \).

Proof. Lemma 6.3 (with \( J = I \) and \( B_i = A \) for all \( i \)) implies that \( M_n \) is well-defined and norm one. On the other hand, for each \( n \) and any band-operator \( A \),
\[
M_n(A) = \sum_{i \in I} (\phi_i^{(n)})^{p/q} A \phi_i^{(n)} = \sum_{i \in I} (\phi_i^{(n)})^{1+p/q} A + \sum_{i \in I} (\phi_i^{(n)})^{p/q} [A, \phi_i^{(n)}].
\]
As \( p \) and \( q \) are conjugate indices, \( 1+p/q = p \) and so the first term on the right-hand-side above is \( A \) (as \( \phi_i \) is a metric \( p \)-partition of unity). On the other hand, Lemma 6.4 (with \( J = I \) and \( B_i \) the identity for all \( i \)) implies that the second term on the right-hand-side has norm at most \( \| A \| N/n \) for some fixed \( N \), and thus tends to zero as \( n \) tends to infinity. It follows that for any band-operator \( M_n(A) \) converges in norm to \( A \) as \( n \) tends to infinity. The result follows for band-dominated operators as \( \| M_n \| \leq 1 \) for all \( n \). \[ \square \]

Theorem 6.6. Assume \( X \) has property \( A \). Then the rich band operators on \( E_{p}(X) \) are dense in the rich band-dominated operators on \( E_{p}(X) \).

Proof. Say \( A \) is a rich band-dominated operator and \( M_n \) as in Corollary 6.5 we will first show that \( M_n(A) \) is rich. Let \( \{ t_\alpha : D_\alpha \rightarrow R_\alpha \} \) be a compatible family of partial translations for \( \omega \), and let \( \alpha, \beta \) be points in \( X(\omega) \). It suffices by completeness of \( L(E) \) to show that for any \( \epsilon > 0 \), there is a set \( Y \) of \( \omega \)-measure one such that for all \( x, y \in Y \)
\[
\| M_n(A) t_\alpha(x) t_\beta(x) - M_n(A) t_\alpha(y) t_\beta(y) \| < \epsilon.
\]
(9)
Concretely, the matrix coefficients of $M_n(A)_{t_\alpha(x)t_\beta(x)}$ are given by

$$
\sum_{i \in I} (\phi_{i}^{(n)})^p q(t_\alpha(x)) A_{t_\alpha(x)t_\beta(x)} \phi_{i}^{(n)}(t_\beta(x));
$$

writing

$$
c(x) = \sum_{i \in I} (\phi_{i}^{(n)})^p q(t_\alpha(x)) \phi_{i}^{(n)}(t_\beta(x)),
$$

this says that

$$
M_n(A)_{t_\alpha(x)t_\beta(x)} = c(x) A_{t_\alpha(x)t_\beta(x)}.
$$

On the other hand, using that $\phi_{i}^{(n)}$ is a $p$-partition of unity and Hölder’s inequality, each $c(x)$ is a number in $[0, 1]$. It follows that for some $i \in \{1, \ldots, \left(\frac{p}{\|A\|}\right)^{-1}\}$, the set

$$
Z_i := \left\{ x \in D_\alpha \cap D_\beta \mid |c(x)| \leq \left(\frac{1}{\|A\|}ight)^{\frac{p}{i}} \right\}
$$

has $\omega$-measure one. Set

$$
Z := \left\{ x \in D_\alpha \cap D_\beta \mid \|A_{t_\alpha(x)t_\beta(x)} - \Phi_\omega(A)_{t_\alpha(x)t_\beta(x)}\| < \epsilon/4 \right\},
$$

which has $\omega$-measure one by richness of $A$. If we set $Y = Z \cap Z_i$, then $\omega(Y) = 1$ and the inequality in line (9) is satisfied for all $x, y \in Y$.

The result thus follows from Corollary 6.5.

### 6.3. Constructing parametrices

Most of the rest of this section will be taken up with proving the following slightly technical proposition; as we show below, the part (2) implies (1) from Theorem 5.1 follows using standard methods from this.

**Proposition 6.7.** Let $A$ be a rich band operator, and assume that all the limit operators $\Phi_\omega(A)$ are invertible, and

$$
\sup_\omega \|\Phi_\omega(A)^{-1}\| < M
$$

is finite. Then there exists an operator $B$ in $A_E^p(X)$ which is an inverse for $A$ modulo $K_E^p(X)$, and such that $\|B\| \leq 2M$.

**Proof of Theorem 5.4, part (2) implies (1).** Let $A$ be as in the statement of Theorem 5.1 and let $(A_n)$ be a sequence of rich band operators that converge to $A$ in norm (Theorem 6.6 implies that such a sequence exists). Let $N$ be so large that for all $n \geq N$, $\|A_n - A\| < 1/(M + 1)$. Using that each $\Phi_\omega$ is a contraction, for $n \geq N$,

$$
\|\Phi_\omega(A_n) - \Phi_\omega(A)\| \leq \|A_n - A\| < \frac{1}{M + 1} < \frac{1}{\|\Phi_\omega(A)^{-1}\|}.
$$

Hence by a standard Neumann series argument in Banach algebra theory, for each $n \geq N$ and each $\omega$, $\Phi_\omega(A_n)$ is invertible and

$$
\|\Phi_\omega(A_n)^{-1}\| \leq \frac{1}{1 - \|\Phi_\omega(A_n) - \Phi_\omega(A)\| \|\Phi_\omega(A)^{-1}\|} \leq M + 1.
$$

Now, as each $A_n$ is a band-operator, Proposition 6.7 implies that for each $n \geq N$ there exists $B_n$ which is an inverse for $A_n$ in the Banach algebra $A_E^p(X)/K_E^p(X)$, and which satisfies $\|B_n\| \leq 2M + 2$ for all $n \geq N$. Looking at norms in $A_E^p(X)/K_E^p(X)$,

$$
\|B_n - B_m\| = \|B_n(A_n - A_m)B_m\| \leq (2M + 2)^2 \|A_n - A_m\|,
$$

which tends to zero as $n, m$ tend to infinity. Hence the sequence $(B_n)_{n \geq N}$ tends to some limit $B$ in $A_E^p(X)/K_E^p(X)$, which is clearly an inverse for $A$, completing the proof. □
For the remainder of this section, we focus on proving Proposition 6.7.

**Lemma 6.8.** Let $A$ be a rich band operator, satisfying the assumptions of Proposition 6.7. Let $\{V_i\}_{i \in I}$ be a uniformly bounded, finite multiplicity cover of $X$. Then there exists a finite subset $F$ of $I$ such that for all $i \in I \setminus F$ there is an operator $B_i$ on $\ell^p_E(X)$ of norm at most $M$, and such that

$$B_iAP_{V_i} = P_{V_i}$$

for all $i \in I \setminus F$.

**Proof.** Assume for contradiction that this is not true. Then there exists a sequence in $I$, say $(i_n)$, that eventually leaves any finite subset of $I$ and is such that if $B$ is a bounded operator on $\ell^p_E(X)$ with $|B| \leq M$, then if $Q_n := P_{V_{i_n}}$ we have

$$BAQ_n \neq Q_n$$

for all $n$.

Let $s > 0$ and $(x_n)$ be such that $V_{i_n}$ is a subset of $B(x_n; s)$ for all $n$. The assumptions force $(x_n)$ to tend to infinity. Let $Y = \{x_n \mid n \in \mathbb{N}\}$. As this is an infinite set, there exists a non-principal ultrafilter $\omega$ on $X$ such that $\omega(Y) = 1$. Proposition 6.6 then implies that on replacing $(x_n)$ with a subsequence we may assume that we have a local coordinate system: bijections $f_n : B(\omega; s + \text{prop}(A)) \to B(x_n; s + \text{prop}(A))$ for each $n$ and associated linear isometries $U_n : \ell^p_E(B(\omega; s + \text{prop}(A)) \to \ell^p_E(B(x_n; s + \text{prop}(A)))$.

As there are only finitely many subsets of $B(\omega; s + \text{prop}(A))$, for some subset $V \subseteq B(\omega; s + \text{prop}(A))$ we have that

$$\{n \in \mathbb{N} \mid f_n(V) = V_{i_n}\}$$

is infinite; thus passing to another subsequence, we may assume that $f_n(V) = V_{i_n}$ for all $n$.

Write now $Q = P_V$ and $P = P_{B(\omega; s + \text{prop}(A)))}$, and note that $Q_n = U_nQU_n^{-1}$. Write $P_n = U_nPU_n^{-1}$. Then for any $\epsilon > 0$ and all sufficiently large $n$,

$$\|U_n^{-1}P_nAP_{U_n}U_n - P\Phi_\omega(A)P\| < \epsilon$$

Furthermore, note that $PQ = Q$, and that since $\Phi_\omega(A)$ has propagation at most $\text{prop}(A)$, we also have $\Phi_\omega(A)Q = P\Phi_\omega(A)PQ$ by our choice of $P$.

Then, it follows that all sufficiently large $n$ that

$$\|\Phi_\omega(A)^{-1}U_n^{-1}P_nAP_{U_n}U_nQ - Q\| = \|\Phi_\omega(A)^{-1}U_n^{-1}P_nAP_{U_n}U_nQ - \Phi_\omega(A)^{-1}P\Phi_\omega(A)P\| = \|\Phi_\omega(A)^{-1}(U_n^{-1}P_nAP_{U_n}U_n - P\Phi_\omega(A)P)Q\| \leq \|\Phi_\omega(A)^{-1}\| \cdot \epsilon.$$ 

Hence for $\epsilon < 1/M$, the operator $1 + \Phi_\omega(A)^{-1}U_n^{-1}P_nAP_{U_n}U_nQ - Q$ is invertible, and we may define

$$B := (1 + \Phi_\omega(A)^{-1}U_n^{-1}P_nAP_{U_n}U_nQ - Q)^{-1}\Phi_\omega(A)^{-1}.$$

A simple algebraic check shows that

$$BU_n^{-1}P_nAP_{U_n}U_nQ = Q.$$ 

(11)
From a basic computation with Neumann series it follows that if \(\|T\| < \delta\), then 
\[
(1 + T)^{-1} - 1 \leq \frac{\delta}{1 - \delta}. 
\]
Applying this in our situation yields 
\[
\|B - \Phi_\omega(A)^{-1}\| \leq \|B - \Phi_\omega(A)^{-1}U_n^{-1}P_nAP_nU_nQ - Q\|^{-1} - 1 \|\Phi_\omega(A)^{-1}\| 
\leq \frac{\|\Phi_\omega(A)^{-1}\| \cdot \epsilon}{1 - \|\Phi_\omega(A)^{-1}\| \cdot \epsilon} \|\Phi_\omega(A)^{-1}\|. 
\]
Hence 
\[
\|B\| \leq \|\Phi_\omega(A)^{-1}\| \left(1 + \frac{\|\Phi_\omega(A)^{-1}\| \cdot \epsilon}{1 - \|\Phi_\omega(A)^{-1}\| \cdot \epsilon}\right), 
\]
which is less than \(M\) for \(\epsilon\) sufficiently small. Set now 
\[
B_n = U_nBU_n^{-1}P_n, 
\]
so \(\|B_n\| \leq M\) for all suitably large \(n\). Using (11) above and the fact that \(P_nQ_n = Q_n\), we get 
\[
B_nAQ_n = U_nBU_n^{-1}P_nAP_nU_nQU_n^{-1} = U_nQU_n^{-1} = Q_n. 
\]
This contradicts the assumption in line (10) at the start of the proof, so we are done. 

**Proof of Proposition 6.7**. Let \(\epsilon = 1/2MN\|A\|\), where \(N\) is an upper bound on the number of diagonals of \(A\) as in Lemma 6.3. Let \(\{\phi_i\}_{i \in \mathcal{I}}\) be a metric pro\-p\-tation of unity with \(\text{prop}(A), \epsilon\)-variation. Applying Lemma 6.8 to the cover \(\{\text{supp}(\phi_i)\}\) of \(X\) gives a finite subset \(F\) of \(I\) and operators \(B_i, i \in F\) with the properties in that lemma.

Note that by Lemma 6.3, the sum \(\sum_{i \in F} \phi_i^{p/q}B_i\phi_i\) converges strongly to an operator on \(\ell_p^p(X)\) of norm at most \(M\). Consider 
\[
\left(\sum_{i \in F} \phi_i^{p/q}B_i\phi_i\right)A = \sum_{i \in F} \phi_i^{p/q}B_iAQ_i\phi_i + \sum_{i \in F} \phi_iB_i[\phi_i, A] =: T 
\]
\[
= \sum_{i \in F} \phi_i^{p/q+1} + T. 
\]
Noting that as \(p\) and \(q\) are conjugate indices, \(p/q + 1 = p\); as moreover \(\sum_i \phi_i^p = 1\), this is equal to 
\[
\sum_{i \in F} \phi_i^p + T = (1 + T) - \sum_{i \in F} \phi_i^p. 
\]
Lemma 6.4 implies that \(\|T\| \leq 1/2\), whence \(1 + T\) is invertible and its inverse has norm at most 2; moreover its inverse is given by a Neumann series and is thus band-dominated as \(T\) is a band-operator. Note moreover that \(\sum_{i \in F} \phi_i^p\) is \(P\)-compact. It follows that 
\[
A_L := (1 + T)^{-1}\left(\sum_{i \in F} \phi_i^{p/q}B_i\phi_i\right) 
\]
is a band-dominated operator that is a left inverse for \(A\) modulo the \(P\)-compact operators of norm at most \(2M\). A precisely analogous argument shows that \(A\) also has a right inverse, say \(A_R\), modulo the \(P\)-compact operators, with \(A_R\) also having norm at most \(2M\). It follows that \(A\) is invertible in \(A_L^p(X)/K_L^p(X)\), with it inverse in this algebra equal to the image of \(A_L\) and to that of \(A_R\). In particular, \(A_L\) and
Theorem 7.3. Let $|A_R|$ be understood as the lower norms of $A_R$. Thus either of them has the properties required of the operator $B$ in the statement, and we are done. \hfill \qed

7. Metric sparsification and uniform boundedness

The goal of this section is to prove the final implication from Theorem 5.1 (3) implies (2). The basic strategy is a generalisation of the approach taken by Lindner and Seidel [9].

Before we formulate the main result of this section, we need a definition.

Definition 7.1. Let $E_1, E_2$ be Banach spaces and $T : E_1 \to E_2$ be a bounded linear operator. We define the lower norm $\nu(T)$ of $T$ to be

$$\nu(T) := \inf \left\{ \frac{\|Tv\|_{E_2}}{\|v\|_{E_1}} : v \in E_1 \setminus \{0\} \right\}.$$  

If $E_1 = E_2 = \ell_p^p(X)$ and $s > 0$, we shall also denote the lower norm computed on vectors supported on a set of diameter at most $s$ by

$$\nu_s(T) := \inf \left\{ \frac{\|Tv\|_{\ell_p^p(X)}}{\|v\|_{\ell_p^p(X)}} : v \in \ell_p^p(X) \setminus \{0\}, \text{diam}(\text{supp}(v)) \leq s \right\}.$$  

Furthermore, if $F \subseteq X$ and $A \in \mathcal{L}(\ell_p^p(X))$, we shall denote the restriction of $A$ to $\ell_p^p(F)$ by $A|_F : \ell_p^p(F) \to \ell_p^p(X)$. The lower norms $\nu(A|_F)$ and $\nu_s(A|_F)$ shall be understood as the lower norms of $A|_F$ considered as an operator from $\ell_p^p(F)$ to $\ell_p^p(X)$.

Remark 7.2. Note that if $A$ is an invertible operator, then $\nu(A) = 1/\|A^{-1}\|$. Also, $|\nu(A) - \nu(B)| \leq \|A - B\|$ for two operators, $A$ and $B$.

Theorem 7.3. Let $p \in (1, \infty)$ and $E$ be a Banach space. Assume that $X$ is a space with property $A^p$. Let $A \in \mathcal{A}_p^p(X)$. Then there exists an operator $C \in \sigma_{\text{op}}(A)$ with $\nu(C) = \inf \{\nu(B) : B \in \sigma_{\text{op}}(A)\}$.

The implication (3) $\implies$ (2) in Theorem 5.1 is an easy corollary of this result, since for an invertible operator $B$, one has $0 \neq \nu(B) = 1/\|B^{-1}\|$. Hence if all operators in $\sigma_{\text{op}}(A)$ are invertible, then there is a uniform bound on the norms of their inverses, namely $1/\nu(C)$ from the above statement.

For the rest of the section, we fix $p \in (1, \infty)$ and a Banach space $E$.

7.1. Lower norm localisation. As alluded to before, for the results in this section, we need a reformulation of property $A^p$ called the metric sparsification property. The metric sparsification property was introduced by Chen, Tessera, Wang and Yu in [5] precisely for the purposes of ‘locally estimating the operator norm’. The gist of the property is that one can choose big sets (in a given measure) that split into well separated uniformly bounded sets. It does not seem to be obvious that the metric sparsification property is equivalent to property $A$: this follows on combining results from [5] and [18].

We will use the following formulation of the metric sparsification property. Using [5] Proposition 3.3 it is equivalent to the official definition ([5] Definition 3.1).

Definition 7.4. Let $(X, d)$ be a metric space. Then $X$ has the metric sparsification property (MSP) with constant $c \in (0, 1]$, if there exists a non-decreasing function $f : \mathbb{N} \to \mathbb{N}$, such that for all $m \in \mathbb{N}$ and any finite positive Borel measure $\mu$ on $X$, there is a Borel subset $\Omega = \bigcup_{i \in I} \Omega_i$ of $X$, such that

\cite{2}In disguise as the metric sparsification property, defined below.
Remark 7.5. Chen, Tessera Wang and Yu show in [5, Proposition 3.3] that if a space has the metric sparsification property for some \( c \in (0, 1) \), then it has it for any \( c' \in (0, 1) \). The function \( f' : \mathbb{N} \to \mathbb{N} \) associated to \( c' \) as in the definition of MSP will not be the same as the original \( f : \mathbb{N} \to \mathbb{N} \), but inspection of the proof of [5, Proposition 3.3] shows that \( f' \) can be chosen to depend only on \( c', c \) and \( f \).

The following proposition is a generalisation of a technical tool of Lindner and Seidel [9, Proposition 6]: they directly prove it for \( \mathbb{Z}^N \). The proof we present here is a straightforward adaptation of the argument that the metric sparsification property implies the operator norm localisation property [5, Proposition 4.1]. We remark that although the corresponding proof in [5] is formulated for \( p = 2 \) and Hilbert spaces \( E \), it works just as well for other exponents \( p \) and Banach spaces \( E \) with the obvious modifications.

In the spirit of operator norm localisation, we refer to the phenomenon in the proposition as ‘lower norm localisation’, since, roughly speaking, it says that if we fix the propagation \( (r) \), norm \( (M) \) and an error \( (\delta) \), then we can witness the lower norm, up to \( \delta \), of any operator (of propagation \( r \) and norm \( M \)) by a vector supported on a set of fixed size.

**Proposition 7.6.** Let \( X \) be a space having the metric sparsification property. For any \( \delta > 0 \), \( M \geq 0 \) and \( r \geq 0 \) there exists \( s \geq 0 \), such that

\[
\nu(A|_F) \leq \nu_s(A|_F) \leq \nu(A|_F) + \delta
\]

for any \( A \in \mathcal{L}(\ell^p_E(X)) \) with propagation at most \( r \) and norm at most \( M \), and any \( F \subseteq X \).

Moreover, the constant \( s \) depends only on \( M, r, \delta \) and the constant \( c > 0 \) and function \( f : \mathbb{N} \to \mathbb{N} \) associated to MSP. We shall refer to \( s \) as the \( \nu \)-localisation constant (associated to \( \delta \), \( M \), \( r \), and \( c, f \)).

**Proof.** The first inequality is trivial. We focus on the second one, in the case when \( F = X \) (for the sake of clarity). Fix \( r, M \geq 0 \) and an operator \( A \in \mathcal{L}(\ell^p_E(X)) \) with propagation at most \( r \) and norm at most \( M \). We may assume \( r \) is a natural number.

**Step 1:** Suppose that \( v \in \ell^p_E(X)^\ast \setminus \{0\} \) is such that its support splits into well separated subsets: precisely, \( v = \sum_{i \in I} v_i, v_i \neq 0 \) for all \( i \in I \) and \( d(\text{supp}(v_i), \text{supp}(v_j)) > 2r \) if \( i \neq j \). Then

\[
\frac{\|Av\|}{\|v\|} \geq \inf_{i \in I} \frac{\|Av_i\|}{\|v_i\|}.
\]

Indeed, since \( A \) can spread the supports of vectors only by at most \( r \), the vectors \( Av_i \) are still supported on mutually disjoint sets, hence they are mutually orthogonal.\(^3\)

Now suppose the inequality in the above display is false. Then

\[
\|Av\|^p = \sum_{i \in I} \|Av_i\|^p > \sum_{i \in I} \frac{\|Av\|^p \|v_i\|^p}{\|v\|^p} = \frac{\|Av\|^p}{\|v\|^p} \sum_{i \in I} \|v_i\|^p = \|Av\|^p,
\]

which is a contradiction.

\(^3\)If \( p = 2 \), we simply mean that the analogue of the Pythagoras equality holds, i.e. that \( \|Av\|^p = \sum_{i \in I} \|Av_i\|^p \).
Step 2: Given a vector $w \in \ell_p^f(X) \setminus \{0\}$, we show that up to a uniformly estimated modification, we can split its support into well separated, uniformly bounded sets. Indeed, let $\mu$ be the measure on $X$ defined by declaring that the masses of points are $\mu(\{x\}) = \|w(x)\|^p$. Using the metric sparsification property as in Remark \ref{rem:mst}, for any $c \in (0,1)$ there is a function $f : \mathbb{N} \to \mathbb{N}$ such that there is a subset $\Omega = \cup_{i \in \mathbb{N}} \Omega_i$ of $X$ such that $d(\Omega_i, \Omega_j) > 2r + 1$ for $i \neq j$, the diameter of each $\Omega_i$ is at most $f(2r + 1)$, and $\mu(\Omega) \geq c\mu(X)$. Note that this means that $\|P_\Omega w\|^p = \mu(\Omega) \geq c\mu(X) = c\|w\|^p$.

Step 3: Norm estimates: With $w$ and $\Omega$ as above, we have

$$\|Aw - AP_\Omega w\|^p \leq \|A\|^p \|w - P_\Omega w\|^p = \|A\|^p \mu(X \setminus \Omega) = \|A\|^p \|X\| - \mu(\Omega)) \leq \|A\|^p (1 - c) \mu(X) \leq M^p (1 - c) \|w\|^p.$$  

Consequently, we get

$$\|AP_\Omega w\| \leq \|Aw\| + M(1 - c)^{1/p} \|w\|.$$  

Since the vector $P_\Omega w$ splits as $P_\Omega w = \sum_{i \in \mathbb{N}} P_{\Omega_i} w$ (possibly discarding summands that are 0), where the summands have $2r + 1 > 2r$ separated supports, we can combine all of the above to obtain

$$\inf_{i \in \mathbb{N}} \|A(P_{\Omega_i} w)\| \leq \|AP_\Omega w\| \leq \|AP_\Omega w\| \leq \|A\| \|w\| + M(1 - c)^{1/p} \|w\|.$$  

Also recall that $\text{diam}(\text{supp}(P_{\Omega_i} w)) \leq f(2r + 1)$. Hence we see that by choosing the vectors $w_0$ such that $\|A_{w_0}\|$ are arbitrarily close to $\nu(A)$, we can produce a another vector $v \neq 0$ (one of the vectors $P_{\Omega_i} w$) whose support has diameter at most $f(2r + 1)$ and the fraction $\|A_{\Omega_i}\|$ is thus arbitrarily close to $\nu(A) = M(1 - c)^{1/p}$. Thus

$$\nu_f(2r + 1)(A) \leq \nu(A) + M(1 - c)^{1/p}.$$  

Step 4: Replace the error by $\delta$ using that $c$ can be chosen arbitrarily close to 1 as in Remark \ref{rem:mst}

Since $0 \leq \nu(A) \leq \|A\| \leq M$, for any $\delta > 0$ we can find $\epsilon' \in (0,1)$, such that $\nu(A) + M(1 - \epsilon'c)^{1/p} \leq \nu(A) + \delta$, since $c^{1/p} \rightarrow 1$ and $M(1 - \epsilon'c)^{1/p} \rightarrow 0$ as $c \rightarrow 1$. We may thus set $s = f'(2r + 1)$, where $f' : \mathbb{N} \to \mathbb{N}$ is the function as in the definition of MSP for $\epsilon'$, noting that $\epsilon'$ depends on $M$ and $\delta$ and using Remark \ref{rem:mst} we see that $s$ depends only on $r, M, \delta$ and the original parameters $c, f$ associated to MSP.

Step 5: Incorporate the restrictions to $F \subseteq X$. The presented proof works exactly the same way, with the same constants, we only need to restrict the supports of the vectors $w$ to the given $F$. \hfill \Box

Remark 7.7. If $X$ has asymptotic dimension at most $d$ (see e.g. \cite{11} or \cite{10}), then it is easily seen to have the metric sparsification property with $c = \frac{1}{\pi^{2d}}$. Quite often one also knows the function $f$ associated with this $c$, the above proof (together with \cite{5} Proposition 3.3) makes it possible to be very explicit about the support bound $s$ in these cases. This is in particular true for $\mathbb{Z}^N$ (with $d = N$). We leave the computation to the reader as an exercise.

Remark 7.8. Proposition \ref{prop:mst} fails for any space $X$ that does not have the metric sparsification property. By \cite{18} (see also \cite{3}), this is equivalent to not having the operator norm localisation property, and so \cite{17} Lemma 4.2 provides us with $r > 0$, $\kappa < 1$, a sequence of disjoint finite subsets $X_n$ of $X$, a sequence of positive, norm
one operators $A_n \in \mathcal{L}(\ell^2 X_n)$ with propagation at most $r$ and an increasing sequence of positive reals $s_n$ tending to infinity, such that for any $v \in \ell^2 X_n$ of norm one, with support of diameter at most $s_n$, one has $\|A_n v\| \leq \kappa$. Furthermore, it is argued in [17] Proof of Theorem 1.3] that there are eigenvectors of $A_n$ with eigenvalue 1.

Taking $N \geq 0$, and denoting $V_n = 1 - A_n \in \mathcal{L}(\ell^2 X_n)$, we see that $\nu_{s,N}(V_n) \geq 1 - \kappa$ for all $n \geq N$, so the block-diagonal operator

$$Q_N = 1 \oplus_{n \geq N} V_n \in \mathcal{L}\left(\ell^2(X \setminus \cup_{n \geq N} X_n) \oplus_{n \geq N} \ell^2 X_n\right)$$

satisfies $\nu_{s,N}(Q_N) \geq 1 - \kappa > 0$. However $Q_N$ has a non-trivial kernel (as each $V_n$ does), thus $\nu(Q_N) = 0$. Observe also that $Q_N$ has norm one and propagation at most $R$. Thus if we choose $0 < \delta < 1 - \kappa$, for any $s > 0$ we can take $N$ sufficiently large, so that $s_N > s$ and so the operator $Q_N$ will satisfy $\nu_{s,N}(Q_N) \geq 1 - \kappa > 0 + \delta = \nu(Q_N) + \delta$. This violates Proposition 7.9.

Finally, we note that we can construct suitable operators $V_n$ explicitly under the slightly stronger assumption that $X$ contains a disjoint union of finite subsets $X_n$, such that $\cup_{n} X_n$ is not uniformly locally amenable [3] (in particular, if $\cup_{n} X_n$ is an expander). Namely, we can take Laplacians $V_n = \Delta^{(n)} \in \mathcal{L}(\ell^2 X_n)$ on (a suitable) scale $r$, defined by

$$\Delta_r(\delta_x) = \sum_{y \in X_n, d(y,x) \leq r} (\delta_x - \delta_y), \quad x \in X_n,$$

see [17] Section 3).

In preparation for consideration of limit operators, we turn our attention to limit spaces.

**Lemma 7.9.** Assume that a space $X$ has the metric sparsification property for the constant $c$ and associated function $f : \mathbb{N} \to \mathbb{N}$. Then any $X(\omega)$, $\omega \in \partial X$, has the metric sparsification property for the same $c$ and $f$.

In other words, the family of metric spaces $\{X(\omega) \mid \omega \in \partial X\}$ has the uniform metric sparsification property, as defined in [3] Definition 3.4].

**Proof.** First, recall that for any $\omega \in \partial X$, we can find an isometric copy of any finite set $F \subseteq X(\omega)$ inside $X$, by Proposition 3.10.

Turning our attention to the Definition 7.4 of the metric sparsification property, observe that we can demand that the measures $\mu$ appearing in the definition are finitely supported probability measures: given any finite positive Borel measure $\mu$ on $X$, we can rescale it to achieve $\mu(X) = 1$ without changing the outcome; and use an approximation argument to get finite support.

Additionally, we can also assume that the set $\Omega$ appearing in the definition of MSP is contained in the support of $\mu$.

We now argue that $X(\omega)$ has MSP with the same parameters as $X$. Given any finitely supported probability measure $\mu$ on $X(\omega)$, Proposition 3.10 gives an isometric copy $F \subseteq X$ of its support, $\text{supp}(\mu)$, inside $X$. Hence, we can pull back $\mu$ to $F$, apply the metric sparsification property for $X$ and then push the data back to $\text{supp}(\mu) \subseteq X(\omega)$, providing the required set $\Omega$ and its decomposition in $X(\omega)$, satisfying exactly the same inequalities as in $X$. \qed

The next step is to prove that if we fix a rich, band-dominated operator $A$, then all its limit operators satisfy the lower norm localisation with the same parameters (cf. [9] Corollary 7)].
Corollary 7.10. Assume that $X$ has the metric sparsification property and $A$ is a band-dominated operator on $\ell^p_E(X)$. Then for every $\delta > 0$ there exists $s \in \mathbb{N}$ such that

$$\nu(\Phi_{\omega}(A)_{|F}) \leq \nu_s(\Phi_{\omega}(A)_{|F}) \leq \nu(\Phi_{\omega}(A)_{|F}) + \delta$$

for all $\omega \in \partial X$, such that $A$ is rich at $\omega$, and all $F \subseteq X(\omega)$.

Proof. For brevity, denote by $\$A$ the set of all $\omega \in \partial X$ such that $A$ is rich at $\omega$.

We start by observing that any limit operator of $A$ can be approximated by band operators at least as well as $A$ itself. Indeed, for any $\delta > 0$ there exists a band operator $C$ with propagation (some) $r$ and $\|A - C\| < \frac{\delta}{3}$. By Theorem 6.6, we can assume that $C$ is rich at all $\omega \in \$A$. Then, for any such $\omega$, we have $\|\Phi_{\omega}(A) - \Phi_{\omega}(C)\| < \frac{\delta}{3}$ and $\Phi_{\omega}(C)$ has also propagation at most $r$; this is a consequence of Theorem 4.10. Also note that $\|\Phi_{\omega}(C)\| \leq \|\Phi_{\omega}(A)\| + \frac{\delta}{3} < \|A\| + \frac{\delta}{3}$.

Lemma 7.9 and Proposition 7.6 imply that there is some $s \in \mathbb{N}$ such that

$$\nu(B_{|F}) \leq \nu_s(B_{|F}) \leq \nu(B_{|F}) + \delta$$

for all operators $B$ on $\ell^p_E(X(\omega))$ with propagation at most $r$ and $\|B\| \leq \|A\| + \frac{\delta}{3}$. Moreover, $s$ does not depend on $\omega \in \partial X$. In particular, this applies when $B = \Phi_{\omega}(C)$.

Since norm-close operators have close lower norms (Remark 7.2), the conclusion of Proposition 7.6 yields

$$\nu_s(\Phi_{\omega}(A)_{|F}) \leq \nu_s(\Phi_{\omega}(C)_{|F}) + \frac{\delta}{3} \leq \nu(\Phi_{\omega}(C)_{|F}) + \frac{2\delta}{3} \leq \nu(\Phi_{\omega}(A)_{|F}) + \delta,$$

for any $\omega \in \$A$ and any $F \subseteq X(\omega)$. This proves the second of the required inequalities. The remaining one is obvious. \hfill \Box

7.2. Lower norm and limit operators. Recall now that the operator spectrum of a rich band-dominated operator $A$ is

$$\sigma_{op}(A) := \{\Phi_{\omega}(A) \mid \omega \in \partial X\}.$$

Before we embark on the proof of Theorem 7.3, we need to generalise some facts about the classical operator spectrum for operators on $\mathbb{Z}^N$ (or other groups). As noted before, when $X$ is a discrete group every $X(\omega)$ canonically identifies with $X$. Thus one can consider all limit operators as living on the same space, namely $\ell^p_E(X)$. In this situation, it is known that the set $\sigma_{op}(A)$, for $A \in \mathcal{A}_E^p(X)$, is $\mathcal{P}$-strongly compact. The next lemma is an easy corollary of this compactness fact in the group case; in our setting, where each limit operator lives on its own space $\ell^p_E(X(\omega))$, we give a direct proof.

Lemma 7.11. Let $A \in \mathcal{A}_E^p(X)$. Let $(\omega_n)$ be a sequence in $\partial X$. Then there exists a point $\omega \in \beta X$, and a subsequence $(\omega_{n_k})$ such that

$$\lim_{k \to \infty} \nu(\Phi_{\omega_{n_k}}(A)_{|B(\omega_{n_k};r)}) = \nu(\Phi_{\omega}(A)_{|B(\omega;r)})$$

for any $r \geq 0$.

Proof. Fix $(\omega_{n})$. Fix a non-principal ultrafilter $\mu$ on $\mathbb{N}$, and set $\omega := \lim_{n \to \mu} \omega_n$; as $\beta X$ is compact, $\omega$ is well-defined. Using a diagonal argument, it will suffice to show that if we fix any subset $M_0$ of $\mathbb{N}$ for which $\mu(M_0) = 1$, then for any fixed $r \geq 0$ and $\epsilon > 0$ there exists an infinite subset $M$ of $M_0$ such that

$$|\nu(\Phi_{\omega_n}(A)_{|B(\omega_n;r)}) - \nu(\Phi_{\omega}(A)_{|B(\omega;r)})| < \epsilon.$$
for all \( n \in M \). Note that using Theorem 6.6, Theorem 4.10 part (1), and Remark 7.2 we may assume that \( A \) is a band-operator; we will do this from now on.

Let \( \{t_\alpha : D_\alpha \to R_\alpha\}_{\alpha \in X(\omega)} \) be a compatible family for \( \omega \). Set \( F := B(\omega; r + \operatorname{prop}(A)) \). To say that \( \omega = \lim_{n \to \mu} \omega_n \) is equivalent to saying that for each \( S \subseteq X \) with \( \omega(S) = 1 \), we have that

\[
\mu(\{ n \in M_0 \mid \omega_n(S) = 1 \}) = 1.
\]

is infinite. Hence in particular, if \( M_\alpha := \{ n \in \mathbb{N} \mid \omega_n(D_\alpha) = 1 \} \), then \( \mu(M_\alpha) = 1 \) and thus if \( M := \bigcap_{\alpha \in F} M_\alpha \), we have \( \mu(M) = 1 \). Note that \( t_\alpha \) is compatible with \( \omega_n \) for every \( n \in M_1 \).

Now, using Proposition 4.6 we may assume that each \( G \) of the notation \( G | M \) and analogously using that \( \Phi | M \) we may again use the argument of Remark 3.12 to assume that each \( G \) satisfies

\[
\mu(\{ n \in M_0 \mid \omega_n(S) = 1 \}) = 1.
\]

Indeed, fix \( n \in M_1, \omega_n \) is compatible with \( t_\alpha \) for each \( \alpha \in F \), and therefore \( t_\alpha(\omega_n) \) makes sense. Write \( F_n = \{ t_\alpha(\omega_n) \in X(\omega_n) \mid \alpha \in F \} \); by an argument analogous to that of Remark 3.12 we may assume that \( F_n = B(\omega_n; r + \operatorname{prop}(A)) \). It follows from Proposition 4.6 that there exists a subset \( Z \subseteq X \) (depending on \( n \)) and a system of local coordinates \( \{ f_y : F \to G(y) \}_{y \in Y} \) for \( F \) such that the associated linear isometries \( U : \ell^p(E) \to \ell^p(E(G(y))) \) satisfy

\[
\| U^{-1}P_G(y)AP_G(y)U - P_F\Phi_\omega(A)P_F \| < \epsilon/2.
\]

As in Remark 3.12, we may further assume that each \( G(y) \) is equal to the ball \( B(y; r + \operatorname{prop}(A)) \). Set \( M_2 := \{ n \in M_0 \mid \omega_n(Y) = 1 \} \), and note that \( \mu(M_2) = 1 \). Set \( M = M_1 \cap M_2 \), which satisfies \( \mu(M) = 1 \); we claim this has the desired properties.

We thus get

\[
\| U^{-1}P_G(y)AP_G(y)U - P_F\Phi_\omega(A)P_F \| < \epsilon/2;
\]

we may again use the argument of Remark 3.12 to assume that each \( G(y) \) equals \( B(y; r + \operatorname{prop}(A)) \), and thus there is no confusion between this and our earlier use of the notation \( G(y) \).

As \( F = B(\omega; r + \operatorname{prop}(A)) \), and as \( \operatorname{prop}(A) \) is an upper bound for the propagations of \( \Phi_\omega(A) \) by Theorem 4.10 part (2), we see that

\[
P_F\Phi_\omega(A)|_{B(\omega;r)}P_F = \Phi_\omega(A)|_{B(\omega;r)};
\]

and analogously using that \( F_n = B(\omega_n; r + \operatorname{prop}(A)) \), we see that

\[
P_F\Phi_\omega(A)|_{B(\omega;r)}P_F = \Phi_\omega(A)|_{B(\omega;r)}.
\]

We thus get

\[
|\nu(\Phi_\omega(A)|_{B(\omega;r)}P_F) - \nu(\Phi_\omega(A)|_{B(\omega;r)})| \leq |\nu(P_F\Phi_\omega(A)|_{B(\omega;r)}P_F) - \nu(P_F\Phi_\omega(A)|_{B(\omega;r)}P_F)|.
\]

As \( n \) is in \( M_2 \), we have \( \omega_n(Y) = 1 \), and thus \( \omega_n(Y \cap Z) = 1 \) and in particular \( Y \cap Z \neq \emptyset \). Moreover for any \( y \in Y \cap Z \), we have

\[
\nu(U_n^{-1}P_G(y)A|_{B(y;r)}P_G(y)U_n) = \nu(U_n^{-1}P_G(y)A|_{B(y;r)}P_G(y)U_n)
\]

and thus line (14) is bounded above by

\[
|\nu(P_F\Phi_\omega(A)|_{B(\omega;r)}P_F) - \nu(U_n^{-1}P_G(y)A|_{B(y;r)}P_G(y)U_n)|
\]

+ \( |\nu(P_F\Phi_\omega(A)|_{B(\omega;r)}P_F) - \nu(U_n^{-1}P_G(y)A|_{B(y;r)}P_G(y)U_n)|
\]

4It need not equal \( \alpha \), however.
Now, using Remark 7.2, we have that this is bounded above by
\[ \|P_{F_n} \phi_{\omega_n}(A)\|_{B(\omega_n, r)} P_{F_n} - U_n^{-1} P_{G(y)} A |_{B(y, r)} P_{G(y)} U_n^{-1} \]
\[ + \|P_{F_n} \phi_{\omega_n}(A)\|_{B(\omega, r)} P_{F_n} - U_n^{-1} P_{G(y)} A |_{B(y, r)} P_{G(y)} U \]
and finally the fact that \( U \) and \( U_n \) are induced by isometries that take \( \omega \) and \( \omega_n \) respectively to \( y \) bounds this above by
\[ \|P_{F_n} \phi_{\omega_n}(A)\|_{B(\omega_n, r)} P_{F_n} - U_n^{-1} P_{G(y)} A |_{B(y, r)} P_{G(y)} U_n \]
lines (12) and (13) imply this is less than \( \epsilon \) as required.

**Lemma 7.12.** Let \( \omega \in cX \) and \( \alpha \in X(\omega) \). Then \( \ell^0_E(X(\omega)) = \ell^0_E(X(\alpha)) \) and for any \( A \in \mathcal{A}^0_E(X)^8 \), the corresponding limit operators are the same, i.e. \( \Phi(\alpha) = \Phi_\omega(A) \).

**Proof.** By Proposition 3.9 we have \( X(\omega) = X(\alpha) \), and the only distinguishing feature is the choice of the basepoint. Hence, \( \ell^0_E(X(\omega)) = \ell^0_E(X(\alpha)) \).

Let \( \{t_\gamma\}_{\gamma \in X(\omega)} \) be a compatible family of partial translations for \( \omega \). It follows from Remark 3.3 that \( \{t_\gamma \circ t_\gamma^{-1}\}_{\gamma \in X(\omega)} \) is a compatible family of partial translations for \( \alpha \). Using Remark 3.3, we compute for \( \beta, \gamma \in X(\omega) = X(\alpha) \):
\[ (\Phi(\alpha)\beta)_{\gamma} = \lim_{x \to \alpha} A_{t_\beta \circ t_\gamma^{-1}}(x) = \lim_{x \to \omega} A_{t_\beta \circ t_\gamma^{-1}}(x) = (\Phi_\omega(A))_{\beta}\gamma, \]
which finishes the proof. □

Before the proof of Theorem 7.3, it might be helpful for readers familiar with the work of Lindner and Seidel to discuss the notion of shift. (See also Appendix B.) In the classical band-dominated operator theory the space \( X \) is a group, and the group structure gives rise to isometries \( V_g \in \mathcal{L}(\ell^0_E(X)) \), defined by \( (V_g h)(\gamma) = h(g^{-1} \gamma) \). Given an operator \( A \) on \( \ell^0_E(X) \), the shift of \( A \) by an element \( g \in X \) is the operator \( V_g^{-1} A V_g \). If we denote by \( e \in X \) the neutral element of the group, changing from \( A \) to the shift \( V_e^{-1} A V_g \) can be understood also as changing the basepoint \( e \) to \( g \) and keeping the operator the same.

Lindner and Seidel in [9] apply shifting to limit operators. As explained in Appendix B, the limit operators in the group case are actually operators on \( \ell^0_E(X) \), thus shifting them is possible. Let us explain the analogous operation in the general case, when \( X \) is only a metric space. Then the limit operators live on spaces \( \ell^0_E(X(\omega)) \). Take an operator \( B \) on \( \ell^0_E(X(\omega)) \). The space \( X(\omega) \) has a natural basepoint, namely \( \omega \). Given \( \alpha \in X(\omega) \), the shift of \( B \) to \( \alpha \) will be exactly the same operator, \( B \), considered now as an operator on \( \ell^0_E(X(\alpha)) \).

**Proof of Theorem 7.3.** We shall follow the strategy of the proof of Theorem 8.2. So take a sequence of limit operators in \( \sigma_{op}(A) \), say \( B_n = \Phi_{\omega_n}(A) \), such that \( \nu(B_n) \to M = \inf \nu_{\sigma_{op}}(A) \nu(B) \). Next, define \( \delta_n := \frac{1}{2^n} \) and let \( (s_n) \) be the sequence of the \( \nu \)-localisation constants corresponding to \( \delta_n \), obtained from applying Lemma 7.10. Without loss of generality, we can assume that \( s_n + 1 > 2s_n \).

The one remaining technical step is the following, which we postpone for a moment.

**Claim 7.13.** For each \( n \) there is a point \( \alpha_n \in X(\omega_n) \) such that for \( m \in \{1, ..., n\} \),
\[ \nu(\Phi_{\omega_n}(A) |_{B(\alpha_n, 3s_m)}) \leq \nu(\Phi_{\omega_n}(A)) + \delta_{m-1}, \]
\[ \pi_{\omega_n}(\alpha_n) = \omega_n(\alpha_n), \]
\[ \text{and} \quad \text{the} \quad \text{only} \quad \text{distinguishing} \quad \text{feature} \quad \text{is} \quad \text{the} \quad \text{choice} \quad \text{of} \quad \text{the} \quad \text{basepoint}. \]

Therefore, the only distinguishing feature is the choice of the basepoint. Hence, \( \ell^0_E(X(\omega)) = \ell^0_E(X(\alpha)) \).
Assuming we have this, Lemma 7.12 implies that we have equalities
\[ \nu(\Phi_{\omega_n}(A)|_{B(\alpha_n;3s_m)}) = \nu(\Phi_{\alpha_n}(A)|_{B(\alpha_n;3s_m)}) \text{ and } \nu(\Phi_{\omega_n}(A)) = \nu(\Phi_{\alpha_n}(A)) \]
whence Claim 7.13 tells us that for all \( m \)
\[ (15) \quad \nu(\Phi_{\alpha_n}(A)|_{B(\alpha_n;3s_m)}) \leq \nu(\Phi_{\alpha_n}(A)) + \delta_{m-1}. \]
On the other hand, Lemma 7.11 implies there exists \( \alpha \in \partial X \) and a subsequence \((\alpha_{n_k})\) of \((\alpha_n)\) such that for all \( m \),
\[ \lim_{k \to \infty} \nu(\Phi_{\alpha_{n_k}}(A)|_{B(\alpha_{n_k};3s_m)}) = \nu(\Phi_{\alpha}(A)|_{B(\alpha;3s_m)}). \]
In particular, if we replace \( n \) by \( n_k \) in line (15) and take the limit as \( k \) tends to infinity, then for each \( m \) we get
\[ (16) \quad \nu(\Phi_{\alpha}(A)|_{B(\alpha;3s_m)}) = \lim_{k \to \infty} \nu(\Phi_{\alpha_{n_k}}(A)|_{B(\alpha_{n_k};3s_m)}) \leq \lim \inf \nu(\Phi_{\alpha_{n_k}}(A)) + \delta_{m-1}. \]
However, Lemma 7.12 again implies that
\[ \nu(\Phi_{\alpha_{n_k}}(A)) = \nu(\Phi_{\omega_{n_k}}(A)) \]
for all \( k \), and the choice of \((\omega_n)\) implies that \( \lim_{k \to \infty} \nu(\Phi_{\omega_{n_k}}(A)) \) exists and equals \( M \). Thus line (16) implies
\[ \nu(\Phi_{\alpha}(A)|_{B(\alpha;3s_m)}) \leq M + \delta_{m-1}, \]
which is still valid for all \( m \). Finally, taking the limit as \( m \) tends to infinity gives
\[ \nu(\Phi_{\alpha}(A)) \leq M. \]
As \( M \) is the infimum of the lower norms of all the limit operators of \( A \), however, this forces \( \nu(\Phi_{\alpha}(A)) = M \) and we are done. \( \square \)

**Proof of Claim 7.13** Fix \( n \). For notational simplicity, write \( B = \Phi_{\omega_n}(A) \) and \( \omega = \omega_n \). We will first construct points \( \alpha^{(0)}, ..., \alpha^{(n)} \in X(\omega) \) and unit vectors \( w_0, ..., w_n \in \ell^p_E(X(\omega)) \) with the following properties:
(i) for \( k \in \{0, ..., n\} \) and \( i \in \{0, ..., k-1\} \), the vector \( w_i \) is supported in \( B(\alpha^{(k)}; 2s_{n-i} + s_{n-i-1} + \cdots + s_{n-k+1}) \) (in particular in \( B(\alpha^{(k)}; 2s_{n-k+1}) \) for \( i = k-1 \));
(ii) for \( k \in \{0, ..., n\}, w_k \) is supported in \( B(\alpha^{(k)}; s_{n-k}) \);
(iii) for each \( i \in \{0, ..., k\}, \|Bw_i\| < \nu(B) + \delta_n + \delta_{n-1} + \cdots + \delta_{n-i} \).

The construction is by induction on \( k \). For the base case \( k = 0 \), Corollary 7.10 and the choice of \( s_n \) gives us a unit vector \( w_0 \in \ell^p_E(X(\omega)) \) supported in some set of diameter at most \( s_n \) such that
\[ \|Bw_0\| < \nu(B) + \delta_n. \]
Choose \( \alpha^{(0)} \) to be any point in \( X(\omega) \) such that \( w_0 \) is supported in \( B(\alpha^{(0)}; s_n) \). Clearly \( \alpha^{(0)} \) and \( w_0 \) have the right properties.
For the inductive step, assume we have points \( \alpha^{(0)}, ..., \alpha^{(k)} \in X(\omega) \) and unit vectors \( w_0, ..., w_k \in \ell^p_E(X(\omega)) \) satisfying the above properties. In particular, for \( i = k \), we have
\[ (17) \quad \nu(B|_{B(\alpha^{(k)}; s_{n-k})}) \leq \|Bw_k\| < \nu(B) + \delta_n + \cdots + \delta_{n-k}. \]
Applying Lemma \ref{lem:error} for the error bound $\delta_{n-k+1}$ to $B|_{B(\alpha^{(k)};s_{n-k})}$ gives a unit vector $w_{k+1} \in \ell_\infty^p(B(\alpha^{(k)};s_{n-k}))$ with support in $B(\alpha^{(k)};s_{n-k-1})$ for some $\alpha^{(k+1)} \in B(\alpha^{(k)};s_{n-k})$ and with

$$\|Bw_{k+1}\| < \nu(B|_{B(\alpha^{(k)};s_{n-k})}) + \delta_{n-k-1}.$$ 

Hence from line \ref{eq:ineq} we get

$$\|Bw_{k+1}\| < \nu(B) + \delta_n + \cdots + \delta_{n-k} + \delta_{n-k-1}.$$ 

This completes the inductive step: indeed, the only remaining condition to check is that $w_0, \ldots, w_k$ satisfy condition (i), and this follows from the inductive hypothesis and the fact that $\alpha^{(k+1)}$ is $B(\alpha^{(k)};s_{n-k})$.

Now, to complete the proof of the claim, define $\alpha_n = \alpha^{(n)}$. Then for each $i \in \{0, \ldots, n-1\}$, the vector $w_i$ is supported in $B(\alpha_n;2s_{n-i} + s_{n-i-1} + \cdots + s_1)$.

As $2s_i < s_{i+1}$, we have $2s_{n-i} + s_{n-i-1} + \cdots + s_1 \leq 3s_{n-i}$, and so $w_i$ is supported in $B(\alpha_n;3s_{n-i})$. Moreover, $\delta_n + \delta_{n-1} + \cdots + \delta_{n-i} < \delta_{n-i-1}$, so for each $i \in \{0, \ldots, n-1\}$ we have

$$\nu(B|_{B(\alpha_n;3s_{n-i})}) \leq \|Bw_i\| < \nu(B) + \delta_{n-i-1}.$$ 

Setting $m = n - i$ for $i \in \{0, \ldots, n-1\}$, we are done. \hfill \qed

8. NECESSITY OF PROPERTY A: GHOST OPERATORS

Throughout this section, $X$ is a space in the sense of Definition \ref{def:spaces} and $E$ is a fixed Banach space.

For each non-principal ultrafilter $\omega$ on $X$ and $p \in (1, \infty)$, consider the homomorphism

$$\Phi_\omega : \mathcal{A}^p_{\ell_\infty}(X)^\# \to \mathcal{L}(\ell_\infty^p(X(\omega)))$$

from Theorem \ref{thm:hom} which sends each $A \in \mathcal{A}^p_{\ell_\infty}(X)^\#$ to its limit operator at $\omega$. Our goal in this section is to characterise the intersection of the kernels of the various $\Phi_\omega$; as well as being of some interest in its own right, this allows us to show that property A is necessary for the implication (2) implies (1) of Theorem \ref{thm:main}, at least in the case $p = 2$.

We will show that the intersection of the kernels of the homomorphisms $\Phi_\omega$ are the ghost operators, in the sense of the following definition. The definition is originally due to Guoliang Yu: compare \cite[Section 11.5.2]{yu:book}.

**Definition 8.1.** An operator $A$ in $\mathcal{A}^p_{\ell_\infty}(X)$ is a **ghost** if for any $\epsilon > 0$ there exists a finite subset $F$ of $X$ such that for all $(x, y) \in (X \times X) \setminus (F \times F)$,

$$\|Ax\| < \epsilon.$$ 

**Proposition 8.2.** The intersection

$$\bigcap_{\omega \in \mathcal{X}} \text{kernel}(\Phi_\omega)$$

consists exactly of ghost operators.
**Proof.** Say first $A$ is a ghost. Let $\epsilon > 0$, and let $F$ be a finite subset of $X$ such that all matrix entries of $A - PFAPA_F$ have norm at most $\epsilon$. Then for any non-principal ultrafilter $\omega$ in $\beta X$ we have that $\Phi_\omega(A) = \Phi_\omega(A - PFAPA_F)$. However, all matrix entries of the latter operator are ultralimits over operators of norm at most $\epsilon$, and thus have norm at most $\epsilon$. As $\epsilon$ was arbitrary, this forces $\Phi_\omega(A) = 0$.

Conversely, say $A$ is not a ghost. Then there exists $\epsilon > 0$ and an infinite subset $Y$ of $X \times X$ such that $\|A_{xy}\| \geqslant \epsilon$ for all $(x, y) \in Y$. As $A$ is a limit of band-operators, we must have that there exists $R > 0$ such that $d(x, y) \leqslant R$ for all $(x, y) \in Y$. Together with the facts that $X$ has bounded geometry, and $Y$ is infinite, this forces the subset $p_1(Y)$ to be infinite, where $p_1 : X \times X \to X$ is the projection onto the first coordinate. Let $\omega \in \beta X$ be any non-principal ultrafilter such that $\omega(p_1(Y)) = 1$. As $X$ has bounded geometry, $p_1(Y)$ splits into finitely many disjoint sets $Z_1$, ..., $Z_N$ such that for each $i \in \{1, ..., N\}$ and each $z \in Z_i$, there is exactly one $x \in X$ such that $(z, x)$ is in $Y$. There must exist exactly one $Z_i$ such that $\omega(Z_i) = 1$; write $D$ for this $Z_i$. Define now a partial translation $t$ with domain $D$ by stipulating that for each $z \in X$, $t(z)$ is the unique $x$ such that $(z, x)$ is in $Y$. Clearly $t$ is compatible with $\omega$; write $t(\omega) = \alpha$ for some $\alpha \in \beta X$. Then the limit

$$\lim_{x \to \omega} A_{xt(x)} = A_{\omega \alpha}$$

is a (norm) ultralimit of operators of norm at least $\epsilon$, and thus has norm at least $\epsilon$. As it is a matrix coefficient of $\Phi_\omega(A)$, this forces $\Phi_\omega(A) \neq 0$ as required. \hfill $\square$

Here is the promised proof that property A is necessary, at least for $p = 2$ and $E = \mathbb{C}$. The assumption $E = \mathbb{C}$ is not really significant, but simplifies the proof. The assumption that $p = 2$ is needed as we rely on results from [17] which uses operator algebraic techniques; we suspect the result should hold for any $p \in (1, \infty)$, however.

**Corollary 8.3.** Assume $X$ is a space without property A, $p = 2$ and $E = \mathbb{C}$. Then there exists an operator $A$ in $\mathcal{A}_C^2(X)$ such that $\Phi_\omega(A)$ is invertible for all non-principal ultrafilters on $X$, and the norms $\|\Phi_\omega(A)^{-1}\|$ are uniformly bounded, but such that $A$ is not Fredholm.

**Proof.** The main result of [17] implies that there is a non-compact positive ghost operator $T$ on $\ell^2(X) = \ell^2_C(X)$. As $T$ is non-compact and positive there is some non-zero $\lambda$ in the essential spectrum of $T$. Let $A = \lambda - T$. Then Proposition 8.2 implies that $\Phi_\omega(A) = \lambda$ for any non-principal ultrafilter $\omega$, so certainly all the operators $\Phi_\omega(A)$ are invertible with uniformly bounded inverses. However, the choice of $\lambda$ guarantees that the essential spectrum of $A$ contains 0, and so in particular $A$ is not Fredholm. \hfill $\square$

**Appendix A. Conventions on ultrafilters**

The material in this section is all fairly well-known, but we could not find an appropriate reference. We have thus included it to keep the paper self-contained.

**Definition A.1.** Let $A$ be a set and $\mathcal{P}(A)$ its power set. An ultrafilter on $A$ is a function

$$\omega : \mathcal{P}(A) \to \{0, 1\}$$
such that $\omega(A) = 1$ and so that if a subset $B$ of $A$ can be written as a finite disjoint union $B = B_1 \sqcup \cdots \sqcup B_n$ then

$$\omega(B) = \sum_{i=1}^{n} \omega(B_i).$$

In words: $\omega$ is a finitely additive $\{0,1\}$-valued measure defined on the algebra of all subsets of $A$.

An ultrafilter is principal if there exists some $a_0$ in $A$ such that

$$\omega(B) = \begin{cases} 
1 & a_0 \in B \\
0 & a_0 \notin B 
\end{cases},$$

for all subsets $B$ of $A$, and is non-principal otherwise.

An argument based on Zorn’s lemma shows that (many) non-principal ultrafilters exist whenever $A$ is infinite.

**Lemma A.2.** Let $A$ be a set, and $\omega$ be an ultrafilter on $A$. Let $D$ be a subset of $A$ such that $\omega(D) = 1$, and let $f : D \to X$ be a function from $D$ to a compact Hausdorff topological space $X$.

Then there exists a unique point $x \in X$ such that for any open neighbourhood $U$ of $x$, $\omega(f^{-1}(U)) = 1$.

**Proof.** Uniqueness follows as $X$ is Hausdorff. Indeed, if $x$ and $y$ were two points with the given property, then there would exist open disjoint neighbourhoods $U \ni x$ and $V \ni y$. Finite additivity of $\omega$ then implies that

$$1 = \omega(f^{-1}(U \cup V)) = \omega(f^{-1}(U)) + \omega(f^{-1}(V)) = 2.$$  

For existence, let $F$ be the collection of closed subsets $F$ of $X$ such that $\omega(f^{-1}(F)) = 1$; note that as $\omega(D) = 1$, $F$ contains $X$, so in particular is non-empty. The collection $F$ is also closed under finite intersections by finite additivity of $\omega$. As $X$ is compact, there exists a point $x$ in the intersection $\cap_{F \in F} F$. If this $x$ did not have the given property, there would exist an open set $U \ni x$ such that $\omega(f^{-1}(U)) = 0$. This forces $\omega(f^{-1}(X \setminus U)) = 1$, and therefore $x$ is in the closed set $X \setminus U$, which is a contradiction. □

**Definition A.3.** With notation from Lemma A.2 the unique point $x$ is denoted $\lim_{\omega} f$, or $\lim_{a \to \omega} f(a)$ if we want to include the variable. It is called the ultralimit of $f$ along $\omega$, or the $\omega$-limit of $f$.

Note that the special case when $D = A = \mathbb{N}$ reduces to the well-known process of taking an ultralimit over a sequence. Note also that if we restrict $f$ to a subset $E$ of $D$ such that $\omega(E) = 1$, then $\lim_{\omega} f|_E = \lim_{\omega} f$. We will use this fact many times in the body of the paper without further comment.

**Definition A.4.** Let $A$ be a set. We denote by $\beta A$ the collection of all ultrafilters on $A$. Note that $A$ identifies canonically with the subset of $\beta A$ consisting of principal ultrafilters. The set $\beta A$ can be equipped with a topology as follows.

For each subset $B$ of $A$, define

$$\overline{B} := \{ \omega \in \beta A \mid \omega(B) = 1 \}.$$  

The topology on $\beta A$ is that generated by the sets $\overline{B}$. Note that each set $\overline{B}$ is also closed for this topology, and indeed identifies with the closure of the subset $B$ of
A METRIC APPROACH TO LIMIT OPERATORS

It is not difficult to check that with this topology \( \beta A \) becomes a compact Hausdorff topological space that contains \( A \) as a discrete, open, dense subset. The topological space \( \beta A \) is called the Stone-Čech compactification of \( A \), and the complement of \( A \), denoted \( \beta A \setminus A \), is called the Stone-Čech corona of \( A \).

Appendix B. Comparison with previous definitions of limit operators

The notion of limit operators we use in the main part of the paper (see Definition 4.4 above) looks quite different from those used by by Rabinovich, Roch and Silbermann in [12, Section 1.2] and Roe in [15, Section 2]. It is the purpose of this appendix to show that these various notions of limit operator give essentially the same operator spectrum; here ‘essentially the same’ means that the operators appearing in the two spectra are the same up to conjugation by canonical isometric isomorphisms. In particular, the results of this appendix make it clear that [12, Theorem 2.2.1] and [15, Theorem 3.4] are equivalent to special cases of Theorem 5.1 part (2) if and only (1), above.

Throughout this appendix, we work in the following setting. Let \( \Gamma \) be a countable discrete group\(^5\), and equip \( \Gamma \) with any left-invariant\(^6\) bounded geometry metric taking a discrete set of values (so in particular, \( \Gamma \) equipped with this metric is a space, in the sense of Definition 2.1 above). It is well-known that such a metric always exists and any two such metrics are coarsely equivalent: see for example [20, Proposition 2.3.3]. It follows that the algebra of band-dominated operators on \( \Gamma \) does not depend on the choice of such a metric.

For each \( g \in \Gamma \), let

\[ \rho_g : \Gamma \to \Gamma, \ x \mapsto xg \]

denote the natural right translation map; using left-invariance of the metric, we see that \( d(\rho_g(x), x) = d(g, e) \) for all \( x \), so in particular each \( \rho_g \) is a partial translation. Each is moreover compatible with every \( \omega \in \partial \Gamma \), as each has full domain, and thus for each \( g \in \Gamma \) and \( \omega \in \beta \Gamma \), the element \( \rho_g(\omega) \) is a well-defined element of \( \Gamma(\omega) \). We have the following lemma.

Lemma B.1. For each non-principal ultrafilter on \( G \), the natural map

\[ b_\omega : \Gamma \to \Gamma(\omega), \ x \mapsto \rho_g(\omega) \]

is an isometric bijection.

Proof. The computation

\[ d_\omega(\rho_x(\omega), \rho_y(\omega)) = \lim_{g \to \omega} d(\rho_x(g), \rho_y(g)) = \lim_{g \to \omega} d(gx, gy) = d(x, y) \]

(where the last step is left-invariance) shows that \( b_\omega \) is isometric. To see surjectivity, let \( \alpha \) be any element of \( \Gamma(\omega) \), and \( t : D \to R \) be any partial translation that is compatible with \( \omega \) such that \( t(\omega) = \alpha \). For each \( g \in \Gamma \), define

\[ D_g := \{ x \in D \mid t(x) = \rho_g(x) \}. \]

---

\(^5\)Roe assumes \( \Gamma \) is finitely generated, and Rabinovich, Roch and Silbermann that it is \( \mathbb{Z}^N \) for some \( N \), but these restrictions make no difference to the definitions or proofs.

\(^6\)This means that \( d(gh_1, gh_2) = d(h_1, h_2) \) for \( g, h_1, h_2 \) in \( \Gamma \).
and note that as t is a partial translation, only finitely many Dg can be non-empty.
It follows that there is a unique g ∈ Γ such that Ω(Dg) = 1, and it follows that
α = t(ω) = ρg(ω) for this g.

As usual, we will denote by ℓp∞(Γ) the Banach space of p-summable functions on
Γ with full domain and codomain that is compatible with ω coefficient of Φ

U of

On the other hand, the isometric isomorphism defined by

x,y

same matrix entries. Indeed, for each g ∈ Γ, let Vg : ℓp∞(Γ) → ℓp∞(Γ) be the linear and isometric shift operator defined by

(Vgξ)(h) = ξ(g−1h).

For each non-principal ultrafilter ω on Γ, let bω : Γ → Γ(ω) be the bijective isometry from Lemma 3.1 and let Uω : ℓp∞(Γ) → ℓp∞(Γ(ω)) be the corresponding linear isometric shift operator defined by

(Uωξ)(α) = ξ(bω−1(α)).

This notation will be fixed for the remainder of the appendix.

Having established all this notation, we first look at the definition of limit oper-
ator used by Roe [15, page 413].

Definition B.2. Let ℓ2(Γ) denote the Hilbert space of square summable functions
on Γ.

Let A be a band-dominated operator on ℓ2(Γ). Then ([15, Corollary 2.6]) the map

σ(A) : Γ → ℓ2(Γ), g → VgAVg∗

has ∗-strongly precompact range, and so by the universal property of the Stone-
Čech compactification, extends to a ∗-strongly continuous map

σ(A) : βΓ → ℓ2(Γ).

The Roe limit operator of A at a non-principal ultrafilter ω ∈ βΓ, denoted Aω, is the image σ(A)(ω). The Roe operator spectrum of A, denoted σRoe(A), is the collection

{Aω | ω ∈ βΓ}.

We now show that the Roe operator spectrum is essentially the same as ours.
Note that as E = C is finite dimensional, all band-dominated operators on ℓ2(Γ)
are rich in the sense of Definition 4.1 (cf. Remark 4.2).

Proposition B.3. If A is a band-dominated operator on ℓ2(Γ) and ω is a non-
principal ultrafilter on Γ, then Aω = Uω∗Φω(A)Uω.

In particular, we have an equality of sets of operators

σRoe(A) = {Uω∗Φω(A)Uω | ω ∈ βΓ}.

Proof. It suffices to check that the two operators Aω and Uω∗Φω(A)Uω have the
same matrix entries. Indeed, for x, y ∈ G, the (x, y)th matrix coefficient of (Aω) is

\[ \lim_{g \sim \omega} (VgAVg^*)_{x,y} = \lim_{g \sim \omega} A_{gxgy}. \]

On the other hand, the (x, y)th matrix coefficient of Uω∗Φω(A)Uω is (by definition
of Uω in terms of the map g → ρg(ω)) the same as the (ρx(ω), ρy(ω))th matrix
coefficient of Φω(A). Recall that for any x ∈ Γ, ρx is itself a partial translation
on Γ (with full domain and codomain) that is compatible with ω and takes ω to

\[ \text{One could also use } p \neq 2 \text{ and auxiliary Banach spaces; however, Roe only considers the case in [15], so we will also restrict ourselves to this case for the sake of simplicity.} \]
\( \rho_x(\omega) \). Hence by definition of \( \Phi_\omega(A) \), the \((\rho_x(\omega), \rho_y(\omega))\)th matrix coefficient of this operator is

\[
\lim_{g \to \omega} A_{\rho_x(g) \rho_y(g)} = \lim_{g \to \omega} A_{gx \ gy},
\]

so we are done.

We now look at the definition of limit operators used by Rabinovich, Roch and Silbermann [12, Definition 1.2.1], as it applies to the sort of band-dominated operators we consider. As we mentioned before, Rabinovich, Roch and Silbermann only consider \( \Gamma = \mathbb{Z}^N \), but there is no real additional complexity in case of a more general group, so we consider that here.

**Definition B.4.** Let \( p \) be a number in \((1, \infty)\) and \( E \) be a fixed Banach space. As usual, if \( F \) is a subset of \( \Gamma \), then we let \( P_F \) denote the projection operator on \( \ell^p_F(\Gamma) \) corresponding to the characteristic function of \( F \).

Let \( h = (h_n) \) be a sequence in \( \Gamma \) that tends to infinity, and let \( A \) be band-dominated operator on \( \ell^p_F(\Gamma) \). An operator \( A_h \) on \( \ell^p_F(\Gamma) \) is the RRS limit operator of \( A \) with respect to \( h \) if for every finite subset \( F \) of \( \mathbb{Z}^N \), we have that

\[
\|P_F(V_{h^{-1}}AV_{h_n} - A_h)\| \text{ and } \|V_{h^{-1}}AV_{h_n} - A_h)P_F\|
\]

tend to zero as \( n \) tends to infinity. The operator \( A \) is RRS rich [12, Definition 1.2.5]) if for every sequence \( h = (h_n) \) tending to infinity in \( \Gamma \), there is a subsequence \( h' = (h_{n_k}) \) for which the RRS limit operator \( A_{h'} \) exists.

The RRS operator spectrum of \( A \), denoted \( \sigma_{\text{op}}^{\text{RRS}}(A) \), is the collection of all RRS limit operators for \( A \).

We start with a lemma giving a weak criterion for recognising RRS limit operators.

**Lemma B.5.** Let \( B \) and \( A \) be band-dominated operators, and let \( h = (h_n) \) be a sequence in \( \Gamma \) that tends to infinity. Assume that for every finite subset \( F \) of \( \Gamma \) there exists a subsequence \( (h_{n_k}) \) of \( h \) such that

\[
\lim_{k \to \infty} \|P_F(V_{h^{-1}}AV_{h_n} - B)P_F\| = 0.
\]

Then there exists a subsequence \( h' \) of \( h \) such that the RRS limit operator \( A_{h'} \) exists and equals \( B \).

**Proof.** Using a diagonal argument and that \( \Gamma \) is countable, we may assume that there exists a subsequence of \( (h_{n_k}) \) such that for all finite \( F \)

\[
\lim_{k \to \infty} \|P_F(V_{h^{-1}}AV_{h_{n_k}} - B)P_F\| = 0.
\]

Now, consider the sequence \( (P_F(V_{h_{n_k}}AV_{h_{n_k}}))_{k=1}^\infty \) for some fixed finite set \( F \). For given \( \epsilon > 0 \), let \( A' \) be any band operator such that \( \|A - A'\| < \epsilon/2 \), and let \( r \) be the propagation of \( A' \). Then for any \( k \),

\[
\|P_F(V_{h^{-1}}AV_{h_{n_k}} - P_F(V_{h_{n_k}}AV_{h_{n_k}})P_{N_r(F)})\|
\leq \|P_F(V_{h_{n_k}}(A - A')V_{h_{n_k}})\| + \|P_F(V_{h_{n_k}}A'V_{h_{n_k}})P_{N_r(F)} - P_F(V_{h_{n_k}}AV_{h_{n_k}})\|
\leq \|P_F(V_{h_{n_k}}(A - A')V_{h_{n_k}})\| < \epsilon.
\]
Let $\epsilon > 0$, and let $r$ be as above for $\epsilon/3$. Fix a finite subset $F$ of $\Gamma$. Let $K$ be such that for all $m, k \geq K$, $$(\|P_{N_r(F)}(V_{h_{n_k}}^{-1}AV_{h_{n_k}} - V_{h_{n_m}}^{-1}AV_{h_{n_m}})P_{N_r(F)}\| < \epsilon/3$$ (which exists by our assumption). Hence for any $k, m \geq K$,

$$
\|P_F(V_{h_{n_k}}^{-1}AV_{h_{n_k}} - V_{h_{n_m}}^{-1}AV_{h_{n_m}})\| < 2\epsilon/3 + \|P_{N_r(F)}(V_{h_{n_k}}^{-1}AV_{h_{n_k}} - V_{h_{n_m}}^{-1}AV_{h_{n_m}})P_{N_r(F)}\| < \epsilon.
$$

Hence for any finite subset $F$ of $\Gamma$, the sequence $(P_F(V_{h_{n_k}}^{-1}AV_{h_{n_k}}))_k$ is Cauchy, and so convergent. Similarly, for any $F$, the sequence $((V_{h_{n_k}}^{-1}AV_{h_{n_k}})P_F)_k$ is Cauchy so convergent. Checking matrix entries using line (18), we must have that these two sequences converge to $P_F B$ and $B P_F$. Looking back at the definition of RRS limit operator, this completes the proof.

\[ \square \]

**Proposition B.6.** Fix $p \in (0, 1)$ and a Banach space $E$. Then a band-dominated operator $A$ on $\ell_p(E)(X)$ is RRS rich if and only if it is rich in the sense of Definition 4.1 above. Moreover

$$
\sigma_{op}^{RRS}(A) = \{U_{-1}^{-1}\Phi_{\omega}(A)U_{\omega} \mid \omega \in \partial \Gamma\}.
$$

**Proof.** We first summarise some formulas for $(x, y)^{th}$ matrix entries of limit operators. If $A_h$ is a RRS limit operator of $A$ for some sequence $h = (h_n)_{n \in \mathbb{N}}$, then

$$
(A_h)_{x y} = \lim_{n \to \infty} \left(V_{h_{n_k}}^{-1}AV_{h_{n_k}}\right)_{x y} = \lim_{n \to \infty} A_{h_{n_k}x h_{n_k}y} = \lim_{n \to \infty} A_{\rho_x(h_n) \rho_y(h_n)}.
$$

On the other hand, if $\Phi_{\omega}(A)$ is the limit operator in the sense of Definition 4.1, then by our definitions and Lemma B.1

$$
(U_{\omega}^{-1}\Phi_{\omega}(A)U_{\omega})_{x y} = \lim_{g \to \omega} A_{\rho_x(g) \rho_y(g)} = \lim_{g \to \omega} A_{xg yg}.
$$

Furthermore, if $\omega \in \partial \Gamma$ is such that $\omega(\{h_n \mid n \in \mathbb{N}\}) = 1$ and the limit (19) exists, then the limit (20) exists, and the two limits are equal.

Embarking on the proof of Proposition, assume first that $A$ is an RRS rich band-dominated operator. To see that $A$ and $N$ in the sense of Definition 4.1 it suffices to show that for any $x, y \in \Gamma$, the limit (20) exists (for the norm topology on $L(E)$).

Note, however, that the condition of RRS richness implies that for any $x, y \in \Gamma$, any sequence in the set

$$
\{(V_{g}^{-1}AV_{g})_{x y} \in L(E) \mid g \in \Gamma\}
$$

has a convergent subsequence (with limit possibly not in the set) for the norm topology on $L(E)$. However, this set is precisely equal to

$$
\{A_{xg yg} \mid g \in \Gamma\}
$$

and thus we may conclude that this set is norm precompact. Hence the limit in line (20) exists by the universal property of $\beta \Gamma$.

We now prove that if $A_h \in \sigma_{op}^{RRS}(A)$ for some sequence $h = (h_n)_{n \in \mathbb{N}}$, then there exists $\omega \in \partial \Gamma$, such that $A_h = U_{\omega}^{-1}\Phi_{\omega}(A)U_{\omega}$. Take any $\omega \in \partial \Gamma$, such that $\omega(\{h_n \mid n \in \mathbb{N}\}) = 1$. We already know that $\Phi_{\omega}(A)$ exists, so by the observation at
the beginning of the proof, the matrix coefficients of \( U^{-1}_\omega \Phi_\omega(A)U_\omega \) are the same as the matrix coefficients of \( A_h \), hence the operators are the same. Summarising,

\[ \sigma_{op}^{RRS}(A) \subseteq \{ U^{-1}_\omega \Phi_\omega(A)U_\omega \mid \omega \in \partial \Gamma \} . \]

For the converse assume that \( A \) is rich in the sense of Definition 4.1. Let \( h = (h_n) \) be a sequence tending to infinity in \( \Gamma \) and write \( H_0 = \{ h_n \mid n \in \mathbb{N} \} \). Let \( \omega \) be a non-principal ultrafilter on \( \Gamma \) such that \( \omega(H_0) = 1 \).

Let \( F \) be a finite subset of \( \Gamma \). Now, as \( A \) is rich, all the limits

\[ \lim_{g \to \omega} A_{\rho_x(g)} \rho_y(g) \]

exist as \( x, y \) range over \( \Gamma \). As \( F \) is finite, there is a subset \( H_1 \) of \( H_0 \) such that

\[ \| A_{\rho_x(g)} \rho_y(g) - A_{\rho_x(h)} \rho_y(h) \| < 2^{-1} \]

for all \( g, h \) in \( H_1 \) and \( x, y \in F \), and so that \( \omega(H_1) = 1 \). Continuing in this way, we get a nested sequence of subsets

\[ H_0 \supseteq H_1 \supseteq H_2 \supseteq \]

de of \( \Gamma \), all of \( \omega \)-measure one, such that for all \( x, y \in F \) and all \( g, h \in H_k \),

\[ \| A_{\rho_x(g)} \rho_y(g) - A_{\rho_x(h)} \rho_y(h) \| < 2^{-k} . \]

Choose now any subsequence \( (h_{n_k}) \) of \( h \) such that \( h_{n_k} \) is in \( H_k \). Then the sequence

\[ \left( A_{\rho_x(h_{n_k})} \rho_y(h_{n_k}) \right)_{k=1}^{\infty} \]

is Cauchy in \( \mathcal{L}(\ell^p_\Gamma) \) and so convergent for all \( x, y \in F \). The limit of this sequence is in fact equal to the \( (x, y)^{th} \) matrix entry of \( U^{-1}_\omega \Phi_\omega(A)U_\omega \), by our choice of \( h_{n_k} \) and the computation \[20\]. Consequently, by finiteness of \( F \), the sequence

\[ (P_F V_{h_{n_k}} A V_{h_{n_k}} P_F)_{k=1}^{\infty} \]

converges in \( \mathcal{L}(\ell^p_\Gamma) \) to \( P_F U^{-1}_\omega \Phi_\omega(A)U_\omega P_F \). Using Lemma 4.5, we see that

\[ U^{-1}_\omega \Phi_\omega(A)U_\omega \]

is the RRS limit operator \( A_{h'} \) for some subsequence \( h' \) of \( h \).

From this consideration, we can draw two conclusions: if \( A \) is rich in the sense of Definition 4.1, then it is also RRS rich, and for any \( \omega \in \partial \Gamma \), the operator \( U^{-1}_\omega \Phi_\omega(A)U_\omega \) belongs to \( \sigma_{op}^{RRS}(A) \). This finishes the proof of the Proposition. \( \square \)

**Appendix C. Groupoid C*-algebra approach**

In this section, we sketch the connections of our approach to the theory of groupoids and their C*-algebras. The machinery of groupoid C*-algebras allows a relatively short proof of the part of Theorem 5.1 showing that condition (2) is equivalent to condition (1), at least in the case of band-dominated operators on \( \ell^2(X) \) for a space \( X \). The approach is very similar to Roe’s work in the context of discrete groups \[13\]. As this approach through groupoids assumes quite a lot of machinery, it is difficult to argue that it is genuinely ‘simpler’ than the approach in the main body of the paper, but it does provide a short conceptual proof for those readers familiar with the necessary background.

We have not made any effort to keep this material self-contained: a basic reference for what we need from groupoid C*-algebra theory is Renault’s notes \[13\].
Let $G$ be a locally compact, Hausdorff étale groupoid with unit space $G^{(0)}$ and source and range maps $r : G \to G^{(0)}$, $s : G \to G^{(0)}$. For each $x \in G^{(0)}$, write
\[ G_x = s^{-1}(x) = \{ g \in G \mid s(g) = x \} \]
for the source fibre at $x$; as $G$ is assumed étale, the topology this inherits from $G$ is the discrete topology. Let $C_c(G)$ denote the convolution $*$-algebra of compactly supported, complex-valued continuous functions on $G$.

Any point $x$ in the unit space $G^{(0)}$ gives rise to a regular representation (compare \[13\] 2.3.4])
\[ \pi_x : C_c(G) \to B(\ell^2(G_x)) \]
defined for $f \in C_c(G)$, $v \in \ell^2(G_x)$ and $g \in G_x$ by
\[ (\pi_x(f)v)(g) = \sum_{h \in G_x} f(gh^{-1})v(h). \]
It is not difficult to check that $\pi_x$ is a well-defined $*$-homomorphism. The reduced norm on $C_c(G)$ is then defined by
\[ \|f\|_r := \sup_{x \in G^{(0)}} \|\pi_x(f)\|, \]
and the reduced groupoid $C^*$-algebra $C^*_r(G)$ is the completion of the $*$-algebra $C_c(G)$ in this norm.

Let $X$ be a space as in Definition \[2.1\]. Let $G(X)$ be the coarse groupoid on $X$ as introduced by Skandalis, Tu, and Yu in \[19\] (see also \[14\] Chapter 10). As a set $G(X)$ identifies with $\cup_{r > 0} E_{r}^{\partial X \times \partial X}$, where $E_r$ is defined by
\[ E_r := \{(x, y) \in X \mid d(x, y) \leq r\}. \]
The groupoid operations are the restriction of the pair groupoid operations from $\beta X \times \beta X$. The topology on $G(X)$ agrees with the subspace topology from $\beta X \times \beta X$ on each $E_r$, and is globally defined by stipulating that a subset $U$ of $G$ is open if and only if $U \cap E_r$ is open in $E_r$ for all $r > 0$ (this is not the subspace topology from $\beta X \times \beta X$!). Equipped with this topology, $G(X)$ is a locally compact, $\sigma$-compact (not second countable) Hausdorff, étale groupoid. Write $G_X(X)$ for the restriction of the coarse groupoid to the closed saturated subset $\partial X$ of $\beta X = G(X)^{(0)}$ and $X \times X$ for the restriction of $G(X)$ to the open saturated subset $X$ of $\beta X$ (which is just the pair groupoid of $X$, with the discrete topology). Note that this gives a decomposition
\[ G(X) = X \times X \sqcup G_X(X) \]
and a corresponding short exact sequence of convolution algebras
\[ 0 \to C_c(X \times X) \to C_c(G(X)) \to C_c(G_X(X)) \to 0. \]
Writing $C^*_r(X \times X)$, $C^*_r(G(X))$, and $C^*_r(G_X(X))$ for the reduced groupoid $C^*$-algebras of $X \times X$, $G(X)$ and $G_X(X)$ respectively, we may complete this sequence to a sequence of $C^*$-algebras
\[ 0 \to C^*_r(X \times X) \to C^*_r(G(X)) \to C^*_r(G_X(X)) \to 0. \]

The following lemma is essentially proved in \[14\] Proposition 10.29.
Lemma C.1. Let \( X \) be a space. Let \( f \) be an element of the convolution *-algebra \( C_c(G(X)) \), so \( f \) is a continuous function supported in \( E_r \) for some \( r > 0 \). We interpret \( f \) as a bounded function from \( X \times X \rightarrow \mathbb{C} \) which is zero on the complement of \( E_r \). Define an operator \( A_f \) on \( l^2(X) \) by setting its matrix coefficients to be

\[
(A_f)_{xy} = f(x,y);
\]

note that \( A_f \) is a band operator as \( f \) is supported on \( E_r \). Then the assignment

\[
\Psi : C_c(G(X)) \rightarrow A^2(X), \ f \mapsto A_f
\]

extends to a *-isomorphism of \( C^*_r(G(X)) \) onto \( A^2(X) \), the \( C^* \)-algebra of band-dominated operators on \( l^2(X) \). Moreover, \( \Psi \) takes the ideal \( C^*_r(X \times X) \) onto the compact operators on \( l^2(X) \). \( \square \)

Definition C.2. Let \( X \) be a space. Let \( f \) be an element of \( C^*_r(G(X)) \). For any \( \omega \in \beta X \), the associated limit operator over \( \omega \) is

\[
\pi_\omega(f) \in \mathcal{L}(l^2(G(X)_\omega)).
\]

Lemma C.3. Let \( \omega \) a non-principal ultrafilter on a space \( X \). Define

\[
F : X(\omega) \rightarrow G(X)_\omega, \ \alpha \mapsto (\alpha, \omega).
\]

Then \( F \) is a bijection.
Moreover, if

\[
U : l^2(G(X)_\omega) \rightarrow l^2(X(\omega)), \ (Uv)(\alpha) := v(\alpha, \omega)
\]

is the unitary isomorphism induced by \( F \) and

\[
\Psi : C^*_r(G(X)) \rightarrow A^2(X), \ \Psi(f) = A_f
\]

is the canonical *-isomorphism from Lemma C.1 then

\[
U^*\Phi_\omega(\Psi(f))U = \pi_\omega(f)
\]

where \( \Phi_\omega(\Psi(f)) \) is as in Definition 4.4 and \( \pi_\omega(f) \) is as in Definition C.2.

Proof. Note first that \( F \) is well-defined as if \((x_\lambda)\) is a net converging to \( \omega \) and \( t_\alpha \) is a partial translation compatible with \( \omega \) such that \( t_\alpha(\omega) = \alpha \), then (possibly after passing to a subnet of \( x_\lambda \) in the domain of \( t_\alpha \)) \((t_\alpha(x_\lambda), x_\lambda)\) is a net in some \( E_r \) that converges to \((\alpha, \omega)\). It follows from this that \((\alpha, \omega)\) is in \( G(X)_\omega \).

The map \( F \) is clearly injective. To see surjectivity, take \((\alpha, \omega) \in G(X)_\omega \), say \((\alpha, \omega) \in E_r^{\beta X \times \beta X} \) for some \( r \geq 0 \). Recall [14] Corollary 10.18] that the inclusion \( E_r \rightarrow X \times X \) extends to a homeomorphism

\[
E_r^{\beta(X \times X)} \rightarrow E_r^{\beta X \times \beta X} \subseteq \beta X \times \beta X,
\]

whence we can think of \((\alpha, \beta)\) as an element of \( \beta(X \times X) \), i.e. an ultrafilter on \( X \times X \), which assigns 1 to the set \( E_r \). Now decomposing \( E_r \) into a finite disjoint union of graphs of partial translations (see for example the proof of Lemma 2.4) yields a partial translation, say \( t : D \rightarrow R \), such that

\[
(\alpha, \omega) \in \{(t(x), x) \mid x \in D\}^{\beta(X \times X)}.
\]

Using [14] discussion in 10.18–10.24 again, we conclude that \( \omega(D) = 1 \) (so that \( t \) is compatible with \( \omega \)), and that \( t(\omega) = \alpha \). Hence \( \alpha \in X(\omega) \).
To complete the proof, we compare matrix coefficients. Take \( f \in C_c(G(X)) \). Given \((\alpha, \omega), (\beta, \omega) \in G(X)\omega\), we obtain
\[
\pi_\omega(f)_{(\alpha, \omega)(\beta, \omega)} = f((\alpha, \omega) \circ (\omega, \beta)) = f((\alpha, \beta)).
\]
Say \( t_\alpha \) and \( t_\beta \) are compatible with \( \omega \) and such that \( t_\alpha(\omega) = \alpha \) and \( t_\beta(\omega) = \beta \). Then by continuity of \( f \), we have
\[
f((\alpha, \beta)) = \lim_{x \to \omega} f(t_\alpha(x), t_\beta(x));
\]
on the other hand, by definition of \( \Psi \),
\[
\lim_{x \to \omega} f(t_\alpha(x), t_\beta(x)) = \lim_{x \to \omega}(\Psi(f))_{t_\alpha(x)} t_\beta(x) = \Phi_\omega(\Psi(f))_{\alpha \beta}.
\]
Putting this together
\[
\Phi_\omega(\Psi(f))_{\alpha \beta} = \pi_\omega(f)_{(\alpha, \omega)(\beta, \omega)},
\]
which is the desired statement for \( f \in C_c(G(X)) \); the proof is completed by continuity of \( U \).

\begin{proof}
Consider the sequence of \( C^* \)-algebras
\[
0 \to C^*_p(X \times X) \to C^*_p(G(X)) \to C^*_p(G_\alpha(X)) \to 0
\]
from line (22) above. In general, this need not be exact at the middle term. However, if \( X \) has property A, then the groupoid \( G(X) \) is amenable by [19, Theorem 5.3]; this in turn implies amenability of \( G_\alpha(X) \). Moreover, the pair groupoid \( X \times X \) is automatically amenable. Hence by [4, Corollary 5.6.17] the maximal and reduced groupoid \( C^* \)-algebras of these three groupoids are the same. On the other hand, the sequence
\[
0 \to C^*_{\text{max}}(X \times X) \to C^*_{\text{max}}(G(X)) \to C^*_{\text{max}}(G_\alpha(X)) \to 0
\]
is well-known to be exact automatically: the only issue is that exactness could fail at the middle term, and thus to show that any representation of \( C_c(G(X)) \) that contains \( C_c(X \times X) \) in its kernel, and thus defines a representation of \( C_c(G_\alpha(X)) \), extends to \( C^*_{\text{max}}(G_\alpha(X)) \); this follows from the universal property of the maximal completion.

We may thus conclude that the sequence in line (22) is exact. The natural identification from Lemma [C.1] of the middle term with \( \mathcal{A}_2^\epsilon(X) \) identifies the ideal \( C^*_p(X \times X) \) with \( \mathcal{K}(\ell^2(X)) \), and so the equivalence of parts (1) and (2) follows from exactness of this sequence and Atkinson's theorem.

\end{proof}
The fact that (2) implies (3) follows from the fact that the $\ast$-homomorphisms
$$\pi_\omega : C^*_r(G(X)) \to \mathcal{L}(\ell^2(G(X)_\omega))$$
are automatically contractive and factor through $C^*_r(G_\partial(X))$ for all $\omega \in \partial X$. To see that (3) implies (2), note that the definition of the reduced norm implies that the direct sum representation
$$\pi := \bigoplus_{\omega \in \partial X} \pi_\omega : C^*_r(G_\partial(X)) \to \mathcal{L}\left( \bigoplus_{\omega \in \partial X} \ell^2(G(X)_\omega) \right)$$
is faithful. The condition in (3) guarantees that the operator $B := \bigoplus_{\omega \in \partial X} (\pi_\omega(f))^{-1}$ makes sense on $\bigoplus\ell^2(G(X)_\omega)$, and it is clearly the inverse of $\pi(f)$. As $C^*$-algebras are inverse closed, $B$ is in $\pi(C^*_r(G_\partial(X)))$, and whatever operator in $C^*_r(G_\partial(X))$ maps to $B$ under the faithful representation $\pi$ must in fact be an inverse to $f$ in $C^*_r(G_\partial(X))$.

Finally, note that (3) is equivalent to (4) by Lemma C.3. □

We do not know a short proof that the uniform boundedness condition in Theorem C.4 is unnecessary.
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