A Value Based Decision Environment: Vision and Application

<table>
<thead>
<tr>
<th>Journal:</th>
<th>Journal of Aircraft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manuscript ID:</td>
<td>2012-10-C032153.R1</td>
</tr>
<tr>
<td>Manuscript Type:</td>
<td>Full Paper</td>
</tr>
<tr>
<td>Date Submitted by the Author:</td>
<td>n/a</td>
</tr>
<tr>
<td>Complete List of Authors:</td>
<td>Gorissen, Dirk quaranta, erika; university of southampton, Aeronautics, Astronautics and Computational Engineering Ferraro, Mario; university of southampton, Aeronautics, Astronautics and Computational Engineering Schumann, Benjamin; university of southampton, Aeronautics, Astronautics and Computational Engineering Van Schaik, Jeroen; university of southampton, Aeronautics, Astronautics and Computational Engineering Bolinches I Gisbert, Marc; university of southampton, Aeronautics, Astronautics and Computational Engineering Keane, Andy; university of southampton, Aeronautics, Astronautics and Computational Engineering Scanlan, Jim; university of southampton, Aeronautics, Astronautics and Computational Engineering</td>
</tr>
<tr>
<td>Subject Index Category:</td>
<td>40710 Multidisciplinary Design Optimization &lt; 40000 INTERDISCIPLINARY TOPICS, 03410 Uninhabited and Unmanned Air Vehicles &lt; 00000 AIRCRAFT TECHNOLOGY, CONVENTIONAL, STOL/VTOL, 12800 Distributed Systems and Networking &lt; 12000 COMPUTING, INFORMATION, AND COMMUNICATION</td>
</tr>
</tbody>
</table>
A Value Based Decision Environment:

Vision and Application

D. Gorissen\(^1\), Erika Quaranta\(^2\), Mario Ferraro\(^3\), Ben Schumann\(^4\),
Jeroen van Schaik\(^5\), Marc Bolines I Gisbert\(^6\), Andy Keane\(^7\), and Jim Scanlan\(^8\)

University of Southampton, University Road 1, SO17 1BJ, Southampton, UK

The ever increasing complexity and environmental constraints associated with aerospace and defense projects are putting pressure on traditional organizational structures for design decision making. No longer can the design problem be assimilated and steered by a single chief engineer. Rather, in order to find consensus, design involves a complex iterative process between the different specialist committees (weights, aerodynamics, structures, cost, etc.). Furthermore, there is a growing need to take into account the life cycle implications of low level design decisions in addition to their more direct implications on performance. The Decision Environment for Complex Designs (DECODE) project at the University of Southampton aims to explore how the design process may be streamlined under these circumstances. The case study presented here centers around a maritime surveillance UAV for search and rescue tasks, developed in association with the UK Coastguard. The focus is on “value driven” design and how advances in software engineering, rationale capture, operational simulation, and rapid prototyping can be leveraged to create an integrated design suite that allows the rapid design and manufacture of low cost civilian UAVs.

---

\(^1\) Research Fellow, Computational Engineering and Design Group, dirk.gorissen@soton.ac.uk, AIAA Member
\(^2\) Research Fellow, Computational Engineering and Design Group
\(^3\) Graduate Research Assistant, Computational Engineering and Design Group
\(^4\) Graduate Research Assistant, Institute for Complex Systems Simulation & Computational Engineering and Design Group
\(^5\) Graduate Research Assistant, Computational Engineering and Design Group
\(^6\) Graduate Research Assistant, Computational Engineering and Design Group, AIAA Member
\(^7\) Professor, Computational Engineering and Design Group
\(^8\) Professor, Computational Engineering and Design Group, AIAA Member
I. Introduction

As in many areas, product complexity in the Aerospace and Defense (A&D) sector has been continuously increasing, some would argue at a greater rate than the accompanying organizational decision making process, which has had to evolve as a result. The current value of an aerospace prime contract is now typically measured in billions, yet perhaps surprisingly, many aerospace and defense companies still use relatively traditional processes and design tools within their programs [1]. It is uncommon to find tightly integrated tool chains and the more complex the designs being considered the less likely this becomes. In the past, and during each stage of design, a chief engineer would assimilate information from a number of disciplines and use experience, intuition and judgment to make top-down decisions in seeking good trade-offs. A good example of this was Kelly Johnson, renowned for his work on many aircraft designs, including the U2 and SR-71 [2].

Today, the sheer scale, breadth and increasing complexity of A&D systems no longer permits the design problem to be assimilated by a single individual. Hence the chief engineer role is now largely associated with managing committees of specialists to review and sanction consensus driven/devolved decisions at very large and lengthy design review meetings. The quality of the outcome of these design review meetings crucially depends on the clarity, currency, parity and impartiality of the information presented. Gathering and vetting this information is in itself a challenging undertaking and the presentation thereof at design review meetings typically takes the form of a series of presentations and/or spreadsheet based calculations, grouped by domain of subsystem. The static nature of these presentations means that, even with good quality information, decision makers (i.e., a chief engineer) still heavily rely on judgment and intuition to make trade-off decisions.

Consequently, the authors see two related opportunities here. The first is a need to extend existing design review capabilities to encompass the life-cycle dimension. Here the interest of the authors lies in the application of Value Driven Design (VDD) [3]. Value-based design approaches involve the creation of a model that captures all the attributes important to the stakeholders and translates them into a single measure of value. This value metric is then used to guide the designer toward the best possible system. The main advantage of a value-based design process over traditional approaches lies in the systematic and simultaneous evaluation of cost and benefits of
design alternatives [4]. In traditional cost-centric and requirement-based engineering, the system is optimized to achieve a minimum life-cycle cost while meeting a desired performance level or, inversely, the best performance given a maximum program cost. Instead, in VDD, a large flexibility in the system requirements and cost is allowed in order to explore a larger part of the design space and detect the most valuable solutions [5]. This enables the engineers and the customers to make performance, cost and time trades at the performance definition phase, reducing the risk of costs and time overrun.

Secondly, the authors also see an opportunity for active design environments where trade-offs can be examined by teams of senior engineers able to ask probing questions of “live” models in short timescales and at variable fidelity levels. Without them, designers are currently unable to easily understand or rationally exploit the relationships between performance, cost and life. Suitable active systems should, moreover, inherently automate the process of generating review information leaving specialist staff with more time to provide broader and more complete domain models supported by improved data sets.

A. Vision

These observations led to the instigation of the DECODE project at the University of Southampton, UK. The aim is to investigate design decision support tools that provide holistic optimization at a system level so as to maximize satisfaction of all the stakeholders associated with the system. Unusually, the DECODE tool suite aims to provide active design exploration of systems level trade-offs between performance, unit costs and system life-cycle costs based on a “design mission control capability”. The goal is to integrate early concept design exploration with full resolution, geometry backed, design analysis, detailed manufacturing and operations models; all interlinked through the storage of associated data, knowledge and experience accumulated during the design process.

Designers will be able to use the system to review, trade-off and manipulate a design in real time, spawning detailed aerodynamic, structural, costing and econometric calculations at will, using cloud based technologies to run simulations, while at the same time interpolating over pre-computed results using response surface based capabilities. This mixture of live computations, data-mining
over existing results and high quality display systems lies at the heart of the (ambitious) vision proposed here.

It is worth emphasizing that despite all the advances that have been made in computational analysis the fundamental hallmark of design is not analysis but synthesis. The choice of appropriate mechanism types, power sources, the setting of dimensions, the choice of features and sub-components, the selection of materials and manufacturing processes — all these are acts of synthesis and it is the skillful making of decisions in these areas that is the hallmark of the good designer. Of course designers use analysis all the time, but design is about decision making and analysis is, by contrast, an act of gaining understating not of making decisions. Moreover, to be a good designer the most often cited personal prerequisite is experience — this view is backed up by many observational studies in engineering design offices [6, 7]. So, even though design decision making is commonly preceded by a great deal of information gathering and analysis, and although the gathering of such information, often using computational models, may be a very skilled and time consuming activity, it should be made clear that whatever the cost, this remains just a precursor to the decisions that lie at the heart of design. From the point of view of the system this means paying attention to the capture and integration of design rationale, as well as the integration of mission simulation models. The former providing a qualitative and the latter a quantitative basis for the decision making process.

B. Research context

The challenged faced by DECODE is well summarized by Price et al. in [8]:

However, the whole life cycle modelling of an aircraft within the context of systems engineering [...] is at an infant stage as the integration is highly complex involving additionally people, product and processes which do not fit easily with engineering analyses.

The major challenge is to provide this environment such that technical details can be accounted for appropriately, without overwhelming the high level design challenges and where the influence of data and parameters throughout and across systems is clearly understood.
These fundamental problems are not new and have been the subject of research for some time, both in our own group [9] and by others. For example, the various projects related to Problem Solving Environments [10, 11] come to mind, as does the extensive work by MIT’s Strategic Engineering group on Multidisciplinary Design Optimization [12], Systems Architecture and Engineering [13], and System Lifecycle Properties [14]. The University of Buffalo has developed a novel design space representation technique known as the Hyper-Radial Visualization Method [15] for exploring Pareto solutions in a high dimensional performance space and demonstrated an innovative trade space exploration of satellite datasets using a “Design by Shopping” paradigm. Penn State University has developed a virtual design environment to allow simulation based design as well as virtual exploration of design trade-offs for the complex design space of an engineering product [16].

There has also been much interest in enabling whole aircraft simulation and multidisciplinary analysis early on in the design stage [17–21], particularly on Unmanned Aerial Vehicles (UAVs) [22–25]. Typically each reference presents a framework for implementing and solving the Multidisciplinary Design Optimization (MDO) problem. Most are custom built (e.g., [26]) with some based on existing tools (e.g., Modelcenter in [23]) and some fully open source (e.g., [27]). Well known tools in this category include VSP [28] and CEASION/CPACS [29, 30]. A very good and extensive overview of these topics and the wider domain of systems engineering is given by Price, Raghunathan and Curran in [8].

Our work is complementary to these efforts as it takes a value driven design view on decision making. A strong emphasis is placed on integrating design rationale, mission simulation and value modules while trying to leverage existing frameworks (e.g., for the multidisciplinary analysis) where possible. In addition the complete design-manufacture-flight test cycle is exercised multiple times throughout the project in order to gain a full understanding of the impact design decisions have.

Value-driven design is a movement that is using economic theory to transform systems engineering to better use optimization to improve the design of large systems, particularly in aerospace and defense [3, 31]. One example is the work in [32] where a value-centric design methodology is used to compare monolithic and fractionated spacecraft. This is an area that has also been recognized by the AIAA as a key priority. The AIAA has sponsored the creation of a program committee entitled
“Value Driven Design” [33] to stimulate research in this area. The DECODE team are represented on this committee which is very strongly supported by US and UK based industry including Boeing, NASA, Rolls-Royce, Lockheed Martin, QinetiQ, Pratt & Whitney, Cessna, Raytheon and others.

The remainder of the paper will give a high level overview of the different topics & problems covered in the DECODE project and the current status (the project is still ongoing). Given the breadth of tools and disciplines that come together, this paper cannot go into each in detail. Topics not covered in depth here will be covered in separate publications. For example the operational simulation is already covered in [34–36].

II. Use case

This work centers around a primary use case: the design of a small, 10-20 hour endurance, medium range (≈1000 km), low speed (≈25 m/s), maritime reconnaissance UAV which operates changeable but essentially pre-planned missions. The aim has been to keep the maximum dry weight below 20kg to take advantage of the reduced certification requirements that are thus applicable. Each year of the project involves going through the full design cycle, from concept design to flight testing, necessary to fully appreciate the full reach of a design decision.

Although by industry standards this is a relatively simple system it is sufficiently complex to present severe research challenges in optimizing a system level design against performance, unit cost and life-cycle cost targets. An example of one of the design variations being considered is that of a morphing wing [37] versus a conventional wing. The aim being to see if a radical technology can justify itself when all aspects of a design, including operational, through-life and fleet mix issues are considered.

Instead of the traditional iterative spiral, DECODE adopts a more agile design process. The preliminary design phase is not separated from the concept stage – all design variables are considered to lie in the concept phase unless they live only within the CAD based definition process, in which case they are considered detailed design variables. Similarly, considerations of manufacturing methods are not separated from the detailed design work – rather they are closely integrated so that the designs take maximum advantage from the manufacturing systems employed. In service
maintenance and decommissioning are considered as part of the mission simulation and are thus considered from the outset.

III. DECODE Modules

The DECODE project has been built around the use of a series of integrated design environments that have at their hearts parametric geometry representations linked to appropriate display systems, analysis tools and databases. These draw on the existing toolsets available to the authors, supplemented by a small set of new tools considered necessary to deliver on the vision. The different modules that make up the DECODE environment are shown in figure 1.

Fig. 1: DECODE modules

The environment that ties the modules together is built around a traditional N-tier architecture, consisting of three tiers or layers: a data management layer, a logic or orchestration layer, and a presentation layer (see Fig. 2). So far the majority of the work has concentrated on the orchestration and presentation layers with a basic, but functional implementation for the data layer.

A. Design modules

Central to the DECODE design process is the concept design tool which was developed from basic principles [38, 39] and augmented with empirical data coming from previous UAVs designed and built in our group. This was implemented in a formally structured spreadsheet as well as in the commercial Pacelab™ suite programming environment in order to evaluate the merit of a more free form approach versus a more structured and formal one. The concept model has two geometry generation backends. The first backend publishes into the Solidworks™ CAD package to obtain
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Fig. 2: Three-tier systems architecture

the geometry used as a basis for detailed design. The second backend publishes into ANSYS™ Workbench which is used to perform aeroelastic analysis and CFD analysis using Fluent™. There is also the option of using the analysis geometry as the basis for the detailed CAD model. A lower fidelity full potential code with viscous corrections is available as well [40] which is used when the accuracy requirements are more relaxed. Both ANSYS and Abaqus™ FEA are used for structural analysis (which is particularly important for the morphing wings) and a custom flight data capture module is used to easily extract information from auto pilot telemetry data coming from test flights.

Note also the addition of an explicit manufacturing module. In DECODE the detailed design work is closely integrated with the manufacturing methods used, in this case rapid prototyping methods such as Selective Laser Sintering, laser cutting, and digital foam cutting. This allows for a rapid turnaround time for new ideas and allows one to quickly test out concepts at a relatively low cost. Additionally, using 3D printing means a designer has more design flexibility as considerable geometric complexity can be added at little or no manufacturing cost. The same flexibility holds for the aerodynamic shape as well.
B. Design evaluation modules

1. Mission simulation

Using concept design and CAD tools, and steered by analysis codes, a design team is able to come to an air-worthy design, ready for manufacture. Mission planning provides the context where all this activity comes together, the raison d'être for the design process being started in the first place. It provides the operating boundary conditions, determining the requirements on key performance parameters such as range, endurance, altitude, and payload weight while taking into account expected weather conditions and take-off and landing provisions. In addition the mission requirements provide a baseline benchmark against which the value of a particular aircraft configuration or design feature can be tested. In DECODE the agent-based discrete-event simulation environment Anylogic™ has been used to construct a model of the Lee-on-Solent area on the South coast of the UK [34, 41] (Fig. 3). The scenario simulated is where a fleet of UAVs join helicopters and the lifeboats in Search and Rescue (SAR) missions in the English Channel. Data is derived from the Royal National Lifeguard Institution and the Maritime and Coastguard Agency incident statistics whereas operational procedures are recreated from qualitative investigation. Inputs define the UAV characteristics and a reliability model while outputs give information on operational benchmarks such as fuel used, number of missions and utility.

2. Value calculation

The operational simulation produces results such as the "number of UAV launches", "total helicopter flight time", "Average response time", etc. The UAV performance impacts not only on the metrics directly related to the aircraft (like the UAV fuel consumption) but also on the behaviour of the other agents (e.g., the total time spent by the lifeboats on the rescue operation will be less if a better performing UAV detects the location of the accident in less time). The value calculator exploits such information in order to provide a ranking of design alternatives that takes into account mission effectiveness and life-cycle cost according to the principles of Value Driven Design.

VDD is a methodology whereby the “goodness” of a design is expressed as a single number and that this number is derived from the product definition. Hence if a designer changes any aspect
Fig. 3: The Lee-on-Solent area, with the various SAR helicopter stations, modeled in the Anylogic agent based simulation software

of the product definition then the impact on the overall change to the “goodness” of the design is calculated. In this context the product definition is a broad one and encompasses the geometries associated with the design, the materials, the manufacturing processes and the implicit performance of the design such as strength, life, capability, etc.

Conceptually this is a straightforward concept but in practice there are formidable challenges. For designs that operate in a commercial context the “Value” metric can take the form of a balance sheet whereby a “surplus value” can be calculated over a given (usually multi-year) time period. The surplus value calculates the likely income directly relating to the design and debits all the costs associated with the design. Our group has developed a number of example value models for industry sponsors such as Rolls-Royce, BAE Systems and Airbus (e.g., [42]).

A good example of a non-commercial model was developed by Thokala [43]. This work led to the development of a large collection of integrated models that allowed the effects of changes
to the design of a UAV to be evaluated. In this case of course there is no income stream from operation of the design. This model therefore established a given capability that had to be rigorously maintained irrespective of changes to the design of the UAV. Hence the Value metric measures the cost of establishing and maintaining a fixed capability over a given (multi-year) time period. A particular complication within this model was that the UAV had to fly within hostile airspace. The model therefore had to include a sophisticated damage/attrition model as a result of ground fire and missiles. This attrition model had to correlate damage/attrition likelihood with vehicle performance parameters such as airspeed, maneuverability, radar cross section.

In DECODE the value model is implemented as a Vanguard™ model. A full discussion of this model is out of scope for this paper, but in essence it combines information from the operational simulation (number of lives saved, number of UAVs needed, number of maintenance operations, etc.) and costing model (also a Vanguard model) to produce the final value number. More details are given in section VB.

Eventually it is likely that there will be multiple value models or that the user has direct access to the different weightings used to ensure the objective of the value model and that of the user are directly aligned.

C. Design rationale

Design rationale is “… the notion that design goes beyond merely accurate descriptions of artifacts, such as specifications, and articulates and represents the reasons and the reasoning processes behind the design and specification of artifacts.” [44]. Such information is notoriously hard to elicit from a domain expert, partly due to the fuzzy notions of “experience” and “expert knowledge”, but also in no small part due to the extra effort (and hence cost) that is required to record, manage, and update said rationale. Design rationale capture is part of a much larger field known as knowledge management or knowledge engineering. This is an area which has seen increasing research activity over recent years [45, 46] and encompasses the complete spectrum from knowledge elicitation from experts, to reasoning from gathered knowledge with automated reasoning software.

In DECODE the authors are primarily concerned with capturing design decision rationale,
investigating how it is used, and being able to present and query this information on demand. Some preliminary results are discussed in [47]. To capture the rationale the open source tool Compendium [48] is used. While development on it has somewhat stagnated, it is a mature, stable tool and its open source nature makes it easy to link and interface with. Multiple users can collaborate on a shared rationale database and it is relatively straightforward to extract interesting summary statistics such as “The number of decisions without supporting evidence”. Our current work is focused on integrating the rationale database with the CAD tool such that a designer can directly associate rationale with CAD variables, features, and assemblies. In turn this enables us to automatically identify areas of the CAD model which lack sufficient rationale and flag them for further scrutiny.

IV. Module orchestration

The main purpose of analysis is to support synthesis, to supply a designer with supporting evidence in order to reduce the uncertainty in the decision making process. It is thus a requirement for any design rationale collection and recording process. Analysis also allows a designer to ask explorative “what-if” type questions (what if a better but heavier camera were used?) and perform design exploration and optimization. DECODE takes this one step further by integrating the mission simulation and value models. For example, while traditionally one might vary the wing span in order to optimize the aerodynamic efficiency, in DECODE the authors are additionally interested in how this change in wing span influences the number of lives that can be saved at sea with a fleet of UAVs over a period of 10 years. Thus while traditional ‘computational’ quantities like drag, stress, etc. remain important, the authors are ultimately more interested in the value of a particular product, process, or mission change. With value being a combination of the required performance metrics (cost, reliability, lives saved, etc.) taken over the full life-cycle of the mission. In essence the goal of DECODE is to connect the low level (propeller diameter, engine power) with the high level (fleet reliability over 10 years).

An added requirement is that analyses should be available in multiple fidelities (e.g., empirical formulae, response surface model, potential code, full Reynolds Averaged Navier Stokes solver). In the context of a design review meeting, feedback is typically expected to be quick (order of seconds)
and accuracy requirements are less stringent. However, for important decisions an accurate analysis is required, implying that the computational chain will be longer and involve more high fidelity codes.

To enable these kinds of scenarios a software system is needed to orchestrate the different modules and perform the multidisciplinary analysis. A full discussion of this system is out of scope for this paper so only a high level overview is given here.

Figure 4 shows the top level system control flow. A client (user or program) interacts with the system through a user interface or API and has the option of executing just the left balancing loop, the right operational simulation loop (using a pre-calculated specification from the database) or both. There are currently three interfaces defined: a scriptable Matlab interface, a set of Excel functions, and a click-and-point website. These build on the three APIs that are available: Java, C# , and Python. Through the UI, the user drives one or more controllers, each representing one of the system use cases (e.g., parameter sweep). A controller then generates a series of aircraft
(a) Matlab client, submitting a single query.

(b) The web based client. The user is able to select a configuration, fidelity level, specify input parameters and download result data on completion.

Fig. 5: Screenshots of two of the clients currently available for the DECODE system.
design templates, capturing the main design drivers and constraints, that are passed into an aircraft design block which produces an optimal (with respect to a weighted combination of the aircraft performances) aircraft. The user then has the choice of having control pass back to the controller or running the aircraft specification through the operational simulator and value model.

The aircraft design block is composed of multiple independent components (called relay, balance, and analysis components) that are responsible for performing the multidisciplinary analysis and coordinating the analysis codes. Currently an iterative relaxation scheme is used to ensure a fully balanced aircraft (i.e., lift equals weight, centre of gravity in the right place, etc.) but the authors plan to use the OpenMDAO framework [27] for this in the future.

The system was designed to be very loosely coupled, fault tolerant, and highly distributed as a collection of lightweight components/services with minimal shared state. Components communicate through messages so there is no particular dependence on any programming language or operating system. There is no limit to how many instances of a system component may be running or where they are physically located. Also a component may die at any time without impacting the rest of the system, its peers will just pick up the slack. This results in very good horizontal scalability which is necessary to do large trade studies. In concrete terms this means that the controller and balancing components may be running on local desktop machines, the analysis components distributed over one or more clusters, the operational simulation models provisioned in the cloud and the value model running on yet another desktop machine. Some demonstration code that links the availability of a certain component to the desktop screensaver, making resource scavenging possible, is also available.

V. Results

While some modules are still undergoing improvements, the main functionality is in place and the system has been deployed on a number of desktop machines as well as the University of Southampton Iridis (8064 cores) and Spitfire (400 cores) clusters. The system can be accessed through a Java and Matlab API or through a web application (shown in Fig 5).

Thus it already allows us to perform trade studies to analyze the impact of design choices. Figures 6 and 8 show some examples. The variables varied are the payload weight (representing a
camera system) and landing speed. The landing speed is used because of its impact on the aircraft size and wing loading. Thus it is a good surrogate for the overall performance of the aircraft.

A. Aircraft performance

Figure 6 shows a number of surface plots related to the aircraft performance and cost (pusher configuration with a twin-boom inverted V-tail). The dry weight (Fig. 6a) of the aircraft increases by increasing the payload weight, partly because of the weight of the payload itself and partly because of the larger and heavier structural components that are thus required. The weight increase
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Fig. 6: UAV design related surface plots
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has a negative impact on the aircraft performance like the range at search speed (Fig. 6b) and the maximum cruise speed of the aircraft (Fig. 6c). Figure 6d shows that the unit cost of the UAV is strongly influenced by the payload weight: the quality and cost of the recognition sensors are assumed to be proportional to weight of the payload and the payload cost represents a high portion of the total aircraft cost. The dry weight (Fig. 6a) increases by decreasing the landing speed mainly because larger wings are required. Larger wings require a larger empennage for control and stability and lead to an overall larger aircraft with higher structural weight. A larger heavier aircraft generates more aerodynamic drag and thus has a lower range and maximum speed (Fig. 6b and 6c). In addition, a larger airframe is more expensive (Fig. 6d).

B. Mission performance

Integrating the operational simulation and value model then allows generating a second set of high level mission related plots. In this case the operational simulation was run for 5 years with incident data derived from historic information. Currently, in order to simplify the model, the mission simulation assumes that only one UAV participates to the SAR mission. When an accident occurs within its operative range, the UAV takes-off and dashes at maximum speed until it reaches the approximate location of the SOS signal. Then it starts the search phase: the UAV flies at a constant speed that allows the sensors to operate optimally. If the position of the person is identified before reaching the maximum search time, it is communicated to the closest lifeboat which then

Fig. 7: Section of the South English coast showing the incident locations and coast guard stations in the operational simulation model.
proceeds with the rescuing operation; otherwise the UAV aborts the mission and returns to the base

to refuel and prepare for another mission. Figure 7 shows a close up of the incident distribution over
a part of the South East coast of the UK.

Figure 8 shows how the mission performance and overall value of a UAV design is linked to
the aircraft performance. From Fig. 8a it can be seen that increasing the payload decreases the
average time needed to rescue the casualty because it is assumed that a heavier camera system is
able to produce higher quality imagery and thus is able to spot incidents quicker and with a higher
probability. The time to rescue reduces for UAVs with higher landing speeds because they can dash
faster (Fig. 6c) and thus start searching more quickly. Figure 8b shows how the number of lives
saved varies with the UAV design. Since the time in water is the primary measure for incident
survival, UAVs that can spot incidents earlier (i.e., aircraft with a heavy payload and high landing
speed) increase the number of saved lives. Figure 8c reflects the number of aircrafts purchased
over the five-year period, i.e., how many UAVs crashed due to in-flight failure (this is driven by a
reliability model) or landing mishaps and needed to be replaced. The main driver is “crashes-during-
landing” with the probability of a crash being proportional to the kinetic energy during touch down.
Therefore, a heavier UAV will have many more crashes as would a UAV with a higher landing speed.

Fixing then a particular design, Fig. 9 shows how the probability of survival varies over the
mission area. When an accident occurs, lifeboats and UAVs start searching for the casualty simul-
taneously. If a UAV spots the accident first, it communicates its position and the closest lifeboat
proceeds with the rescue operation. Generally, the accidents that are closer to a lifeboat station are
more likely to be spotted by the lifeboats first, while the ones far from the coastline are most likely
found by the UAVs. The quicker the accident is identified the higher the probability of survival.
Generally, accidents closer to the shore have a higher probability of surviving. However, this also
depends on the type of incident: an incident representing a person who has fallen ill and needs to
be evacuated from a ship is very different from an incident representing a person lost at sea (the
‘blue islands’ in Fig. 9).

The data from these and other plots is further fed into the value model which produces a single
number representing the overall value of a particular UAV design for the search and rescue mission.
Fig. 8: Value related surface plots

The high level structure of the value model used is shown in Fig. 10. The difference between the value of the rescue operation and the cost to perform it is the net value of the search and rescue mission. The value of the rescue mission is based on the number of lives saved and the value of a statistical life (VSL), which is the value that government agencies use to perform the cost-benefit analysis of investments in health and safety. The value added by the UAVs to the SAR operations is obtained by subtracting the baseline case in which the MCA is not equipped with UAVs. The result is illustrated by the surface plot in Fig. 8d. The VSL is assumed to be GBP 4m, according to the estimate by Viscusi and Aldy based on several worldwide market studies [49]. The plot...
Fig. 9: Probability of survival in the context of a search and rescue mission. Plotted over a section of the South-East coast of the UK for one UAV design (landing speed of 20m/s, 6 kg payload).

Fig. 10: High level structure of the value model

suggests that a small increase in the number of saved lives generates a very large increment in the value metric against a relatively small increment in the operative costs, pushing the design toward a heavy payload, fast landing aircraft. Indeed, the plot of the UAV value basically replicates the plot of the number of saved lives.
Note that while it is possible to have value functions at the component level ([3] discusses this), this was not done here, only a top level system value model was used to avoid over complicating things. How to best link component performance (what Collopy calls extensive attributes) to value is not always obvious. For example, in a weights component a decrease in mass could be made to correspond to an increase in value. On the other hand, a decrease of mass (if in the tail) can be detrimental for the aircraft centre of gravity and should be reflected by a very poor value.

However, it should be noted that the value model is still under development and many of the operational and life-cycle costs associated with the system are not yet fully captured. As the model improves it will lead to a different optimal balance between cost, performance and value of the aircraft. Hence the value model is not treated in detail here.

C. Comparing configurations

Once a working aircraft performance and mission model are in place, it becomes straightforward to compare the impact of design constraints and configuration choice.

Fig. 11: The geometry designed by the system for two different runway lengths: 65m (a) and 45m (b).

Fig. 11 illustrates how the geometry changes for two different scenarios using the same configuration. The figure shows the impact of take-off distance on the geometry of the aircraft. The engine, propeller and payload are the same for both the aircraft while the maximum take-off distance is set to 65m for aircraft (a) and 45m for aircraft (b). The figure shows the system has designed the aircraft (b) to have a noticeably higher wing area, slightly higher aspect ratio and smaller tail volume. This corresponds with our intuition: a larger wing area is needed order to achieve a lower take-off speed, but larger wings increase the airframe weight and gust loads. This leads to an overall
growth of the structural weight and ultimately to a further increase of the wing area.

(a) Conventional  (b) Twin booms  (c) V-tail  (d) Canard  (e) Twin boom inverted-V

Fig. 12: The configurations compared

(a) Empty weight  (b) Range at cruise speed

(c) Unit build cost  (d) Number of saved lives

Fig. 13: Comparing different aircraft configurations.

Fig. 13 then shows how five different configurations (shown in Fig. 12) compare in terms of weight, range, unit cost, and mission performance. These plots are obtained for a payload weight of 5kg and a landing speed of 18m/s. For each configuration, the aircraft sizing tool optimizes the design in order to maximize an objective function which is a linear function of range, dash and
landing performance. At the same time it ensures that all the design constraints are satisfied.

Figure 13a and 13c highlight that the twin-boom configurations 12b and 12e result in lighter and less expensive aircrafts than the conventional configurations 12a and 12c. Twin boom configurations also result in a longer range (Fig. 13b). V-tail empennages provide better performance than conventional rudder plus elevator configurations for both the conventional and twin-boom aircrafts. The canard configuration 12d is heavier and more expensive than the other configurations and ranks second last for range. Figure 13d shows how the different configurations perform in the search and rescue mission. Since the payload is the same for all the configurations and the accidents locations are generally within the maximum range of the UAVs, the average number of saved lives is mainly influenced by the dash speed of the aircraft. As mentioned above, the impact of this is very small due to the locality of the incidents, explaining the close values.

Given the plots in Fig. 13 a designer would expect the twin-boom inverted V-tail configuration to be the best for the given mission: the life-cycle cost is likely to be lower because the airframe is less expensive (Fig. 13c) and the fuel consumption is lower (hence more range in Fig. 13b) than the other configurations. At the same time the probability of landing mishaps is lower given the lower structural weight and the expected number of saved life is higher as well. In this case the value model, where cost and performance data is fed into, confirms this intuition.

Note that a value-driven approach does not make plots such as those in Fig. 13 obsolete. Although the value metric on its own should in theory be sufficient to establish the best aircraft for the given mission, we recognize that the decision makers should be presented with enough information to properly understand the design trade-offs. The final outcome of the value model is the result of a complex computation that takes into account cost, performance and reliability of an aircraft. In order to maintain understanding and build trust in the value model such background results should still be readily accessible and the whole tightly integrated with the design rationale.

VI. UAVs built

An important goal of the DECODE project was not to limit the scope to the computational domain but to go through the complete process of manufacturing and testing the designs. The first
version of the system was bootstrapped with the design of a 10 kg, twin tailboom, pusher UAV (Fig. 14). It was rapid prototyped in ABS and nylon with carbon fibre and fiberglass clad foam. It is powered with a four stroke glow fuel engine and equipped with a Sky Circuits™ [50] autopilot.

![Fig. 14: The DECODE Mark I airframe in concept design, detailed design, wind tunnel testing, and during flight testing.](image)

The system was further improved with the design and manufacture of a second, much smaller airframe (3 kg take-off weight). It was codenamed SULSA (Fig. 15), electric powered, generated from a parametric geometry model and entirely printed using laser sintering (it was the world’s first fully 3D printed aircraft). This allowed for complex design features such as elliptical wings and geodetic fuselage reinforcements without adding to the manufacturing cost.

![Fig. 15: The SULSA airframe in detailed design, CFD, and during flight testing. The world’s first fully 3D printed aircraft, printed in just four separate pieces and fully assembled in less than 10 minutes without any screws, clips or fasteners.](image)

While still mainly a manual process, relying heavily on conventional tools and engineering experience both airframes (and others built by students) allowed us to get a deeper understanding of the difficulties and tooling requirements needed to deliver on the DECODE vision.

Drawing from these experiences a new, much improved, version of the system has been developed that has been used to guide the configuration and design of our third airframe (Fig. 16), a 20kg (dry weight) twin boom, inverted V-tail, pusher UAV with a petrol engine.
The aim of DECODE is to conduct research at the Value Driven Design level in a highly realistic setting where real aircraft are designed, built and flown. The goal is to demonstrate a capability that allows organizations to analyze, search for and understand the optimum trade-offs between capability, cost and life for a complex system. To this end a software system has been implemented that acts as a decision support tool and orchestrates the different modules (aerodynamics, structures, mission simulation, etc.) in a distributed, loosely coupled manner with good scalability characteristics. As part of realizing the vision two UAV airframes have been designed and flown successfully, with a third airframe currently in design. This has enabled a feedback loop not possible through a purely computational approach.

Current and future work will focus on improving the individual modules. In particular the operational simulation and value model continue to be worked on as they are key to the whole decision making process. A large part of this is performing many trade studies and ensuring all trends and features can be plausibly explained. Work is also underway to broaden the scope of the mission simulation to support a more diverse set of easily programmable missions. One class of
questions the authors are particularly interested in answering is on the fleet mix level. For example, can more lives be saved by deploying many small, cheap UAVs or a few expensive high performance and highly reliable UAVs?

On the design side the authors are investigating integrating the open source OpenMDAO tool and using it as a pluggable basis to add new multidisciplinary design optimization algorithms (building on our work in [51]) as well as evaluating the usefulness of its EGADS geometry component [52] or the recently released OpenVSP. Another focus area will be the addition of a surrogate modeling layer that provides a middle ground between the high and low fidelity solvers and can act as a buffer in optimization scenarios.

The system is also starting to be deployed to students as part of their curriculum. This will give us more feedback as to where the system is more or less useful and where there is room for improvement. This will lead to further improvements, features, and supported configurations in the system clients (particularly the web client) and a tighter integration of rationale data.
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