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The continued scaling of CMOS process features enables ever-faster and denser circuits, which comes at the cost of increased device parameter variation. The performance of analogue and mixed-signal circuits in particular degrades in such a high variation environment, which poses an extraordinary challenge in the design and fabrication of such circuits.

This thesis develops a set of tools and methodologies for a post-fabrication calibration system called the Configurable Analogue Transistor (CAT). The principle of the CAT technique is to replace certain transistors in a circuit with calibration devices, which allow adjustment of circuit performance after fabrication to compensate the effects of device parameter variation. Building on initial research on the CAT, this thesis develops a methodology to identify the most suitable calibration devices in their circuit and determine their optimal sizes. Furthermore, the applicability of CAT is extended beyond parameter variation to also include direct compensation of temperature.

A complementary technique to post-fabrication calibration is robust design, where a circuit is designed to be inherently robust against variation in device parameters. In this thesis, a novel closed-loop pick-off circuit for force-balanced MEMS accelerometers is presented. It is comparable in performance to other state-of-the-art techniques, but provides vastly improved robustness against parameter variation and a more intuitive design process.
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Chapter 1

Introduction

The continued development of modern microelectronics depends on scaling of CMOS processes to satisfy the ever increasing demand for faster and lower-power devices with more functionality. For decades, every new generation of process technology has enabled us to put more processing power on smaller chips while at the same time reducing power consumption. As much as both analogue and digital circuits have benefited from advanced processes [5], the height of physical obstacles that need to be overcome has increased likewise. Device variability in particular is making the economic design of analogue circuits on highly integrated system-on-chips (SoC) extremely challenging. [6]

Ever since the electronic revolution started with vacuum-tube based radio receivers in the early 20th century, electronic components’ inherent tolerances, variability, ageing and susceptibility to the environment have challenged the manufacturers of mass-produced electronic devices. Practices such as trimming of components in the factory, labour-intensive as they may be, can be employed to manufacture and ship working units, but when these units then fail in a customer’s hands because a critical component value has drifted out of specification, the reputation of the entire brand is in danger of being tainted. Therefore, designers and manufacturers have always sought to improve the reliability of their devices, be it only good enough to survive the warranty period.

This improvement has come in a number of forms. For instance, tolerances and temperature coefficients of active and passive components have been consistently improved while at the same time maintaining or lowering cost, such that 1% metal film resistors are the norm for prototyping in many labs today, where only 25 years ago 10% or worse carbon resistors would have been used and metal-film resistors were reserved exclusively for high-accuracy applications. On the other hand, it is often ingenious circuit design that is required to overcome limitations in components and manufacturing, either because the cost of better components or techniques would be prohibitive, or simply because they are not available. One famous example is the Hewlett-Packard 200A Audio Oscillator, which used a cheap, off-the-shelf incandescent light bulb as a PTC resistor to stabilise the gain
of the Wien bridge oscillator. This allowed the HP 200A to not only provide a more stable, less distorted signal than many competing products but, more importantly, it did so at a price point far below that of comparable products. Thus, a simple yet ingenious way of compensating for component variability through design laid the foundations for one of the largest electronics businesses still in existence today.

Figure 1.1: Hewlett-Packard 200A Audio Oscillator by Colin CC BY-SA [7]

In modern electronics, the performance of discrete components is nowhere near as significant a concern as it was in 1939 when William Hewlett filed his patent for a stabilised oscillator [8]. Standard passive and active components are generally good enough to be used in any application that has modest requirements on precision, while the design-in of lower-specification components is normally only considered for high-volume consumer products where cost optimisation is vital. Conversely, components with almost arbitrarily high specifications can be readily purchased, assuming one is willing to accept the consequences on the bill-of-materials cost. Instead, the real challenge today and the focus of this work is on the variability of transistors and other components on integrated circuits of increasingly smaller feature sizes that are at the heart of our connected lives.

1.1 CMOS Device Variability

As feature sizes of integrated circuits decrease to the sub-micron region, circuit designers are faced with a variety of challenges arising from such small feature sizes [9]. One key contributor to these challenges is increased variability in nano-scale CMOS circuits.

Variability is caused by a range of physical and manufacturing processes and can manifest itself in a number of ways. Depending on the focus of discussion, variability can be
Intrinsic variability covers random processes that occur within each device. Most of these processes are linked to atomic-scale uncertainty in the manufacturing process. Examples of such atomistic effects are dopant distribution, film thickness and line-edge roughness. Random dopant distribution occurs when the active area of a device is very small, reducing the number of dopant atoms in the channel to only a few 100 or below. On these scales, a difference of a few dopant atoms can result in significant parameter variation between devices. Similarly, the equivalent gate oxide thickness is often only a few atoms with an interface roughness of one or two atoms, resulting in significant random variation of oxide thickness. Line-edge roughness (LER) is introduced by the photolithographic process when feature sizes are comparable to the wavelength used in the exposure, resulting in random variation in feature outlines. These processes are the ones that are most commonly associated with variability and give rise to device parameter variation and contribute to mismatch variation, which are usually modelled in IC design kits [11, 12].

Extrinsic variability, on the other hand is caused by variations during the manufacturing process, differences in the chemical processes between wafers or dopant gradients on a wafer. These effects can occur anywhere from chip scale, over chip-to-chip, wafer-to-wafer to batch-to-batch scale. On the larger scales, all devices within a chip are affected equally, which may result in overall parameter changes, but not necessarily in mismatch. For example, an array of matched current sources may have significantly different output currents on a wafer-to-wafer comparison, while the matching of the sources within each chip is not significantly affected. In IC design kits, this is generally modelled as process variation. However, extrinsic variability can affect matching between devices when it is significant on the wafer- or chip-scale. In this case, the placement of a device on the chip or the physical layout of a device and its surroundings can affect its relative parameters. One often-cited example is chemical-mechanical polishing, where the resultant layer thickness is dependent on the feature density in an area. Another example are dopant gradients over the scale of the chip, where device mismatch increases with separation. Such placement-induced variation is the reason for certain design techniques in analogue circuits, such as common-centroid layout to negate parameter gradients or dummy devices to ensure a homogeneous feature pattern around important devices.

Intrinsic and extrinsic variability cover effects that occur during the fabrication of a chip. There are additional processes that describe the change in parameters of a device after fabrication. These can be further divided into wear-out effects and use-induced effects. Wear-out covers many non-reversible temporal processes related to ageing and device stress. These can result in a drift of circuit parameters over time and ultimately lead to
failure of the circuit. The prime example for this is Negative-Bias Temperature Instability (NTBI) [13], where device performance continually degrades under the presence of negative gate bias and elevated temperatures. In contrast, use-induced variability generally covers reversible temporal effects, such as parameter dependence on temperature. Since the power consumption of a chip, and therefore its die temperature, may vary depending on usage, this type of variation can depend on the particular state of a circuit or the operation it is currently performing.

Since digital circuits are at the forefront of process scaling, the effects of variability on digital circuits and their mitigation are the subject of significant research. Regardless of the process that leads to parameter variation, there are two main areas in which digital circuits are generally affected. First, the delay time of any digital circuit depends on the parameters of its constituent transistors. If these transistor parameters are affected by variability, so is the delay time of gates and higher-level circuit blocks. Should the variability then cause the delay time on the critical path of a particular circuit to exceed the design margin, the circuit will no longer operate correctly. Generally, the consequence is then that the circuit has to be operated at a lower clock speed to satisfy timing requirements again. If the original clock speed must be maintained, it is possible to reduce the relative effects of timing variability by increasing the operating voltage, which reduces the initial delay by increasing the device current at the expense of increased power consumption of the chip.

The second main effect of variability on digital circuits is a reduced noise margin. Since the output voltage levels and detectable input logic voltages of a digital gate depend on the parameters of its transistors, these properties are subject to the same variation as the transistor parameters. This in turn means that under the right conditions, the margins between the output levels of one gate and on input levels of another gate can be reduced, leading to reduced noise immunity or even complete device failure. The noise margin can be increased by increasing the supply voltage, which again results in an increased power consumption of the circuit. [14]

In addition to variability, there is a wide spectrum of other challenges that arise from CMOS device scaling. Indeed, for high-performance digital circuits, variability is only one among several key challenges, which have been the subject of sustained research to enable the continued improvement of circuit performance. The most important group of these are generally categorised as short-channel effects and a brief overview of some of these mechanisms is given below.

In classical scaling, reducing the channel length of MOS devices also necessitates a reduction in the supply voltage to maintain a reasonable electric field strength across the channel. Since the supply voltage should be significantly greater than the threshold voltage, a reduction in threshold voltage is also required. However, lowering the threshold
voltage increases the sub-threshold drain-source current, which results in a higher off-state device current. For short channels, the threshold voltage further reduces with drain voltage, in which case the effect is referred to as drain-induced barrier lowering (DIBL). Additionally, gate oxide thickness is also scaled with the supply voltage, which leads to increased gate leakage (tunnelling) currents and thus to an even higher power consumption. There are also several mechanisms reducing carrier mobility and ultimately leading to reduced transconductance and output impedance. Another short-channel effect is hot electrons, which describes the effect when electrons are accelerated by the strong fields in short channel devices such that they are trapped in the gate oxide, which also leads to a degraded performance.

The solutions for these issues are generally found in new materials or device structures. For instance, carrier mobility can be improved again by strained silicon or materials with higher inherent mobility. High-k metal gates can be employed to improve threshold voltage behaviour. Modified channel structures, such as thin silicon channels or multi-gate transistors further improve sub-threshold behaviour, leading to a reduction in sub-threshold conduction. Such technologies are vital to maintain scaling of technology nodes and are already commonplace in high-performance digital ICs, such as processors. However, as will be discussed in the following section, the main obstacle for effectively implementing analogue circuits on small-scale process nodes is variability, which is even more problematic for analogue circuits than it is for digital circuits.

1.2 Analogue Circuits on Nano-Scale CMOS

Today’s highly integrated and compact consumer electronics would not be possible without mixed-signal devices and system-on-chips (SoC), where analogue circuits are integrated on the same chip as digital circuits. These high-performance digital components are often bound to small-scale process nodes in order to allow operation at the desired high frequencies. However, this also means that the analogue components must be built on the same process and therefore subjects the analogue devices to the problematic levels variability that are inherent to these processes. Although the physical and device-level mechanisms of variation are the same in for analogue and digital circuits, their effects on analogue circuits are more subtle, which leads to a wide range of techniques to handle them.

There are several different ways in which the different kinds of variability affect the performance of analogue circuits. When the effects of extrinsic variability do not cause mismatch on the chip-scale, they generally affect overall circuit performance or operating points. For example, current mirrors that distribute reference currents in a circuit are all affected equally by chip-wide parameter variation, which results in a uniform change in reference currents. This change in reference currents may then affect other parameters,
such as the gain or bandwidth of an amplifier. Random effects generally cause mismatch between devices within a circuit, which results in asymmetries or imbalances where a circuit was designed symmetrically or balanced. One common example of this is the input offset voltage of a differential amplifier, which is due to a mismatch in threshold voltages of its two transistors. A mismatch in transconductance of the differential pair will also cause an asymmetric distribution of bias current, further contributing to the offset voltage.

Depending on the type of variability, there are different ways how analogue circuits can deal with them. The effects of extrinsic variability on the chip scale can normally be reduced through certain design techniques. An example is the addition of dummy devices in the layout, which lead to more homogeneous patterns around the active devices and thus can help reduce variability. Another example is symmetric or common-centroid layout, where the layout of a device is modified such that it is less affected by process gradients. Design techniques can also be used to reduce the effects of intrinsic variability, albeit to a lesser extent. This is usually achieved by making devices physically larger to reduce the impact of atomistic and lithographic effects. However, this is not always effective and can lead to other limitations. First, there are certain properties of a device’s size and 3D shape over which the designer does not have any control, for example gate oxide thickness. As stated earlier, nano-scale CMOS processes feature oxide thickness in the order of a nanometre, or a few atoms. This means that a variation in oxide thickness of only one or two atoms between transistors can result in significant parameter mismatch, but the oxide thickness cannot be increased by the circuit designer to reduce this variation. But even increasing device width and length comes with its own problems: If the device size is increased to reduce variation, the gate-source capacitance of the device is similarly increased. For fast analogue signal processing circuits, this increase in capacitance necessitates higher bias currents to maintain the speed of the circuit. Increasing the device size is therefore a trade-off between matching accuracy, speed and power consumption [15].

However, there are further techniques available to help the designer of analogue circuits reduce the impacts of variability. One of the earliest approaches is trimming, where individual component values are adjusted after fabrication. In the case of integrated circuits, however, this technique requires specialised tools and it generally expensive, which is why it is only applied to extremely high accuracy circuits. More commonly, dedicated calibration elements are added to a circuit to allow its adjustment. The advantages over trimming are that no special tools or processes are required during fabrication and that calibration can in principle be carried out at any point after fabrication. Calibration covers a wide spectrum of techniques, ranging from single transistor solutions to reconﬁgurable systems. A further method to overcome the effects of variation is the capability of a circuit to actively compensated for it. A classic example for this are auto-zero or
chopper-stabilised amplifiers, which use an internal feedback loop to periodically measure the offset voltage and then subtract it from the input voltage, thus cancelling the offset and any associated drift. \[16\] This example also highlights an important point for any kind of calibration or circuit-level solution: If the system can be calibrated, adjusted or re-configured during run-time, it may not be possible to continue normal operation during that period. In the case of chopper amplifiers where the offset cancellation takes place continuously at a relatively high frequency, the usable signal bandwidth is reduced according to Nyquist’s sampling theorem. In other cases where more complex tests are executed for calibration, normal system operation may have to be suspended for a noticeable amount of time.

Apart from calibration, there is a whole different approach to designing circuits for variation: Inherently robust design. In this case, the circuit is designed to minimise the effects of parameter variation on its performance. Increased robustness can be achieved on a number of different levels, from the initial circuit topology, over device sizing, to the physical layout of the circuit on a chip. Chapter 2 will discuss a variety of calibration and robust design techniques.

1.3 Motivation, Organisation and Contributions

The preceding sections of this chapter served to establish that variability is one of the main factors that hamper development of high-performance analogue and mixed-signal circuits on small-scale silicon processes. Devising means to enable the economic production of such circuits has been the focus of significant research in a wide range of fields ranging from semiconductor devices and processes over calibration techniques to variation-tolerant circuits and systems. The motivation of this work is to contribute to these combined efforts, which is achieved by further developing one particular calibration technique known as the Configurable Analogue Transistor (CAT) and by introducing a novel variation-tolerant method for interfacing force-balanced MEMS sensors called Electromechanical PLL (EM-PLL).

The following list outlines the organisation of the remaining chapters of this thesis and briefly summarises any contributions made.

- Chapter 2 provides a more in-depth review of state-of-the-art calibration techniques and basic robust design techniques to complement the general observations made in the preceding sections of this chapter. Since a large portion of this thesis is based on the Configurable Analogue Transistor (CAT), it is reviewed in more detail.

- Chapter 3 introduces three contributions to the existing CAT technique. The first fills a gap in the existing design flow for CAT, the need for an automated algorithm for Critical Device Identification (CDI). CDI is the process of determining which
transistors in a given circuit are most suitable to adjust circuit performance. The proposed algorithm uses Monte Carlo simulation to explore the parameter space and determine which transistors of a circuit are most suitable to be replaced by CAT. The second development shows how the existing algorithm for optimising the size of CATs in current sources can be extended to optimise the size of CATs in a wider range of configurations. The third advancement extends the applicability of the CAT to online calibration for circuits in extreme environments. It is shown through simulation how the CAT can conceptually be used for temperature compensation.

- In Chapter 4, the CAT is applied to a 14-bit digital-to-analogue converter (DAC) to improve linearity. This chapter first reviews the challenges in the design of DACs. It then introduces the basic operation and building blocks of a segmented current-steering DAC and shows how the CAT can be incorporated to adjust the transfer function to improve linearity. Finally, measurements from the fabricated chip are used to prove the feasibility of calibration through CATs for the first time in a complex circuit.

- Chapter 5 shows that a viable alternative to calibration is inherently robust circuit design. This is exemplified by the introduction of a novel interface circuit for differential force-balanced MEMS accelerometers which is inherently more robust against parameter variation than current high-performance solutions. This is in contrast to the calibration-based CAT technique of the previous chapters to illustrate that novel design approaches can also be used to tackle variability issues without the need for calibration, or in systems where calibration is more difficult to apply.

- Finally, Chapter 6 summarises the contributions of Chapters 3, 4 and 5 and outlines further research paths based on this work.

A number of publications have been made based on the work in this thesis, all of which are listed below:


Chapter 2

State of the Art

2.1 Introduction

In this chapter, state of the art techniques to mitigate the impacts of device variation particular to analogue circuits are reviewed. Since this is an area of intensive research and constant innovation, it would be impossible to provide an entirely comprehensive list. Instead, the techniques described in this chapter are included because they are a good example of a commonly used principle, because they are particularly interesting, or because they are directly related to this work.

One key point of this review is focussed on calibration techniques, which allow a circuit’s parameters to be adjusted after fabrication to ensure they are within specifications. Calibration techniques lie on a spectrum from purely analogue over digital to software solutions. Analogue calibration techniques are characterised by their ability to adjust the properties of a device such that its fundamental characteristics can be altered. Examples of this category of techniques are substrate biasing, floating gates and some forms of conventional trimming. Digital techniques are characterised in that the fundamental device properties remain unchanged, but circuit characteristics are altered by enabling or disabling a certain number of calibration devices, re-routing signal flow or reconfiguring certain parts of the circuit. Calibration can also take place in software, in which case a system performs a built-in test against a reference and the measured deviations are then used as the basis of a software calibration table.

In contrast to calibration, inherently robust design is another approach to tackle the issue of parameter variation. Design based on calibration accepts the fact that the circuit performance will be affected by parameter variation and introduces calibration schemes to correct them. In contrast, robust design attempts to create a circuit whose parameters remain within specifications even if devices are subject to variation. Robustness in this context is generally considered as a measure for how stable circuit performance
remains when the circuit is subject to parameter variation, and is hence often used synonymous with variation tolerance [17]. The basic concepts of robust design, such as common-centroid transistor layout, are commonly found in most circuits as standard design practice, but these can be extended to make a circuit more resilient against specific device variations. Additionally, there is significant work in the area of model-based robust design, which uses computer algorithms to optimise circuits for robustness.

These two threads, calibration and robust design, are reflected in the contributions made in this thesis. Chapters 3 and 4 are concerned with developing and proving a particular calibration technique, whereas Chapter 5 features an example of how an inherently robust design can be a viable alternative to a very parameter-sensitive design.

Every calibration and inherently robust design technique lies on a continuum between being specific to a particular type of circuit or being generally applicable. These relationships are illustrated in Figure 2.1, which shows the techniques discussed in this chapter. For instance, Switching Sequence Post Adjustment (SSPA) and Calibration DACs are calibration techniques that are only applicable to segmented current-steering Digital-to-Analogue Converters, while conventional trimming is practically universally applicable. Many techniques are somewhere between truly generic and circuit-specific. In most of these cases the fundamental technique or methodology may be quite generic, but it is only applied to certain types of circuits. An example for this are digital calibration devices, which can in principle be widely used, but are most commonly found in mixed-signal circuits, but less frequently in purely analogue circuits.

![Figure 2.1: Categorisation of design and calibration techniques in this chapter.](image)

The structure of the following sections of this chapter is illustrated in Figure 2.2. First, a selection of important generic calibration techniques are discussed in Section 2.2. Section 2.3 then discusses generic robust design techniques and gives a brief introduction to model-based robust design. Then, Section 2.4 covers current design and calibration techniques specific to current-steering digital-to-analogue converters. Finally, Section
2.5 discusses the CAT technique on which a large part of this work is based, and relates it to other calibration techniques described in this chapter.

![Figure 2.2: Structure of this chapter.](image)

### 2.2 Calibration Techniques

#### 2.2.1 Introduction

In this section, a number of generally applicable calibration techniques are presented. The defining factor of all of these techniques is that they are applicable to a wide range of different circuits in principle. This generality of use is due to their operation on a physical or device level, rather than the circuit level. For instance, the calibration techniques described in the following subsections alter fundamental device properties, such as resistance, threshold voltage or the channel aspect ratio. These device-level parameters are independent of the circuit in which they are used and can therefore be employed in any circuit where alteration of these parameters result in a changes in circuit performance. Section 2.3 will then continue with an overview of robust circuit design techniques.
2.2.2 Trimming

Component trimming is the earliest and perhaps the most fundamental calibration technique. When applied to a circuit, individual components are manipulated to change their values and thus adjust the operating parameters of a circuit. For integrated circuits, a historically common trimming method is laser trimming, where a laser is used to alter the physical structure of the fabricated chip. Although other devices could be trimmed in principle, laser trimming is most commonly applied to resistors. Early trimming techniques were applied to thick-film (hybrid modules [18]) or thin-film (integrated circuits [19]) resistors on a chip, whose area could be trimmed much like discrete laser-trimmed resistors. However, this arrangement was unfavourable for two reasons. First, a process with resistive material as the uppermost layer is required and second, the area of such trimming resistors is usually large compared to other devices on the chip which is impractical for high-density integrated circuits.

Improved techniques feature a resistor that is not itself trimmed, but rather employs a number of taps, all but one of which are cut with a laser to select a specific resistor value, much like a potentiometer with discrete wiper settings. This principle is described in [20] and is shown in Figure 2.3. Although metal fuses relax the process requirements, the area requirements of discrete resistors are not reduced significantly.

![Figure 2.3: Transistor trimming by burning metal links.](image)

Laser trimming has two key drawbacks in particular: First, it requires special machinery to perform the trimming after fabrication, while most other techniques are purely electronic. Second, it is irreversible, or at the very least the resistance can only be trimmed in one direction. The latter, in addition to the fact that physical access to the chip is required to conduct trimming, means that laser trimming is a one-time process in practice that cannot be used to counter the effects of device ageing or to recalibrate the circuit under special environmental conditions. Furthermore, laser trimming is still a comparatively complex and expensive process, which is why it has been largely replaced by other trimming techniques whenever possible.
A more economic and less process-dependent approach to discrete resistor trimming has been used in precision integrated circuits since the 1970's and is commonly referred to as “Zener” zapping, which saw its first widely commercial application in the OP-07 operational amplifier [21]. Zener zapping features a series string of resistors in parallel with Zener diodes, which under normal conditions are reverse biased and will therefore not affect the operation of the resistors. This is illustrated in Figure 2.4, where the resistance is measured between the $V+$ and $V-$ terminals and the $X_n$ terminals are used to access the internal nodes for trimming. In order to select a particular resistor value, a high current is passed through one or more Zener diodes, which results in local heating sufficient to fuse the diode’s metal contacts into the silicon, creating a short in parallel with the corresponding resistor. Hence, the total resistance of the string can be trimmed. A significant advantage of Zener zapping over laser trimming or metal fuse-based processes is that Zener diodes are readily available in bipolar processes as base-emitter junctions and that therefore no special requirements are placed on the fabrication process. The trimming terminals are normally not accessible in the packaged chip and trimming is normally done before packaging.

As analogue circuits began to scale down further, the overhead of on-chip resistors was no longer economically viable and trimming resistors disappeared from all but the most sophisticated precision integrated circuits. However, recently interest emerged again in the field of laser trimming and trimming processes compatible with small-scale CMOS processes were developed. One such device is the laser-diffused resistor described in [22], which is shown in Figure 2.5. It comprises of a standard CMOS device without a gate and works as follows: Under normal circumstances, the n+ diffusions and the p substrate form two back-to-back pn-junctions, which do not pass any current. If a laser beam is focussed on the gap between the two n+ diffusions, the n+ diffusions start to extend
into the gap, thereby forming an electrically conducting link between the electrodes. The duration and intensity of the laser process controls the amount of n+ material that diffuses and thereby controls the resistance between the electrodes.

Another interesting method based on a somewhat similar device is presented in [23], where doped polysilicon is used as the resistor base material. However, instead of laser trimming, the resistance is changed by pulsing a large current through the material, which again results in heating of the material. However, instead of material diffusion, this device utilises dopant redistribution during the cooling process to alter resistance. Importantly, this effect is reversible, which allows resistance to be trimmed multiple times. This particular method has been further developed on SiGe processes [24].

While conventional resistance trimming is no longer relevant to modern highly-integrated devices, it still has a legitimate place in discrete analogue circuits such as precision operational amplifiers. In small-scale CMOS devices, trimming methods based on standard devices provide a viable path for calibration, provided that trimming a resistance can be used to calibrate a circuit parameter.

### 2.2.3 Substrate Biasing

Contrary to most forms of trimming, which are based on physical manipulation of devices, most other analogue calibration techniques are purely electronic. One example is substrate biasing, which is derived from a method first applied to digital circuits, where the substrate of the entire chip or a part thereof is biased to control gate propagation time delay and leakage power. For analogue circuits, this method can be scaled down to be applied to individual transistors, where it is commonly referred to as Dynamic Threshold MOS (DTMOS), which was introduced in [25].
In a MOS transistor, the threshold voltage is subject to the body effect, which relates the threshold voltage ($V_{th}$) to the source-bulk voltage ($V_{SB}$):

$$V_{th} = V_{th0} + \gamma(\sqrt{V_{SB} + 2\phi} - \sqrt{2\phi})$$  \hspace{1cm} (2.1)

where $V_{th0}$ is the threshold voltage at zero bias, $\gamma$ is the body-effect coefficient and $\phi$ is the surface potential. Conventionally, the source is tied to the bulk, thereby fixing the threshold voltage. If a bias voltage is applied to the body of a transistor, however, the threshold voltage can be actively adjusted.

Ignoring channel-width modulation, the drain current ($I_D$) of a MOS transistor in the active region is defined by:

$$I_D = \frac{1}{2}\mu C_{ox} \frac{W}{L}(V_{GS} - V_{th})^2$$  \hspace{1cm} (2.2)

where $\mu$ is the carrier mobility, $C_{ox}$ is the gate oxide capacitance per unit area, $V_{GS}$ is the gate-source voltage, and $W$ and $L$ are the channel dimensions. Substituting $V_{th}$ from equation 2.1 into the drain current equation results in:

$$I_D = \frac{1}{2}\mu C_{ox} \frac{W}{L}(V_{GS} - V_{th0} - \gamma(\sqrt{V_{SB} + 2\phi} - \sqrt{2\phi}))^2$$  \hspace{1cm} (2.3)

which shows that for given operating conditions, the drain current can be adjusted by varying the body voltage.

In order to be able to apply body bias voltage to an individual transistor, the CMOS process must support isolation of individual transistors, which necessitates either triple-well or silicon-on-insulator processes. Whilst some specialist processes, such as radio-frequency analogue analogue processes or radiation-hardened processes, may support biasing of individual transistors, this feature is not typically found in modern mainstream general-purpose CMOS processes.

The adjustment of the threshold voltage in this way has two main implications for circuit design. Firstly, as can be seen from equation 2.1, the effective threshold voltage of a transistor can be lowered by applying a constant bias voltage, which allows circuits to operate at lower supply voltages. For example, in [26] an operational amplifier with a nominal single supply voltage of 0.8V is presented. Secondly, by dynamically deriving the body bias voltage from circuit parameters, this technique can also be employed to increase robustness of the circuit against device parameter or bias condition variation. For example, in [27] it was shown that with a relatively simple negative feedback loop, which dynamically controls the body biasing of an NMOS transistor as a common-source amplifier for constant drain current, circuit parameter deviation across the process corners was improved from 77% to 12%. This technique was also applied in the previously mentioned operational amplifier [26], where the bias of the input stage is controlled by a DTMOS transistor.
Due to the aforementioned process requirements, this technique is not applicable to standard analogue CMOS processes. Low-voltage circuits where a reduction of threshold voltage is necessary and therefore already contain DTMOS transistors may benefit greatly from the possibility to add robustness against parameter variation. Since body bias is set by an analogue voltage, a separate DAC would be required to allow for digital calibration, which means that this technique is not well suited for post-silicon calibration of individual transistors. Instead, the body bias voltage is usually derived from an internal node to stabilise the circuit bias [27, 28]. In contrast, digital circuits may be physically clustered and the bias voltage for each cluster generated by a dedicated DAC to optimize a certain parameter, such as propagation delay [29].

### 2.2.4 Floating Gates

This technique is somewhat related to substrate biasing (Section 2.2.3) in that it affects the input voltage characteristics of a transistor. The main differences are the location at which the device is adjusted and that floating gates provide inherent non-volatile storage of the calibration value. The principle of floating gates was first applied in digital memories such as Electrically Erasable PROMs (EEPROMs). However, the deliberate alteration of MOSFET threshold voltage that is used to store digital data can likewise be applied to trim analogue circuits [30].

A MOSFET containing a floating gate, as depicted in Figure 2.6 is structurally very similar to a conventional MOSFET, except that it has an additional gate (floating gate, FG) added between the original gate (control gate, CG) and the substrate. The purpose of this additional gate is to store a certain amount of charge that effectively alters the threshold voltage of the device [31].

![Figure 2.6: Schematic diagram of a floating-gate device.](image)

Since the floating gate is electrically isolated from the control gate and the substrate, charges are added and removed by means of various tunnelling mechanisms. To facilitate this, these devices usually contain a support transistor or other means to enable and
disable carrier injection either through a dedicated terminal or the terminals of the main transistor. The former method is usually preferred since it can be implemented efficiently by sharing the floating gate with a second transistor which is exclusively used for the purpose of charge tunnelling [32], otherwise the transistor would need to be equipped with multiplexers to switch between normal and programming operation.

While the additional floating gate layer is not seen as a drawback in memory chips, it is usually not available on analogue CMOS processes. However, at the expense of greater silicon area, floating gate calibration can be implemented in standard CMOS processes with no special layers. In fact, this method may be preferred to a dedicated floating gate layer, since only transistors that are to be equipped with calibration facility feature a floating gate, while all other devices are standard single-gate CMOS devices.

The principle of the single-layer floating gate transistor is shown in Figure 2.7 and was first introduced for EEPROMs in [33], but later developed to be applied to analogue circuits [34]. The device depicted is an n-channel MOSFET with the n diffusions in the substrate as source and drain. This device’s gate is connected to the gate of an adjacent p-channel device and acts as the isolated floating gate. The n-channel device is controlled through the n-well of the p-channel device, whose potential is changed by applying a control (“gate”) voltage to the diffusions and implants of the p-channel device. Since with positive gate voltages the junction from the n-well to the p-substrate is reverse biased, this p-channel device is electrically isolated from the n-channel device and controls the n-channel device through the floating gate.

Due to the way the charge on the floating gate affects the effective gate voltage, this technique is commonly used to cancel or compensate offset voltages, for example in differential pairs [35]. As the charge stored on the floating gate is practically non-volatile, floating gates can in principle be used for one-time calibrations, although adaptive adjustment of the charge level during operation is a more commonly described scenario [36]. Conversely, floating gates can also be used to deliberately add offset voltages, which, for example, allows the creation of adjustable current sources where the gate voltage of the current source transistor is controlled by a floating gate.
2.2.5 Calibration Devices

Perhaps the most fundamental way to achieve digital control or calibration of an analogue circuit is to insert calibration devices that complement a main device. These calibration devices can be turned on or off in a digital manner, resulting in digitally adjustable characteristics of the combination of main and calibration devices. This principle is not only used for calibration, but also for programmable gain amplifiers [37] and similar applications. A large number of circuits featuring calibration devices found in the literature are data converters. Therefore, several techniques that employ calibration devices are discussed with other DAC specific techniques in Section 2.4.

An independent application of calibration devices is shown in [38], which features a digitally controlled length MOS transistor. A number of calibration transistors with binary weighted lengths are connected in series to the main transistor. Individual transistors can either be bypassed by connecting their gates to VDD or inserted in the circuit by connecting their gates to the main transistor gate, as depicted in Figure 2.8 [38]. The series transistors can be enabled by a digital control word to effectively give a variable transistor length.

![Digitally controllable adjustment transistors](image)

**Figure 2.8**: MOS transistor with programmable length.
The intended application of this programmable length transistor is calibration and matching of current sources in tunable neuromorphic cells, but the authors present some results geared towards more generic applications. This approach has not been proposed to counter device variability, but it would in principle be applicable for calibration. The binary sizing of the calibration devices results a wider tuning range with the same number of devices when compared to unity-sized calibration devices, e.g. [39]. A drawback of this technique is that the calibration device and its control switch are arranged in series. This can be problematic since disabled devices are still in the signal path and their presence may affect the overall circuit characteristics, e.g. through their finite on-resistance.

2.2.6 Digitally Adjustable Analogue Circuits

The calibration methods discussed thus far operate mostly on the device level, with little or no support circuitry. Even in the more complex cases presented in Section 2.2.5, the support circuitry is only required for calibration of the overall circuit but not to operate the individual calibration devices. In practice, even simple calibration devices will be used with some kind of system to support adjustment of circuit parameters. Such a system where digital devices are controlled with the overall circuit performance in mind can be generalised as a digitally adjustable analogue circuit. In this section, the general aspects and certain details of such digitally controlled circuits will be discussed.

An analogue circuit is equipped with two nodes, a “monitor” and a “control”, as shown in Figure 2.9 [40]. The monitor allows the measurement of a certain parameter, while the control adjusts a certain variable. An example monitor parameters is gain, which can be determined by measuring the output voltage of an amplifier for a certain input voltage, while an example control may be the bias voltage by tuning a programmable current source. When the circuit is to be calibrated, either after fabrication, at power-up or periodically during operation, the control variable is varied according to an algorithm until the monitored parameter is within specifications or otherwise optimized. The value at the monitor node does not need to be measured in all cases, as it is often sufficient to simply compare it to a reference value and adjust the control accordingly. Indeed, successive approximation algorithms that rely only on comparison instead of measurement are commonly found in such architectures.

In the ideal case, monitoring and adjusting the control can occur during normal operation of the circuit. However, more commonly normal operation of the circuit may need to be interrupted for several reasons. For example, to adjust gain of a circuit an input signal of known amplitude must be present, which necessitates disconnection of the input signal and connection of a test signal for the duration of calibration. Another case is when the voltage or current at the monitor node would be too low during normal operation or the circuit needs to be reconfigured in a specific way to bring the monitoring node to a certain, easily measurable condition.
Depending on the complexity of the calibration system, the calibration cycle itself requires a means to sense the monitor node, such as a comparator or ADC and a DAC or circuit component that serves the purpose of a control. Storage of the calibration word can either be within the calibration circuit itself as volatile memory, fuses or floating gates or in the memory of an on-chip microprocessor system, which may also include the calibration logic, if present. In any case, after the completion of the calibration cycle, normal operation of the circuit is not affected, except for effects introduced by the presence of monitors and controls, which may lead to increased parasitics or altered device output characteristics. A direct example for this are series-connected transistors discussed in Section 2.2.5.

One general property is that the accuracy of the calibration depends on the DAC structure of the control. If the resolution of this DAC is too low or individual bits deviate too greatly, the quality of calibration may degrade or it may not even be possible to achieve satisfactory calibration. On the other hand, introducing too many calibration bits or conservatively designing the DAC from large-area devices may also be infeasible due to the parasitics introduced to the supported circuit.

An interesting solution to this problem is the use of DAC structures with sub-binary bit weights [41]. Whereas bits in a conventional DAC have weights $2^N$, the bits in a sub-binary radix DAC have weights $r^N$, where the radix $r < 2$. This introduces an overlap in the value that is covered by individual bits, i.e. $r^N < \sum_{n=0}^{N-1} r^n$, which adds code redundancy at the expense of number of bits required for a given maximum value. The radix can be chosen to make the DAC tolerant to an expected maximum parameter variation. Note that this technique does not rely on any DAC architecture and can be applied to any calibration technique that employs binary weighted elements.

A more general view of the system depicted in Figure 2.9 is that of built-in self-test (BIST) and calibration facilities. This term is more commonly applied to digital signal processing systems. In addition to the standard ADC, DAC and signal processor, systems equipped with BIST facilities also contain a set of analogue multiplexers that allow to form a test loop on the analogue side, as depicted in Figure 2.10 [42].
To calibrate the system, the test loop is closed, which disconnects the external signals [42]. The DAC is used as a test pattern generator, while the ADC analyses the output response. By applying appropriate test signals and algorithms, the DSP can determine the nonlinearities and errors in the DAC and ADC, which allows a correction pattern to be developed. This information about the characteristics of the system can then be used in normal operation to correct the aforementioned systematic errors. The nature and extent of errors that can be corrected is mainly dependent on hardware properties. While, for example, converter offset can easily be corrected, missing ADC or DAC codes are problematic. Employing \(\Sigma\Delta\)-modulators, either as a replacement for the system’s ADCs and DACs or as dedicated converters for the purpose of BIST, alleviates this particular problem and allows more flexible calibration by adjusting the converter parameters [43, 44].

2.3 Variation-Tolerant Design

2.3.1 Introduction

In contrast to the calibration techniques discussed in section 2.2, robust design is another approach to mitigate the effects of device parameter variation. The conceptual difference is as follows: Calibration accepts that device parameter variation results in circuit performance variation, but provides a way to tune the circuit to bring circuit performance back to acceptable values. Robust design, on the other hand, aims to minimise the effects of device parameter variation on the circuit in the first place. This can be achieved through certain layout strategies, circuit topologies or by ensuring that the circuit is designed with enough margin for error in device parameters.

Section 2.3.2 will examine a number fundamental layout strategies that are commonly used to reduce parameter variation and mismatch in devices. Furthermore, it will also
provide an example of how different circuit topologies can be employed to improve variation tolerance. The common theme across these circuit and layout techniques is that they are largely manual, in that the designer will choose the appropriate circuit topology or layout scheme that is most suitable for a particular application and its requirements. In contrast, Section 2.3.3 will give an overview of computer-aided techniques to optimise the robustness of a circuit.

2.3.2 Robust Design Techniques

The performance of integrated circuits in general not only depends on the circuit topology and device parameters, but to a large part also on the final layout of the chip. Especially for analogue circuits the choice of layout scheme and the particular layout of devices can have a great effect on the performance of the fabricated circuit. Likewise, layout also contributes significantly to how production processes contribute to device parameter variation and how the circuit is affected by variation. The following layout techniques are generally considered fundamental good practice for analogue circuit design, and have been developed since the beginnings of integrated circuit design [45]. Depending on the susceptibility of the circuit on parameter variation, applying some of these layout techniques alone may be sufficient to reduce variation in circuit performance to a level which does no longer require calibration or other compensation.

As discussed in Section 1.2, there are numerous systematic processes which lead to parameter variation and device mismatch on a chip. On the most abstract level, the main sources of such variation are mainly due to physical separation or different orientation and asymmetries in surrounding features of devices which need to have closely matched characteristics. Therefore, the layout techniques of this section are concerned with device and feature placement that minimises these effects. All of these schemes are generally applicable to active and passive devices alike.

If two devices need to be matched, they should have the same orientation. This is because the lithographic and chemical processes used during fabrication can have slightly different properties in different axes. Thus, when two devices are placed in the same orientation, they are less likely to be affected by these differences. [46] Another cause of mismatch are gradients that lead to different properties in two physically separate devices. These can be gradients in underlying physical properties, such as doping, but in the majority of cases temperature gradients across the chip are more significant [47]. The general solution to reduce effects of such gradients in common-centroid design, which is illustrated in Figure 2.11. Conceptually, it means that the two devices are divided into smaller devices, which are then arranged symmetrically and equidistant around a common point, or centroid. This layout scheme will effectively cancel linear gradients in any axis. However, the metal interconnect may become quite complex and asymmetric. This can re-introduce mismatch because the metallisation layers can slightly affect properties
of the devices underneath. A special case of common-centroid layout for devices with a common source or drain terminal that minimises required metal interconnect are interdigitated transistors, illustrated in Figure 2.12. In this case, the two transistors are a differential pair with a common source connection, which allows sharing of the source regions in the layout, as indicated. The example shown is a “true” common centroid layout because it is symmetric in both axes and the centroids of both devices coincide, thus yielding optimal response to parameter gradients. However, this arrangement does in fact not provide perfect matching, since the two devices have different drain and source areas. One variation, shown in Figure 2.13 restores good device matching, but it is no longer a perfect common centroid since the centroids of the two devices are at different locations. Furthermore, this layout requires slightly more complex metal interconnects since the drain region in the centre is not common to both devices and can therefore not be shared. Common-centroid device design therefore requires a trade-off between inherent device matching, matching under the influence of gradients and wiring complexity.

![Figure 2.11: Concept of common-centroid layout, arrows indicate axes of symmetry.](image)

In order to avoid the abrupt changes at the end of a strip of interdigitated transistors or a common-centroid array, it is also common practice to insert dummy devices around the edges. These inactive devices have the same physical structure as the active transistors and ensure that all active devices are in a homogeneously structured environment, reducing possible mismatch introduced by density-dependant chemical, mechanical or photolithographic processes. [48]

Another layout technique which is most commonly applied to capacitors is the use of unit-sized devices. This concept is illustrated in Figure 2.14. It can be applied when the absolute values of two or more devices are not variation sensitive, but their relative ratios are. For example, in a charge amplifier, the gain is determined only by the ratio of the feedback capacitors, but not their absolute values. Normally, such different capacitor
values are achieved by having two capacitors with different sizes and possibly different aspect ratios, which is illustrated in Figure 2.14a. Once again imperfections in the manufacturing process can lead to mismatch, which is likely to depend on the physical size and shape of the capacitors. This leads not only to variation in the absolute capacitor value, but also the ratio between the two capacitors. Using unit-sized devices is illustrated in Figure 2.14b. Instead of using capacitors of different sizes, both capacitors are made up of smaller elements of the same size and shape which serve as the unit-sized elements. This way, the unit-sized elements are still subject to variation, but all of them are affected equally. Therefore, the capacitance ratios are defined mainly by the ratio of the number of elements and influence from variation is reduced. The same principle can be applied to other devices where matching of ratios is important, including resistors. [49]

Like the robust layout techniques described thus far in this section, there are also circuit design techniques that result in more robust circuits. Some of them are elementary and used almost without notice, such as various transistor bias stabilisation techniques [50]. Others result in useful “building blocks” that are used whenever a particular function...
is required [51]. Other still are entirely specific to a particular circuit [52]. Again, the number of such techniques would be too great to give a meaningful comprehensive overview. Instead, the evolution of the bandgap reference will serve as an example for a circuit where temperature stability is achieved through ingenious circuit design.

Among the first semiconductor components suitable for reference voltage generation were Zener diodes. Zener diodes are characterised by a well-defined and relatively abrupt reverse breakdown. When the Zener diode is operated in its breakdown region, the breakdown voltage can be used as a relatively stable reference voltage. Like most semiconductor parameters, the breakdown voltage is subject to temperature drift. In addition to stabilising the operating temperature [53], it is also possible to reduce the temperature coefficient through circuit design. One way to achieve this is illustrated in Figure 2.15 where a regular diode is placed anti-serial with the Zener diode. For Zener diodes with a breakdown voltage greater than approximately 5V, the temperature coefficient of the breakdown voltage is positive. For a regular junction diode, the temperature coefficient of the forward voltage is negative. Thus, if the two are combined as shown in Figure 2.15 and the breakdown and forward voltages added together, the overall temperature coefficient is significantly improved. This scheme only works within a narrow envelope of breakdown voltages, forward currents and temperatures where the two temperature coefficients are approximately equal and opposite. Although discrete temperature compensated Zener diodes are available, this scheme is most commonly found in monolithic integrated circuits, a prime example being the classic LM723 voltage regulator.

Whilst discrete temperature compensated Zener diodes can achieve temperature coefficients in the region of a few ppm/K (e.g. Microsemi 1N4569A [54]), the breakdown
voltage where compensation is possible is fixed at around 6V with poor initial accuracy. This, amongst other factors, makes them impractical for use in low-voltage integrated circuits. There, a different reference circuit is commonly used instead: The bandgap reference. The first commercial product featuring an integrated bandgap reference was the LM109 regulator developed by Bob Widlar [55]. Figure 2.16 illustrates the basic bandgap reference circuit used by Widlar. It relies on the fact that two identical transistors have different base-emitter voltages if they operate at different current densities and, crucially, that this difference in voltage has a positive temperature coefficient. Like in the case of the temperature-compensated Zener diode, this voltage can be added to the forward voltage of a junction diode to minimise the overall temperature coefficient.

In the circuit of Figure 2.16, transistor Q1 operates at a higher current density than Q2 and thus, the difference in $V_{BE}$ is present at R4, which is amplified to R2 and added to the $V_{BE}$ of Q3, at whose collector is a temperature-compensated reference voltage. The bandgap reference has several advantages over temperature-compensated Zener diodes, most notably the lower output voltage of 1.2V, greater initial accuracy and a hyperbolic temperature coefficient. The latter means that at its designed operating temperature, a bandgap reference has a temperature coefficient of practically zero. Away from that nominal temperature, modern bandgap references with additional compensation can achieve accuracies of below 3ppm/K over their entire operating temperature range without internal temperature control [56]. Naturally, this original design has since been refined several times, resulting in variable bandgap output voltages, enhanced performance, higher-order compensation and FET-only references [57].

Although this example of the development of early bandgap reference circuits is mostly of historical interest, it illustrates how basic physical properties can be exploited solely on a circuit level to achieve higher robustness against parameter variation, in this case temperature.
2.3.3 Model-Based Robust Design

Section 2.3.2 introduced the concept of robust design, where a circuit is designed such that the effects of parameter variations on performance are reduced. The examples given are based on optimised circuit topologies or layout features which are inherently more robust. A complementary aspect which has not been discussed thus far is a choice of circuit parameters that lead to a more robust circuit. The importance of this can be illustrated with a hypothetical design example, which is illustrated in Figure 2.17a. First, the designer chooses the appropriate circuit topology and then proceeds to size the devices, based on simplified equations or, more likely, iteratively with the help of a simulator. The goal of sizing is to optimise the desired circuit performances, for example gain or bandwidth of an operational amplifier. However, if no attention is paid to device variability at this stage, it is easy to size a circuit that is extremely susceptible to parameter variation. For example, this can occur when the the operating point of a device is placed close to the boundary to a different operating region, or when an amplifier is designed with very low gain or phase margins. Even when the best practice layout considerations are observed, the fabricated circuit is still likely to have a low production yield, decreased operating temperature range or suffer otherwise from high sensitivity to parameter variation.

It is thus necessary for the designer to consider the impact of the device sizes and other design choices on the robustness of the circuit. A simplistic way to achieve this is to place constraints on the acceptable variation of the circuit performances and ensure they are met when sizing the circuit. The response of circuit performance to parameter

Figure 2.16: Concept of early bipolar bandgap reference [55].
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1. Choose circuit
   \[ W_1 = 1 \mu \text{m}, L_1 = 120 \text{n} \]
   \[ W_2 = 4 \mu \text{m}, L_2 = 120 \text{n} \]
   \[ W_3 = 4 \mu \text{m}, L_3 = 120 \text{n} \]
   ...

2. Size devices

3. Simulate circuit
   \[ \text{Gain} = 1.47 \times 10^6 \]
   \[ \text{CMRR} = 72 \text{dB} \]
   \[ V_o = 451 \text{mV} \]
   ...

4. Performance variation
   \[ \mu = 451 \text{mV} \]
   \[ \sigma = 42 \text{mV} \]

Manual process

(a) Design flow not considering variation

(b) Design flow considering variation

Figure 2.17: Design flow with and without concern for variation.

Variation is typically modelled through Monte Carlo (MC) simulation. Conventionally, a set of simulations (e.g. transient, AC, noise, ...) is run with nominal device models to determine the performances of the circuit. In a Monte Carlo simulation, these simulations are repeated a large number of times and in each iteration, the parameters of each device are subject to random variation. The result is a distribution of circuit performances and the designer can then determine if this expected variation of performances is acceptable or not. The numbers for the random variation on device parameters used the the Monte Carlo simulation are typically included in the IC design kit and are based on several measurements of test wafers for a given process.

Using Monte Carlo simulation in the manual design example above allows the designer to verify that a given circuit with given device sizes meets the given robustness criteria. However, it is a rather unwieldy tool in manual iterative design and is therefore likely only used at the end of the design and sizing process as a means of verification instead of continuously driving the design towards a robust solution. This may lead to a final
circuit which may not be optimal in terms of achievable robustness. Using a computer-aided sizing approach can better incorporate robustness as a design goal and at the very least remove the tedious and error-prone manual iterative sizing process.

2.3.3.1 Computer-Aided Design Flow

Creating IC design flows with various degrees of automation is an area of active ongoing research and has been since the early 1980’s. An extensive survey of such techniques along with fundamental concepts is presented in [58]. Since the aim of this section is to introduce the concept of computer-aided robust design, it will focus on the underlying concepts and ideas and their application, rather than discussing the literally hundreds of tools.

The simplified IC design flow shown in Figure 2.17a can be readily extended to include automatic optimal device sizing. As before, the designer still chooses the appropriate circuit topology and an initial “guess” for the device sizes. However, instead of manually attempting to optimise the device sizes, this process is now automated. As in the manual case, circuit simulations with nominal device parameters are used to obtain the circuit performance for a given set of design variables. A multi-objective solver is used to find an optimal set of design variables that results in the desired circuit performances. The following Subsections 2.3.3.2 and 2.3.3.3 will discuss the selection of the solver and how robustness can be incorporated as an objective in more detail.

Before moving on to these more detailed discussions, it is worth discussing some more generic points about the design process outlined in Figure 2.17a. First, in this particular example, the choice of circuit and initial sizing are done manually by the designer and optimisation left to the software tools. Whilst seemingly intuitive, there is research which aims to provide tools that automate a larger part of the process [59, 60]. For instance, a database of building blocks can be used to provide a circuit topology suitable for the application based on high-level parameters, e.g. gain and input and output impedances for an amplifier. Similarly, the initial guess for the device sizes can also be provided by a computer, for instance through algebraic equations for a particular circuit topology.

A second, perhaps more subtle point about the design flow is the importance of the initial guess of the device sizes. Since it serves as the starting point for optimisation, it needs to be reasonably realistic in order for the optimiser to lead to reasonable results. In particular, care must be taken that with the initial guess, all devices operate in the desired operating regions. If this is not the case, depending on the behaviour of the circuit, the optimiser may not be able to move the operating points into the right region and therefore not find an acceptable solution. Stochastic optimisers, as will be discussed in Section 2.3.3.3, greatly reduce this requirement as they do not explore the design space on a deterministic trajectory.
2.3.3.2 Optimising for Robustness

When employing the automated variant of the circuit sizing approach outlined in Figure 2.17a, it is possible to add circuit robustness as one of the optimisation goals. There are several methods to achieve this, but two broad areas will be discussed in more detail as they are relevant in later part of this thesis: Direct optimisation and post-design filtering.

As stated at the beginning of Section 2.3.3, the typical approach to determine the robustness of a circuit against device parameter variation is Monte Carlo analysis. Monte Carlo analysis is the method that can provide the most complete picture of expected performance variation, provided that the number of iterations is sufficiently large. This is incidentally also the most significant drawback of Monte Carlo analysis, since the resultant long simulation time requires a careful choice of when to apply it. Direct optimisation of circuit robustness, illustrated in Figure 2.17b, would run a full Monte Carlo analysis at each step of the optimisation process and use the resultant sensitivity of circuit performances as objectives to be minimised. Whilst this would be desirable because it would truly optimise circuit robustness, the long simulation times would make it impractical for all but the most simple circuits. It should be mentioned that there are other variation analysis techniques apart from Monte Carlo, such as corner analysis or device-based worst-case analysis. One common problem with all of these techniques when applied to analogue circuits is that the interaction between parameters of different devices is non-trivial. For instance, whilst a corner analysis is usually adequate to determine worst-case variation of propagation delay of a digital circuit, it is nowhere near sufficient for determining the worst-case gain variation that an amplifier might suffer.

Unlike direct optimisation, which considers variation during the sizing process, post-design filtering defers optimisation for robustness. It is applicable to optimisation methods that work on populations of solutions, in particular Genetic Algorithms, which will be discussed in Section 2.3.3.3. For the moment it is sufficient to understand that instead of optimising a single pair of design variables and objectives, genetic algorithms survey a large and varied population of points in the design space to find a global optimum. This also means that once the stopping condition has been reached, depending on the problem, there is not a single solution but a number of different candidate solutions. This set of solutions may contain clusters of very similar solutions, corresponding to local minima in the optimisation objective. Normally only the solution with the lowest objective value would be chosen as the final solution. However, this may no longer be an optimal solution once variation has been considered. Figure 2.18 illustrates how filtering fits into the design process. Since many of the solutions correspond to the same minimum, they can be eliminated so that only one parameter set representative for each minimum remains. Then, a Monte Carlo analysis is performed for each of these points, adding a measure for the robustness of the corresponding parameter set. This allows to trade off robustness against circuit performance and the designer can choose a solution that satisfies the
specifications. Post-design filtering provides a viable alternative to direct optimisation, but it does not come without its own drawbacks. First, the genetic algorithm itself may be quite expensive in terms of computing time, requiring tens or hundreds of thousands of simulations, although likely less than direct optimisation. Second, it relies on the optimisation problem having a range of parameters that lead to similar performances so that the most robust one can be chosen. This may not necessarily be the case for every circuit and it may not be obvious at the beginning whether or not a given circuit shows the desired behaviour.
2.3.3.3 Optimisation Techniques

Section 2.3.3.2 discussed fundamental principles of computer-aided circuit sizing techniques, but did not consider the available choices of optimisation tools. Because circuit parameter optimisation is an important part of the following chapters, this section will give an overview of common techniques. It is important to note that the methods described in this section are not limited or specialised to circuit optimisation, but are generic numeric optimisation methods. Since optimisation is a very broad field of mathematics, the focus of this section is again on the principles and different approaches rather than detailed descriptions of countless methods.

There are several ways to classify optimisation methods. From an user’s point of view, the following are some useful criteria of classification:

- Single- or multi-objective
- Single- or multi-variate
- Deterministic or stochastic

Single-objective optimisers are the most fundamental. Their objective is to find the arguments of a scalar function, e.g. \( f(x) \) or \( f(x, y, z) \) which minimise that particular function. The first example, \( f(x) \), is also an example of a single-variate problem, whilst the second example is multi-variate, since there are three independent arguments to the objective function. Single-objective problems are undoubtedly the most fundamental ones and had the earliest solutions developed, e.g. Newton’s Method [61].

Multi-objective problems are characterised by more than one objective, which must be minimised simultaneously, e.g. to find a set of arguments \( x, y, z \), which minimises both \( f(x, y, z) \) and \( g(x, y, z) \). The important difference to note here is that unlike in the case of single-objective problems, determining whether a solution is optimal is not necessarily trivial. In the single-objective case an optimal solution is the one that results in the smallest function value, which is an objective and unambiguous criterion. In contrast, in many multi-objective problems the two objectives will have minima at different points, which means that the final solution will have to be a “trade-off” between the individual objectives. Depending on the characteristics of the problem, there are different approaches to determine how this trade-off should be handled.

One way is to transform the multi-objective problem into a single-objective problem by defining a combined objective. An excellent example for this would a multi-objective data fitting problem, where the sum of squared errors from each objective function would be an appropriate single objective. By doing this, the problem is no longer a multi-objective problem and all tools and properties that apply to single-objective problems can be applied. However, not all multi-objective problems can be reduced in this fashion. For
problems which require their objectives to be treated independently, Pareto optimality is an often-used metric [62].

The idea behind Pareto optimality is illustrated in Figure 2.19. The x- and y-axes are two independent objectives, A and B, and each point represents a possible solution. In this example, larger objective values correspond to a better solution. The points were obtained by surveying the design space, for instance through Monte Carlo simulation or a population generation mechanism in genetic algorithms. By considering optimality for each objective separately, a Pareto front can be established. This is the set of solutions for which no other solutions are objectively better, i.e. each solution in the Pareto front is better than at least one other solution in terms of at least one objective. This can be visualised as “shading”, where solutions that are not part of the Pareto front are shaded by the ones that are. This is illustrated with dotted lines for one of the solutions. Each other solution that is within the dotted rectangle is worse in terms of at least one objective. The shaded area in the graph is the union of all such rectangles, and any points not within this area are Pareto optimal. This means that they can be considered equally good, and it is up to the person interpreting the result to find an appropriate trade-off between the two objectives. It must be noted here that Pareto optimality provides a method to establish an optimal set, but not a single optimal solution. This must be done by imposing further constraints that help choose a solution from the Pareto set. Often the entire Pareto set is used in population-based optimisation systems, e.g. genetic algorithms. In that case, the Pareto set of a population serves as the seed for the population in the next generation, thus taking advantage of the set of optimal solutions.

The final distinction criterion for optimisers is whether they are deterministic or stochastic. Deterministic methods cover virtually all classic methods and are characterised in that their solution and the path taken to find the solution are determined only by the problem, starting conditions and parameters. Stochastic methods, on the other hand, add random elements to the search for an optimum. Such random elements can be variations around the current point or probabilistic decisions along the path to the solution.
Deterministic solvers are well-suited for optimisation problems where the problem is well understood by the person applying the algorithm and choosing its parameters. Depending on the problem and parameters, many deterministic solvers are capable of determining solutions that are as close to the “true” mathematical solution as is numerically possible. However, if the problem is not well understood or an unsuitable algorithm chosen, it is possible to not find an optimal solution at all, e.g. because the solver repeatedly solves for local minima.

Stochastic solvers, on the other hand, may not be able to find the optimal solution to within the same degree as deterministic solvers, but are less likely to settle for local minima. The two most well-known stochastic solving algorithms are genetic algorithms [63] and simulated annealing [64]. The basic principles of genetic algorithms were outlined already earlier in this section. The non-deterministic element is the variation and evolution of one population to the next, with the intention of covering a large area of feasible solutions. Simulated annealing follows a different route, where a deterministic solver is re-set to nearby starting points according to a time-dependent, probabilistic function with the aim of avoiding local minima.

Whilst this overview of optimisation techniques may have been very broad, it is important to realise that they are all equally valid tools in automated and computer-aided circuit design: From simple single-objective Newton-Ralphson solvers in circuit simulators such as SPICE [65] to genetic algorithms and simulated annealing in automated circuit sizing systems [66, 67]. This therefore forms the basis for understanding the methods described in the subsequent chapters of this work. The remainder of this chapter will now go further from general calibration and design techniques and focus on particular techniques that the original work in this thesis is based upon.

### 2.4 Design and Calibration Techniques for DACs

#### 2.4.1 Introduction

Having discussed a number of general design and calibration techniques in the previous section, this section will cover some circuit-specific techniques. In particular, the focus will be on techniques targeting segmented current-steering DACs. The operation of such DACs is explained in detail in Chapter 4, but for the purpose of this section it is sufficient to know that one of the key challenges in their design is to provide a series of differential current sources with well-matched, equal currents. These current sources are driven by a thermometer decoder to produce an output current which is ideally a linear function of the input code.

Among the most important performance metrics of digital-to-analogue converters are integral and differential non-linearity, which are abbreviated INL and DNL, respectively.
INL is the deviation of the DAC transfer function from its linear ideal, while DNL is the deviation from the ideal step size between two consecutive codes. In segmented DACs, the main source of INL is mismatch in the unary current cell array, while DNL is mainly caused by mismatch within the binary cells or mismatch between the unary and binary cells.

Figure 2.20: DNL caused by mismatch in binary current cells.

Figure 2.20 illustrates the origin of DNL, by considering the binary current cell array and the output current for the first few codes only. If the binary cells were perfectly matched, incrementing the input code would result in a step of exactly $I_{\text{LSB}}$ in the output as the input code increments. In reality, the binary current cells shown to the left all have slightly mismatched currents, so that each cell’s current is not exactly twice that of its lower neighbour, illustrated by shading in the binary cells. The resultant output steps between codes are then not exactly $I_{\text{LSB}}$ and this deviation differs between different codes, depending on which cells are active. This deviation in each step in output current from $I_{\text{LSB}}$ is DNL. Since in this example the binary segment of the DAC consists of four bits, the exact DNL pattern will repeat every 16 input codes. Furthermore, mismatch between the binary and unary cells also contributes to DNL. At each 16th code, the output current from the binary segment resets to 0 and the next unary cell is activated, ideally resulting in a step of $I_{\text{LSB}}$. However, if the unary cell current is not exactly 16 $I_{\text{LSB}}$, this step may be smaller or larger and therefore contribute to DNL.

Figure 2.21: INL caused by mismatch in unary current cells.
Figure 2.21 illustrates the origin on INL. The illustration on the left shows the unary current cell array, complementing the binary array from Figure 2.20. Ideally, the current of each cell would be \(16I_{LSB}\), and one cell would be activated for every 16\(^{th}\) input code, resulting in the linear transfer function shown at the right. In reality, the currents of the cells in the array will suffer from mismatch, as illustrated by the differences in shading. This mismatch can either be due to intrinsic variation or a gradient across the array. In the illustration of Figure 2.21, the cells at the centre of the array provide a higher current than the ones around the perimeter. This results in a transfer function that deviates significantly from the linear ideal at certain codes, as shown at the right. At any point, this deviation from linear is INL, and the maximum or peak-to-peak INL over the entire range is a typical "headline" performance metric.

In terms of overall performance, INL is usually a greater concern than DNL, mainly for two reasons. First, in a segmented DAC, integral non-linearity accumulates all absolute errors over the current cell array. On the other hand, differential non-linearity is defined by the matching of consecutive code outputs and does therefore not accumulate. The second reason follows as a direct consequence: INL can become large very easily, while the DNL is effectively limited. Therefore, the limiting factor for accuracy is usually INL, and the overall performance of a DAC can be more readily improved by improving accuracy through a lowered INL than by improving resolution through a lowered DNL. Typical values of INL for commercial DACs range from fractions of LSB up to a few LSB, whilst DNL is typically of the order of 1LSB.

In addition to mismatch between current cells, there are also other factors that contribute to INL and DNL, such as nonlinearities of the output amplifier. However, mismatch is by far the most important and has been the focus of significant research which has led to numerous different solutions. These can be roughly divided into two categories: Improvements to design techniques and architecture, where good matching is achieved by design, and calibration, where there is some kind of calibration facility built into the DAC.

### 2.4.2 General Design Techniques

One common technique to improve matching of current sources across an array is to split each source into four parts and locate them in different quadrants of the array, as illustrated in Figure 2.22. If the current sources are then activated through a thermometer code, the errors in current generated by each part of a current source are supposed to cancel out. This method works well if the errors in current are linear over the array. However, in practice the errors across an array are not necessarily linear [68]. This idea is in principle the same as common-centroid transistor layout to improve matching between two or more transistors, as described in Section 2.3.2. In theory, this technique would not result in a great increase in chip area because each current source transistor...
will only have to be one quarter of its original size. However, decreasing the current source transistor by such an amount can degrade device-to-device matching, which may again contribute to an increase in INL. This segmentation also necessitates additional wiring between the individual quadrants. Therefore, in practical implementations this technique will incur an area penalty.

Another way to improve the INL of the current cell array is to modify the switching sequence. Instead of using a simple thermometer sequence, the current cells can be activated in a sequence that reduces the effects of parameter gradients. This can be achieved by selecting the switching sequence such that the consecutive cells’ physical locations will cause the errors in current to cancel out. For example, it was shown that by using a random switching sequence, where consecutive current cells are distributed across the array, the effects of both linear and non-linear errors in the current source array can be reduced [69]. While for this approach the current cells need not be modified, the cell select logic can potentially become very complex. If the current cell matrix and the switches are physically separate, the switches can still be controlled through thermometer decoders and the switching sequence can be implemented in the wiring. Modified switching sequences can also be combined with distributed current cells, in which case the modified switching sequence applies to each quadrant and is then replicated across.

2.4.3 Calibration DACs

Techniques that calibrate the current cells are very diverse, and only a representative selection will be discussed here. In fact, a number of the generic calibration methods discussed in Section 2.2 were developed for DACs and can therefore be applied to current cells of current-steering DACs. An additional area of techniques concentrates on adding what is conventionally termed Calibration DACs (CalDAC) to the current cell
These calibration DACs add a controllable current to the output of the primary DAC, thus facilitating calibration. The input word for the calibration DAC can be derived from the primary DAC input and calibration memory [71]. However, this is typically not suitable for high-speed converters since the calibration DAC and its control logic must be able to run at the full conversion rate. Another use of calibration DACs which is more commonly found in high-speed DACs is to calibrate all or some of the primary current cells. A typical implementation of a current cell with calibration capability consists of a primary current source and several parallel current sources that can be enabled digitally. Examples exist in the literature where either each current calibration source is switched at its gate [72] or where each calibration source has its own cascode transistor which is then switched [73]. In effect, CalDACs are similar to Configurable Analogue Transistors (Section 2.5) when applied to DACs, as is done in Chapter 4.

A further very similar technique is presented in [39], which propose to use minimum-sized transistors as calibration devices in current cells of current-steering DACs. A current cell employing this technique is depicted in Figure 2.23 [39]. It consists of a current mirror $M_r$ and $M_0$, which would be the only component in a conventional current cell. In addition, it also contains a number of minimum-sized transistors in parallel to $M_0$, which can be enabled or disabled by a series pass transistor.

![Figure 2.23: Schematic diagram of a calibratable current cell.](image)

Such a current cell is calibrated by feeding the output current $I_{out}$ to a current comparator and comparing it to an upper and lower accepted reference current. The calibration transistors are then enabled in sequence until the output current is within the defined...
limits. To store the configuration word, the authors propose a one-bit SRAM memory cell for every transistor and an automated calibration process at power-up.

In [74], the authors present a DAC equipped with this calibration technique, where each current cell consists of the main transistor \( M_0 \) and 9 calibration stages. Overall, the output current of the main transistor has a standard deviation of 1.5% and each calibration current has a standard deviation of 30%. After the calibration process, the standard deviation of the total output current is improved to 0.018% and the 12-bit DAC achieves an INL of \( \pm 0.25 \) LSB and a DNL of \( \pm 0.3 \) LSB.

The designator CalDAC is also applied to techniques where an additional calibration DAC does not provide a calibration current that is added to the main current, but instead biases the body of the current source transistors [75]. Such a scheme employs the principle of Section 2.2.3 to match all of the current sources within the unary array. The advantage over CalDACs that manipulate the output current directly is that the CalDAC in this case only needs to provide a static value during normal operation. However, it does require one CalDAC for each current source and also requires the capability to bias the body of the current source transistors.

In addition, trimming techniques discussed in Section 2.2.2 that have also been applied to DACs are floating gates and laser-diffused resistor trimming. In [76, 77], the authors demonstrate how floating gate trimming can be applied to trim current-steering DACs and report a post-calibration INL of \( \pm 0.3 \) LSB and DNL of \( \pm 0.4 \) LSB. [78] presents a DAC that is equipped with diffusion resistor trimming, which achieves an INL of \( \pm 0.7 \) LSB and a DNL of \( \pm 0.2 \) LSB after trimming with an area overhead for the trimming circuit of 4.4%.

### 2.4.4 Switching Sequence Post Adjustment

In addition to static optimisation of the switching sequence at design-time, it is also possible to make the switching sequence dynamically configurable. Again, there are several implementations of this concept, but one particularly interesting technique is Switching Sequence Post Adjustment (SSPA), presented in [79]. In this case, the current sources are left uncalibrated and a configurable switching matrix is used to yield a switching sequence that reduces the effect of errors on converter performance.

In SSPA, the switching sequence of the DAC is rearranged in a two-step process, which is illustrated in Figure 2.24. First, all current sources are sorted by current and paired to match up current sources with the largest positive and negative deviations. Then, a similar algorithm is used to sort the pairs, interleaving pairs with positive and negative deviation. The final sequence of unary current sources after this resequencing significantly improves INL compared to the uncalibrated circuit. In addition to the required number of current sources, such DACs may also contain a number of spare current
sources, which can be used to substitute for a certain number of faulty current sources. Furthermore, the array of current sources will be enclosed by a guard ring of unused current sources, which ensures that the active current sources are in an area of homogeneous layout to improve basic matching, which is an application of the basic layout techniques discussed in Section 2.3.

![Diagram](image)

Figure 2.24: Operating principle of switching sequence post adjustment.

Compared to direct calibration of current sources, this approach only requires fairly modest analogue support circuitry, which mainly consists of a current comparator, and the digital switching matrix. The latter, although easily implemented with digital transmission gates, may introduce a significant silicon area overhead. The authors of [79] report a reduction of DAC INL by a factor of 2.2, where the calibration controller consumes approximately 58% of the chip area and the remainder equally divided between the current source array and the switching matrix.

The techniques presented in this section will help to see the application of the Configurable Analogue Transistor to a DAC in chapter 4 in the context of current research. This chapter will now finish with a detailed review of the existing concepts and methodologies for the Configurable Analogue Transistor.
2.5 The Configurable Analogue Transistor

2.5.1 Introduction

The Configurable Analogue Transistor (CAT), first proposed by Wilson and Wilcock [80], is another calibration technique, as introduced in Figure 2.1. Whilst it is on a device level similar to some of the calibration techniques discussed already, it is unique in that it is envisaged to be supported by a suite of software tools and algorithms and aims for general applicability. The aim of these tools is to help the designer integrate CAT into their circuits, and optimise the CAT device sizes and calibration values with ideally very little manual input. Since a significant portion of the original work in this thesis is based on the CAT, it is discussed in this section in more detail than the calibration techniques in the previous sections. Some of the figures used in this section are adapted from a worksheet created by Dr Peter Wilson and Dr Reuben Wilcock.

2.5.2 Operating Principle

In order to improve parameter variation of a single device, the CAT device employs a number of calibration transistors in parallel with a main transistor to allow post-silicon calibration of the overall transistor width. Although these calibration slices themselves are subject to normal device variability, the variability of the overall device can be significantly improved, as will be described below.

On the hardware side, the CAT consists of a main transistor in parallel with a number of smaller transistors, as depicted in Figure 2.25 [80]. The gates of the calibration transistors are either grounded to disable them, or connected to the gate of the main transistor, thus resulting in a parallel combination of main and calibration transistors. This gives in effect a transistor which can be adjusted in width within a certain range with a certain resolution to compensate for variation. In addition to the physical device, the CAT technique also relies on a suite of software tools that accompany the entire design flow to optimize performance improvement. The typical IC design flow when using a CAT is illustrated in figure 2.26 [81].

The task of the first tool is critical device identification (CDI), which determines the devices in a circuit that should be swapped for CATs in order to maximise yield or to minimize the variation in a set of circuit parameters. This step is vitally important, as especially in large or unintuitive circuits the ideal transistors for adjusting circuit performance may not be obvious. Furthermore, the devices whose parameter variation contributes most to the circuit’s performance variation may not be the ideal adjustment devices. Therefore, the development of a reliable automated algorithm for Critical Device Identification is one of the cornerstones of the CAT technique. In Section 3.2, an algorithm for Critical Device Identification is presented.
Once transistors have been chosen to be replaced by CATs, another tool is used to optimise the calibration device sizes. There is an established [81] algorithm for optimised sizing, but in its original form it can only be used for constant-current sources. Section 3.3 describes how this algorithm can be employed to optimise device sizes in a wide range of circuits. The constraints that exist in device size optimisation are the desired resolution and calibration range, which is a trade-off between attainable yield and area overhead. At any point after fabrication the calibration words for the devices of any given chip must be determined, which is the task of the third tool. This may either be a one-time operation immediately after fabrication or occur periodically during normal operation in more complex SoCs that can provide the appropriate auxiliary hardware. The algorithm or approach that is used for calibration depends highly on the circuit. In an amplifier, for example, a single CAT may adjust the gain in a fairly linear manner, so a fast and simple successive approximation may be suitable to determine the optimal configuration. However, as circuits become more complex and the number of CATs increases, multi-objective optimisation algorithms will be required. For example, for the DAC in Chapter 4, the post-fabrication optimisation tool is based on a mathematical model of INL and a fast Levenberg-Marquardt least-squares fitting algorithm, which is
described in Section 4.5.3.

2.5.3 Improvement of Current Distribution

Having introduced the CAT in the previous section, it will now be shown how it can be used to improve a circuit’s response to parameter variation. For this, the drain current $I_D$ of a MOS transistor in saturation will be used as an example. As was outlined in equation 2.2, the drain current is subject to device size, oxide thickness and doping (via the threshold voltage), which makes it a good indicator for the most relevant types of variability.

The principle of the CAT device can be explained intuitively: Since the main transistor is subject to variability, the sampled value of the drain current may be anywhere on the normal distribution defined by the ideal (mean) drain current and a process-dependent standard deviation. In order to reduce the probability of the drain current being outside an ideally narrow window around the mean, calibration slices can be activated to effectively alter the width and thus the drain current of the device. This basic operation is illustrated in Figure 2.27, which visualizes the relative sizes of main transistor and calibration slice currents. The sizes of the slices are smaller than the main transistor, which allows the resulting drain current to be adjusted with reasonable granularity. Furthermore, the width of the main transistor is reduced with respect to a single transistor design by an amount equal to half the total calibration slice width, which allows the equivalent width of the CAT to be set to values both above and below the nominal width.

![Figure 2.27: Illustration of CAT devices with different number of calibration slices.](image)

The resulting distribution of drain currents is illustrated in Figure 2.28. The design is for a single transistor with a nominal drain current of $400\mu A$ and a standard deviation from
process variation of $30\mu A$. In a first step, one calibration slice with a nominal current of $50\mu A$ is added and the main transistor current consequently reduced to $375\mu A$. This allows the CAT width to be selected for either $375\mu A$ or $425\mu A$, where the selection that results in a drain current closest to the nominal value is chosen. This adaptive adjustment of transistor width changes the distribution of drain currents; instead of a normal distribution, there is now a “peak” of currents around the mean, whereas fewer currents come to lie just outside of that window. By employing this adaptive method, standard deviation of the drain current is reduced to $18.1\mu A$. This can intuitively be illustrated as follows: For every sample, the current both with and without calibration slice is determined, and the best solution accepted. This means that currents that would nominally be too low can be “pulled” into the accepted range with the calibration slice active, and thus results in this accumulation around the mean. Likewise, currents can only be adjusted by whichever value the calibration slice permits, so there are still currents outside that windows. For very large deviations, the calibrated distribution follows the normal distribution again, as there is no way of improving such errant samples.

This performance can be further improved by adding more calibration slices. Also illustrated in Figure 2.28 is the result of a CAT with one main transistor and two calibration slices. The nominal drain current of the main transistor is reduced to $325\mu A$ and the calibration slices are sized in a binary fashion, thus allowing the effective width of the resulting CAT to be adjusted in steps of $50\mu A$ from $325\mu A$ to $475\mu A$. As would be expected, the introduction of further calibration slices further improves the CAT’s ability to correct for device variability, as currents with a greater deviation can be pulled into the window of best adjustment, which is equal to the LSB current of the CAT. The standard deviation of the overall device current in this configuration is reduced to $14.8\mu A$.

Figure 2.28: Effect of adding calibration slices.
A further point to note is the size of the calibration devices. In the previous examples, the calibration slices were sized arbitrarily to illustrate the operation of the CAT. The relative sizing of the calibration slices to the main transistor has a significant effect on the overall performance. This is illustrated in Figure 2.29, which shows the distribution of current in a CAT with two calibration slices and minimum slice sizes of 25\(\mu\)A and 75\(\mu\)A, respectively. The respective resulting standard deviations are 15.0\(\mu\)A and 21.1\(\mu\)A. In the case where the size of the calibration device is increased, the window into which the currents are pulled becomes wider, meaning that the value to which the drain current can be calibrated becomes less precise. This is only to be expected, as the adjustment current increases with the device width. Conversely, reducing the width of the calibration slice narrows the calibration window, meaning that only currents that are already close to the mean can be calibrated, but this calibration is more precise. The optimization of sizing and number of calibration slices will be discussed in the following section.

The shape of the overall current distribution of the CAT is no longer Gaussian, as mentioned previously. Although the distribution at this point has to be computed numerically, its shape is easy to understand. For the purpose of illustration, consider a CAT with a single calibration slice that is relatively large compared to the main transistor. The resulting current distribution is depicted in Figure 2.30 and features an almost parabolic shape in the centre window, with an abrupt change to the normal standard distribution outwards. This shape is a direct consequence from the operation of two individual transistors. In order to facilitate calibration in both positive and negative direction, the nominal current of the main transistor is reduced by half the nominal current of the calibration slice, i.e. the original current distribution of the main transistor is shifted to the left. If the current is greater than this nominal current, the calibration slice remains deactivated as this would only increase the overall current. Thus, currents that are slightly greater than the mean current of the main transistor follow its distribution closely. For currents lower than this nominal value, the calibration slice is activated,
which shifts all currents lower than the nominal value by the calibration slice value, thus creating the left-hand distribution side at the upper end of the window. As the size of the calibration slice decreases relative to the mean, the two constituent distributions move closer together. As they overlap more and more, the “dip” in the CAT distribution becomes smaller, eventually moving towards the shapes in Figure 2.29.

![Figure 2.30: Effect of a very large calibration slice.](image)

### 2.5.4 Device Size Optimisation

As established above, there are two main factors that affect the efficiency and performance of a CAT device: The number of calibration slices and the sizing of the calibration slices. This section outlines how both values can be optimized to achieve a maximum improvement over a standard transistor. A good metric for comparison of CAT and standard transistors is the standard deviation of the drain current. Although the current of a CAT is not normally distributed, the definition of standard deviation can still be applied, which allows a direct comparison.

The first objective to be optimized is the calibration slice size. For a given number of binary calibration slices and the smallest slice size, the resultant distribution can be computed numerically as explained in Section 2.5.3. The standard deviation of this distribution can then be related to the original Gaussian distribution, and the improvement in standard deviation calculated. This improvement in variability over a single transistor can then be plotted against slice size for a given number of slices. The resulting curve, shown in Figure 2.31, clearly has a maximum, which allows to select a slice size that will result in the lowest standard deviation. The general shape of this curve is to be expected, as very small slice sizes do not allow for a wide calibration range, whereas large slices
are too inaccurate to bring currents to within the desired window. Thus, there must be a certain slice size which results in the largest improvement in standard deviation.

![Graph showing improvement in standard deviation for different slice sizes and number of slices.](image)

Figure 2.31: Improvement in standard deviation for different slice sizes and number of slices.

Next, the number of calibration slices can be considered. The graph of Figure 2.31 also contains plots for different numbers of slices. An increased number of slices increases the range from which currents can be pulled into the calibrated range, which leads to greater improvement in standard deviation. A more subtle point to note is that the slice size at which the maximum improvement occurs depends on the number of calibration slices. With this in mind, both the maximum achievable improvement and the slice size can be derived from the number of slices alone. This is illustrated in Figure 2.32, where the maximum improvement in standard deviation (corresponding to the height of the peaks in Figure 2.31) and the optimised slice size (the current at which each peak in Figure 2.31 occurs) are plotted against the number of calibration slices. Using this graph or a numeric solver, the designer can determine the optimised slice size and the achievable improvement in standard deviation by only specifying the desired number of slices. Likewise, a desired minimum improvement in standard deviation can be used to determine the required number of slices and their size.

The entire process of device size optimisation is purely numeric. The reason for this is that the algebraic expressions for the current distribution of a CAT contain conditional statements, which significantly complicates finding inverse functions or applying calculus to optimise the calibration device size. Since the CAT distribution function is merely a numeric integral, it is computationally cheap and therefore there are no significant drawbacks in using a numeric method over an algebraic one.
Figure 2.32: Theoretical maximum improvement and optimised slice size as a function of calibration slices.

2.5.5 Applicability

In principle, the CAT technique is applicable to any circuit that can be calibrated by adjusting the aspect ratio of a transistor. Although most device parameters (e.g. transconductance) are directly affected by a change in aspect ratio, the CAT technique operates at a slightly higher level and does not depend on a well-defined relationship between aspect ratio and device parameters. Instead of optimizing a single device parameter, the CAT is concerned with optimization of circuit parameters. For example, when calibrating the offset voltage of a comparator, one might intuitively want to calibrate the threshold voltage of the input transistors. Although threshold voltage fundamentally cannot be adjusted with the CAT technique as it does not depend on the W/L ratio, insertion of a CAT in the load current mirror allows for the effects of input offset voltage to be compensated. Thus, although the source of the disturbance was not eliminated by the CAT, the effects are the same on the circuit level.

Furthermore, application of the CAT is not limited to any specific circuit type or device placement within a circuit. Given a set of desired circuit parameters and the simulation tools necessary to determine these, the CAT support tools will ideally be able to determine a set of optimal CATs for any given circuit. The method of Section 3.2 achieves this through exhaustive simulations and therefore does not need any prior information on the circuit type or structure. However, it is limited by computing resources, which may require larger circuits to be split into functional blocks that are then considered separately.
Typically, the CAT configuration would not be fixed during calibration (e.g. with fuses), but rather be stored in memory, such as flash or a scan chain. This allows the CAT configuration of a system to be altered during normal system operation to compensate for environmental effects. Such effects can be virtually anything that changes circuit performance over time, such as ageing, temperature, radiation, etc. The CAT configuration that optimally compensates such effects can either be determined on-the-fly by forming a test loop over the system or through a static lookup table which relates an environmental parameter to the optimised CAT configuration. An application of CAT for combined process parameter and online temperature calibration is described in Section 3.4.

2.6 Summary

This chapter categorised and reviewed a number of state-of-the-art techniques for calibration and robust design of analogue and mixed-signal circuits.

In Section 2.2, a number of generic calibration and robust design techniques have been discussed. The following is a brief summary of the techniques discussed:

- **Trimming**: Applicable to passive devices, requires special equipment and processes in most cases
- **Substrate biasing**: Adjusts threshold voltage, requires triple-well or silicon-on-insulator process if n-MOS devices need to be tuned
- **Floating gates**: Adjusts threshold voltage, requires special processes in most cases
- **Calibration devices**: Adjusts transistor aspect ratio, may introduce parasitic effects, no special process requirements

In addition to these specific techniques, system-level considerations were also discussed under the label of Digitally Adjustable Analogue Circuits in Section 2.2.6.

Complementing calibration techniques, Section 2.3 introduced the concept of inherently robust design. First, a number of general layout techniques that improve variation tolerance were discussed. Then, it was shown by means of an example that different circuits can improve variation tolerance while still performing the same function. Lastly, model-based robust design was introduced, where computer models and tools are used to optimise a circuit for variation tolerance.

Section 2.4 introduced the matching challenges faced in the design of segmented current-steering DACs and an overview of select solutions. In Section 2.4.2, a selection of design techniques that improve matching or relax matching requirements have been discussed.
Section 2.4.3 then introduced the concept of CalDACs as one way of calibrating the DAC’s current sources to improve linearity. In contrast, the Switching Sequence Post Adjustment method discussed in Section 2.4.4 is an example of how a similar linearity improvement can be achieved solely through modification of the switching sequence. All of these techniques serve as background or reference for Chapter 4, where the CAT is applied to a segmented current-steering DAC to improve linearity.

Finally, Section 2.5 introduced the Configurable Analogue Transistor (CAT) and described in detail its operation and properties. The existing algorithm for calibration device size optimisation was also described in Section 2.5.4. All this serves as the basis for the following two chapters. Chapter 3 will introduce further development of the CAT technique, while in Chapter 4 the CAT is applied to a complex fabricated circuit and its characteristics are verified through measurements.
Chapter 3

Design-Time Methodologies for Configurable Analogue Transistors

3.1 Introduction

After having reviewed a number of methods and techniques to cope with variation in Chapter 2, this chapter presents three contributions to a particular calibration technique, the Configurable Analogue Transistor (CAT). One aspect of the CAT is that it is accompanied by a suite of automated design tools, which assist with equipping a circuit with CAT and post-fabrication calibration. However, most of the work on the CAT up to now has been concerned with its fundamental operation on a device level, with large parts of the automated design aspect still not complete. In this chapter, the methods and tools required for the automated design flow are developed. They are three closely related design-time methodologies that facilitate or extend the automated design flow in these specific areas:

- Automated Critical Device Identification (CDI): As discussed in Section 2.5.2, CDI is a key aspect of the automated CAT design flow, but no algorithm has thus far been developed. In Section 3.2, a methodology for CDI based on circuit sensitivity and adjustment independence is presented.

- Device Size Optimisation: The established algorithm for CAT size optimisation described in Section 2.5.4 is based on knowledge of drain current distributions. However, when CATs are applied to a circuit, they are used to calibrate overall circuit performance and not individual device currents. Therefore, CAT sizing must be based on statistical information of the overall circuit rather than individual devices. Section 3.3 details how optimised CAT sizes based on circuit performance can be obtained through Monte Carlo Simulation.
Online Calibration: Whilst the CAT technique was originally envisaged as a means of post-fabrication adjustment against the effects of device variability, it can in principle also be used for on-line compensation of environmental variables. Section 3.4 shows how the CDI and size optimisation tools can be extended to consider environmental effects in addition to intrinsic variability.

In Sections 3.5 and 3.6 CDI and device size optimisation algorithms and the on-line calibration scheme are applied in simulation to two example circuits to demonstrate their viability and illustrate their operation. Finally, Section 3.7 describes the integrated software tool developed to automate the simulations and perform CDI and device size optimisation. The work in this chapter led to two publications. The combined work of Sections 3.2 and 3.3 was published at DATE 2012 [1] and the work of Section 3.4 was published at the 2012 IEEE Aerospace Conference [2].

3.2 Automated Critical Device Identification

3.2.1 Introduction

Referring back to the automated CAT design flow of Figure 2.26 in Section 2.5.2, Critical Device Identification is the first computer-aided step in the CAT design flow and is followed immediately by calibration device sizing. The two methods of CDI and device size optimisation presented in this work are linked closely together and depend on a large common set of operations and data. Therefore, CDI and device size optimisation can be explained as a single process, although each can be used independently. Figure 3.1 gives an overview of the steps necessary to perform CDI and device size optimisation, the details of which will be explained in this section and Section 3.3.

3.2.2 Method

- Step 1: A conventional sensitivity analysis is performed in simulation. By varying the width of each transistor by a small amount, the dependence of circuit performance to changes in individual devices is determined and recorded in a sensitivity table.

- Step 2: The sensitivity information is used to perform CDI, resulting in a list of transistors that are most suitable for adjusting circuit performance after fabrication. The first and second steps are discussed in Section 3.2.3.

- Step 3: A Monte Carlo (MC) simulation of the circuit is carried out to simulate the circuit under parameter variation. In each iteration, the critical devices are adjusted to minimise performance variability. The required adjustment for each
device is computed from the circuit performance and sensitivity information, which is then used in Step 4 to determine to optimised CAT sizes.

- Step 4: The critical devices are replaced by CATs sized according to Step 3 with a finite number of calibration transistors. The sizing of these CATs is based on statistical information from the ideal adjustment performed in Step 3. Introducing realistically sized CATs allows modelling of the post-fabrication calibration process and the resulting performance. Steps 3 and 4 are discussed in Section 3.3.

- Step 5: A final MC simulation is performed and in a similar manner to Step 3 the required adjustment for each critical device is calculated. However, instead of adjusting devices without constraints, transistor widths can now only be adjusted to the discrete widths of the CATs. By simulating each MC step again with the properly configured CATs, post-fabrication calibration of the circuit is simulated.

### 3.2.3 Sensitivity Analysis and CDI

The method for Critical Device Identification presented in this work is based on information about the sensitivity of circuit performances to transistor size. First, this information is obtained through conventional sensitivity analysis, where the width of each transistor in the circuit is in turn varied by a small percentage (e.g. 5%) of its nominal value and the impact on the circuit performances recorded. Sensitivity in this
context is a measure of how much a particular circuit performance is affected by changes in a particular transistor’s parameters. The resulting sensitivity of each performance to a change in each transistor’s width is normalised as a relative change to its nominal value, as defined in Equation 3.1

\[ s_{A,n} = \frac{A|_{w_n = \text{nom} + 5\%} - A|_{w_n = \text{nom} - 5\%}}{A|_{w_n = \text{nom}}} \]  

(3.1)

where \( A \) is a circuit performance (e.g. gain) evaluated with the width of transistor \( n, w_n \), at different values, resulting in the sensitivity of performance \( A \) on transistor \( n, s_{A,n} \). By normalising sensitivity in this manner, the dependencies on absolute values of both performance and transistor size are removed. This makes it possible to compare sensitivities of different transistors and performances, e.g. “If the width transistor T1 is changed by 1%, performance A changes by 2% and performance B changes by -4%”.

The sensitivities obtained from the above method make two assumptions about the circuit. The first assumption is that there is a linear relationship between the performance and transistor width within the range of interest. The consequence of this assumption is that the calculated sensitivity values may be incorrect if the real sensitivity deviates significantly from the assumed linear behaviour. To ensure this assumption remains valid, the variation around the nominal transistor width should be as small as possible. In addition, the transistor operating region should be monitored during sensitivity analysis. If a transistor moves from its nominal operating region during sensitivity analysis, it is a very strong indicator that the variation in width was too great and that the calculated sensitivity value is likely incorrect.

The second assumption is that the circuit is a linear system within this range and that superposition is therefore applicable. This means that the sensitivities computed by varying one transistor at a time are assumed to remain the same even if multiple transistors are subject to variation. It will be shown later in this chapter that this assumption is acceptable for the purpose of CDI. For device size optimisation and post-fabrication calibration, where multiple devices are adjusted simultaneously, this assumption may no longer be adequate. In these cases, a numeric solver integrated with a circuit simulator is used to remove the dependency on assumptions of linearity.

![Figure 3.2: Different relationships between transistors and performances.](image)
The second step in the CDI process is to determine the critical devices from the sensitivity information. A naive approach would be to find a set of transistors where each transistor affects a particular performance the greatest. Indeed, the parameter variation of these transistors is likely to contribute most to performance variation. However, there are several obvious flaws with this approach. The greatest problem in this case is the interdependence of adjustments, which is illustrated in Figure 3.2. In the scenario at the left of Figure 3.2, each adjustment transistor (T1 or T2) controls one, and only one, circuit performance (P1 and P2). Using the known sensitivities, the performances can be trivially adjusted by the transistors. However, such a behaviour is nearly impossible in any real circuit, because performances are typically tied to more than one transistor.

A more realistic case is illustrated in the centre scenario of Figure 3.2, where transistor T1 affects both performances P1 and P2. In this case, transistor T1 has to be adjusted to provide the desired calibration of performance P1. However, transistor T2 has to be adjusted to compensate for the effects of T1 on P2, as well as to provide the desired calibration of P2. While this does not seem a problem in principle since all relationships are known, the example sensitivities illustrate why this situation can be problematic: Suppose the effect of T1 on both performances is very large, while the sensitivity of P2 on T2 is small. In this case, it could be impossible to compensate for the unwanted effects of T1 on P2, because the resultant change in size of T2 would not be practical.

The case illustrated at the right of Figure 3.2 best describes most real circuits, where each circuit performance depends on a number of transistors. In this example, transistors T1 and T2 each affect both performances P1 and P2. This configuration suffers from the same problem as in the previous case where a strong cross-dependence may make successful adjustment of a performance practically impossible. Additionally, there is now a situation where a performance’s sensitivity on one transistor is in the opposite direction of the other. This is illustrated again in the example sensitivities: Transistor T1 causes positive changes in both performances, while T2 results in negative changes. Suppose now that performance P1 needs to be adjusted upward and P2 downward, each by the same relative amount. First, transistor T1 is used to adjust P1 upward. However, this also results in an unwanted upward adjustment of performance P2. Now transistor T2 needs to be adjusted to achieve the initial adjustment of P2, but also compensate for the unwanted adjustment. This, in turn, results in an unwanted decrease in P1, which must be compensated by adjusting T1 again, and so on. It can be seen very quickly that under such circumstances, several unsatisfactory outcomes are possible. These range from impractical adjustment transistor sizes to cases where no solution can be found at all. While this example is extreme, similar situations are abound in real circuits. Also note that this issue is not related to the sequence of adjustments given in the example. With these numbers, simultaneously solving for both transistor sizes would also result in the same impractical solutions.
It is therefore clear that merely choosing calibration transistors based on the magnitude of their effect on performances may not be the best choice. Knowing this, the opposite approach to CDI would be to pick the transistors that most independently affect each performance. Depending on the specific circuit, this may largely eliminates the problem of conflicting adjustment requirements. However, this method also suffers from a critical problem, which is illustrated in Figure 3.3. In this case, there are three transistors, T1, T2 and T3, and two performances to be adjusted, P1 and P2. From the shown relationships, T1 affects only P1 and T3 affects only P2. Thus, these two transistors allow completely independent adjustment of the performances. However, the sensitivity of P1 on T1 is comparatively low. In practice, this may mean that P1 cannot be adjusted adequately within practical limits for T1. A better choice in this case would be to use T2 to adjust P1, where the sensitivity is much greater. Unlike T1, T2 also affects P2, which was avoided previously. However, the effects of T2 on P2 are low compared to the sensitivity of P2 on T3, which means that T3 can likely be used to compensate for the unwanted effects of T2 on P2.

Therefore, an optimal set of calibration transistors will be one where each transistor maximally affects one specific circuit performance and minimally affects all others. The method of CDI presented in this section aims to combines the two goals of high sensitivity and high independence. Figure 3.4 will be used as an example as the process of CDI is explained below.

![Diagram](image)
First, a normalised measure for independence is derived by calculating for each transistor the ratio of each sensitivity to all the sensitivities associated with that particular transistor, as per Equation 3.2

\[ w_{A,n} = \frac{|s_{A,n}|}{\sum |s_n|} \]  

(3.2)

Where \( A \) represents a certain performance, \( n \) a certain transistor and \( w_{A,n} \) the relative amount of transistor \( n \)'s total impact on performance \( A \). The result, \( w_{A,n} \), is a dimensionless number between 0 and 1, which is the fraction of transistor \( n \)'s total effect on the circuit that affects performance \( A \).

<table>
<thead>
<tr>
<th>Sensitivities (s)</th>
<th>Weighting Factors (w)</th>
<th>Scaled Sensitivities (s')</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 )</td>
<td>6.28</td>
<td>1</td>
</tr>
<tr>
<td>( T_1 )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( T_2 )</td>
<td>8.31</td>
<td>0.73</td>
</tr>
<tr>
<td>( T_2 )</td>
<td>3.14</td>
<td>0.27</td>
</tr>
<tr>
<td>( T_3 )</td>
<td>2.71</td>
<td>1</td>
</tr>
<tr>
<td>( T_3 )</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.5: Illustration of the Critical Device Identification process.

This serves as a measure for adjustment independence: If performance \( A \)'s \( w_{A,n} \) is much larger than all others for the same transistor, it indicates that adjusting this transistor will almost exclusively affect performance \( A \) and that therefore \( A \) can be adjusted very independently. Conversely, if several performances’ \( w_{A,n} \) are approximately equal for the same transistor, it indicates that these performances are affected almost equally by adjusting the transistor and that therefore a strong interdependence exists. Figure 3.5 illustrates this property for the given example. The table on the left contains the sensitivities, \( s_{A,n} \), that were determined using Equation 3.1. Next to it is the table of weighting factors, \( w_{A,n} \). In the case of transistors \( T_1 \) and \( T_3 \), the weighting factors are 1, because these transistors affect only one performance each. For \( T_2 \), the weighting factors indicate how the effect of this transistor is divided amongst the performances. From this, it is immediately clear that although it has the largest effect, transistor \( T_2 \) would be a bad choice for adjusting performances. For instance, if it were used to nominally adjust \( P_1 \), it would also adjust \( P_2 \) with about one third of the magnitude as an undesired side effect.

These \( w_{A,n} \) values are then used as weighting factors for the original sensitivity table. Element-wise multiplication of the original sensitivity table and the weighting table is performed as per Equation 3.3

\[ s'_{A,n} = s_{A,n} \cdot w_{A,n} \]  

(3.3)
which results in a weighted sensitivity table, \( s'_{A,n} \), that considers both absolute sensitivity and independence. For each performance, the device with the greatest weighted sensitivity is then selected as the critical device for adjustment. By scaling the original sensitivity table with the weighting factors, the sensitivity values for transistor-performance combinations that have a high interdependence with other performances are reduced, thereby promoting more independent transistor-performance combinations to be chosen as Critical Devices, even if their absolute sensitivities are lower. This is illustrated on the right of Figure 3.5, which shows the table of scaled sensitivities for the example. Due to scaling, the absolute magnitude of sensitivities to transistor T2 have been reduced and transistors T1 and T3 now have the largest scaled sensitivities for performances P1 and P2, respectively. Choosing the Critical Devices by largest scaled sensitivity will now recognise T1 and T3 as the ideal calibration devices that they are. Therefore, this method can achieve the original goal of finding Critical Devices that are suitable for post-fabrication adjustment.

This method for critical device identification has been designed to mimic the intuitive manual device selection process in a way that can be readily implemented in an EDA tool to allow systematic application to circuits. The above algorithm can be modified to incorporate a number of special requirements. For example, if certain performances needed to be assigned priority, the corresponding columns of the weighting table can be scaled by chosen factors. Similarly, if the impact of independence on device choice had to be changed, the entire weighting table can be raised to a certain power, which will further reduce the weighting factors for transistors which affect multiple performances. If certain devices should not be considered as CAT candidates, an exclusion list can be used during the CDI process. Additionally, the number of adjustment devices does not need to be the same as the number of performances. Tuning of a performance could potentially be improved if more than one calibration device for that performance is used.

### 3.3 Device Size Optimisation

#### 3.3.1 Introduction

After Critical Device Identification, the next step in the computer-aided CAT design flow is to optimise the size of the CAT devices. The implementation of device size optimisation presented in this work is based on information obtained from the CDI algorithm of Section 3.2.3 and follows on directly from it. Although an algorithm for calibration device sizing already exists [81], it is based on statistical information of device currents, which is not applicable when adjusting overall circuit performance. The method presented in this section solves this problem by showing that the device size optimisation algorithm can be directly based on statistical information of the “ideal” transistor size adjustments that would lead to a perfectly adjusted circuit.
3.3.2 Method

Based on the sensitivity information obtained in Section 3.2.3 and the corresponding assumptions about linearity, the resulting change in circuit performance from adjusting the widths of the critical devices can be described by a system of linear equations, e.g. 3.4

\[
\Delta A = s_{A1}\Delta w_1 + s_{A2}\Delta w_2 + \cdots + s_{AN}\Delta w_N \\
\Delta B = s_{B1}\Delta w_1 + s_{B2}\Delta w_2 + \cdots + s_{BN}\Delta w_N \\
\Delta C = s_{C1}\Delta w_1 + s_{C2}\Delta w_2 + \cdots + s_{CN}\Delta w_N
\]

(3.4)

where \(\Delta A\) is the change in performance \(A\) (e.g. bandwidth) from adjusting the width of transistor 1 by \(\Delta w_1\), defined by the sensitivity of parameter \(A\) to a change in transistor 1, \(s_{A1}\). Note that this sensitivity is not the same numerical value as in the sensitivity table of Section 3.2.3, which is a dimensionless value normalised to the nominal performance and to a certain relative change in transistor width (e.g. \(\pm 5\%\)). In order to evaluate the above equations the sensitivities must be de-normalised to obtain a gradient with units, e.g. \(Hz/\mu m\).

Likewise, Equations 3.4 can be used to solve for the required changes in transistor size to achieve a certain adjustment of performances. In the first step of device size optimisation, this property is used to obtain statistical information about the required “ideal” transistor adjustments for a circuit that is subject to parameter variation. For this, a Monte Carlo simulation of device parameter variation is run on the circuit. In every iteration, the circuit performances are compared to their nominal values and the differences (e.g. \(\Delta A\)) are calculated. In conjunction with the previously found sensitivities (e.g. \(s_{A2}\)), these are used to solve Equations 3.4 for the adjustment in transistor sizes (e.g. \(\Delta w_2\)) required to return the performances to their nominal values. This process is repeated for every MC iteration and the and required transistor adjustments are recorded to build statistical information about them.

It must be noted at this point that the above description still assumes that the circuit is a linear system with regards to transistor width adjustments, which is very unlikely the case for practical circuits. Therefore, straightforward application of the solutions to Equations 3.4 will likely not result in an optimised set of transistor adjustments. It is therefore necessary to employ a more suitable technique of finding these solutions. From the review in Section 2.3.3.3, this is a multi-variate, multi-objective optimisation problem, to find a set of transistor sizes that result in a set of performances that are closest to their nominal values. There is a large variety of solvers available for such a problem, but there is one particular constraint in this case: Since the solver must run in
each iteration of a Monte Carlo simulation, it must be reasonably fast. This rules out many classes of solvers, particularly stochastic ones.

However, in this particular case the optimisation problem can be greatly simplified: First, an approximation of the required transistor adjustment can be simply calculated from Equations 3.4, which are a good starting point for the solver. Second, this problem can be transferred to a single-objective problem by considering the total sum of errors in performance as the combined objective. This opens up a wide range of single-objective, multi-variate solvers to choose from. The choice was made to use a simple steepest descent solver, as it provides a reasonable trade-off in terms of number of iterations required versus time required for each iterations. Solvers that take advantage of the second derivative, e.g. the Levenberg-Marquardt algorithm [82], would require slightly fewer iterations, but spend significantly more time in each iteration, as the number of times the base simulation has to be run increases significantly. In the end, the choice of solver and algorithm is more of an engineering rather than an academic problem and the choice made provides adequate performance and robustness for the time being.

The existing device size optimisation process described in Section 2.5.4 is based on the mean and standard deviation of transistor drain current. However, in the higher-level view of CAT taken in this work, only circuit performances and not individual device currents are considered. Indeed, there may not even be a direct relationship between a device’s drain current and circuit performance. Furthermore, the idea of constant current calibration slices that translate directly to given device widths is only applicable if the transistor is used in a constant-current sink or source application, which is not even the case in many circuits (e.g. cascode transistors). Therefore, device size optimisation must not be based on device currents, but on device size and circuit performance instead.

However, the fundamental principle of the device size optimisation algorithm of Section 2.5.4 is in fact not specific to transistor sizes and device currents. Instead, it is a numeric method that can be applied to any population of Gaussian variables with a choice of discrete means. It will determine the optimum spacing between the means such that the resultant standard deviation is minimised when the correct mean is chosen in each instance. In other words, the device size optimisation algorithm is applicable to any distribution where a CAT-like manipulation is possible.

Based on this crucial property, it is possible to directly obtain the calibration device sizes by using the distribution of ideal transistor adjustments as input to the device size optimisation algorithm. Under the premise that the system of linear Equations 3.4 and superposition are applicable, the resultant calibration device sizes are optimised because there is a linear relationship between the calibration device sizes and circuit performance. The distribution of ideal calibration device sizes is directly related to the performance distribution from process variation and therefore optimising the post-CAT device size distribution results in an optimised post-CAT performance distribution. In practice,
these relationships are of course not perfectly linear and it will be shown in Section 3.5 that there is a slight discrepancy between the performance achieved through optimised CATs and hypothetical optimised performance distributions.

The method for calibration device size optimisation presented in this section completes the set of design tools necessary to apply CAT to any given circuit. Section 3.5 contains a complete example of the CDI and device size optimisation process, which will give more insight into some of the practical aspects of the methods. Section 3.4 will now demonstrate how the CDI process of Section 3.2 and the device size optimisation process of this section can be extended to be not only based on device parameter variation, but to take into account external variables like temperature.

3.4 On-Line Temperature Calibration of Analogue Circuits

3.4.1 Introduction

The primary design goal of a CAT is to allow post-fabrication calibration to compensate for errors introduced by process variation. After the CAT design flow described in Section 2.5, each chip is individually tested and the optimal CAT settings to achieve best performance are determined. This optimal configuration is typically stored in non-volatile on-chip memory so that it can be restored whenever necessary, e.g. after the chip is powered up. Since both process and mismatch variation are largely time invariant, a static CAT configuration is sufficient to counteract any errors introduced by these mechanisms to achieve optimal performance. However, in this configuration the circuit is still subject to environmental influences, such as temperature, radiation and ageing. Performance degradation introduced by these means cannot be compensated with a static CAT configuration, which calls for an online calibration approach.

Online calibration of a circuit equipped with CAT is easy to understand, and requires the CAT configuration to be altered during run-time according to certain rules, much like the techniques discussed in Section 2.2.6. In principle, this involves measuring the current system performance and, if necessary, switching to a different CAT configuration that will improve performance. However, there are at least two complications in this generic case. First, to determine the current performance of the circuit, it may be necessary to suspend normal operation and put the circuit in a test mode. Second, determining the optimal CAT configuration can be an iterative process, during which the circuit is not likely to operate at optimal performance. The result from these issues is that the circuit will not be able to perform its normal operation continuously and that it may operate outside specifications during reconfiguration. In addition, the added complexity required for measuring circuit performance and generating the required test conditions may be unsuitable for many circuits. This section introduces a method for employing
CAT to calibrate a circuit for the effects of temperature variation. In order to overcome
the aforementioned problems during reconfiguration, this method uses a pre-computed
lookup table which directly links temperature to the required CAT configuration. There-
fore, this method allows true on-line calibration without interruption of normal circuit
operation, and with minimal support circuitry.

3.4.2 Method

Online calibration of CATs with respect to temperature is a special case that lends itself
well to practical implementation. The dependence of circuit performance on tempera-
ture is well described through SPICE models and the temperature of the chip can be
easily measured continuously, which allows the system to conduct the appropriate re-
configuration before the performance has dropped below a threshold. Additionally, the
temperature behaviour of the circuit can be accurately modelled before fabrication or
measured for each chip after fabrication, which reduces the reconfiguration process to
a lookup table. This type of online reconfiguration can be carried out without any in-
terruption in the operation of the circuit, because the current performance does not
need to be measured and the optimal configuration is predetermined. However, signals
processed in the system may still be subject to short glitches at the moment when the
CAT configuration is changed.

Figure 3.6: System structure for online temperature calibration using CATs.

Figure 3.6 illustrates the required system architecture for online CAT reconfiguration.
The temperature of the chip is continuously monitored, and the corresponding optimal
CAT configurations obtained from a lookup table. There are several points to note about
this concept. First, in most practical applications, temperature does not need to be mea-
sured continuously. Instead, it may be sufficient to sample its value at given intervals
or only under certain conditions. Discontinuous sampling of temperature also reduces
power consumption, since the temperature sensor and the associated reconfiguration
hardware operate only for short periods. Secondly, the task of digitizing temperature
readings and looking up the corresponding configuration words in memory bear very
little computational load. It is therefore practical to handle this task in an already
existing digital processing system, rather than a dedicated computer for CAT reconfiguration. Again, this is especially beneficial for applications in which energy conservation is a primary requirement. In summary, the hardware overhead for incorporating online CAT reconfiguration is potentially very low. Apart from the CATs themselves, the only other required on-chip component is a temperature sensor, which may be as simple as an appropriately biased PN junction. All remaining components, such as the ADC, computation, lookup table and configuration memory may be incorporated into an existing signal processing system at little additional cost.

![Figure 3.7: Principle of temperature compensation using CATs.](image)

### 3.4.3 Design of CAT for Online Temperature Calibration

The CAT design processes when considering temperature variation is in principle no different than those introduced in Sections 3.2 and 3.3. However, instead of performing a Monte Carlo simulation across the process parameter space to gain stochastic information about the circuit’s performance, a temperature sweep across the specified range is sufficient. Figure 3.7 shows the temperature dependence of an example circuit performance, $A$, exhibiting a negative temperature coefficient. To find the ideal sizes of the CAT devices, the established device size optimisation algorithm can be used by again finding the ideal critical device adjustment at each temperature step. The resulting CATs will be sized such that the mean deviation from the nominal value over the entire temperature range is minimized. The configuration lookup table, which maps temperature to the CAT configuration can be derived directly from the ideal critical device adjustments by appropriately assigning them to the closest discrete CAT configuration for each temperature.
For the purposes of illustration, a possible outcome of calibrating the example performance with a 2-bit CAT device is also shown in Figure 3.7. The CAT configuration that is active in a certain temperature range is indicated by numbers along the temperature axis. For very low temperatures, configuration 1 is chosen, which reduces the numerical value of the performance by $\Delta A_1$. This reduction in value brings the mean of the performance between $T_{\text{low}}$ and $T_1$ closer to the nominal performance, $A_{\text{nom}}$. If the temperature rises above $T_1$, configuration 2 is chosen. This reduces the performance only by $\Delta A_2$, thereby bringing the performance closer to the nominal value, and so on. This example should also reinforce the point that neither the temperatures at which the configurations change nor the sizing of the CAT devices, corresponding to the change in performance, are arbitrary, but are optimized during the design stage.

While this approach to temperature compensation is valid for a single chip at nominal device parameters, it does not consider the various parameter variation processes that occur in real circuits. A real circuit design, which includes optimised CAT devices, is replicated several times on a wafer to yield a large number of chips. While ideally all chips of the same design have identical behaviour, in reality the performances of any two chips and indeed identical devices on the same chip are not the same. This is due to a number of different variation processes as discussed in Chapter 1.

The consequences of these variation mechanisms on the application of CATs to compensate temperature variation are two-fold. Firstly, because the designed CAT must provide good results on all produced chips of a given circuit, optimised sizing of the CAT must now consider both temperature and parameter variation. This brings the CAT from simple temperature sweeps back to its original stochastic domain, where the temperature can be considered as an additional random variable. Secondly, because the CAT must now compensate parameter and temperature variations, the achievable level of calibration will be lower than in the case where only temperature or parameter variation is considered. Nevertheless, the expected improvement in performance variation is still well defined through the stochastic processes.

A crucial difference between the temperature-only and variation-aware CAT application lies in the post-fabrication stage. In the case where only temperature is considered, it is sufficient to generate a single configuration lookup table from the simulations that is valid for all chips of a particular circuit. When considering additional parameter variations, not only must the initial CAT configuration be determined on a chip-by-chip basis, but also an individual lookup table generated for each chip. This is necessary because both the initial CAT configuration and the temperature behaviour are likely different between chips. However, using the existing circuit models, the lookup table for each chip can be generated in software from post-fabrication measurements without the need for a full temperature sweep. Therefore, generating the per-chip lookup table does not require any additional post-fabrication test equipment compared to regular CAT application.
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In the design stage, the process for regular variation-only CAT and variation-aware temperature compensation CAT is virtually the same. CDI is again achieved by means of a weighted sensitivity table without any changes at all to the process. For device size optimisation, temperature is added as a further random variable to Monte Carlo simulation. This means that each Monte Carlo iteration represents a particular circuit at a particular temperature. Since the CAT technique is based on stochastic information about circuit performance, it is possible to derive all necessary information for CAT sizing from this, without the need for a full temperature sweep for every set of Monte Carlo parameters. Indeed, such information would be meaningless for CAT sizing because the CAT is sized for a particular circuit, of which multiple copies are produced on a single wafer. CAT sizes can therefore not be optimized for a single chip, but for a particular circuit, for which only stochastic information is relevant. Once the critical devices have been identified and sized, the remainder of the design process is carried out as normal.

Whilst based on the same tools and methods, the regular offline CAT and the online calibration scheme described in this section cover two distinct application areas of calibration. When used offline, the CAT configuration is determined once after fabrication and remains fixed thereafter. This facilitates improvement of production yield, which is the relative number of fabricated devices whose performance meets specifications. By using CAT for post-fabrication offline calibration, the performance of some devices which would normally not meet specifications can be adjust to meet specifications, and thereby improve yield. On-line calibration of CAT does not affect yield at all, but improves reliability. Reliability in this sense means that a device will be able to operate within specifications despite external or internal effects which would normally lead to degradation of performances. By adjusting the CAT configuration based on measured inputs, the performance of the circuit can be altered to respond to such external effects and therefore ensure its performance remains within specifications. The example chosen in this section is temperature, but it would be conceivable to tailor an online calibration scheme which considers other effects, such as ageing or radiation.

In order to illustrate this design and calibration process, Section 3.6 contains an example where a circuit is equipped with CAT to compensate both parameter variation and temperature. This example therefore contains implements both offline and online calibration. The example also discusses a few more detailed points which were only touched upon in this description.
3.5 Case Study 1: Application of CDI and Device Size Optimisation

In this section, the CDI and device size optimisation methods presented in Sections 3.2 and 3.3 are applied to an operational amplifier in simulation to illustrate the process and prove their viability. Figure 3.8 shows the circuit of the operational amplifier, which is used as the case study circuit in this section. The operational amplifier consists of a differential input stage, MP4 and MP5, a common-source gain stage, MN8, and a common-drain output buffer, MN6. MN9 and the capacitor form the internal compensation network and MP0-MP1, MN0-MN3 and the resistor form the bias circuit. The performance characteristics of the operational amplifier that are considered in the case study are DC voltage gain, open-loop bandwidth and common-mode rejection ratio. The operational amplifier is designed in a standard 0.35\(\mu\)m CMOS process at 3.3V, with active and passive component values as listed in Table 3.1.

It must be pointed out at this stage that these device sizes were designed with practical layout considerations in mind, which must be re-assessed when CAT is applied. For example, all transistor channel widths are multiples of 0.35\(\mu\)m, which allows matched devices to be laid out using interdigitated transistors, as discussed in Section 2.3. However, when transistors are replaced by CAT, the resultant optimised calibration device sizes may not necessarily fit into the existing sizing scheme. For the purpose of this example, these layout constraints are ignored and devices of arbitrary size within reasonable bounds accepted. In practice, the CAT devices may need to be altered from their calculated values to integrate them in the desired layout.

As outlined in Section 3.2, the first step is to perform a sensitivity analysis. The left section of the table in Figure 3.9 shows the normalised sensitivities of the three circuit performances for a \(\pm 5\%\) change in transistor width, as per Equation 3.1. This sensitivity table clearly illustrates the problem with adjustment interdependence: If only the
absolute magnitude of sensitivity is considered, MP0 and MP1 are identified as critical devices because they have the greatest impact on bandwidth and gain, respectively. Both transistors affect both performances with a similar magnitude, but in opposite directions. Trying to adjust both gain and bandwidth in the same direction using these devices would result in a conflict because the effect of adjusting one transistor will be largely negated by adjusting the other. Although a mathematical solution can still be found in this case, the resulting numerical values for width adjustment are likely to be unrealistically large and therefore impractical. Likewise, only considering adjustment independence will not result in a satisfactory device selection, either: The bandwidth can be most independently tuned by adjusting MN9, which has no effect on other performances. However, the sensitivity of bandwidth to changes in MN9 is very small, meaning that to significantly alter this performance the required device width change would be extremely large and possibly not feasible. It is therefore clear that neither absolute sensitivity nor adjustment independence are good metrics to determine the calibration devices. Instead, the CDI process developed in Section 3.2 is used.

The right section of Figure 3.9 shows the weighted sensitivities, as per Equation 3.3. When selecting the devices with the largest weighted sensitivity for each performance, the critical devices are MP0 for bandwidth, MP3 for gain and MN7 for CMRR. The rows relating to these transistors have been shaded and the corresponding sensitivities set in bold throughout the table as a visual aid. Note that MP3 and MN7 adjust their respective performances almost exclusively. Although MP0 significantly affects both gain and bandwidth it is still chosen as a critical device for bandwidth due to its very high absolute sensitivity to this performance. It will be seen in the simulations that for this particular circuit, this interdependence is not a problem, as MP3 is able to compensate enough of the undesired effects of MP0. However, this may not be the case for other circuits. If this interdependence does constitute a problem, the CDI algorithm can be tuned by giving more weight to adjustment independence, as outlined in Section 3.2.

After having determined the critical devices for this circuit, CAT device size optimisation
Table 3.2: Circuit performance under variation before and after ideally sized CATs are applied.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Performance</th>
<th>Gain</th>
<th>BW (Hz)</th>
<th>CMRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>Mean</td>
<td>$1.83 \cdot 10^3$</td>
<td>$471 \cdot 10^3$</td>
<td>$30.5 \cdot 10^3$</td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>Mean</td>
<td>$1.83 \cdot 10^3$</td>
<td>$474 \cdot 10^3$</td>
<td>$30.5 \cdot 10^3$</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>264</td>
<td>$88.3 \cdot 10^3$</td>
<td>$2.96 \cdot 10^3$</td>
</tr>
<tr>
<td>Monte Carlo with ideally sized CATs</td>
<td>Mean</td>
<td>$1.83 \cdot 10^3$</td>
<td>$471 \cdot 10^3$</td>
<td>$30.5 \cdot 10^3$</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>13.1</td>
<td>201</td>
<td>$88.7 \cdot 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>Standard deviation improvement</td>
<td>95.0%</td>
<td>99.8%</td>
<td>99.9%</td>
</tr>
</tbody>
</table>

Table 3.3: Optimised sizes of the Configurable Analogue Transistors.

<table>
<thead>
<tr>
<th>CAT device</th>
<th>MP3</th>
<th>MP0</th>
<th>MN7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal width</td>
<td>105µm</td>
<td>8.75µm</td>
<td>175µm</td>
</tr>
<tr>
<td>CAT width step</td>
<td>11.64µm</td>
<td>0.743µm</td>
<td>10.20µm</td>
</tr>
<tr>
<td>Main</td>
<td>64.26µm</td>
<td>6.150µm</td>
<td>139.3µm</td>
</tr>
<tr>
<td>1st</td>
<td>11.64µm</td>
<td>0.743µm</td>
<td>10.20µm</td>
</tr>
<tr>
<td>2nd</td>
<td>23.28µm</td>
<td>1.486µm</td>
<td>20.40µm</td>
</tr>
<tr>
<td>3rd</td>
<td>46.56µm</td>
<td>2.972µm</td>
<td>40.80µm</td>
</tr>
</tbody>
</table>

can be performed, as described in Section 3.3. Performing the Monte Carlo simulation for 2000 iterations with perfect device adjustment in each step yields the data in Table 3.2. It can be clearly seen that by adjusting the critical devices according to the above algorithm, standard deviation in circuit performance can be reduced by between 95% and 99% compared to the unadjusted values. Theoretically, the standard deviation of all performances after tuning could be reduced to 0 if the adjustment is convergent within device size limits in each case. In addition, the histograms of the required CAT size adjustments are shown in Figure 3.10.

Using the information from Figure 3.10 as the input for the sizing algorithm results in the optimised CAT sizes shown in Table 3.3. As expected, MP3 shows the largest relative CAT devices, since it must be able to compensate for the undesired effects on gain from adjusting MP0. As pointed out at the beginning of this example, these resultant device sizes must be adjusted to make them practical should the circuit be fabricated. For example, it is not realistic that the precision of the device sizes given in Table 3.3 could be achieved in practice. Furthermore, these sizes are incompatible with the base unit size of 0.35µm used for the nominal device sizes, precluding integration of these devices into the circuit. Whilst such constraints are not considered by the CAT sizing tool, the designer can manually adjust the device sizes to suit the layout requirements. For example, the main device of MP0 could be rounded to $18 \cdot 0.35\mu m = 6.3\mu m$, and the calibration sizes to multiple of $2 \cdot 0.35\mu m = 0.7\mu m$, which would once again allow interdigitated transistors of width 0.7µm.

After obtaining these transistor sizes, a further MC simulation is performed to simulate
the expected performance of the circuit with CAT. As before, the optimal adjustment in width is calculated for each of the critical devices in each iteration. However, instead of adjusting devices with infinite granularity, the CAT configuration is now used to constrain the adjustment to the eight selectable widths. This is equivalent to the process used to tune the CATs on a chip after fabrication. The results of this simulation therefore represent the performance obtained following post manufacture adjustment with optimised CAT sizes.
Figure 3.11: Histograms of performances before and after CAT adjustment.

Figure 3.11 shows the histograms of the performances before and after application of the
### Table 3.4: Circuit performance after applying CAT.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Performance</th>
<th>Gain</th>
<th>BW</th>
<th>CMRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monte Carlo</td>
<td>Mean</td>
<td>1.83 · 10^4</td>
<td>474 · 10^3</td>
<td>30.5 · 10^4</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>264</td>
<td>88.3 · 10^3</td>
<td>2.96 · 10^3</td>
</tr>
<tr>
<td>Monte Carlo with CATs sized as per Table 3.3</td>
<td>Mean</td>
<td>1.83 · 10^3</td>
<td>471 · 10^3</td>
<td>30.5 · 10^3</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>62.8</td>
<td>17.5 · 10^3</td>
<td>595</td>
</tr>
<tr>
<td></td>
<td>Standard deviation improvement</td>
<td>76.2%</td>
<td>80.2%</td>
<td>79.9%</td>
</tr>
<tr>
<td></td>
<td>Maximum possible standard deviation improvement</td>
<td>80.7%</td>
<td>80.8%</td>
<td>80.3%</td>
</tr>
</tbody>
</table>

CATs. It can be clearly seen that the spread in all three performances is reduced significantly, resulting in a lower standard deviation and greater yield. Table 3.4 compares the standard deviations of the performances before and after application of the three CAT devices. The standard deviations are improved by 76.2%, 80.2% and 79.9% of their original values for gain, bandwidth and CMRR, respectively.

The last row of Table 3.4 also shows the theoretical best attainable improvement for every performance by applying the CAT sizing algorithm from [81] to the MC performance distributions from Table 3.4. The theoretical maximum is almost impossible to achieve in practice because the relationship between CAT width and the performance it adjusts is unlikely to be perfectly linear. Therefore, evenly spaced adjustment slices in the performance domain would lead to irregularly spaced adjustment widths, which cannot be implemented with binary sized calibration transistors. The results from the circuit equipped with CAT, however, come remarkably close to the theoretical maximum values of improvement, indicating that the assumption of linear sensitivity is adequate at least for this particular combination of circuit, parameters and variation.

### 3.6 Case Study 2: Variation-Aware Temperature Compensation Using CAT

For the second case study, the CAT online calibration scheme of Section 3.4 is applied to a standard instrumentation amplifier comprised of three identical operational amplifiers and passive components. The amplifier schematic diagram is shown in Figure 3.12. The resistors in the instrumentation amplifier are modelled as p-type diffusion resistors.

The operational amplifier used in the instrumentation amplifier is the same circuit as in Section 3.5 with the transistor sizes already given in Table 3.1. Table 3.5 shows the resistor values for the instrumentation amplifier. The nominal circuit performances are listed in Table 3.6. The circuit is implemented in a standard 0.35µm CMOS process,
where the foundry device SPICE models are valid within the temperature range from \(-40^\circ C\) to \(+125^\circ C\). The critical devices in this circuit, found following the algorithm described in Section 3.2, are R7, MP0B and MP5B for gain, bandwidth and offset voltage, respectively. This resistor and the MOSFETs of operational amplifier B are coloured red in Figures 3.12 and 3.13.

It is worth noting that one of the resistors has been identified as a critical device. Because the operational amplifiers operate under negative feedback, gain is primarily determined by the passive components with very little effect from active components. Therefore, the only viable way to adjust gain is to equip certain passive components with a CAT structure. While CAT cannot be directly applied to most passive components, an equivalent result can be achieved by a series or parallel combination of main and calibration components. In the case of resistors, the calibration devices need to be connected in series so that equally spaced calibration slices are possible. Each series resistor has a transmission gate in parallel through which the resistor can be by-passed, as illustrated in Figure 3.14. In effect, this allows the CAT design and calibration scheme to be applied to passive components. Bandwidth, on the other hand, is determined by the passive components and the gain-bandwidth product of the operational amplifier and can therefore be adjusted through transistors. Finally, offset voltage is not dependent on the passive components at all and can be adjusted by varying the transistors in the differential input stages.

Then, to perform device size optimisation, a Monte Carlo simulation of the instrumentation amplifier was performed as described in Section 3.3. In addition to process and mismatch variation, temperature was added as an additional random variable in the Monte Carlo simulation. This means that each Monte Carlo iteration represents a particular circuit at a particular temperature. Figure 3.15 shows the results of the Monte Carlo simulation, with the circuit performances plotted against temperature and marked with the symbol \(\times\) and coloured green. Gain and bandwidth clearly show a dependency on temperature, indicated by the trend change over temperature. The individual points

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
<th>Component</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>99kΩ</td>
<td>R5</td>
<td>100kΩ</td>
</tr>
<tr>
<td>R2</td>
<td>99kΩ</td>
<td>R6</td>
<td>100kΩ</td>
</tr>
<tr>
<td>R3</td>
<td>100kΩ</td>
<td>R7</td>
<td>2kΩ</td>
</tr>
<tr>
<td>R4</td>
<td>100kΩ</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5: Instrumentation amplifier component values.

<table>
<thead>
<tr>
<th>Performance</th>
<th>Symbol</th>
<th>Nominal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain</td>
<td>G</td>
<td>94.35</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>BW</td>
<td>1.99 \cdot 10^6</td>
</tr>
<tr>
<td>Offset voltage</td>
<td>VOS</td>
<td>5.55 \cdot 10^{-5}</td>
</tr>
</tbody>
</table>

Table 3.6: Instrumentation amplifier nominal performances.
are scattered around this nominal temperature dependence. This scattering represents the magnitude of process parameter variation. In the case of offset voltage, the influence of mismatch variation outweighs the temperature dependence by far. This means that for a particular chip, CAT will be able to reduce the inherent offset voltage well, but online temperature calibration will not be able to improve temperature drift greatly. Conversely, in the case of gain, the temperature dependence is much larger than parameter variation, which means that CAT will be able to mostly compensate for temperature, but not parameter variation. This can be visualized by the fact that each CAT transistor only has a finite number of possible configurations. When the effects of process parameter or mismatch variation are small compared to the effects of temperature, only a small set of the possible configurations are required for the initial post-fabrication tuning, leaving ample free configurations for online calibration. However, if the effects of process parameter variation outweigh the effects of temperature, the majority of configurations are required for the initial calibration, leaving few or no free configuration states for online temperature calibration.
Figure 3.15. Temperature dependence of performances with process and mismatch variation.
Without calibration, the standard deviation of gain is 6.85, the standard deviation of bandwidth is 222kHz and the standard deviation of the offset voltage is 3.69mV. These results are listed in the upper section of Table 3.7.

For each Monte Carlo parameter set, the optimised ideal adjustment in the critical devices is determined by applying the method described in Section 3.3. The device size optimisation algorithm for CAT is then applied to these ideal adjustments to give optimised sizes for CATs with three adjustment transistors, resulting in eight discrete adjustment steps for each critical device. The resulting sizes of the CAT devices are listed in Table 3.8. For the simulation results after adjustment, each Monte Carlo parameter set, the configuration of each CAT is chosen to be closest to the ideal adjustment.

The performances after CATs have been introduced in the circuit are marked with + in Figure 3.15. Over the entire temperature range, the standard deviations of gain, bandwidth and offset voltage are reduced to 2.81, 65.1kHz and 1.39mV, respectively. These calibrated performances are listed in the lower section of Table 3.7. As can be seen, introduction of CATs again significantly reduces variation in performances over temperature. It is worth noting that a small number of performances after CAT calibration are significantly further from the nominal values than the majority. These points correspond to parameter sets for which no improvement in performance could be achieved within the adjustment constraints. Such instances will also occur in a real set of chips, where there will be a small number that cannot be calibrated at all. Because such circuits are already identified at the post-fabrication adjustment stage, they can be discarded as necessary.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Performance</th>
<th>Gain</th>
<th>BW</th>
<th>Vos</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>Mean</td>
<td>94.35</td>
<td>1.99 x 10^6</td>
<td>5.55 x 10^{-5}</td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>Mean</td>
<td>92.49</td>
<td>2.03 x 10^6</td>
<td>7.05 x 10^{-5}</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>6.85</td>
<td>2.22 x 10^6</td>
<td>3.69 x 10^{-3}</td>
</tr>
<tr>
<td>Monte Carlo with CATs sized as per Table 3.8</td>
<td>Mean</td>
<td>94.26</td>
<td>2.00 x 10^6</td>
<td>6.70 x 10^{-5}</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>2.81</td>
<td>6.51 x 10^6</td>
<td>1.39 x 10^{-3}</td>
</tr>
<tr>
<td></td>
<td>Standard deviation improvement</td>
<td>59.0%</td>
<td>70.7%</td>
<td>62.3%</td>
</tr>
</tbody>
</table>

Table 3.7: Circuit performance after applying CAT.

<table>
<thead>
<tr>
<th>CAT device</th>
<th>R7</th>
<th>MP0B</th>
<th>MP5B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal size</td>
<td>11.45μm</td>
<td>8.75μm</td>
<td>105μm</td>
</tr>
<tr>
<td>CAT size step</td>
<td>0.52μm</td>
<td>0.70μm</td>
<td>2.91μm</td>
</tr>
<tr>
<td>CAT device</td>
<td>1st</td>
<td>2nd</td>
<td>3rd</td>
</tr>
<tr>
<td>Main</td>
<td>9.64μm</td>
<td>6.33μm</td>
<td>94.81μm</td>
</tr>
<tr>
<td>1st</td>
<td>0.52μm</td>
<td>0.70μm</td>
<td>2.91μm</td>
</tr>
<tr>
<td>2nd</td>
<td>1.04μm</td>
<td>1.39μm</td>
<td>5.82μm</td>
</tr>
<tr>
<td>3rd</td>
<td>2.07μm</td>
<td>2.77μm</td>
<td>11.65μm</td>
</tr>
</tbody>
</table>

Table 3.8: Optimised sizes of the Configurable Analogue Transistors.
Although the results obtained thus far show a significant reduction in performance standard deviation over the entire temperature range, no statement about parametric reliability has yet been made. For each performance, a pass band can be defined around the mean within which that performance is considered to operate to specification. For both Monte Carlo and CAT calibrated performances, parametric reliability can then be defined as the probability of a certain circuit at a certain temperature being within these bands. Although this definition is equivalent to the definition of yield, there is a practical difference introduced by the inclusion of temperature.

Whilst yield is concerned with the probability of a circuit meeting specifications at static operating conditions, parametric reliability is concerned with the circuit meeting specifications over the entire range of operating conditions. For the purpose of illustration, the pass bands have been defined as $\pm 5 \text{ kHz}$, $\pm 100 \text{ kHz}$ and $\pm 1 \text{ mV}$, for gain, bandwidth and offset voltage, respectively. For the unadjusted Monte Carlo results, the system's parametric reliability is 4.0%. When CAT is applied to the system, parametric reliability increases to 80.8%. This is a significant increase in the parametric reliability of the system. Although this improvement in reliability seems exceptionally large when compared to the improvement in standard deviations, it is not surprising. Firstly, standard deviation is greatly affected by even a few outliers, while they do not contribute as greatly to a decrease in reliability. Secondly, reliability requires all three performances to be within the pass band, which is very improbable in the uncompensated case, leading to a low uncompensated reliability.

Like the example in Section 3.5, the simulations carried out in this section rely heavily on device models. Whilst the demonstration of the method itself does not require realistic models, they are an absolute necessity for practical implementation. The online calibration scheme therefore not only requires accurate variation models, but the device models must also show the correct temperature dependence over the range of interest.

### 3.7 Implementation

In order to enable the automated optimisation and application of CAT to a circuit, the CDI method of Section 3.2 and the device size optimisation algorithm of Section 3.3 were implemented in software. The software tool was written in Ruby and works in conjunction with the Cadence Virtuoso custom IC design tools either through the OCEAN scripting interface or directly with the Spectre simulator. The architecture of this program and its interaction with the simulation tools are illustrated in Figure 3.16. The three main functions, Critical Device Identification, CAT device size optimisation, and post-fabrication characterisation correspond to the three CAT design tools introduced on Figure 2.26. The inputs to the program are a netlist describing the circuit and the appropriate model libraries, the simulation setup (e.g. analysis types and parameters) along
with a set of expressions to calculate circuit performances from the simulation results. Depending on whether the simulation runs through OCEAN or Spectre directly, these will differ slightly. For example, when using OCEAN, the performance calculations can be formulated using expressions from the Cadence ADE waveform calculator, whereas the expressions and mathematical functions available when using Spectre are somewhat more limited in number. The outputs of the program are, depending on which functions are run, a list of critical devices, optimised slice sizes for these critical devices and the circuit simulation results (e.g. Monte Carlo) with or without application of CAT. Monte Carlo sampling and temperature behaviour can be combined or run separately, such that a circuit is optimised for temperature only, parameter variation only or both at the same time.

![Diagram of the simulation environment.](image)

**Figure 3.16: Block diagram of the simulation environment.**

### 3.7.1 Simulator Interface

During the course of the CDI and CAT sizing flow, several simulations on the circuit need to be run with different parameters and calculations or decisions based on the simulation results. In order to abstract the actual simulator and performance calculations from the program logic, an interface class was designed that exposes high-level functions such as running a simulation, selecting the simulation type (e.g. single sweep or Monte Carlo) or setting parameters (e.g. temperature or device parameters) to the other parts of the program, whereas interfacing to the simulator is handled internally. Communication with the simulator is through control and results files and, in the case of OCEAN, system pipes to initiate the reading of control files and status indication.
When an instance of the simulator class is created, all transistor widths in the netlist are replaced with parameters and the original values stored internally. This allows changing of device sizes (e.g. for sensitivity analysis or CAT) without the need to read the netlist into the simulator again, which improves overall simulation speed. After this, the file containing simulation setup and performance expressions are read, parsed and stored. If OCEAN is used, two control files are created at this point, which contain the static setup sequence for the model libraries. One of these files links to the nominal parameters model libraries, while the second one links to the Monte Carlo model libraries. The appropriate control file is run whenever a switch from nominal to Monte Carlo simulation or vice versa occurs.

Before a simulation is run, one or more circuit parameters are typically altered by calling the corresponding methods of the simulator class. Any such changes are stored in data structures inside the class. When the method to run a simulation is called, a second simulator control file is generated. This file sets all the design variables to the internally stored values, sets up the simulation type and parameters and calculation of circuit performances. Then, the simulator loads and runs the static and dynamically generated control files in sequence, thereby running the simulation as configured. The results are then written to a results file or returned through the system pipe, checked for validity and stored in a results data structure. The calling part of the program can then retrieve the results from this structure by name and base its calculations or program flow upon them.

### 3.7.2 Sensitivity Analysis and Critical Device Identification

Sensitivity analysis is performed as described in Section 3.2.3. The width of each transistor is changed by a given percentage in turn, the simulation run and the resulting performances recorded. These results are then combined with the nominal performances according to Equation 3.1 to produce the sensitivity table, which is stored in a file.

When Critical Device Identification is performed, the sensitivity table is read back from the file and the weighted sensitivity table created as per Equations 3.2 and 3.3. There is one critical device for each performance and the resulting critical devices with their corresponding performances are stored in another file. With the list of critical devices established, the process can now proceed to optimally size the CATs.

### 3.7.3 CAT Device Size Optimisation

As described in Section 3.3.2, device size optimisation of the CATs involves a Monte Carlo simulation where in each iteration the critical devices are sized to best adjust for the MC-induced parameter variation. These ideal adjustments for each device are
recorded over the entire Monte Carlo run and then fed into the sizing algorithm to return the optimised calibration device size for a given number of calibration devices.

For the process of finding the ideally adjusted device sizes in each iteration, the following steps are followed. First, the Monte Carlo iteration is run without any adjustments and the result deviation from the nominal values stored. Then, a limited sensitivity analysis involving only the critical devices is conducted and the ideal adjustment calculated by solving the system of linear Equations 3.4. The critical devices are then adjusted by these calculated values and the Monte Carlo iteration simulated again. If the sensitivities were linear over the required range, the processing in this Monte Carlo iteration would now be complete. However, since the sensitivities are very likely only linear in a small range, the process has to be repeated several times, starting with another limited sensitivity analysis based on the adjusted device sizes. This iterative process is considered finished if the adjusted circuit performances are within an user-defined value (typically 1%) of the nominal performances. The final adjusted device sizes that led to adequately adjusted performances are stored and the process continues with the next Monte Carlo iteration. In the case that the system does not find a solution within a certain number of iteration or diverges beyond reasonable user-specified device size limits, no adjustment information is saved for that Monte Carlo iteration and the process continues with the next Monte Carlo iteration.

3.7.4 Final Simulations

Having optimised calibration device sizes, a final Monte Carlo simulation is run to give an indication of the circuit performance after applying optimally sized CATs. This is done by re-running the same Monte Carlo iterations as in the sizing stage. For each iteration, the previously calculated ideal adjustment is read back from the file and for each critical device the CAT configuration that is closest to the ideal size is chosen. The Monte Carlo iteration is run and the performances saved. The resultant distribution of performances can then be compared to the results without CAT, which concludes the process of Critical Device Identification and device size optimisation.

3.7.5 Parameter Variation

In all of the previous steps, only Monte Carlo sampling was mentioned as a source of parameter variation. However, the software tool also supports to add temperature variation. This can either be done as a pure temperature sweep without any process or mismatch variation or combined with Monte Carlo sampling. In the latter case, a pseudo-random temperature is set in each Monte Carlo iteration, which results in a circuit that is sampled over parameter space and temperature. In any case, all previously described processes for obtaining optimally sized calibration devices remain exactly the same.
3.8 Conclusions

In this chapter, three advancements to the existing work on the CAT were presented. First, Section 3.2 introduced a method for automated critical device identification, which determines which transistors in a circuit are most suitable as calibration devices. In Section 3.3, it was explained how the existing scheme for device size optimisation can be applied to arbitrary devices by basing it on statistical information about adjustments in a Monte Carlo simulation. Section 3.4 conceptually extended the CAT technique from purely static calibration to on-line calibration, where temperature measurements can be used to control optimal CAT configurations during run-time. All of these methods were verified through simulations in Sections 3.5 and 3.6. Finally, Section 3.7 gave a brief overview of the software tool that implements all of the methods in this chapter.

The main aim of the tools introduced in this chapter is a complete automation of the CAT design process, independent of the circuit topology and prior knowledge. The validity of this claim has been demonstrated for two relatively compact linear circuits. However, there are limitations where the proposed processes would not perform well. For example, switching circuits or circuits where devices operate in different modes are not suitable for the proposed method of Critical Device Identification. Furthermore, the required number of simulations, particularly for device size optimisation, means that only relatively small circuits and performances which can be simulated easily are viable candidates for the application of these automated processes. Chapter 5 shows that ΣΔ modulators are a class of circuit which are not suitable for the application of CAT, and that inherently variation-tolerance design was in this particular case a more viable route to increase yield and reliability of a system.

These limitations are not unique to the CAT technique, but are common to most of the model-based automated design techniques discussed in Section 2.3.3. General solutions are to reduce complex circuits to simpler building blocks which are treated separately, and to use prior knowledge instead of relying solely on computation. For the CAT, this could mean using machine learning to improve the design space exploration process, or using input from the designer as a starting point. Developing and implementing is suggested in Section 6.3 as possible future work following this thesis.

The practical implementation of CAT has not been considered in depth in this chapter. When describing the circuit of the operational amplifier in Section 3.5, it was pointed out that relative device sizes in analogue circuits are often constrained by the layout strategy. Therefore, arbitrary device sizes, such as the ones of optimised CAT devices, will not be readily applicable to a practical analogue circuit. To incorporate CAT will likely require the designer to round the CAT device sizes to values which are compatible with the existing unit device sizes, and possible to alter the number of unit devices or their size in order to incorporate CAT. A further impact on the layout is the circuitry required to control the calibration devices in a CAT. As will be described in Section
4.4.2, this may consist of a pair of MOSFETs and a shift register. Depending on the circuit, it may be impractical or undesirable to locate these devices at or near one of the critical devices. For example, placing this support circuitry may negatively affect nearby layout patterns (Section 2.3.2), degrade the frequency response of the circuit due to additional capacitive loading, or it may simply not be possible to fit the additional devices in a compact design. All of these points must be taken into considerations for a practical application of CAT and will require a trade-off between circuit performance and efficacy of the CAT.

Aside from design implications, there are also impacts on the fabrication and testing process when using CAT. Like most other offline calibration techniques, the CAT requires circuit performance to be measured after fabrication. This requires a certain amount of time, and may have to be repeated several times to optimise the CAT configuration. Therefore, the time required to find an optimised CAT configuration after fabrication is critical for the economic viability of CAT. It will be shown in Chapter 4 that, depending on certain design decisions, the time required for post-fabrication calibration can approach several minutes for a reasonably complex circuit, which may not be economic for production testing. It is therefore important to consider these aspects during the design stage in order to simplify the post-fabrication measurement process. This is to ensure that CAT remains viable not only during the design stage, but during the entire production cycle of an integrated circuit.

In the following Chapter, CAT is applied to a digital-to-analogue converter to prove its viability and to obtain the first performance measurements of CAT in a realistic circuit. This chapter also discusses some of the effect that including CAT in the layout has on the performance of the analogue parts of the circuit.
To illustrate the proposed process, Figure 3 shows the circuit of an operational amplifier, which is used as a case study in Figure 3. The operational amplifier is designed in a standard 0.35\(\mu\)m CMOS process. The circuit consists of a pair of differential input stages, MP4 and MP5, a common-source gain stage, MN8, and a common-drain output buffer, MN6. MN9 and the capacitor form the internal compensation network. Components MN1, MN2, MN3, MN4, MN5, MP0-MP1, MN0-MN3 and the resistor form the bias network.

###TABLE I. DEVICE SIZES AND COMPONENT VALUES

<table>
<thead>
<tr>
<th>Device</th>
<th>Bandwidth</th>
<th>Gain</th>
<th>CMRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP5</td>
<td>0.0280</td>
<td>0.0159</td>
<td>0.0001</td>
</tr>
<tr>
<td>MP4</td>
<td>0.0057</td>
<td>0.0045</td>
<td>-0.0006</td>
</tr>
<tr>
<td>MP3</td>
<td>-0.0014</td>
<td>-0.0466</td>
<td>0.0000</td>
</tr>
<tr>
<td>MP2</td>
<td>0.0634</td>
<td>-0.0128</td>
<td>0.0005</td>
</tr>
<tr>
<td>MP1</td>
<td>0.0671</td>
<td>-0.0506</td>
<td>0.003</td>
</tr>
<tr>
<td>MP0</td>
<td>-0.1287</td>
<td>0.0996</td>
<td>-0.0007</td>
</tr>
<tr>
<td>MN9</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN8</td>
<td>0.0021</td>
<td>0.0468</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN7</td>
<td>-0.0048</td>
<td>-0.0019</td>
<td>0.0970</td>
</tr>
<tr>
<td>MN6</td>
<td>-0.0015</td>
<td>0.0019</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN5</td>
<td>0.0370</td>
<td>-0.0095</td>
<td>-0.0004</td>
</tr>
<tr>
<td>MN4</td>
<td>-0.0366</td>
<td>0.0019</td>
<td>0.0003</td>
</tr>
<tr>
<td>MN3</td>
<td>0.0430</td>
<td>-0.0331</td>
<td>0.0002</td>
</tr>
<tr>
<td>MN2</td>
<td>-0.0618</td>
<td>0.0470</td>
<td>-0.0003</td>
</tr>
<tr>
<td>MN1</td>
<td>-0.0006</td>
<td>-0.0001</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN0</td>
<td>0.0001</td>
<td>-0.0001</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

###TABLE II. PERFORMANCE SENSITIVITY TO VARIATION IN TRANSISTORS

<table>
<thead>
<tr>
<th>Device</th>
<th>Gain</th>
<th>CMRR</th>
<th>Bandwidth</th>
<th>Gain</th>
<th>CMRR</th>
<th>Bandwidth</th>
<th>Gain</th>
<th>CMRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP5</td>
<td>0.0159</td>
<td>0.0001</td>
<td>0.6361</td>
<td>0.3617</td>
<td>0.0022</td>
<td>0.0178</td>
<td>0.0058</td>
<td>0.0000</td>
</tr>
<tr>
<td>MP4</td>
<td>0.0045</td>
<td>-0.0006</td>
<td>0.5297</td>
<td>0.4180</td>
<td>0.0523</td>
<td>0.0030</td>
<td>0.0019</td>
<td>0.0000</td>
</tr>
<tr>
<td>MP3</td>
<td>-0.0466</td>
<td>0.0000</td>
<td>0.0288</td>
<td>0.9712</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.0452</td>
<td>0.0000</td>
</tr>
<tr>
<td>MP2</td>
<td>-0.0128</td>
<td>0.0005</td>
<td>0.8263</td>
<td>0.1674</td>
<td>0.0063</td>
<td>0.0524</td>
<td>-0.0021</td>
<td>0.0000</td>
</tr>
<tr>
<td>MP1</td>
<td>-0.0506</td>
<td>0.003</td>
<td>0.5685</td>
<td>0.4285</td>
<td>0.0029</td>
<td>0.0381</td>
<td>-0.0217</td>
<td>0.0000</td>
</tr>
<tr>
<td>MP0</td>
<td>0.0996</td>
<td>-0.0007</td>
<td>0.5620</td>
<td>0.4351</td>
<td>0.0030</td>
<td>-0.0723</td>
<td>0.0433</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN9</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN8</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0422</td>
<td>0.9578</td>
<td>0.0000</td>
<td>-0.0002</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN7</td>
<td>0.0019</td>
<td>0.0970</td>
<td>0.0467</td>
<td>0.0185</td>
<td>0.9348</td>
<td>-0.0007</td>
<td>0.0011</td>
<td>0.0907</td>
</tr>
<tr>
<td>MN6</td>
<td>0.0019</td>
<td>0.0000</td>
<td>0.4422</td>
<td>0.5577</td>
<td>0.0001</td>
<td>0.0292</td>
<td>-0.0019</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN5</td>
<td>-0.0095</td>
<td>-0.0004</td>
<td>0.7891</td>
<td>0.2031</td>
<td>0.0078</td>
<td>-0.0345</td>
<td>0.0001</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN4</td>
<td>-0.0331</td>
<td>0.0002</td>
<td>0.9429</td>
<td>0.0482</td>
<td>0.0089</td>
<td>0.0242</td>
<td>-0.0143</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN3</td>
<td>-0.0331</td>
<td>0.0002</td>
<td>0.5634</td>
<td>0.4336</td>
<td>0.0030</td>
<td>-0.0350</td>
<td>0.0202</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN2</td>
<td>0.0470</td>
<td>-0.0003</td>
<td>0.5663</td>
<td>0.4307</td>
<td>0.0029</td>
<td>0.0005</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN1</td>
<td>-0.0001</td>
<td>0.0000</td>
<td>0.8699</td>
<td>0.1291</td>
<td>0.0010</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.5648</td>
<td>0.4314</td>
<td>0.0038</td>
<td>0.0001</td>
<td>-0.0001</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

**Figure 3.9:** Performance sensitivity to variation in transistors.
Figure 3.10: Histograms of ideal relative adjustments.
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Figure 3.12: Circuit diagram of the instrumentation amplifier.

Figure 3.13: Circuit diagram of the operational amplifier.

Figure 3.14: CAT-like structure with resistors.
Chapter 4

Application of Configurable Analogue Transistors to Segmented DACs

4.1 Introduction

In the previous chapters, the theoretical foundations of the CAT technique have been described and tools supporting the automated design flow developed. Furthermore, the possible performance improvements achievable by the CAT have been shown in simulations. In this chapter, CATs are applied to a practical circuit that was later fabricated and tested. This provides insight into the practical aspects of using CAT and proves the concept in reality.

In contrast to the purely analogue sample circuits of Chapter 3, a 14-bit digital-to-analogue converter was chosen as an application circuit for the CAT. This choice was based on several criteria. The most important one is that variation within the unary current cell array in segmented DACs is one of the greatest contributors to performance degradation, which makes it an ideal application for CAT. Furthermore, a DAC is a reasonably complex circuit and it can therefore be proven that CAT is applicable to realistic designs. Finally, segmented DACs are often found in the literature as sample applications for calibration techniques and doing the same for the CAT makes it possible to compare it against other techniques.

This remainder of this chapter is structured as follows. Section 4.2 introduces the basic principle of segmented current-steering DACs. Section 4.3 explains how the CAT can be used to improve INL of such a DAC, which is followed by the conceptual design of the converter building blocks in Section 4.4. Section 4.5 outlines the methodology and equipment used in the measurements of the fabricated chip, which are found in
Section 4.6. The chapter finishes with a discussion of the CAT’s ability to improve linearity of current-steering segmented DACs. The work presented in this chapter is the first instance of CAT being applied to a complex fabricated circuit where it is used to improve performance.

4.2 Segmented Current-Steering DACs

4.2.1 Segmented DACs

A common problem when designing high-resolution, high-speed DACs is the matching of binary elements over the full range. For example, a 14-bit DAC based on binary elements would require the MSB element to be accurate to at least $\frac{1}{16384}$. Although architectures such as R2R ladder networks remove this matching requirement, they are typically not suitable for high-speed converters. Therefore, high-speed data converters often employ a segmented architecture, which is illustrated in Figure 4.1. Instead of $N$ binary sources (where $N$ is the number of bits), it consists of $M$ binary sources and $2^N - M$ unary sources. The advantage of this arrangement is that the required matching range is reduced to $2^M$, which is easier to achieve than a range of $2^N$. Common segmentation ratios are in the region of 50% to 70% [83], which is a trade-off between area and matching requirements. This means that a 14-bit DAC is typically divided into a 6 bit binary and a 8 bit unary segment. The unary elements are typically arranged in an array, where rows and columns are driven by thermometer codes from the most significant bits of the input code. For the purpose of illustration, Figure 4.1 shows an 8-bit segmented DAC, where the lower four bits control binary current sources and the higher four bits control the unary current sources. Since the unary array is arranged in a 4x4 matrix, the most significant bits (D6 and D7) selects the row and D4 and D5 select the column in the array. Both row and column decoders are thermometer decoders, such that the output current increases by one unary source value for an increment in D4...D7.

Obvious disadvantages of segmented DACs are the potentially large area of the unary element array and the resulting matching difficulty within the array. Many different approaches exist in the literature that distribute the switching sequence of the unary elements across the array in certain ways to reduce the influence of gradients across the array. Furthermore, the unary elements may be comprised of several smaller elements that are at physically different locations across the array to even out gradients. However, these approaches lead again to further increased area, either in a more complex decoder stage or a larger array. A selection of such techniques was discussed already in Section 2.4.
4.2.2 Current-Steering DACs

A current-steering DAC is based on the architecture in Figure 4.2. Matched current sources each provide a constant current, which is directed through a switch in one of two output lines. Since the sum of the currents from all sources is constant, the two output lines carry a differential current corresponding to which sources had their switches in the same position. The advantage of this architecture is that the precise current sources ideally carry a constant current, which is merely directed in different paths. This largely eliminates any settling to the end value that would occur if the current sources themselves were turned on and off. Through careful design, the switch can be designed in such a way that the voltage across the current source can be kept constant during the switching process, which leads to an almost ideal switching characteristic and therefore high converter speeds. Further advantages of the current-steering architecture are the inherent differential output and the moderate area requirements compared to, for example, R2R networks.

Due to their simple base circuit, current-steering DACs can be readily implemented in a segmented architecture, which is why this combination is very popular for high-speed, high-resolution converters.
4.3 Application of CAT to a Segmented Current-Steering DAC

Figure 4.3 shows the high-level block diagram of the DAC designed in this work. It consists of 256 unary current cells and 6 binary current cells, corresponding to a total of 14 bits. The main source of error are gradients across the unary current cell array which must be kept to less than 1 LSB to achieve 14 bit accuracy. Normally, distributed sources and special switching sequences would be employed to achieve this, as discussed in Section 2.4. However, the aim of this design is to establish whether the CAT alone can improve the linearity of the converter, which is why such techniques are not applied. Figure 4.4 shows a representation of the 16-by-16 current cell array. As the input binary code is incremented, current cells are switched on column by column and row by row, starting at the top left.
Figure 4.4: Unary current cell array and switching sequence.

Figure 4.5: CAT-compensated output of DAC.

Suppose the current sources in the array were subject to a gradient, where the current sourced in each cell reduces from left to right and top to bottom, the slope of the output current against the input code would be lower than designed, as depicted in Figure 4.5. By equipping every 8th current cell with CAT, a calibration point is introduced twice in every row. By setting the CATs to appropriate values, the overall slope can be adjusted, as depicted in Figure 4.5. In this case, each CAT-equipped cell adds the indicated amount of current to its nominal value, which is also added to all following currents cells. This has the effect of shifting the entire transfer function to the right of that cell’s code up or down by the value introduced by the CAT. However, the gradient from each non-CAT cell to an adjacent non-CAT cell is still the same, which means that the gradient in the transfer function from one point to the next is the same as before, but it is now split into segments that are each centred on the ideal transfer function. Thus, the INL of the current cell array can be improved. In practice, the actual slope of the transfer function is less of a concern than its linearity and CAT would therefore be used to improve linearity rather than the slope. Section 4.6.4 explains how the CAT is used to improve the linearity of the transfer function. It must be noted that using this approach...
has in fact a negative effect on DNL. Introducing abrupt changes in output current at CAT-enabled current cells contributes to discontinuities in the transfer function and thus an increased DNL.

The sizing of the CAT in this case must be sufficient to compensate for a current mismatch between to consecutive CAT-enabled current cells. This can achieved by relying on the device mismatch models provided by the process design kit with which the DAC is designed and using the CAT device sizing algorithm on the appropriate sub-circuits.

4.4 Circuit Design

This section gives an overview of the circuit of the DAC and also considers some important details of implementation. A selection of detailed circuit diagrams and cell layouts of the chip can be found in Appendices B and C, respectively.

4.4.1 Current Cell

The most basic building block of the DAC is the current cell. The purpose of the current cell is to sink a constant current from a switchable complementary output. This design uses two different types of current cells for the unary and binary arrays. Apart from the difference in nominal current, these two types only differ in that the unary cells contain a small amount of logic for cell selection within the array which is not needed in the unary current cells. Thus, a current cell of the unary array consists of the following:

- Constant current sink
- Switching transistors
- Data latch and driver
- Cell select logic

Figure 4.6 shows all of these items and external components in a block diagram.

4.4.1.1 Constant Current Sink

The constant current sink used for the current cells is shown in Figure 4.7. It consists of a NMOS transistor (M0), which is supplied with a constant bias voltage at its gate and is therefore sinking a constant current. The second NMOS transistor (M1) acts as a cascode device, which decouples the voltage swing at the output from the drain of M0. This reduces the dependence of the current on the output voltage and therefore allows
the DAC output to have a voltage swing without affecting the current. The cascode transistor M1 is biased with a different constant gate voltage.

There are two important considerations when sizing the two transistors in the constant current sink. The first is mismatch: The sink current is determined by the $W/L$ ratio of M0, which is ideally the same for all transistors in the unary current cell array. In order to reduce mismatch between individual current cells, transistor M0 should be physically large to reduce effects from fabrication tolerances. It has to be noted that increasing the size of M0 will not compensate for any gradients that can arise over the unary current cell array, which is the purpose of the CAT to compensate. Another consideration is speed and transient performance. The switching transistors are placed at the drain of M1, which means that the drain node of M1 should have as low a capacitance as possible,
which can be achieved by making M1 physically small. This does not have a negative impact on matching since M1 does not greatly contribute to the nominal current.

If the current cell is equipped with a CAT, there are a number of calibration devices in parallel to M0. The gate of each calibration device can either be tied to VSS or the gate of M0 by means of two NMOS pass transistors. These two pass transistors are driven from the complementary outputs of a D-type flip-flop which forms part of the shift register that stores the CAT configurations. The current cell with CAT is described in more detail in Section 4.4.2.

4.4.1.2 Switching Transistors

In order to direct the current from either of the output pins into the constant current sink, a pair of switching transistor is required, as shown in Figure 4.7. The purpose of the switching transistors is to connect one of two complementary current outputs to the current sink. Since only one output should sink current at a time, the gates of the switching transistors are driven with a complementary signal. Although these switching transistors are not critical for current matching and other similar properties, they must be able to switch the current between the outputs fast enough and without causing significant errors in the signal. The latter can be induced if the voltage at the drain node of the cascode transistor changes greatly during switching, which leads to a small change in drain voltage of the main current sink transistor, which in turn leads to a change in current. This can then be seen as glitches in the output current during switching. In order to minimise this change in voltage, the signals at that gates of the switching transistors should be slightly overlapping, as shown in Figure 4.8. In this figure, the solid lines indicate a normal drive signal with no overlap. As can be seen, the sink current changes during the transition, with approximate current and timing values given as an indication. If these complementary signals overlap such that both transistors are on for a brief time during every transition, the current through the current sink will never decrease and therefore the voltage at the drain node of the cascode device will remain constant, as indicated by the dotted signals in Figure 4.8. This largely reduces the glitches in the output current due to voltage changes at any nodes in the current sink. Furthermore, the switching transistors need to be able to switch quickly, even with the parasitic capacitance at their common source node. This requires the transistors to be relatively long, which results in higher transconductance and therefore higher switching speeds.

4.4.1.3 Data Latch

All current cells in the DAC must be synchronised to a common clock signal. In order to achieve this, the signal from the decoders or data inputs to the current cells is latched
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4.4.1.4 Cell Select Logic

In the unary current cell array, thermometer encoders select the row and column up to which the current cells should be turned on. Ideally, each current cell could be simply enabled when both its row and column are selected. However, as is illustrated in Figure

Figure 4.8: Switching waveforms and resultant change in current.

to the switching transistors in each cell. This latch must be sufficiently fast to cope with the required sampling rate and must also be able to drive the relatively high capacitive load of the switching transistor gates. Furthermore, as mentioned previously, the output of the latch must also have a biased crossover point such that both switching transistors are on during a switch-over. The circuit of the core latch is shown in Figure 4.9. It consists of a basic two-inverter structure that stores a state and complementary gated data inputs. If the clock signal is high, the latch is transparent. The data inputs of the latch come either directly from data inputs of the DAC in the case of the binary current cells or from the cell-select logic in the case of the unary current cells. Due to the stacked NMOS transistors, the crossover point of this latch is biased low, which is in opposition of what is required in the current cell. In the DAC, the outputs of the latch are buffered by inverters which also move the crossover point towards the high level. The exact crossover behaviour can then be tuned by sizing the transistors in the inverters appropriately. Furthermore, the inverters help drive the switching transistors at the required speeds.
4.10, this would only work for cells in the highest selected row. In this example, all cells up to the cell in row 5 and column 4 should be selected, which are shaded blue. If each cell activates when its row and column inputs are asserted, only the cells with a hatched shading would be selected. Therefore, in all but the last row all cells must be turned on even though their column may not be selected. This requires some additional logic in each current cell that detects whether the following row is enabled and, if so, enables the current cell regardless of its own row or column signal. The truth table for this logic is shown in Table 4.1 and the circuit implementation in Figure 4.11. In the last row in the unary current cell array, the next row input is simply tied low. Likewise, the row signal for the first row is tied high because the first row is always selected. This allows the use of the same 15-line thermometer decoder for rows and columns. Note that the
last cell in each row is never turned on with a column signal, but only through the next row signal: In the 16-by-16 current cell array, there are four input bits for each rows and columns that are decoded into a 15-line thermometer signal. The row lines drive current cell rows 2-16, with row 1 always selected, while the column lines drive columns 1-15. The 16th current cell in each row is turned as soon as the next row is selected, even with no columns selected at all. This means that the 256th current cell in the array is not used at all. Current cells in the binary current cell array do not contain this cell select logic. Instead, the corresponding input data bits are routed directly to the input of the data latch.

<table>
<thead>
<tr>
<th>row</th>
<th>column</th>
<th>next row</th>
<th>cell enable</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>X</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>X</td>
<td>1</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.1: Truth table of cell select logic

4.4.2 CAT-Enabled Current Cell

As illustrated in Figure 4.4, every 8th current cell in the unary array is equipped with CAT. The design of such a CAT-enabled current cell is shown in Figure 4.12. Fundamentally, it still consists of the constant current sink M0/M1 and the output switches, but there are additional transistors MS0 - MS2 in parallel with M0, which are the CAT calibration slices. Each of these calibration slices is controlled by two n-channel transistors, MG0A and MG0B. When MG0B is active, the gate of MS0 is grounded, thereby disabling it. When MG0A is active, the gate of MS0 is connected to Vbl, thereby effectively putting

Figure 4.11: Circuit diagram of the cell select logic.
it in parallel with M0. Since M0 and MS0 have the same channel length, the net result of this is the same as if the width of M0 were increased, leading to a larger sink current in this cell. MG0A and MG0B are controlled by the complementary outputs of a D-type flip-flop, which stores configuration of its associated slice. All CAT controlling flip-flops on the chip are connected in a scan chain such that that only clock, data in and data out signals are needed to configure the CATs.

![Schematic of a current cell with CAT](image)

**Figure 4.12: Schematic of a current cell with CAT**

The calibration slices were sized using the device size optimisation tool of Section 3.3, which in turn used Monte Carlo simulations of the basic current cell (Figure 4.7). For three CAT slices, the optimised slice currents were determined to be 570nA, 1.14µA and 2.28µA, for a maximum total CAT current of 4.00µA. In order to allow the CATs to adjust the cell’s current around its nominal value, the base current of the cell was lowered from 64µA to 62µA.

### 4.4.3 Thermometer Decoders

As mentioned previously, rows and columns in the unary current cell array are selected by means of thermometer decoders. Each decoder converts four input data bits to 15 output lines, as illustrated in Figure 4.13. For an input of 0000, the output is all zeroes, for an input of 0001, the least significant output bit is one, for an input of 0010 the two least significant outputs are one and so on until all output bits are one for an input code of 1111. Although the output of the thermometer decoder is latched in each current cell, it is still desirable to equalise the propagation time for all outputs. To facilitate this, the decoder has been designed as a cascade of 2-to-3 thermometer decoders, whose logic diagram is shown in Figure 4.14. Each of the gates has two additional inputs: assert and inhibit. The purpose of these is to override the normal decoder function and either set
or clear all output bits regardless of the input code. If both assert and inhibit inputs are asserted, the assert input has priority. Figure 4.15 shows the block diagram of the 4-to-15 thermometer decoder built from 2-to-3 thermometer decoders. The first decoder on the top left works on the most significant input bits and its output is used to either enable or disable the other four decoders which work on the two least significant input bits. For example, for an input code of 0011 all but the first LSB decoders are disabled and the output of the first LSB decoder will be 111. If the input code increments to 0100, the output of the first LSB decoder would return to 000. However, now the first output of the MSB decoder is high, which keeps all output bits of the first LSB decoder asserted and enables the second LSB decoder. If the input code increments further to 0101, the first output of the second LSB decoder turns on. The output bits that are derived directly from the MSB decoder are passed through a line of inverters to bring their propagation delay in line with the other outputs. Since the outputs of the thermometer decoders are routed across the large unary current cell array and need to drive several inputs each, an additional output stage of is added to increase drive strength.

Figure 4.13: Operation of a 4-to-15 thermometer decoder.

Figure 4.14: Logic diagram of the 2-to-3 thermometer decoder.
4.4.4 Biasing Circuit

As was described previously, the current cell needs two reference voltages for the main current sink and cascode transistors. Eight current cells each share a bias generator, which generates these bias voltages from a $10\mu A$ reference current. The schematic diagram for such a bias generator is shown in Figure 4.16. The transistor sizes in the bias generator are designed such to be a ratio of the current sink transistors, which ensures that the sink current will track the reference current over process parameters and temperature. The bias voltage for the sink transistor ($V_{bl}$) is generated by M0 and M1 while the bias voltage for the cascode device ($V_{bh}$) is generated through the resistor. The advantage of this circuit over a regular cascode current mirror is that $V_{bh}$ is independent of the gate-source voltage of M1, which allows the drain node of the cascode device in the current sink to go to lower voltages. In the DAC, there is one bias generator for every 8 current cells in the unary current cell array and one bias generator for the 6 binary current cells for a total of 33 bias generators.

The $10\mu A$ reference current for each bias circuit is generated from a bandgap reference. The core of the bandgap reference was designed by Dr Li Ke and current outputs were added as required. The bandgap reference features 33 $10\mu A$ outputs, 32 for the unary current cell array and one for the binary array. Furthermore, it also features a 650mV reference voltage output. This reference voltage is routed directly to a pin on the chip to facilitate measurement of the internal bias condition.
Figure 4.16: Bias generator for the current cells.

4.5 Measurement Methodology

Figure 4.17: Die photograph of the fabricated chip.

The DAC described in Section 4.4 was fabricated on the IBM 8RF 130nm process. A photograph of the fabricated die is shown in Figure 4.17, which corresponds to the top-level
layout view of Figure C.1. The chips were then tested to evaluate the performance with
and without the CATs. To facilitate this, a custom test board was designed which allows
to evaluate both static and dynamic performance of the DAC and quantify the effects
that CATs have on the DAC performance. The primary design goal of this board was to
provide a way to control the CAT configuration and apply low-speed data, but the board
also provides the option to deal with high-speed signals and temperature-dependent mea-
surements. The board consists of power supplies, a controller and amplifiers, which are
described in the following subsection.

4.5.1 Test Board

An overview of the test board is given in Figure 4.18. The controller is an mbed LPC1768
ARM Cortex M3 microcontroller board, which communicates with a PC over USB. The
purpose of the controller is to operate the CAT scan chain to load CAT settings to
the chip under test, as well as providing static or low-speed data, primarily intended
for basic testing and INL measurements. The controller communicates with a PC via
a USB virtual serial port using a custom protocol, which is described in Appendix E.
Furthermore, the controller can also read the on-chip bandgap reference voltage to facil-
itate schemes like online calibration. All lines between the controller and the chip under
test pass through level shifters to convert between the 1.2V signals required by the chip
and the 3.3V signals of the controller. In addition, the parallel data lines and clock are
passed through standard 2.54mm headers over a ribbon cable. If the cable is removed, an
alternate data source such as an FPGA can be used to provide high-speed signals. From
the “incoming” header onwards, data and clock traces are matched length. Each chip
under test is mounted on a separate break-out board which plugs into the base board to
allow uncomplicated swapping of the chip under test.

Figure 4.18: Signal path architecture of the test board.
Power is provided to the board through USB or an external plug-in power supply at 5V nominal. Since noise coupled in through USB proved to be a problem, an external power supply was used for all measurements. Three on-board regulators provide 3.3V (for the level shifters), 1.2V (for the chip) and an adjustable reference voltage used in the transimpedance amplifiers. In order to reduce noise on the 1.2V supply and, more importantly, the reference voltage, the boards were later modified to use a 1.5V primary cell as a reference source. This was by far the most economic way to obtain an extremely low-noise reference with reasonable stability. The distribution of power and reference voltages is shown in Figure 4.19.

The two differential output signals from the chip are passed to two separate transimpedance amplifiers, as illustrated again in Figure 4.18. Each of the amplifiers converts the current output of the chip to a proportional voltage with a nominal gain of 47V/A for each channel. Simultaneously, the output node of the chip is held at a constant voltage (reference voltage). This is a critical part of the system, because a change in the output node voltage will affect the absolute value of the current provided by the chip. The differential output voltage between the two transimpedance amplifiers is directly proportional to the differential output current of the DAC and can either be measured directly by a non-ground-referenced multimeter or converted to a single-ended signal for measurement with a ground-referenced oscilloscope. Conversion to a single-ended signal is done by a high-speed opamp difference amplifier and its output is provided at a BNC connector.

Since most measurements were carried out using a multimeter with a floating common terminal, both single-ended and differential signals were measured directly after the transimpedance amplifier, skipping the differential to single ended conversion. To minimise disruption created by changing probes between single-ended and differential configurations, a relay was later added for this purpose. This addition also facilitates computer-controlled switching between single-ended and differential measurements. Another later modification was the addition of a lower-noise transimpedance amplifier, which is more closely integrated with the low noise reference generator.
Figure 4.20 shows a photograph of the test board. The PCB contains the power supplies, controller and device under test, while an external breadboard contains the trans-impedance amplifiers and reference amplifiers. In addition, the breadboard also contains the relay which is used to switch between single-ended and differential outputs under computer control to facilitate a greater degree of automation of certain measurements.

4.5.2 Test Equipment and Procedure

In addition to the test board described above, the test setup consists of a high-performance digital multimeter and a PC. The multimeter is an Agilent 34410A 6.5 digit multimeter, which for all measurements in this chapter measures either a single-ended or the differential output voltage of the trans-impedance amplifier. The 34410A is connected to the PC via Ethernet and is controlled by SCPI commands. The purpose of the PC is to control the multimeter and test board, to collect data from the multimeter and perform the necessary calculations. All of these functions are implemented in a number of Matlab routines. There are three fundamental I/O functions around which all following measurements are built: measure voltage through the multimeter, output a given code to the DAC and set CAT configuration.

There are two measurements for which the PC was not used to interface to the multimeter, but which were instead measured manually. The first were some very initial tests, in which the output current of the DAC was measured directly using the multimeter. The second were the noise measurements, which for which a high-speed oscilloscope was used. Apart from that, all measurements in this chapter were done in an automated manner.
As will be explained in Section 4.6.2, due to significant noise present caused by the on-chip bandgap reference, most measurements required averaging over an appropriate number of samples. However, this introduces another potential pitfall: Repeating a measurement often enough can easily lead to a total measurement time of several hours. On such time scales, component drift and temperature changes can become significant enough to affect the measurement. In order to minimise such effects, the sequence of steps within each measurement had to be planned carefully. For example, when obtaining the transfer function of the DAC, the input code is stepped from zero to the maximum value and at each step, the output is measured. In this case, it is necessary to measure one transfer function after another and take the average at the end. This way, each individual transfer function is recorded in a time short enough for drift to not have a significant effect. This ensures that long-term drift does not affect the relative relationship of values within the final averaged transfer function. If instead the measurement at each step were repeated and averaged before going to the next step, thus effectively slowly recording one transfer function, drift over time could have an effect on the measured transfer function as the circuit parameters change while the input code is slowly stepped upwards. Similar considerations must also be made when CATs are used.

4.5.3 Computer software

The test hardware described thus far in this section is complemented by computer software to automate measurements and implement the final step of the automated CAT design flow: Post-fabrication calibration. The software consists of a number of Matlab scripts and functions, whose purpose and general function is outlined in the following subsections and which are available in full in Appendix D.

4.5.3.1 Application of CAT to a Transfer Function

The first function of the software is to modify a measured transfer function by simulating the application of CAT. This is required to estimate the transfer function that results when CAT are applied to the chip and more importantly, it forms the foundation of the post-fabrication optimisation algorithm.

The principle of the tool is the same as illustrated in Figure 4.33, which is discussed in more detail in Section 4.6.4. Given a transfer function and a CAT at a certain code point along the transfer function, the modified transfer function is calculated by adding the CAT’s current to all subsequent points of the transfer function. This is a direct implementation of the real-world function of CAT in the unary current source array. Since many of the measurements in Section 4.6 are done on the differential output, an extended version of this function exists for differential transfer functions, where the CAT current is added to all points after the CAT position, and subtracted from all
points before it. An example where this function is used directly is in Figure 4.39, where it was used to calculate the expected transfer function after applying a given CAT configuration. However, the main purpose of this tool is in the process of optimising the CAT configuration for a given transfer function, which is explained below.

4.5.3.2 Optimisation of CAT Configuration

The purpose of the second software component is to optimise the CAT configuration for a given transfer function. This process is schematically illustrated in Figure 4.21. For a given transfer function, a CAT configuration can be applied and the resultant transfer function computed using the tool described in Section 4.5.3.1. Then, the INL of the modified transfer function can be calculated. This INL can then be used as a metric for an optimisation algorithm, which modifies the initial CAT configuration until a minimum in INL is reached. This is an instance of a single-objective multi-variate optimisation problem, which was discussed in Section 2.3.3.3. Although the design space of this particular problem with 32 CATs having 3 configuration bits each might seem small at first glance, a full design space exploration with $2^{96}$ possible combinations is nowhere near feasible. Therefore, a conventional numeric solver is used. The solution of choice is a Levenberg-Marquardt algorithm [82], as it is reasonably efficient and provides good solutions for this particular problem. Using the implementation of the Levenberg-Marquardt algorithm that is supplied with Matlab, optimising the CAT configurations for a given transfer function takes in the order of one second on an Intel® Core™ i7 processor.

Once this software tool is applied to a measured transfer function, the resultant optimised CAT configurations can be transferred to the chip, where the adjusted transfer function can then be measured. It is important to note at this point that there will be a discrepancy between the calculated and measured transfer functions, as will be seen in Section 4.6.4. The main reason for this is that the CATs in the real chip are not perfect and show variation, as shown in Table 4.3, while the software tool assumes uniform and ideal CATs. This behaviour could be improved by measuring all individual CAT slices before optimisation and using these measurements when calculating the adjusted transfer functions.

4.6 Measurement Results

After the chip had been fabricated and the test board assembled, some basic functionality tests were conducted. These included determining whether the on-chip bandgap reference was operational, testing the CAT scan chain and basic DAC operation.
Once basic operation of the DAC and CATs was confirmed, further measurements were carried out to characterise the DAC in more detail, especially with respect to INL. Then, the CATs were characterised and finally the improvement on the converter’s INL by applying CATs was measured. All of these tests were carried out on three different chips.

4.6.1 Functional Testing

The very first measurements were to establish whether the DAC is functional at all. For this, the output currents of the DAC were measured for zero, full-range and certain intermediate codes to test the unary and binary sections. Since these measurements were only intended to arrive at a pass-fail result, the currents were measured with the multimeter in current mode. This would of course not be acceptable for measurements requiring any level of accuracy since the relatively high internal resistance of the ampere meter in the lower ranges affects the output characteristics of the DAC. As a result of these initial tests, it was established that the DAC design works in principle. However, a number of chips appear to have faults in the thermometer decoders and the logic within the current cells, as shown by the transfer function in Figure 4.22. It can be seen from
the “sawtooth” pattern repeating every 16 codes that the lower four bits of the binary current cell array work as expected. However, the upper two bits of the binary cell array seem to never activate at all. Furthermore, there is also a very obvious problem with either the thermometer encoders or the logic in some unary cells. For instance, the first unary cell at code 64 activates correctly, but then de-activates at code 128, without the second cell becoming live either. At code 512, a number of cells turn on, but not enough to give the correct current. Since only certain chips are affected by this problem, this is a fabrication fault rather than inherent in the design. Therefore, testing of DAC and CAT performance in the remaining chips is not affected by this problem. It is difficult to say whether the problem lies with the logic in the current cells or the thermometer encoders. However, the cause of these faults is likely due to failure in single contacts in narrow metal traces, as this is a somewhat common problem. The chips with these faults were naturally not usable for further measurements. Table 4.2 gives a breakdown of the final usages of the fabricated chips.

<table>
<thead>
<tr>
<th>Number of chips</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Used for prototyping</td>
</tr>
<tr>
<td>3</td>
<td>Fully working</td>
</tr>
<tr>
<td>3</td>
<td>Defective</td>
</tr>
<tr>
<td>2</td>
<td>Spares</td>
</tr>
<tr>
<td>10</td>
<td>Fabricated</td>
</tr>
</tbody>
</table>

Table 4.2: Breakdown of fabricated chips

![Figure 4.22: Partial transfer function of a defective chip.](image)

Next followed a set of more accurate measurements of the DAC transfer function. For this, the chips to be tested were fitted in the test board and the single-ended output
voltage was measured after the transimpedance amplifier. Figure 4.23 shows the single-ended transfer functions of three different chips. All of these transfer functions are qualitatively consistent with what would be expected from a DAC and the zero and full-scale readings correspond with the designed full-range current of 16.384mA for each channel. For this graph, the zero-code offset of each transfer function has been moved to zero current. The differences between the individual transfer functions are due to chip-to-chip variation and can on this scale only be discerned as differences in gain.

While the transfer functions in Figure 4.23 established that the DAC works as expected on a large scale and gives an idea about its linearity, they do not show the DAC characteristics at the lower bit levels. For this, consider Figure 4.24, which is based on the same data as Figure 4.23, but only shows the first 192 codes. This means that in this graph all codes of the binary current cell array are present three times and the first two unary current cells are covered. It is immediately apparent that there is much greater variation between the chips on this scale. For example, chips 1 and 4 both exhibit discontinuities at codes that are multiples of 32, indicating a mismatch between the 6th and the first five binary current cells. In chip 3, discontinuities at these codes are significantly smaller. One common property of all chips are discontinuities at codes that are multiples of 64. Since at each multiple of 64 a new unary current source is enabled, this indicates a general mismatch between the binary current cells and the unary cells.

Figure 4.23: Transfer functions for three chips.

Another interesting measurement is to compare the currents of the individual unary current cells. For this, the output current was measured at codes that are multiples of 64. Since the output current is the sum of all current cells up to a particular code, the difference in current between two successive codes is the current of that particular current cell. Figures 4.25, 4.26 and 4.27 show the absolute currents in each cell for three different chips, arranged in a matrix as they are physically on the chip. It is worth noting
that the 256th cell (column 16, row 16) is never activated on the chip and has been set to the mean current in the graph.

There are several features that become immediately apparent and which can be linked to layout features and CAT. For instance, in all cases the currents of cells in columns 8 and 16 are noticeably lower than neighbouring cells. This is because these cells are equipped with CAT and all CAT slices have been disabled for this measurement, leading to lower overall currents in these cells. There are also horizontal features in rows 9 and 10, which are especially apparent in chips 1 and 4. Also noticeable are horizontal features, where cells in one half of each row show similar deviations from the average current. These are likely due to the fact that each set of consecutive 8 cells shares a bandgap output and bias voltage generator. Thus, any error in the reference current or mismatch in the bias generator affects these 8 cells in a similar manner. The increased currents in the top-left cells of chip 1 cannot be readily explained by layout features or design. However, thermal effects from the adjacent bandgap reference can provide a plausible explanation.

Since the aim of this work is to apply the CAT to reduce the effects of these variations, their cause is only of secondary interest. Thus, there is no further investigation into the exact causes of these variation patterns, apart from the brief suggestions of plausible mechanisms above.

### 4.6.2 Initial Findings

During these tests, two issues with the chip became apparent, one of which has an effect on subsequent measurements. First, the bandgap reference tends to become unstable
at supply voltages of around 1.1V and higher. This instability causes high-frequency oscillations on the reference outputs and subsequently on the DAC output currents. Since the DAC is designed to operate at 1.2V, this meant that the DAC could not be used at its nominal supply voltage. Instead, the operating voltage for all measurements had to be lowered to 1.0V to guarantee stable operation of the bandgap reference over all chips with an appropriate safety margin. Since the current cells and switches of the DAC have been designed with enough margin to operate without any problems at 1.0V supply voltage, operating the chip at this lowered supply voltage does not affect the measurements in any significant way.

The second problem is noise in general, and noise from the bandgap in particular. By design, the LSB of each single-ended channel is $1\mu A$, which corresponds to $47\mu V$ after the transimpedance amplifier. However, it became apparent each single-ended output showed noise with a standard deviation (equal to its RMS value) of $\sigma = 88.3\mu V$, or approximately two LSB. While an exact calculation of all the noise sources and noise transfer functions within the chip exceeds the scope of this work, the following observations can be made. Measuring the reference voltage output of the bandgap showed noise with $\sigma = 71.1\mu V$, which, through simulations could be translated to approximately $\sigma = 1.1nA$ in each $10\mu A$ reference current output of the bandgap. Again through simulation it was found that noise with $\sigma = 1.1nA$ in the reference current results in noise with $\sigma = 7.1nA$ in the output of a current cell. For the purpose of arriving at a rough estimate, it is assumed that the only noise source in the chip is the bandgap core and that therefore each current cell adds the same amount of perfectly correlated noise to the output current.

Figure 4.25: Map of unary current cells of chip 1 (in A).
Therefore, the $\sigma$ from all 255 current cells can simply be added to arrive at the expected noise on the output at full scale, $\sigma = 1.8\mu A$, or $\sigma = 85.1\mu V$ after the transimpedance amplifier. This figure is very close to the measured value, even though some matters have been simplified in these calculations. Nevertheless, this indicates that a significant proportion of the output noise comes directly from the internal reference. Power supply and transimpedance amplifier reference noise have already been minimised by using a primary cell and low-noise buffers, resulting in power supply noise of $\sigma = 5.0\mu V$ and reference noise of $\sigma = 3.3\mu V$. Since no external reference signal can be used instead of the bandgap, there is no feasible way to reduce the output noise. However, since this noise was determined to be gaussian, DC measurements can still be performed but require averaging over a number of measurements to accurately determine the mean. This is absolutely necessary especially for further measurements concerning individual or a small number of CATs, since the designed LSB current of the CAT is $570nA$, which could otherwise not be measured in the presence of noise.

### 4.6.3 CAT Testing

The basic function of the CATs in the current cell array was tested by the following method. First, the DAC transfer function of a single channel is obtained, with measurements taken at codes that correspond to a CAT-enabled current cell, resulting in a 32-point transfer function. This reduces measurement time and analysis complexity without losing any information significant for testing CATs only. For the first transfer
function, all CATs are set to their lowest setting, i.e. all calibration slices off. Then, the CAT calibration slices that are to be measured are turned on and another transfer function is obtained. The resulting two transfer functions are illustrated in Figure 4.28a, where four CATs are activated over the entire range. At each CAT-enabled code, the second transfer function is expected to make a step change corresponding to the number of activated CAT slices ($I_{CAT}$) with the slope between these points unchanged, resulting in an overall higher full-scale current.

In reality, the changes in current caused by CAT are very small compared to the full-scale value, which would make visual distinction on a graph like Figure 4.28a impossible. Furthermore, as will be seen in Section 4.6.4, INL of the DAC is significantly larger than a single CAT’s adjustment current, which means that in a direct comparison of the two transfer functions, the CAT current could not be distinguished from the inherent variation between cells. It is therefore more practical to use the first transfer function as a reference, and subtract it from the second one. This way, any common terms such as slope and INL are cancelled and the effects of the CAT can be measured much more easily, as illustrated in Figure 4.28b.

Several different measurements have been conducted using this method. Figure 4.29 shows the effects of CAT when, starting from the 16th CAT cell, consecutive CATs are turned on. It can be seen that each CAT increases the output current by approximately the same amount ($4\mu A$, the full-scale value of a CAT) and that the other parts of the transfer function remain unchanged, i.e. the slope of the transfer function before the first and after the last CAT cell remain the same as in the reference. The currents of
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The behaviour of the CATs when measuring one output channel is exactly the one described briefly in the design section. When measuring the differential output, the qualitative effects of the CAT on the transfer function are exactly the same. Consider Figure 4.30a, which shows the transfer functions of both inverting and non-inverting outputs on the same graph. As the input code is incremented, the current in one channel increases from 0 to the full-scale value, while in the other channel the current decreases from the full-scale value to 0, resulting in the same summed value at each point. Therefore, the differential current, shown in Figure 4.30b, ranges between negative and positive full-scale. Consider now the case in Figure 4.30a where a single DAC at code $N_{\text{CAT}}$ is activated. The non-inverting channel is affected as seen previously, by a step change in its transfer function at $N_{\text{CAT}}$. Since both channels are fed from complementing sections of the same current cell array, the non-inverting channel starts with the CAT current added and then exhibits a negative step change at $N_{\text{CAT}}$. In the differential output, illustrated in Figure 4.30b, this then results in an overall step change twice the magnitude of the single-ended case, just like the full-range current spans twice the range. Note also in
Chapter 4 Application of Configurable Analogue Transistors to Segmented DACs

the differential case, the transfer function with CAT is symmetric around the non-CAT transfer function, whereas in the single-ended case they only started to diverge at the point where the CAT was brought in. Therefore, in effect, the CAT in the differential case causes exactly the same qualitative change on the transfer function and affects it by the same amount relative to full-range, as compared to the single-ended case.

Figure 4.31 shows the same measurement as Figure 4.29 previously, but this time measured from the differential output. The behaviour is exactly as expected, with the change caused by the CAT being twice as large as in the single-ended case and the CAT transfer functions being symmetric around the reference non-CAT transfer function. It is worth noting that compared to Figure 4.29, there is more noise on the measurements for lower codes. This is because the noise in the output current in each channel scales with the current, i.e., in each channel the noise is roughly a fixed fraction of the current. In the single-ended case, this simply means that for very small currents, the absolute noise is also very small and then increases with current. However, the differential output is composed from two complementary channels, where for low codes a large current is provided by the inverting output, adding a large amount of noise.

Thus far, CATs have only been used in a binary fashion, where all calibration slices were either turned on or off. In order to test the individual slices, a different measurement is performed. First, all CATs are turned completely off. Then, the input code is set to activate the first CAT-enabled current cell and a reference measurement is taken. Now the CAT of that cell is loaded sequentially with configurations to enable each each slice (0, 1, 2 and 4), and at each step a measurement is taken. The amount of current added by the individual CAT slices can then be determined by subtracting the reference reading.
from each measurement. This process is then repeated for all CAT-enabled current cells, to give a comprehensive overview of the properties of all CATs.

Ideally, all corresponding CAT slices of all current cells would have the same current. However, in reality the CAT slices are subject to variation like any other circuit and therefore each CAT in the circuit has slightly different characteristics. As discussed in Section 4.4, the CATs in the current cells were designed to have a full-range current of \(4\mu A\), with slices of \(570nA\), \(1.14\mu A\) and \(2.28\mu A\). Figure 4.32 shows the CAT slice currents for all CATs on chip 3. Table 4.3 summarises the mean and standard deviations of the measured slice sizes and compares them to the designed values. It can be seen that while the means are very close to the designed values, standard deviations are significant, as would be expected for such relatively small transistors. In principle, the CATs do not need to possess a great degree of accuracy since they are only used for calibration. However, in order to optimise the CAT settings for a given transfer functions, the absolute current supplied by each CAT slice must be known. If the CAT slice currents match the designed values well, the nominal values can be used in that process. Otherwise, each CAT slice...
on the chip must be measured individually to provide an accurate model that facilitates optimising CAT settings. This is undesirable, because direct measurement of CAT slices may not be possible in other circuits where the CAT currents cannot be observed directly at the output.

Another factor that may preclude individual characterisation of individual CATs in the time required to examine all CAT devices. When the CATs are configured in a scan chain as in this chip, the time required to load the configuration words is:

\[
T_{\text{load}} = \frac{N_{\text{CAT}} \cdot N_{\text{bit}}}{f_{\text{clk}}} 
\]

(4.1)

where \(N_{\text{CAT}}\) is the number of CAT devices, \(N_{\text{bit}}\) is the number of configuration slices per CAT device and \(f_{\text{clk}}\) is the clock speed of the scan chain. The time required to characterise all CAT slices by enabling each one in turn and measuring the output is:

\[
T_{\text{characterise}} = N_{\text{CAT}} \cdot N_{\text{bit}} \cdot (T_{\text{load}} + T_{\text{settle}} + T_{\text{measure}}) 
\]

(4.2)

where \(T_{\text{settle}}\) is the settling time of the DAC output and \(T_{\text{measure}}\) is the time required to take a measurement. For this chip and measurement setup, \(N_{\text{CAT}} = 255\), \(N_{\text{bit}} = 3\), \(f_{\text{clk}} = 500kHz\), \(T_{\text{settle}} \approx 10\,\text{ms}\) and \(T_{\text{measure}} \approx 250\,\text{ms}\). In this particular case, the relatively long measurement time required to achieve the necessary accuracy dominates this expression, resulting in an overall characterisation time for all CATs of 192s. Such a long time period would not be acceptable in a production environment, making a full characterisation of CATs not feasible for circuits that contain many CATs and have relatively long measurement times, such as in this case. Therefore, CAT accuracy is
an important factor as it may eliminate the need for full characterisation, which may present an obstacle for the practical application of CAT.

![Figure 4.32: Size of CAT slices over current cell array.](image)

Table 4.3: CAT slice summary

<table>
<thead>
<tr>
<th>Slice</th>
<th>Mean</th>
<th>Std. dev</th>
<th>Std. dev</th>
<th>Min.</th>
<th>Max.</th>
<th>Designed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>635 nA</td>
<td>114 nA</td>
<td>18.0%</td>
<td>343 nA</td>
<td>873 nA</td>
<td>570 nA</td>
</tr>
<tr>
<td>2</td>
<td>1.14 µA</td>
<td>117 nA</td>
<td>10.2%</td>
<td>891 nA</td>
<td>1.36 µA</td>
<td>1.14 µA</td>
</tr>
<tr>
<td>3</td>
<td>2.29 µA</td>
<td>218 nA</td>
<td>9.5%</td>
<td>1.69 µA</td>
<td>1.76 µA</td>
<td>2.28 µA</td>
</tr>
</tbody>
</table>

### 4.6.4 Improving INL

The main purpose of fitting CATs to the DAC is to improve its INL. The concept of INL has already been described in Section 2.4 and from the previous Section 4.6.3 the effects of the CAT on the DAC transfer function are also known. It remains now to apply the CAT to alter the transfer function and thereby reduce INL.

Figure 4.33 illustrates a single-ended DAC transfer function, which is subject to non-linearity. Compared to the linear reference, the uncompensated transfer function has a lower slope up until the mid-point and then sloped up again. Suppose that this hypothetical DAC is equipped with four CATs, each of which has three states: -1, 0 and +1, where 0 means no change to the transfer function and +1 and -1 mean an addition or subtraction of $I_{\text{CAT}}$ to all following currents. For this particular transfer function, a suitable calibration sequence for the CATs would be +1 +1 0 -1, which will yield the illustrated compensated transfer function. This compensated transfer function shows a much smaller INL ($\text{INL}_{\text{CAT}}$) compared to the uncompensated transfer function ($\text{INL}_{\text{UC}}$).
In order to apply this scheme to a DAC, the existing INL must first be measured. Conventionally, this would require a full sweep over all input codes to record the complete transfer function of the DAC. Seeing that due to the noise issues mentioned in Section 4.6.2 several measurements need to be averaged, such a full transfer function would take impractically long time to record. However, for the purpose of measuring INL, a full sweep is in fact not necessary. In this DAC design, INL is only caused by mismatch between the unary current cells. Therefore, it is not necessary to consider the least significant binary current sources, which reduces the number of required codes to be evaluated from 16384 to 256. This is a practical value and is used for measurements throughout this section.

From this transfer function, the INL can be calculated as the difference of each point from the linear reference. Such an idealised linear DAC transfer function is defined by offset and gain or full-scale value. From these, a line can be placed between the 0-code value and the full-range value and then used as the reference. In the case of this DAC, the situation is slightly more complicated by effects of CAT on the transfer function. As shown in Section 4.6.3, CATs not only alter the shape of the transfer function, but also the full-scale value or full-scale values, in the case of differential measurement. It is therefore not possible to find a set of of parameters, such as offset and gain that are valid for each chip. Instead, these parameters are different for each CAT setting on each chip. This requires that each INL measurement uses its own parameters to determine a linear reference that is specific to that particular measurement. Whenever different INL curves of the same chip are compared, they each use their own reference line. Figure 4.34 illustrated this point, where two transfer functions of the same chip use different reference lines because they have different gain due to different CAT settings. In this example, the upper transfer function has all CATs turned on to give a steeper slope, while for the lower transfer functions, all CATs are off. This results only in a change in gain, but does not alter the shape of the transfer function. Furthermore, the ratios of peak-to-peak INL to full-scale value the same in both cases, so that the peak-to-peak INL in the second case is reduced by the same factor as the gain. This is a very important
point to note because it means that simply by applying CATs to a transfer function in a way that alters the full-scale value also changes the magnitude of the INL already, without even considering the effects of individual CATs on the shape of the transfer function. However, for a typical DAC such as the one in this work, the effects of CAT on the full-scale value do not contribute enough to a change in INL that this effect would need to be considered in detail. For example, the maximum change in full-scale value and therefore INL by design in this DAC is 0.8% of the nominal value.

Figure 4.34: Different reference lines for same transfer function with different gain.

Once the transfer function has been measured and the reference line established, the INL can be readily calculated. Figure 4.35 shows the INL for one of the chips. As can be seen, the INL is mostly positive, meaning that the transfer function is above the linear reference for most of the time. It should also be noted that the peak-to-peak INL is 274\mu A, while a single CAT can only compensate 4\mu A. The immediate consequence for compensating the given INL is that it is not possible to adjust all the individual deviations, such as the smaller initial and larger middle peak. Instead, several consecutive CATs need to be combined to achieve an overall improvement by appropriately shaping the overall transfer function.

In order to compensate for the given INL, a modified transfer function like the one shown in Figure 4.36 is desirable. Compared to the non-CAT reference, it features a lower slope in the first half and a steeper slope in the second half, resulting in a dip around the centre. When this dip is lined up with the peak of the INL, the INL can be reduced. Fortunately, shaping the transfer function in such a way with CAT is possible and also yields the maximum possible deflection in the centre of the transfer function. For this, the first half of CATs are set to lower their cells' current, while the second half is set to increase the current, leading to exactly the change in transfer function illustrated in Figure 4.36. This optimised CAT configuration was determined by a software tool, which applies CATs of a given size to the uncompensated transfer function and optimised the configuration by means of a numeric algorithm. The simulated CAT INL curve is also obtained during this process as the output of the optimisation process.
Figure 4.35: INL of Chip 3, uncompensated and compensated by CAT

![Chip 3 INL graph](image)

Figure 4.36: Largest possible adjustment through CAT

![Current adjustment through CAT graph](image)

Figure 4.37: INL of Chip 1, uncompensated and compensated by CAT

![Chip 1 INL graph](image)

It can be seen that the peak-to-peak INL with CAT is lower than without. In the uncompensated case, peak-to-peak INL is 274μA, while compensation reduces it to 226μA, an
improvement of 17.4%. In addition, Figure 4.35 also shows the expected compensated INL, based on the uncompensated measurement and 4µA CATs. The measured and expected graphs are nearly identical, with only small deviations being due to non-ideal CATs and measurement error.

Figures 4.37 and 4.38 show the uncompensated, compensated and expected INL curves for two further chips. For chip 1 in Figure 4.37, the simulation is again reasonably close to the measured result and the achievable improvement of the same order as chip 3 in Figure 4.35. However, chip 4 in Figure 4.38 shows a much smaller improvement and also less agreement between the simulation and measured results. The INL parameters of these three chips are summarised in Table 4.4 in Section 4.6.5.

In order to illustrate how the INL of a DAC could be improved using larger CATs, the software tool described in Section 4.5.3 was run on the uncompensated transfer function of chip 3, but with a CAT full-scale current of 32µA, again split over three slices. Then, the resulting CAT configuration was applied to the transfer function in software to determine the resultant INL curve like in the previous simulations. The result of this can be seen in Figure 4.39. The uncompensated peak-to-peak INL is again 274µA, but in this case, the compensated INL is 125µA, an improvement of 45.7%, compared to 17.4% that were achieved on the real chip with 4µA CATs. With these CAT sizes, the transfer function shows the distinct dips that are expected from CAT compensation, which are especially visible in the region between codes 6000 and 8000. This illustrates that with appropriately sized CATs, the adjustment of the transfer function can be significantly more effective. With this capability, this software tool completes the fully automated CAT design cycle of Section 2.5.2 in that it provides a means for automated post-fabrication CAT configuration.
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Figure 4.39: INL compensated with bigger CATs.

4.6.5 Summary of Results

As discussed in Section 4.6.1, of the ten chips fabricated, three were successfully tested and their performance measured. The initial INL performances of these chips and the achievable CAT-compensated INL are given in Table 4.4.

<table>
<thead>
<tr>
<th>Chip</th>
<th>Uncompensated</th>
<th>Simulated</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Figure 4.37)</td>
<td>222.6(\mu)A</td>
<td>182.7(\mu)A((-17.9%))</td>
<td>197.6(\mu)A((-11.2%))</td>
</tr>
<tr>
<td>3 (Figure 4.35)</td>
<td>273.6(\mu)A</td>
<td>213.8(\mu)A((-21.9%))</td>
<td>226.0(\mu)A((-17.4%))</td>
</tr>
<tr>
<td>4 (Figure 4.38)</td>
<td>267.6(\mu)A</td>
<td>240.4(\mu)A((-10.2%))</td>
<td>259.6(\mu)A((-2.99%))</td>
</tr>
</tbody>
</table>

Table 4.4: INL improvements

In this section, only improvements of INL were considered, whilst DNL was not. This is because the CATs were designed into the chip in a way that only facilitates improvement of INL. The sources of DNL in this design are mismatch between all binary current cells, and the sum of the binary and each unary current cell. Since CAT are placed in every 8th unary current cell, they cannot be used at all to improve the matching between the binary current cell. Furthermore, every unary current cell would have to be equipped with CAT to allow matching of the unary cells to the binary cells. These CATs would then also have to be sized differently to allow for adjustment of both INL and DNL. Therefore, if adjustment of DNL were required, the design of the chip and CAT placement strategy would be significantly different.
4.7 Discussion

In this chapter, the application of CAT to a segmented current-steering DAC was described. This DAC was then fabricated and the concept of CAT proven on silicon.

The design of the DAC was relatively straightforward, with the DAC itself being a standard design item. The current cells to which CATs were applied were chosen manually in regular intervals rather than though the fully-automated CDI algorithm because the large number of simulations required for CDI would be impractical for a large mixed-signal circuit like this DAC. Furthermore, because of the regular structure of the current cell array and knowledge of the variation mechanisms that affect it, manual CAT placement very likely led to a good, if not optimal, CAT placement. Sizing of the CATs was done using the automated tool based on variability simulations of an individual current cell. In this step, the variability from the bias circuit was not considered and variability models of some components were optimistic, which resulted in CAT sizes that were not optimised for the fabricated chip.

Measurements on the chips largely confirmed the expected operation of the CAT. All fundamental CAT functions, such as the way in which the DAC transfer function can be altered, were consistent with the design. Furthermore, the achieved INL improvement, as well as the automatically determined CAT configuration, are qualitatively and quantitatively consistent with calculations from the post-fabrication CAT configuration tool.

As far as chip performance is concerned, the inherent and calibrated INL are significantly larger than that of other works discussed in Section 2.4, which generally achieve INL in the order of a few or less than one LSB, while this design shows INL of around 200 LSB. This is due to several factors, most of which can be ascribed to insufficient experience with chip design to gauge the quantitative effects of layout strategies. For instance, certain layout and design techniques that would inherently improve INL were intentionally not applied in order to show the improvement that CAT alone can achieve. This included techniques such as separate current cell and switch arrays, distributed current cells and an optimised switching sequence. In [69], the authors show that by using such techniques alone, the INL of a 14 bit current-steering DAC could be reduced to 0.3 LSB.

Additionally, an oversight at the design stage meant that mismatch between the bias generators was not considered when sizing CATs. This resulted in CATs that were sized too small even for a DAC with good layout strategies, and significantly too small when considering all other effects from the actual layout. To briefly summarise, the best and worst uncompensated INL of the DAC were 223 LSB and 274 LSB, respectively. The best and worst relative INL improvements through CAT were 17.4% and 2.99%, respectively, where the best CAT-compensated DAC showed an INL of 198 LSB.
Considering these inadequately sized CATs and sub-optimal initial performance, it was still possible to achieve significant INL improvement on some of the chips. Although the INL of these adjusted transfer functions are not nearly good enough to compete with other state-of-the-art calibration techniques, they nevertheless show that the CAT can in principle be used for calibration of complex circuits and DACs in particular. Considering the relative improvement that was achieved by these non-optimal CATs, it would seem reasonable to expect performance in line with other current work (Section 2.4) if the circuit were designed again with the knowledge gained from this design.

4.8 Conclusions

Up to this point, the focus of this work has been on post-fabrication calibration techniques. Regardless of the practical performance of this particular example application of CAT, this chapter has shown how an integrated circuit with a calibration scheme can have its performance tuned after fabrication. In the case of CAT, this tuning was with a particular focus on performance variation due to parameter variation during fabrication.

However, there are alternative techniques which may be employed. One category of such techniques is robust design, which adds inherent variation tolerance to a circuit. In some cases, robust design techniques may be used as an alternative to calibration if calibration is not applicable. In most cases, inherent variation tolerance achieved by robust design is desirable regardless of the application of calibration schemes. Therefore, the following chapter will highlight a different approach of minimising performance degradation due to variation effects. It will be shown how a circuit can be made inherently more robust against parameter variation, thus removing the need for calibration and increasing reliability.
Chapter 5

Variation-Tolerant Design

5.1 Introduction

The preceding two chapters of this work have focused on calibration as a method to reduce the effects of parameter variation on circuit performance. However, as discussed in Section 2.3, calibration is not the only way to achieve better circuit performance under the presence of parameter variation. Another approach, for which several examples were given, is robust circuit design. Some examples of the “flavours” of robust design discussed in Section 2.3 were optimising component values to provide better resistance against parameter variation, or adding compensation circuits. These are explicit methods to increase the inherent variation tolerance of a circuit.

![Bipolar common-emitter amplifiers with and without negative feedback.](image)

Figure 5.1: Bipolar common-emitter amplifiers with and without negative feedback.

However, robust design in a more general sense is a fundamental trait of analogue circuit design. For instance, consider negative feedback. Virtually every analogue circuit uses...
negative feedback in some form, and its ability to decouple circuit performance from component values is employed universally. Yet the full breadth of its usefulness as a method of robust design is seldom appreciated. Consider for example the bipolar transistor amplifiers in Figure 5.1. The amplifier in Figure 5.1a does not have negative feedback, whereas the amplifier in Figure 5.1b contains negative voltage feedback through resistor $R_E$. The small-signal voltage gain for the amplifier without feedback is given by

$$ A = \frac{v_{in}}{v_{out}} = -R_C \cdot \frac{\beta}{r_{BE}} \quad (5.1) $$

and for the amplifier with feedback by

$$ A = \frac{v_{in}}{v_{out}} = -\frac{\beta \cdot R_C}{r_{BE} + R_E (\beta + 1)} \approx -\frac{R_C}{R_E} \text{ for } \beta \gg (5.2) $$

where $\beta$ is the small-signal base-collector current gain and $r_{BE}$ is the small signal base-emitter input resistance of the transistor.

Given a desired amplifier gain, a designer will likely choose the circuit of Figure 5.1b, mainly because its gain can be set by the resistors. This is because negative feedback largely removes the dependence of gain on the device parameters of the transistor, $\beta$ and $r_{BE}$. However, the consequences of this property extend far beyond convenience for the designer. As the device parameters have a smaller effect on the overall circuit performance, the circuit becomes more tolerant against variation in those parameters. Temperature dependence, ageing, supply voltage dependence and other extrinsic sources of variation no longer show in the gain of the circuit, resulting in greater stability during operation. Likewise, as the sensitivity to intrinsic parameters like $\beta$ and $r_{BE}$ is reduced, the circuit can be reproduced with different transistors whose parameters do not have to be precisely matched, allowing economic production of the circuit. These effects are even more striking when other circuit performances such as its AC transfer function are considered. In the case without feedback, the AC gain shows strong frequency dependence, whereas negative feedback results in a constant, well-defined gain for a certain bandwidth. Indeed, it were these aspects of robust design that Harold Black focussed on when he formally invented negative feedback [84]. This shows that the scope of robust design is much wider than a number of specific techniques with particular applications. Instead, it is a fundamental concept of electronics design which can be specifically targeted at improving variation tolerance.

The focus of this thesis is not specifically on robust design, but methods for reducing the effects of variation in general. The calibration methods discussed in the previous chapters are valuable and can significantly reduce the effects of variation on a circuit. However, there are applications where calibration is not an ideal choice. For example, most calibration methods require the circuit performance or other parameters to be
measured, either during fabrication or during operation. Furthermore, most calibration techniques only produce results which are valid for a single set of conditions, and require the settings to be changed as parameters change, as shown in Section 3.4. Finally, most calibration schemes result in some kind of overhead, either in the form of additional circuitry or special requirements on the fabrication process or equipment. In some cases, these properties can make a product expensive, may be inconvenient or otherwise make calibration unsuitable for a given circuit or application.

In such cases, robust design on its own can be a viable alternative to calibration. Unlike calibration, robustly designed circuits do not typically need post-fabrication tuning or intervention as parameters change. Robust design can therefore increase both yield and reliability, much like the combined online and offline calibration scheme of Section 3.6. It must also be noted that in many cases calibration and robust design are not mutually exclusive. Circuits can be designed with inherent robustness against variation in some parameters, and additional calibration for other parameters. However, the case study presented in this chapter focuses on robust design as the sole method to achieve variation tolerance.

To illustrate the key concepts of robust design, an existing circuit is replaced entirely by another circuit working on different principles, which shows less sensitivity to parameter variation, and which is therefore more robust. The case study followed in this chapter is based on Electromechanical ΣΔ Modulators used in pick-off circuits for MEMS accelerometers, which are very sensitive to parameter variation. The novel replacement circuit, the Electromechanical Phase-Locked Loop, is significantly more robust while providing similar performance by virtue of its completely different operating principle.

The EM-PLL was developed during the process of researching interesting target circuits for the CAT. Whilst the DAC of Chapter 4 was ultimately chosen as an example circuit for the CAT, Electromechanical ΣΔ pick-off circuits were also considered due to their sensitivity to parameter variation. However, EM-ΣΔ are in fact one example for a circuit which is unsuitable for the application of CAT due to several reasons. First, as will be discussed in Section 5.2.1, the stability and performance of high-order ΣΔ modulators is affected by a large number of parameters, including ones over which the designer has no control, such as the input signal. Furthermore, this dependence is only approximately linear in a very narrow range of parameters, with small changes in parameters leading to abrupt changes in performance. The CAT tools in their current form are not suited for circuits that show such behaviour, therefore precluding the use of the automated CDI and sizing processes. Second, the simulation of Electromechanical ΣΔ modulators is computationally expensive. Even if the CAT tools were applicable to high-order ΣΔ circuits, the resultant simulation times required would be impractical. Therefore, a more heuristic approach was sought to improve the variation tolerance of Electromechanical
ΣΔ systems. The development process started with the idea of replacing an amplitude-based system with a frequency-based system, and is mirrored by the description of the system in Section 5.3.3.

To better understand the issues of the original state-of-the-art EM-ΣΔ circuit, Section 5.2 will begin with a summary of the operating principle of force-feedback MEMS accelerometers. This is followed by a brief review of current interface circuits, with a particular focus on Electromechanical ΣΔ Modulators. Section 5.3 then introduces the novel EM-PLL, describes its operation and highlights the key differences to EM-ΣΔ circuits. Section 5.4 then compares simulation results between the EM-PLL and EM-ΣΔ to highlight the achievable improvements in terms of robustness to parameter variation and general performance characteristics.

5.2 MEMS Accelerometers

The operational principle of modern MEMS accelerometers with force feedback is described in detail in [85], but will be reviewed briefly in this section. The simplified structure of a typical MEMS accelerometer is shown in Figure 5.2. A moveable proof mass is suspended by springs and restricted to move in one axis (vertical in this example). The proof mass is furthermore equipped with combs that form parallel plate capacitors with corresponding stationary combs on the sensor substrate. When the sensor is subject to acceleration, the mass is displaced by the force, which changes the air gap of the parallel plate capacitors and thus their capacitance.

These sense capacitors are commonly made differential, such that displacement of the mass results in an increase of capacitance in one capacitor and equivalent decrease of capacitance in another capacitor. The accelerometer illustrated in Figure 5.2 also features a force-feedback system, which allows the exertion of electrostatic force on the proof mass through application of a voltage. This force is used to counteract the force caused by acceleration, which in turn reduces the displacement of the proof mass for any given acceleration. This reduction of mechanical movement increases the dynamic range of the accelerometer by keeping the proof mass within its mechanical limits for higher accelerations.

From an electronics point of view, sensing acceleration using such an accelerometer effectively means measuring differential capacitance. Likewise, closed-loop operation requires the application of a differential feedback voltage derived from the measured acceleration to the feedback system. The remainder of this section will review different techniques used for sensing acceleration using such MEMS accelerometers.
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Figure 5.2: Structure of a MEMS accelerometer.

5.2.1 Electromechanical ΣΔ Modulators

5.2.1.1 Oversampling Data Converters

Currently, the most widely used state-of-the-art technique that inherently employs both sensing and feedback are Electromechanical Sigma-Delta Modulators. Before going into a description of its operation and features, the following is a brief recap of ΣΔ modulators and their general properties.

Any data converter suffers from quantisation errors, which stem from the fact that it can only resolve a finite number of discrete input values [86]. Any inputs not coinciding perfectly with a quantisation level therefore lead to an error, which manifests itself as noise in the resultant digitised signal. Notwithstanding other noise sources introduced during the conversion process, the quantisation noise itself is only dependent on the size of the LSB, as follows:

\[ e_{RMS}^2 = \frac{q^2}{12} \]  \tag{5.3}

where \( q \) is the LSB size in volts. From there, the Signal to Quantisation Noise Ratio (SQNR) for a full-scale sinusoidal input signal can be calculated as

\[ SQNR [dB] \approx 1.76 + 6.02 \cdot Q \]  \tag{5.4}

where \( Q \) is the number of bits of the converter.
Consider now the spectrum of the digitised signal, as illustrated in Figure 5.3. The bandwidth of the digitised signal is directly dependent on the sample rate as per Nyquist’s criterion. However, the total quantisation noise power is constant regardless of sample rate. This means that, for a higher sample rate, quantisation noise is spread over a wider bandwidth and thus leads to a lower quantisation noise density. This property is exploited in a concept known as oversampling. Instead of sampling a signal with the minimal required sample rate \( f_s = 2f_0 \), it is sampled with a significantly higher sample rate, leading to a lower noise density. Then, the digitised signal is filtered to extract the desired signal bandwidth. Since the noise density within this bandwidth is lower, the resultant noise power in the final digitised signal is also lower. This reduction in quantisation noise power is effectively equal to sampling at Nyquist frequency with a higher-resolution converter. The resultant in-band quantisation noise power scales linearly with

\[
e^2_{RMS} = \frac{q^2}{12} \cdot \frac{2f_0}{f_s} = \frac{q^2}{12} \cdot OSR \tag{5.5}
\]

where \( OSR \) is the oversampling ratio, the factor by how much larger than the Nyquist frequency \( 2f_0 \) the sample frequency \( f_s \) is. Again, the SQNR can be calculated for an oversampled converter:

\[
SQNR \, [dB] \approx 1.76 + 6.02 \cdot Q \cdot \log (OSR) \tag{5.6}
\]

from where it can be seen that the oversampling ratio improves the SQNR. However, this relationship is only logarithmic, and therefore increasing the oversampling ratio is not as effective as increasing the resolution to increase the SQNR. It must be noted that this
improvement only considers quantisation noise. Other noise sources, such as out-of-band noise that has not been filtered by the anti-aliasing filter, cannot be reduced by this method, since its power spectral density is not affected by the sample rate.

5.2.1.2 ΣΔ Converters

ΣΔ converters are based on the concept of oversampling but utilise a further technique called noise shaping. This effectively “pushes” the quantisation noise out of the signal bandwidth and results in a much higher resolution gain from oversampling. In fact, ΣΔ converters most commonly only have a 1-bit AD converter and gain all of their resolution from noise shaping and oversampling. The theoretical and mathematical concepts behind the ΣΔ converters are fairly complex and not absolutely necessary for the understanding the Electromechanical ΣΔ Modulator. Therefore, the following functional overview will just outline the most fundamental properties, as excellent in-depth technical reviews exist in the literature and are out of the scope of this thesis [87].

Figure 5.4a shows the basic block diagram of a first-order ΣΔ modulator. It consists in the forward path of an integrator and a quantiser, whose output is fed back and subtracted from the input signal. If a 1-bit quantiser is used, which is often the case, the output of the ΣΔ modulator is a binary bitstream. For continuous-time analysis, a linearised frequency-domain model can be used, which is shown in Figure 5.4b. Note that the quantiser has been replaced by an additive noise source to add quantisation noise. From this linearised model, an expression for the output signal $Y(s)$ can be derived:

$$Y(s) = N(s)\frac{1}{1 + s} + X(s)\frac{1}{1 + s}$$  (5.7)

It can be seen that the signal transfer function follows a low-pass function, whereas the noise transfer function follows a high-pass function. This is the basis behind noise shaping, where quantisation noise is removed from the signal band and moved to higher frequencies. For higher system orders, this behaviour becomes more and more pronounced. Figure 5.5 illustrates the noise shaping function for different ΣΔ orders [88].

The normalised frequency $1$ equals the sample frequency $f_s$, and the signal frequency is usually much lower. Consider for instance the case where the signal bandwidth is $0.1 \cdot f_s$. As the order of the ΣΔ converter increases, the in-band noise up to $0.1 \cdot f_s$ is reduced...
significantly, whilst the out-of-band noise from $0.1 \cdot f_s$ upwards increases. As the signal is band-limited to the signal bandwidth after conversion, the remaining quantisation noise power is reduced and therefore the SQNR increased.

![Figure 5.5: Noise shaping functions for $\Sigma\Delta$ modulators.](image)

Higher-order systems can be constructed in a multitude of ways, from simple cascading to complex topologies [87]. To take advantage of noise shaping, a $\Sigma\Delta$ converter must also contain a reconstruction filter at its output, whose purpose it is to pass only the signal band and hence remove the high-frequency out-of-band noise. It is crucial to note at this point that this simplified linear analysis of $\Sigma\Delta$ modulators is only an approximation. Especially with higher system orders, the linear approximation is only valid for a narrow range of operating parameters, outside of which the modulator may show undesired behaviour, e.g. oscillation [89]. This is important in the context of variation-tolerant design, as it means that the performance of $\Sigma\Delta$ modulators is susceptible to parameter variation, even if they are designed to work well at nominal parameters.

### 5.2.1.3 Electromechanical $\Sigma\Delta$ Modulators

Having discussed the fundamentals of $\Sigma\Delta$ modulators, their application as sense circuits for force-balanced MEMS accelerometers can now be explored. The block diagram of an EM-$\Sigma\Delta$ system is shown in Figure 5.6. The input acceleration is translated through the proof mass to a force on the spring resulting in a displacement of the mass and ultimately a change in differential capacitance, as described earlier. This differential capacitance is
then measured through a pick-off circuit and fed into a $\Sigma\Delta$-modulator. At this point, the system would work in open-loop configuration. If closed-loop control is desired, the output bitstream is then returned to the feedback plates, where it controls the position of the proof mass.

The analogue pickoff circuit itself can be implemented in a number of ways, but is typically a charge amplifier, as illustrated in Figure 5.7. A carrier signal (typically several MHz) is injected onto the proof mass at the common point of the differential capacitors, and is then picked off by a differential charge amplifier from the other ends of the capacitors. Any differential change in the value of the capacitors caused by force on the proof mass will manifest itself in a change in output amplitude at the pickoff amplifier, meaning that the signal is effectively amplitude modulated by the force on the accelerometer.

![Figure 5.6: Block Diagram of an electro-mechanical sigma-delta modulator.](image)

The AM signal can then be demodulated by normal means, such as a diode demodulator or a double-balanced mixer, resulting in a demodulated baseband signal that is proportional to the acceleration, which then serves as the input to the $\Sigma\Delta$ modulator.

![Figure 5.7: Basic capacitive sensing circuit.](image)

There are several properties that make EM-$\Sigma\Delta$ modulators an interesting choice for such MEMS accelerometers. One advantage is that they provide a direct digital output signal for further processing and can incorporate the sensor in the feedback loop simultaneously, which reduces the overall system complexity. In addition, the feedback signal is
digital, eliminating any requirement for linear amplifiers in the feedback path. They also generally offer a good SQNR of the order of 100dB.

However, in spite of all these advantages they pose significant challenges to the designer, most of which are rooted in the aforementioned difficulty of designing stable and robust high-order ΣΔ modulators. Importantly, for Electromechanical ΣΔ systems it is not only intrinsic parameter variation in the ΣΔ modulator (e.g. gains, integrators) that contributes to this difficulty, but also external parameters such as input signal amplitude or mechanical tolerances of the MEMS components. These are, of course, in addition to any other extrinsic sources of variation, such as environmental factors and ageing.

As the sensitivity of ΣΔ modulators to parameter variation increases with order, using a MEMS sensor with a lower order ΣΔ modulator provides systems that are simple to design [90, 91], relatively stable and have reasonable performance. Unfortunately, the inherent disadvantages of lower order ΣΔ modulators in the electronic domain are also well known and also appear in their electromechanical counterparts, resulting in higher quantisation noise due to insufficient noise shaping, dead-zones and the issue of idle tones becoming apparent in the signal bandwidth [92].

With the increasing requirement for sensitivity and low noise, the standard approach has been to develop higher order Electromechanical ΣΔ modulators, with 5th order systems typically providing Signal to Noise ratio in excess of 100dB and excellent overall performance [93, 94]. However, for such higher order systems it has become necessary to provide advanced optimization tools [95] to establish the correct ΣΔ design parameters to ensure stability. While this type of approach can calculate the nominal optimum parameters for a circuit, in practice these can be extremely sensitive to component variation. Even if the parameters are designed to be more robust to variation, as suggested in [95], this involves a complex and time consuming optimization process.

With all of these roadblocks on the way to easy-to-design, stable, high-performance EM-ΣΔ converters, it may seem prudent to explore other topologies that can achieve similar performance, but in addition offer stability and a more analytic design approach. The alternative presented in this work is based on a phase-locked loop (PLL), which is a common building block in communications and signal processing systems. Unlike oversampling systems like ΣΔ modulators, a PLL is to a first approximation a linear system. This means that the system can be designed using largely analytical methods and, more importantly, it is very robust against parameter variation and will show a graceful degradation in performance outside its nominal operating range. After concluding this review section by briefly exploring work related to the EM-PLL in Section 5.2.2, Section 5.3 will explain the operation and benefits of the EM-PLL in detail.
5.2.2 Frequency- or Phase-based Systems

In addition to EM-$\Sigma\Delta$ systems, MEMS sensor interface circuits are an area of ongoing active research. Some of these include systems which use frequency or phase to measure the capacitance of a MEMS accelerometer. As the EM-PLL circuit introduced in this chapter is phase-based, a brief survey of such related techniques is carried out in this section. In addition to interface circuits for MEMS accelerometers, there are other kinds of MEMS sensors whose interface circuits are also relevant. The remainder of this section reviews a small selection of the most relevant sensing techniques, but it is worth noting that thus far there are no systems in the literature which incorporate all key features found in the EM-PLL. These are, namely, the use of differential sensors, where the sensor capacitances are used in a differential oscillator, and a force feedback system whose feedback voltage is derived from the phase difference between the two oscillators.

Matsumoto [96] describes a single ended PLL pickoff system, which is illustrated in Figure 5.8. For all practical purposes, it consists of a conventional PLL, as described in Section 5.3.1. The primary input of the PLL is a stable reference frequency, whilst the VCO inside the PLL uses the sensor capacitance for timing. During steady-state operation with no acceleration, the reference and VCO frequencies are in lock. If acceleration is applied to the sensor, its capacitance and therefore the VCO output frequency changes. The PLL reacts by a change in output voltage, which in turn pulls the VCO frequency back to the reference frequency. The output voltage of the PLL is therefore a measure for the applied acceleration. Since the sensor used does not have provisions for electrostatic control, the PLL does not form a closed control loop over the sensor. However, this work is one of the most fundamental examples of how the sensor capacitance can be used in an oscillator and a PLL structure used to generate a proportional output voltage. Furthermore, by fabricating the reference oscillator capacitor on the MEMS device, this particular paper also addresses some aspects of robust design: Temperature and ageing will affect both sense and reference capacitors in a similar manner, thereby reducing the overall effects on the measured output.

![Figure 5.8: Accelerometer pick-off circuit described in [96].](image-url)
In earlier works, Matsumoto [97] presented a system which is also PLL-based, but does contain a sensor with electromechanical feedback within the control loop. Again, the MEMS substrate contains both sense and reference capacitors. However, the PLL structure is more involved this time: One of its inputs is derived directly from the sense capacitance, whilst the other is derived from the overflow of a binary counter running at a fixed frequency. The top value of this counter is updated periodically by measuring the reference capacitor and is therefore a function of the reference capacitance. These two signals are then input to a phase comparator and a loop filter. After this stage, the voltage output of the loop filter is proportional to the input acceleration. Crucially, this voltage is then fed back to the feedback system of the MEMS sensor, thus closing the electromechanical control loop. The general concept behind this circuit is similar to the EM-PLL, but there are number of key differences: First, the EM-PLL is a fully differential system and therefore does not require an elaborate reference frequency generation circuit to achieve the same resilience against environmental effects. Furthermore, the structure of the MEMS sensor and the feedback system in particular are significantly different: In the EM-PLL, the sensor proof mass is grounded, and the feedback plates can operate at any reasonable potential. In Matsumoto’s work, the sensor proof mass was fixed to $V_{DD}/2$, severely restricting the range of the feedback voltage. Despite all these differences, this work is by far the closest to the EM-PLL that exists in literature.

Whilst the two aforementioned works are the most relevant with regards to the EM-PLL, interfacing MEMS sensor in general is an active area of research, which has seen countless different approaches to more or less related problems. For example, a pick-off and control system for resonant gyroscopes presented in [98]. There are two control loops, one to drive the resonator and another one for compensation. However, although the resonator part looks like a PLL, this approach does not utilize a frequency that is generated from a variable oscillator. There are numerous other pickoff systems for gyroscopes that work in a very similar fashion such as [99].

An interesting view from a completely opposite angle in presented in [100], which deals with the effects of vibration on frequency references and the resultant consequences in the behaviour of PLLs. Similarly, [101] looks at random vibration noise in resonant systems and how it could be compensated, also by using a dedicated accelerometer. Neither of these works are directly concerned with MEMS pickoff circuits, but they are nevertheless relevant for noise considerations. Finally, the design and stability problems with state-of-the-art EM-$\Sigma\Delta$ discussed in Section 5.2.1 are widely recognised and have resulted in research founded on the same principle as the EM-PLL, namely that linear analogue systems may provide more inherently robust closed-loop sensor systems [102].

In this section, a number of relevant interface circuits for MEMS accelerometers and other related techniques were discussed. Whilst some aspects of the EM-PLL can be found in previous work, there are generally still significant gaps in terms of overall system topology. Furthermore, it is worth noting that few works focus solely on the development of sensor
interface circuits, whilst the majority concentrate on the development of the sensors themselves instead. With this overview concluded, the following section will review the fundamentals of oscillators and phase-locked loops and introduce the EM-PLL.

5.3 The EM-PLL Technique

In the previous section, a number of interface circuits for force feedback MEMS accelerometers were reviewed, with a focus on Electromechanical $\Sigma \Delta$ converters. Whilst they offer good performance and an elegant system design, they are prone to performance degradation when under the influence of parameter variation. The Electromechanical PLL proposed in this thesis is intended as a replacement for EM-$\Sigma \Delta$ systems as it provides similar performance but is inherently more robust against parameter variation. Before the EM-PLL is explained in detail in Section 5.3.3, Sections 5.3.1 and 5.3.2 will briefly review the fundamentals of Phase-Locked Loops and variable-frequency electronic oscillators, which are both fundamental to understanding the EM-PLL.

5.3.1 Electronic Phase-Locked Loops

A phase-locked loop (PLL) is a versatile electronic circuit in which an output signal is controlled to have a constant phase relationship to an input signal. PLLs are used in a wide range of applications, such as frequency synthesis, demodulation or signal reconstruction. The minimal block diagram of a PLL is shown in Figure 5.9. It consists of a phase comparator, a low-pass filter and a voltage-controlled oscillator (VCO). The phase comparator takes two input signals and produces an output signal that corresponds to the phase relationship between these two signals. The VCO generates a signal whose frequency is linearly dependent on the input voltage of the VCO. The purpose of the low-pass filter is to determine the characteristics of the control loop and hence the overall performance of the PLL. In many PLL applications, such as frequency synthesis, frequency dividers are incorporated in the input or feedback paths, but they are not necessary for the description of fundamental PLL operation.
The operation of a PLL in controlled closed-loop operation can be explained intuitively. If the VCO and input signal are at exactly the same frequency and phase, the output of the phase detector is zero, thus leaving the VCO input at its quiescent voltage which corresponds to an output signal of the same phase and frequency as the input signal. If the phase of the input signal changes, the phase detector will produce an output that briefly changes the frequency of the VCO until both signals are in phase again, at which point the VCO continues to operate at its nominal frequency. Similarly, a difference in frequency also results in an ever increasing difference in phase, which results in a permanently changed output frequency of the VCO. In this case, the control voltage of the VCO tracks with the input frequency and can therefore be used to measure the input frequency.

5.3.2 Electronic Oscillators

As has been touched upon already in the preceding description of PLLs, an integral part of a phase-locked loop is a voltage-controlled oscillator. An electronic oscillator in general consists of an amplifier and a feedback network, as illustrated in Figure 5.10. A necessary condition for this arrangement to function is the Barkhausen criterion, which states that the open-loop gain through amplifier and feedback network must be unity, and the phase shift must be an integer multiple of $2\pi$ \[103\]. In other words, such a configuration can sustain oscillation if the input signal ($V_f$) to the amplifier is exactly its output signal $V_o$.

There are uncountable different types of electronic oscillators, ranging from well-known electronic circuits, such as the Pierce oscillator, to highly specialised arrangements, such as Reflex Klystrons. For the majority of mainstream electronic applications, the available oscillators can be categorised by their feedback networks. One category is resonant oscillators, which includes LC and crystal oscillators, while the second major category is RC oscillators. They all operate on the same principle of oscillation occurring due to specific phase and amplitude conditions, but differ in how this condition is attained. In a LC or crystal oscillator, the oscillation criterion is determined by the resonant element, e.g. the impedance of a parallel LC tank circuit at resonance. In contrast, there is...
no physical resonance that determines the oscillation frequency of RC oscillator, but instead a frequency at which oscillation conditions in terms of phase and amplitude are met. From a systems perspective, a resonant oscillator is a second-order system, whereas a RC oscillator is one or more cascaded first-order systems. This fundamental physical difference is expressed in the frequency of oscillation. Regardless of the circuit used, in a LC oscillator the oscillation frequency is always proportional to \( \frac{1}{\sqrt{LC}} \), where L and C are the inductance and capacitance of the tank circuit. For an RC oscillator, the frequency is always proportional to \( \frac{1}{RC} \), where R is the resistance and C the capacitance of the feedback network. It is important to note that in most practical circuits, these expressions will contain additional terms, e.g. sums of capacitance values or parasitics. However, the fundamental relationships of inverse square root and inverse remain unchanged.

Analogue voltage-controlled oscillators are fundamentally no different from oscillators discussed above and often use the same circuits. Frequency control is usually achieved by making one of the frequency-determining components tunable, which is typically a capacitor or resistor. In discrete circuits, common ways to tune capacitance are varactor diodes or other junction devices, whilst resistance is commonly tuned by FET channel resistance. In integrated circuits, VCOs are often based around constant current sources. For instance, the classic LM331 uses a constant current source and a capacitor as the time base, and the control voltage as a threshold on the capacitor voltage [104]. Modern CMOS VCOs are often based on ring oscillators, where a the bias current of a ring oscillator is adjusted, causing a change in switching speeds and therefore a variable oscillation frequency [105].

5.3.3 EM-PLL Description and Analysis

In most conventional electromechanical accelerometer circuits, the change of capacitance of the accelerometer due to acceleration is sensed through signal amplitude. For example, in the EM-\(\Sigma\Delta\) system described in Section 5.2.1, a high-frequency carrier is injected onto the common point of the sense capacitors and senses using a charge amplifier, which results in an amplitude-modulated voltage. This voltage is then demodulated and processed further and eventually used to keep the feedback loop under control.

![Figure 5.11: Architecture of the EM-PLL.](image)
In contrast, the EM-PLL concept uses frequency modulation to sense the accelerometer capacitance. A block diagram of the EM-PLL is shown in Figure 5.11. Conceptually, it works as follows: Like before, acceleration results in a force on the proof mass, which is displaced by a proportional distance in the spring-mass-damper system of the MEMS accelerometer. This displacement causes a change in the two differential sensor capacitors. The two differential sensor capacitances determine the frequency of two oscillators, which are labelled DCO (displacement-controlled oscillator) in Figure 5.11. The name displacement-controlled oscillator is in reference to a voltage-controlled oscillator (VCO), but indicates that the oscillation frequency is determined by the displacement of the accelerometer’s proof mass rather than a control voltage. Since the capacitors change differentially when the sensor is subject to acceleration, the oscillator frequencies change likewise. The difference in frequency between the two oscillators is thus a measure for the input acceleration. This principle is illustrated in Figure 5.12. The outputs of the oscillators are input to a phase detector and then to a loop filter which suppresses the carrier frequency and adjusts overall loop performance. At this stage, the output voltage is proportional to the force exerted in the accelerometer proof mass and the system could be used in an open-loop configuration, much like the EM-ΣΔ. For closed-loop PLL operation, the output signal is appropriately conditioned and applied to the feedback plates of the MEMS sensor, thus achieving closed-loop proportional control of the proof mass. The advantage of closed-loop operation is the same as for an EM-ΣΔ system, namely an increased input acceleration range.

![Figure 5.12: Frequency difference as a measure for acceleration.](image)

Effectively, this entire system behaves like a phase-locked loop, where one of the sensor oscillators represents the reference oscillator and the second oscillator is equal to the feedback controlled VCO. In this configuration, the EM-PLL shows several advantages over ΣΔ modulators or conventional pick-off circuits. First, no linear low-noise charge amplifier is required, which simplifies the circuit configuration in one of the most critical parts. In contrast to the ΣΔ System, the order does not need to be increased to gain SNR, and this has the secondary effect of making the system stability inherently more robust against parameter variation. Finally, there is no digital switching of feedback voltage, which has a positive impact on the noise in the system. However, the most important fact about the EM-PLL is that is is linear to a large extent, which makes linear analysis and design valid for a wide range of conditions, unlike the way EM-ΣΔ
systems behave. This further contributes to the inherent robustness of the EM-PLL, as it can maintain its general operation and performance over a wider range of parameters.

Having just described the EM-PLL conceptually, it can now be analysed in more detail to better understand its operation. The force \( F \) experienced by the proof mass \( m \) in the accelerometer under acceleration \( a \) is:

\[
F = ma
\]  

(5.8)

and the resulting displacement of the proof mass is that of a damped second-order mass-spring-damper system:

\[
d = \frac{1}{ms^2 + bs + k} F = k_{sens}(s)a
\]  

(5.9)

with

\[
k_{sens} = \frac{m}{ms^2 + bs + k}
\]  

(5.10)

where \( m \) is the proof mass, \( b \) is the damping factor, \( k \) the spring constant of the mass-spring system that models the accelerometer and \( s \) is a complex number in the Laplace space. Recalling the generic capacitance of a parallel plate capacitor as an approximation for the sensing capacitance:

\[
C = \varepsilon_0 \varepsilon_r \frac{A}{d} = k_{cap} \frac{1}{d}
\]  

(5.11)

with

\[
k_{cap} = \varepsilon_0 \varepsilon_r A
\]  

(5.12)

where \( A \) is the sensor capacitor plate area and \( d \) the spacing between the plates. Substituting the instantaneous displacement \( d \) from equation 5.9 around the nominal capacitor plate spacing \( d_{nom} \), the sensor capacitance can be written as a function of acceleration \( a \):

\[
C = \varepsilon_0 \varepsilon_r \frac{A}{d_{nom} \pm d} = k_{cap} \frac{1}{d_{nom} \pm k_{sens}a}
\]  

(5.13)

It is desirable to have a linear relationship between frequency and acceleration, which requires the oscillator frequency to be inversely proportional to capacitance. As reviewed in Section 5.3.2, RC oscillators behave in such a manner and therefore, if an RC oscillator is used for the EM-PLL’s DCO, the desired behaviour can be achieved. An LC oscillator would generally be a better choice from the point of view of low noise design,
but as its frequency depends on the inverse square root of the capacitance, the resultant relationship between proof mass displacement and frequency would be non-linear. Thus, the frequency of a single DCO is:

\[ f_{osc} = k_{osc} \frac{1}{C} \]  

(5.14)

The parameter \( k_{osc} \) relates the frequency to capacitance, depending on resistance values and switching thresholds. As can be see in equation 5.13, the capacitance is not exclusively dependent on the inverse of the acceleration, but also on the nominal capacitor plate spacing \( d_{nom} \). However, this constant term, which may well be larger in magnitude than the change in capacitance due to acceleration, cancels when two oscillators are driven from a pair of differential capacitors (in the symmetrical structure shown in 5.11), which are subject to the same acceleration. The frequency difference of two such oscillators is:

\[ \Delta f = f_+ - f_- = \frac{k_{osc}}{k_{cap}} (d_{nom} + d - d_{nom} + d) \]

\[
\Delta f = 2 \frac{k_{osc}}{k_{cap}} d 
\]  

(5.15)

As was shown in Equation 5.9, the displacement can be replaced with a function of acceleration and as a result the frequency difference can be seen in 5.16 to be linear with respect to acceleration:

\[ \Delta f = 2 \frac{k_{osc}}{k_{cap}} k_{sens}(s)a \]  

(5.16)

If it is furthermore assumed that the phase detector provides a voltage output that is linear with frequency difference at its input, the resultant output voltage in the forward path will hence be linearly dependent on acceleration.

Unlike the bitstream of an EM-ΣΔ system, this output voltage cannot be applied directly to the feedback plates to achieve closed loop operation. The reason for this is that the electrostatic force between the two feedback plates is only attractive, regardless of the polarity of the feedback voltage. It is therefore necessary to apply a certain bias voltage to both feedback plate pairs, causing oppositely directed forces on the proof mass resulting in no net force when under quiescent conditions. This technique is known as force-balancing. The feedback voltage is then superimposed on the bias voltage, resulting in an increase of one and decrease of the other force, resulting in a net feedback force on the proof mass, as depicted in Figure 5.13.
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Figure 5.13: Forces in the force-feedback system.

Like the forward path, the feedback path can also be analysed as follows. The electrostatic force between two parallel plates is given by Equation 5.17:

\[ F = k_{\text{force}} \frac{V^2}{d^2} \]  

(5.17)

where:

\[ k_{\text{force}} = \frac{1}{2} \varepsilon_0 \varepsilon_r A \]  

(5.18)

The total force on the proof mass is the sum of two oppositely directed electrostatic forces, each depending on the bias voltage and the differential feedback voltage as given in Equation 5.19:

\[
F = k_{\text{force}} \left( \frac{(V_b + V_{fb})^2}{(d_{\text{nom}} - d_{\Delta})^2} - \frac{(V_b - V_{fb})^2}{(d_{\text{nom}} + d_{\Delta})^2} \right) 
\]

\[
F = k_{\text{force}} \left( \frac{V_b^2 + 2V_bV_{fb} + V_{fb}^2}{(d_{\text{nom}} - d_{\Delta})^2} - \frac{V_b^2 - 2V_bV_{fb} + V_{fb}^2}{(d_{\text{nom}} + d_{\Delta})^2} \right) 
\]

(5.19)

(5.20)

Due to the dependence of the force on the instantaneous spacing of the plates, the relationship between feedback force and feedback voltage is not linear. However, at this point it is important to note that normally, the displacement of the proof mass is actively controlled by the feedback system to be as small as possible. Assuming that the loop is closed and under control, the displacement \( d_{\Delta} \) is much smaller than the plate spacing \( d_{\text{nom}} \), which means that Equation 5.19 can be reduced to Equation 5.21, where the \( V_{fb}^2 \) terms have cancelled:

\[ F \approx k_{\text{force}} \frac{4V_bV_{fb}}{d_{\text{nom}}^2} \]  

(5.21)
This means that the entire closed-loop system of the EM-PLL is approximately linear, which is a very significant result. Unlike electromechanical ΣΔ modulators which are inherently non-linear and therefore require difficult analysis methods, initial design calculations and simulations on the EM-PLL can be achieved using a linear approximation. Once the system properties and parameters have been determined roughly using the linear approximation, final tuning can be conducted using the full non-linear models, which also give the most accurate performance metrics.

An example for these non-linearities featured in the full EM-PLL model can be seen in Equation 5.19: In addition to non-linearity introduced by the instantaneous displacement, the feedback voltage also appears as a squared term in the numerator. This causes distortion of the signal, which causes harmonics in the signal spectrum, as will be shown in Section 5.4. ΣΔ systems also show the same harmonic, but there an adaptive feedback voltage is usually used to reduce this harmonic component. In the EM-PLL, reduction of this component can be achieved more easily and without any additional circuitry, as can be seen from Equation 5.19: If the feedback plate bias voltage is increased to be relatively large with respect to the feedback voltage, the feedback force is dominated by the constant $V_b^2$ and linear $2V_bV_fb$ terms. Therefore, increasing the feedback plate bias voltage reduces the non-linear contribution and thus the contribution of the harmonic components in the output signal spectrum.

5.4 Simulation Analysis

5.4.1 Introduction

In order to evaluate the performance of the EM-PLL and its resilience against parameter variation, three standard tests have been used to compare the new EM-PLL circuit with a reference EM-ΣΔ system. The first test is to calculate Power Spectral Density (PSD) of both the EM-PLL and EM-ΣΔ circuits. The main criteria at this stage is to establish whether the basic performance is comparable between the two systems. Furthermore, this test will also quantify the effects of non-linearities in both systems. The second test is to compare the response of the two circuits to a wide range of accelerations. This primarily serves to establish the operating range, but will also illustrate each system’s response when the input acceleration moves away from the nominal design value. The final test is to evaluate the impact of parameter variations on the two circuit configurations, using equivalent basic parameter tolerances, to determine the resultant variation in circuit performance.

All simulation in this sections were carried out using Matlab/Simulink. The models are direct implementations of the block diagrams of Figure 5.9 and 5.6 and can be found in Figures F.1 and F.2 in Appendix F. The system model of the EM-ΣΔ was adapted from
Tables F.1, F.2 and F.3 in Appendix F show the system parameters used for the EM-PLL and EM-$\Sigma\Delta$ simulations. The optimised parameters were obtained using the Cheetah GA system [95], with a nominal sinusoidal input of 5g at 32Hz. This process of finding an optimised parameter set is an example of automated model-based design, as described in Section 2.3.3. For both the EM-PLL and the EM-$\Sigma\Delta$, the optimiser was provided with the system models, a fitness function and appropriate parameter ranges. From there, the genetic algorithm was used to find a number of viable parameter sets, which were then subjected to variation analysis and the most robust chosen, as described in Section 2.3.3.2.

The system models themselves are straightforward: For the EM-PLL, the DCOs and phase detector operate in the phase domain, reducing them to integrators and a summing junction, respectively. Noise is modelled as additive phase noise at the output of the phase comparator, the magnitude of which has been determined experimentally by measuring the phase noise of a discrete RC CMOS oscillator. In the EM-$\Sigma\Delta$ model, which contains a 3rd order $\Sigma\Delta$ modulator, the pickoff amplifier and all other analogue components are assumed noiseless, with the only noise being quantisation noise. None of the models implement full resolution transient behaviour, i.e. they do not model the carrier or base frequencies. Hence, in the EM-PLL the combination of DCO, phase detector and loop filter is assumed to provide a perfectly filtered signal, whilst in the EM-$\Sigma\Delta$ a similar assumption is made for the pick-off circuit and demodulator.

### 5.4.2 Output Power Spectrum

The first simulation is to compare the output power spectrum of the EM-PLL and the EM-$\Sigma\Delta$. This is useful for several reasons. First, the spectrum will immediately show any harmonic components which are due to non-linearities in the system, which will give an indication of the overall system performance and signal fidelity. Furthermore, the resultant signal-to-noise ratio is a direct measure for system performance and achievable resolution. Finally, qualitative observations can be made about the behaviour at frequencies outside the signal bandwidth, which is of particular interest in a noise shaping system, such as the EM-$\Sigma\Delta$. All of these simulations were again carried out with the nominal input signal of 5g at 32Hz.

The output power spectra of the EM-PLL and the EM-$\Sigma\Delta$ were obtained in the same manner. With the input signal applied, 32 cycles of the output signal were captured after a settling period of 3 cycles. Then, the output signal was windowed and its FFT taken, which results in the output spectrum. The SNR was calculated by relating the power in the signal bin to the sum of the remaining bins within the nominal signal bandwidth of 1024Hz.
Figure 5.14 shows a side-by-side comparison of the output power spectra of the EM-PLL in Figure 5.14b and the EM-ΣΔ in Figure 5.14a. The EM-ΣΔ system achieves an SNR of 108.5dB, which is a typical value for such a system [106, 107]. In comparison, the EM-PLL achieves a SNR of 108.2dB, which is practically identical. It must again be noted at this point that in the case of the EM-ΣΔ, the only noise is quantisation noise. If real amplifier or integrator noise was considered in the EM-ΣΔ, the resultant SNR would be lower.

At this point, it should be noted that in each case, the dominant contribution to non-signal components within the signal bandwidth is the harmonic at 96Hz. This component is due to non-linearities in the feedback system, as was explained in Equation 5.19. Since the EM-ΣΔ features an adaptive adjustment of feedback voltage to linearise this function, the relative magnitude of this component in the EM-ΣΔ spectrum is lower compared to the EM-PLL. The EM-PLL does not have such a mechanism and therefore the harmonic component will increase with signal level, reducing the SNR at higher signal amplitudes, as will be shown in Section 5.4.3. However, this harmonic can still be adjusted in the EM-PLL through the feedback plate bias voltage, as was described along with Equation 5.21.

A further comparison can be made between the general shape of the spectra. In the case of the EM-ΣΔ, the spectrum follows the general shape of a ΣΔ modulator in that it clearly shows noise shaping, as discussed in Section 5.2.1.2. Within the signal bandwidth, the noise floor is almost flat, but then rises sharply when approaching the upper end of the signal bandwidth, which is the expected behaviour of a ΣΔ modulator. The EM-PLL, on the other hand, has a noise floor that slowly rises with frequency, indicating a low-frequency zero in its noise transfer function. There is also a sharp rise in the noise floor at higher frequencies, but this is not due to deliberate quantisation noise shaping. Instead, it is merely the result of the interaction between the loop filter and sensor transfer functions.
5.4.3 Input Amplitude Sweep

As was pointed out when introducing $\Sigma\Delta$ modulators in Section 5.2.1.2, one significant problem of higher-order $\Sigma\Delta$ systems is their sensitivity to parameter variation. This does not only cover intrinsic parameters, such as gains, but also external ones, such as the input signal amplitude. In order to illustrate this property, an input amplitude sweep was performed for both the EM-$\Sigma\Delta$ and the EM-PLL and the SNR within the signal bandwidth measured. The results are shown in Figure 5.15.

As the input signal amplitude increases, the output SNR increases in both EM-$\Sigma\Delta$ and EM-PLL. This is because there is a constant noise floor in both systems, and increasing the amplitude raises the output signal with respect to the noise floor, leading to an improved SNR. However, as the amplitude increases further, the behaviour of EM-$\Sigma\Delta$ and EM-PLL differs: The EM-$\Sigma\Delta$ becomes abruptly unstable for accelerations above approximately 7g. This is because the amplitude has moved out of the relatively small operating region and the control loop has become unstable. There is no signal component left in the output spectrum, which is reflected in the SNR. The EM-PLL, on the other hand, continues to gain SNR as the input amplitude increases. At some point, the SNR reaches a maximum and then begins to decrease again slowly. This is due to the harmonic component becoming larger as input amplitude increases, which reduces the SNR. In simpler terms, the non-linear components of the system distort the signal more at larger signal amplitudes. This decrease of SNR continues until approximately 45g, at which point the EM-PLL also stops operating.

![Figure 5.15: Input amplitude sweep for EM-$\Sigma\Delta$ and EM-PLL](image-url)
This “hard” limit for the EM-PLL has different, better defined reasons than the one of the EM-$\Sigma\Delta$: In closed-loop control, the accelerometer can be subject to much larger accelerations than without feedback because the feedback force on the proof mass counteracts the force due to acceleration. However, the feedback force is limited in amplitude by the plate bias voltage. If the acceleration results in a force that is larger than what can be compensated by the feedback force, the proof mass can no longer be controlled and the EM-PLL ceases to function. Unlike $\Sigma\Delta$ modulators, this limit is only due to the bias voltage and can be calculated through the previously established equations. Rearranging equations 5.17 and 5.8 for acceleration under the condition where $V_{fb} = V_{bias}$ and zero instantaneous displacement results in Equation 5.22:

$$a_{max} = \frac{k_{force} (2V_{bias})^2}{m d_{nom}^2}$$  \hspace{1cm} (5.22)

Evaluating equation 5.22 for nominal sensor parameters and a bias voltage of 35.2V results in a maximum acceleration of 447.0$ms^{-2}$, or 45.6g. This is in very close agreement with the simulations, where the maximum input amplitude is 45g. Note that since the bias voltage influences this term quadratically, this figure drops significantly for lower bias voltages. For example, at 12V bias the maximum acceleration the system can handle is reduced 5.3g.

This calculation also illustrates once more the key advantage of the EM-PLL: Since it is approximately a linear system, algebraic expressions for system properties such as the maximum acceleration can be found very easily. This is very significant, as basic system characterisation and design (e.g. determining the required plate bias voltage for a given acceleration) can be done analytically. This is in stark contrast to EM-$\Sigma\Delta$ systems, where practically all system parameters and properties have to be obtained through simulations.

### 5.4.4 Parameter Variation

The final simulation is perhaps the most interesting one from the standpoint of this thesis. Up to now, it has been established that the EM-PLL can provide similar performance to EM-$\Sigma\Delta$ systems, while hinting at its resilience against parameter variation. In order to ascertain whether this is indeed the case, a simulation similar to Monte Carlo analysis is performed. Comparing the resultant distributions of system performance and yields will then allow quantification of the EM-PLL’s robustness.

In order to carry out these simulations, each system is simulated 500 times and the resultant SNR recorded. In each iteration, the system parameters are varied by a random amount, as indicated in the parameter tables in Appendix F.1. This is supposed to simulate the real-life variations due to fabrication tolerances or environmental effects.
that the system could experience. The values for variations are based on reasonable assumptions for tolerances of electronic components and mechanical tolerances in the MEMS fabrication process. When processing the results, a pass SNR threshold of 80dB has been chosen. Any systems that achieved less than this were excluded from the final histogram and counted as “not working”. This excludes both unstable EM-PLL and EM-$\Sigma\Delta$ systems. This 80dB threshold is the same as was used during the GA optimisation process and it was ensured that no working systems with a low SNR were excluded by the threshold. The histograms of the final SNRs are shown in Figure 5.16.

It can be seen immediately that the histogram of the EM-PLL in Figure 5.16b is much narrower than the one of the EM-$\Sigma\Delta$ in Figure 5.16a. The standard deviation of the SNR for the EM-PLL is 0.35dB with a mean of 108.22dB, corresponding to 0.32% of the mean. For the EM-$\Sigma\Delta$, the standard deviation is 5.27dB with a mean of 98.29dB, corresponding to 5.36% of the mean. From these numbers alone it can be seen that the EM-PLL is significantly more robust against parameter variation, while at the same time providing slightly better performance.

Even more significant is the number of systems that passed the SNR threshold. Out of 500 systems, all EM-PLL systems and 468 EM-$\Sigma\Delta$ systems passed the SNR threshold, corresponding to yields of 100% and 93.6%, respectively.

To further demonstrate the robustness against parameter variation of the EM-PLL, the Monte Carlo simulation has been repeated with varying levels of error on the parameters. Parameter variation coefficients ($p$) between 0.25 and 4 were used to scale the original tolerances on the parameters given in Appendix F. For example, the nominal variation on the proof mass is 2%. When a parameter variation coefficient of 2 is used, the Monte Carlo parameter set is generated with variation on the proof mass of 4%.
Figure 5.17a shows the behaviour of the mean output SNR for both EM-PLL and EM-$\Sigma\Delta$ as parameter variation increases. As expected, the mean drops in both cases as performance degrades due increased parameter variation. However, the performance of the EM-$\Sigma\Delta$ degrades much more quickly compared to the EM-PLL. Also note that the EM-PLL is able to keep its nominal SNR of approximately 108dB for small values of parameter variation, whereas the EM-$\Sigma\Delta$ degrades significantly from its nominal performance for even the smallest errors. As the SNR drops, so does the yield, as shown in Figure 5.17b. Both the EM-PLL and the EM-$\Sigma\Delta$ keep a high yield initially. At larger parameter variations, the yield of the EM-$\Sigma\Delta$ drops dramatically to a minimum of 22.8%, whereas the yield of the EM-PLL only drops to 99.0% for the highest parameter variation.

The combination of the low yield and low mean SNR of the EM-$\Sigma\Delta$ has an interesting consequence on the SNR standard deviation of the EM-$\Sigma\Delta$. Recall that the pass threshold in terms of SNR for a given system was set to 80dB, which meant that with $p = 1$, no working systems were falsely excluded from contributing to the yield and final standard deviation. However, for EM-$\Sigma\Delta$ systems at higher $p$, the mean SNR moves closer to the 80dB threshold whilst the standard deviation increases. This means that as parameter variation increases, systems are more likely to be below the 80dB threshold although they might be functional with lower performance. Due to the low yield, even a small number of incorrectly categorised systems can significantly skew the standard deviation of the systems above the threshold, which can be seen in Figure 5.18. The SNR standard deviation of the EM-PLL increases monotonically with parameter variation, as expected. However, the SNR standard deviation of the EM-$\Sigma\Delta$ starts to drop slightly for larger parameter variation. This might give the false impression that the variation tolerance decreases, whereas it is in fact only an artefact due to the distribution of working systems being cut off, resulting in a lower apparent standard deviation. When the threshold is lowered, more working systems are included in the standard deviation measurement.
and the standard deviation increases with parameter variation, as expected. Whilst the change in standard deviation by lowering the threshold is significant, the yield only increases marginally, e.g. to 33.2% for $p = 4$, the reasons for which will be explained later. Lowering the threshold is of course only permissible for the purpose of illustration since the pass threshold would typically be fixed in a production system.

A further performance metric of force-feedback accelerometers that has not been considered so far is the proof mass displacement. Smaller displacement for a given acceleration indicates better loop servo characteristics and therefore more overall robustness. The RMS of the proof mass displacement has been recorded for every system during the Monte Carlo simulation. Figure 5.19b shows a scatter plot of SNR against RMS displacement for the EM-PLL for different parameter variation coefficients. The most striking observation that can be made is that the correlation between SNR and displacement follows an arc, which extends as parameter variation increases. For small variation, most systems cluster around the peak of the arc, which is the nominal design point. As parameter variation increases, there are some systems which have a lower proof mass displacement, and those systems also have a tendency for lower SNR. Similarly, systems with higher than nominal proof mass displacement also tend to have a lower SNR. The latter can be explained by the general degradation of system performance with parameter variation, which can result in both lower SNR and poor loop control, resulting in high proof mass displacement. The relationship for small displacement is most likely due to the fixed phase noise of the oscillators. If parameter variation causes a system to have a small proof mass displacement, the phase difference between the differential oscillators is also

Figure 5.18: SNR standard deviation for different levels of parameter variation.
small. However, the phase noise of the oscillators is a fixed quantity, and therefore becomes relatively large compared to the signal in these cases. Therefore, the overall SNR is lower, despite the lower proof mass displacement and ostensibly better loop control. The interaction between these two effects results in the arc-shaped relationship. This property is in fact very beneficial to SNR robustness against parameter variation: As the slope of the apex of an ideal arc tends towards zero, there would be very little sensitivity to variation at that point. In principle this is similar to the temperature relationship of a bandgap reference discussed in Section 2.3.2, which also has zero temperature coefficient at its nominal operating point.

Figure 5.19a shows the same scatter plot, but for the EM-ΣΔ. Note that this time no clear visual correlation exists between the SNR and the displacement. The system metrics merely spread out in both dimensions as parameter variation increases. It is also apparent that the proof mass RMS displacement of the EM-ΣΔ is in general two orders of magnitude larger than the case of the EM-PLL. This indicates that the pick-off circuit of the EM-ΣΔ is less sensitive and therefore required larger displacements to achieve the same output SNR. This plot also illustrates the aforementioned issue of the distribution being cut off by the 80dB threshold: For $p = 0.5$ and $p = 1$ all systems are well away from the threshold and it is intuitively very unlikely that there are any working systems below the 80dB threshold. However, for $p = 2$ and $p = 4$, there are several systems that are very close to the threshold and it is more likely that some systems with an SNR of just below 80dB were discarded. Also note that the absolute number of systems for higher variation decreases, which is directly represented by the reduced yield. This also illustrates why lowering the threshold significantly increased the SNR standard deviation, but has little effect on the yield: Lowering the threshold means that a few more systems are counted as working, but the absolute number is still comparatively low. Therefore, the yield is not greatly improved. However, because there were so few systems above
the threshold before and all additional systems are under the threshold, the standard deviation is affected greatly.

The simulations and comparisons carried out in this section highlight the EM-PLL’s general robustness against parameter variation. In particular, the near perfect yield and performance even under high parameter variation would make the EM-PLL in principle suitable for practical implementation. In addition, the comparisons also further complete the picture of the variation behaviour of EM-PLL and EM-ΣΔ systems. Although all EM-PLL systems in this simulation were stable, it is conceivable that certain parameter combinations would lead to an unstable or very low performance system. This is almost the opposite for the EM-ΣΔ: Only parameters sets that are close to nominal result in a stable system and even then, variations on the parameters lead to large variation in performance. It is also worth pointing out that for the EM-ΣΔ, variation only causes a reduction in SNR, as can be seen from the histograms and the lower than nominal mean SNR. This again indicated that the EM-ΣΔ’s nominal operating parameters are very narrow and sensitive, and any change results in worse performance. Conversely, the mean SNR of the EM-PLL is exactly its nominal SNR, meaning that variation can make the individual systems better or worse.

Once again, this difference in behaviour can fundamentally be attributed to the more linear nature of the EM-PLL, which does not result in erratic performance changes for small parameter changes for the most part. Finally, it must be noted again that, as stated in Appendix F.1, the variation on the fundamental device parameters is the same between the EM-PLL and the EM-ΣΔ, yet the EM-PLL is barely affected by these variations at all, which is reflected in the excellent standard deviation of performance and yield.

5.5 Discussion

In this chapter, the EM-PLL was introduced as a novel frequency-domain technique for closed-loop control of MEMS accelerometers. The key benefit of the EM-PLL over established techniques, such as EM-ΣΔ systems, is that it is by design significantly more resilient against parameter variation. This is achieved through a system topology which is largely linear and therefore behaves gracefully when subjected to parameter variation. Performance-wise, the EM-PLL is comparable to EM-ΣΔ systems, but accommodates a much wider input amplitude range.

Simulations have shown that for the same sensor, the EM-PLL and a 5th order EM-ΣΔ circuit both provide an SNR in the order of 108dB for the same signal bandwidth, which suggests similar fundamental noise performance. However, an important difference is the ability of the EM-PLL circuit to tolerate much greater levels of acceleration up to 45g, indicating a much higher tolerance than the equivalent EM-ΣΔ circuit, which is
only capable of operating reliably up to 7g. Furthermore, the EM-\( \Sigma \Delta \) system shows significant sensitivity to parameter variation, resulting in a large standard deviation of SNR. Compared to the EM-\( \Sigma \Delta \), the standard deviation of SNR of the EM-PLL is reduced by over 85%. Furthermore, the EM-PLL shows a perfect yield of 100% under parameter variation, whereas the EM-\( \Sigma \Delta \) circuit achieves a yield of only 93.6% for the same relative variation on parameters.

Taking all of this into consideration, the EM-PLL is an excellent example of an alternative to a well-established method where susceptibility to parameter variation is a key issue. It shows how a fundamentally different design which is inherently more robust against parameter variation can not only lead to increased yield and tighter performance specifications, but ultimately also improve performance in other areas, such as dynamic range. The previous chapters of this work have been concerned with calibration techniques, which have the ultimate goal of adjusting a given system after fabrication. However, the EM-PLL shows that depending on the situation, a completely different circuit can vastly improve the variation tolerance of a system, completely removing the need for calibration altogether.
Chapter 6

Conclusions

6.1 Contributions

This thesis was concerned with select methods to reduce the effects of parameter variations on analogue and mixed-signal integrated circuits. Two main areas of such methods were explored: Calibration and inherently robust design. Calibration works by equipping a circuit with means to adjust its performance, and performing such adjustments after fabrication to remove or compensate for the effects of parameter variation. The aim of robust design is to design the circuit in a way that reduces its sensitivity to variation in parameters. Thus, these two approaches aim to arrive at the same goal - a circuit where the effects of parameter variation have been reduced - through different routes.

In the area of calibration, this work contributed to the Configurable Analogue Transistor (CAT). The CAT is a system-level approach to calibration, which relies heavily on computer simulations and software tools to optimise performance. Whilst the fundamentals of the CAT had been developed already, it lacked a number of key components which were developed in this thesis. Furthermore, this thesis showed the first use of CAT in a practical circuit to prove its viability.

This work on the CAT is complemented by a contribution in the area of robust design. A novel closed-loop pickoff circuit for force-balanced MEMS accelerometers based on the principle of a Phase-Locked Loop has been developed. This novel circuit shows how an existing circuit topology which is fraught with design and stability issues stemming from its sensitivity to parameters can be replaced with an entirely different circuit which is much more robust, while at the same time not compromising performance.

The following is an explicit list of the contributions made in the thesis:

- An algorithm for Critical Device Identification for Configurable Analogue Transistors. This algorithm determines the transistors in a circuit which are most suitable...
for calibration of circuit performance. It differs from conventional sensitivity analysis in that it seeks to find a set of devices which permit relatively independent adjustment of circuit performances instead of only considering the absolute magnitude of sensitivity.

- A description of how the existing device size optimisation for CAT can be used to size calibration devices in arbitrary circuits. Before this work, optimising the size of CATs was restricted to CATs that are used under constant current conditions. It was shown how the CAT sizes can be optimised using information gathered from a Monte Carlo simulation and a numeric solver.

- A method for using CATs for online temperature compensation. In addition to inherent parameter variation, CATs can also be used to compensate for the effects of temperature. Because the temperature behaviour of transistors is usually well modelled, temperature compensation can be achieved online through a lookup table, without the need for run-time performance measurements.

- The first application of CAT to a practical circuit. A segmented current-steering DAC was designed and equipped with CATs that allow the adjustment of the DAC transfer function after fabrication. Measurements on the fabricated chip proved that the CAT can be used for this purpose as intended.

- A novel interface circuit for force-balanced MEMS accelerometers. This circuit, named the Electromechanical PLL (EM-PLL) combines the functions of pick-off and force feedback circuits in a closed loop system. Unlike comparable high-performance electromechanical \(\Sigma\Delta\) circuits which serve the same purpose, the EM-PLL is an approximately linear system and is therefore more inherently robust against parameter variation and easier to design.

6.2 Final Conclusions

Having summarised the contributions made in this thesis, the following conclusions can be found from the work carried out in this thesis.

First, all of the design-time methods developed for the Configurable Analogue Transistor were proven in simulation. Whilst only two example circuits were used, the methods for Critical Device Identification, device size optimisation, and online calibration performed well and will likely work in other circuits. However, there is still scope for improvement, particularly in terms of required computing time, which will be discussed in Section 6.3.

The application of CAT to a practical Digital-to-Analogue converter was also moderately successful. The CATs and the supporting design and calibration tools worked as expected
and the CATs could successfully improve the INL of the DAC. The maximum achievable improvement in INL was 17.4%, with the best absolute INL still being 198LSB. These numbers stem from the fact that variation and particularly mismatch in the physical circuit were underestimated during the design stage, which resulted in CATs that were inadequately sized. These CATs were then not optimised for the fabricated circuit and therefore the INL improvement was not as good as expected. Nevertheless, the improvement that was achieved was consistent with expectations once the measured variation values were used. Using an automated method for optimising the CAT configuration in the DAC also completes the set of tools required in the fully automated CAT design flow, the development of which was another goal of this thesis.

Lastly, the initial work done on the EM-PLL is very promising, as it shows considerable advantages over ΣΔ-based circuits. Simulations and analysis suggest that whilst providing similar baseline performance of approximately 108dB SNR, the EM-PLL is vastly more tolerant to parameter variation and also easier to design. For instance, in the simulations conducted in this thesis, the EM-PLL showed 100% yield and a reduction in standard deviation of SNR of 85% compared to state-of-the-art EM-ΣΔ systems. This makes the EM-PLL an excellent example of an inherently robust circuit that could ideally work as a drop-in replacement for existing systems.

6.3 Future Work

Based on this work, there are several specific areas in which direct further research and development can be undertaken. These areas include the following:

1. The automated critical device identification process presented in Section 3.2 could be extended. In particular, the current algorithm requires significant computing time in order to cover a sufficient portion of the design space through Monte Carlo simulations. One approach could be to apply machine learning algorithms and non-random sampling of device parameters to more efficiently cover the design space and gather more detailed information about regions of interest.

2. Whilst the online calibration scheme of Section 3.4 has been simulated, it has yet to be proven in silicon. For this, a chip could be designed that includes a small analogue circuit equipped with CAT and temperature measurement facility. The ability of CAT to compensate for temperature variation could then be evaluated by subjecting the chip to extreme temperatures and applying the online calibration algorithm.

3. Although the DAC of Chapter 4 proved the ability to improve circuit performance through CAT, the overall performance after calibration did not match other published work. In order to determine whether the CAT can indeed compete with
other schemes that improve DAC linearity, another chip should be designed which incorporates all the knowledge gained from designing this chip. It would also be possible to choose another example circuit altogether. If a smaller analogue circuit were chosen, the CDI tool could also be used on the whole circuit during the design process and hence the entire CAT design flow demonstrated.

4. So far, the EM-PLL of chapter 5 has been characterised in simulation, but it has not yet been tested in practice. In order to prove its viability, an EM-PLL circuit should be built, characterised and compared against other accelerometer pick-off circuits. Additionally, the current EM-PLL loop topology may not be ideal. Further research and analysis in this area could be conducted.
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Abstract—A novel approach is proposed for analogue circuits that identifies which devices should be replaced with configurable analogue transistors (CATs) to maximise post fabrication yield. Both performance sensitivity and adjustment independence are considered when identifying these critical devices, giving a combined weighted sensitivity. The results from an operational amplifier case study are presented where it is demonstrated that variation in key circuit performances can be reduced by an average of 78.8% with the use of only three CATs. These results confirm that the proposed critical device selection method with optimal performance driven CAT sizing can lead to significant improvement in overall performance and yield.
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I. INTRODUCTION

A. CMOS Scaling

Maintaining production yield at smaller process nodes raises significant challenges due to device variability [1][2]. In analogue and mixed-signal circuits, the resulting performance degradation can be so severe that some form of post-silicon adjustment is necessary [3]. Early approaches concentrate solely on the adjustment of a single device to improve circuit performance [4]. This is often impractical in more complex systems that require multiple adjustment points or a higher level of integration [5]. In contrast, electronic trimming methods such as the use of floating gates [6][7] or substrate biasing [8] to alter the transfer characteristics of MOS transistors allow higher integration at lower cost. Furthermore, a wide range of simple digital trimming techniques exist, e.g. configururable arrays of MOS devices [9] or capacitors [10].

System-level digital methods have also been proposed, where circuit errors are corrected in software [11] or in the analogue domain by reconfiguration, e.g. switching-sequence post adjustment for data converters (SSPA) [12].

B. The Configurable Analogue Transistor (CAT)

The calibration methods described in the previous section tend to be targeted at either fairly specific circuit applications or effects (e.g. floating gates). The choice of which devices to make adjustable is conventionally made early in the design stage and is based on the type of circuit, the technology available and the anticipated main sources of variability. The configurable analogue transistor (CAT) introduced in [13] provides a calibration platform that is independent of the target circuit and the specific mechanisms of variation. This is achieved by considering system-level performance and replacing specific transistors in the circuit with CATs. The number of CATs represents a trade-off between increased circuit complexity and yield improvement. The structure of a CAT is shown in Figure 1. There is a main device M0 and n calibration devices M1 to Mn, selected through n digital control lines, B1 to Bn, resulting in a total of 2n discrete widths. In contrast to previous digitally adjustable analogue circuits, the CAT methodology includes a unique optimal sizing process [13]. The CAT configuration can be altered at any time after fabrication either as a one-time post-fabrication process, or to dynamically calibrate circuits to compensate for environmental effects or ageing [14].

C. Critical Device Identification

In principle, any transistor in a given circuit could be replaced by a CAT. A designer could manually identify devices that would benefit from calibration based on experience and their understanding of the operation of the circuit, however this becomes more difficult as the circuit complexity increases.

In order to facilitate optimal performance gain from the application of CATs, an automated method of Critical Device Identification (CDI) is an integral part of the approach. The task of CDI is to identify a number of transistors, which when adjusted allow the performances to be tuned after fabrication. This paper proposes a novel approach to critical device identification which is fully automated and independent of circuit type. In addition, the proposed method also optimally sizes the CATs to minimise performance variation.

D. Paper Structure

The remainder of this paper is structured as follows: Section II describes the proposed technique for critical device identification. Section III presents the results from applying the approach to an operational amplifier case study. Concluding remarks are given in Section IV.
II. PROPOSED METHOD

A. Overview

The proposed process of CDI and its application to a circuit is illustrated in Figure 2 and comprises of five steps as follows:

Step 1: A conventional sensitivity analysis is performed in simulation. The dependence of circuit performance to changes in individual devices is recorded in a sensitivity table.

Step 2: The sensitivity information is used to perform CDI, resulting in a list of transistors that are most suitable.

Step 3: A Monte Carlo (MC) simulation of the circuit is used to adjust the critical devices in an ideal manner to minimise performance variability.

Step 4: The critical devices are replaced by CATs with a finite number of calibration transistors (optimal sizing from step 3).

Step 5: In the last step, a MC simulation is performed and the required adjustment for each critical device is calculated.

To illustrate the proposed process, Figure 3 shows the circuit of an operational amplifier. The operational amplifier consists of a differential input stage, MP4 and MP5, gain stage, MN8, and an output buffer, MN9 and the capacitor form the internal compensation network and MP0-MP1, MN0-MN3 and the resistor form the bias circuit.

The performance characteristics that are considered are DC voltage gain, open-loop bandwidth and common-mode rejection ratio. The operational amplifier is designed in a standard 0.35µm CMOS process at 3.3V, with active and passive component values as listed in Table I.

B. Sensitivity Analysis and Critical Device Identification

The sensitivity of each performance to a change in each transistor’s width is normalised as a relative change to its nominal value, as defined in Equation 1:

\[
s_{An} = \frac{A|w_n=n| - A|w_n=n-5%|}{A|w_n=n|} \tag{1}
\]

where \(A\) is a circuit performance (e.g. gain) evaluated with the width of transistor \(n, w_n\), at different values, resulting in the sensitivity of performance \(A\) on transistor \(n, s_{An}\). The sensitivities obtained for the operational amplifier when applying the above sensitivity analysis for all performance-transistor combinations are shown on the left of Table II. The assumption in Table II is that there is a linear relationship between the performance and transistor width within the range of interest and that the circuit is a linear system within this range and therefore superposition applies. In practice these assumptions have been found to be valid and their implications are discussed later in this paper. In the proposed method for CDI, the two goals of high sensitivity and high independence are combined. First, a normalised measure for independence is derived by calculating the ratio of a particular sensitivity to all the sensitivities associated with that particular transistor, as per Equation 2:

\[
w_{An} = \frac{|s_{An}|}{\sum |s_n|} \tag{2}
\]

where \(A\) represents a certain performance, \(n\) a certain transistor and \(w_{An}\) the relative amount of transistor \(n\)’s total impact on performance. The weighting table that was obtained for the operational amplifier case study is shown in the centre section of Table II. Secondly, element-wise multiplication of the original sensitivity table and the weighting table is performed as per Equation 3:

\[
s'_{An} = s_{An} \cdot w_{An} \tag{3}
\]

which results in a sensitivity table, \(s'_{An}\), that considers both absolute sensitivity and independence. The weighted sensitivity table for the operational amplifier is shown on the right of
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**Figure 3: Process flow of critical device identification and CAT replacement**

**Table I. Device Sizes and Component Values**

<table>
<thead>
<tr>
<th>Device</th>
<th>Dimensions</th>
<th>Device</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP0</td>
<td>8.75µm / 0.35µm</td>
<td>MN2</td>
<td>35µm / 0.35µm</td>
</tr>
<tr>
<td>MP1</td>
<td>8.75µm / 0.35µm</td>
<td>MN3</td>
<td>35µm / 0.35µm</td>
</tr>
<tr>
<td>MP2</td>
<td>105µm / 0.35µm</td>
<td>MN4</td>
<td>52.5µm / 0.35µm</td>
</tr>
<tr>
<td>MP3</td>
<td>105µm / 0.35µm</td>
<td>MN5</td>
<td>52.5µm / 0.35µm</td>
</tr>
<tr>
<td>MP4</td>
<td>105µm / 0.35µm</td>
<td>MN6</td>
<td>175µm / 0.35µm</td>
</tr>
<tr>
<td>MP5</td>
<td>105µm / 0.35µm</td>
<td>MN7</td>
<td>175µm / 0.35µm</td>
</tr>
<tr>
<td>MN0</td>
<td>8.75µm / 0.35µm</td>
<td>MN8</td>
<td>98µm / 0.35µm</td>
</tr>
<tr>
<td>MN1</td>
<td>8.75µm / 0.35µm</td>
<td>MN9</td>
<td>50µm / 0.35µm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
<th>Component</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>823kΩ</td>
<td>C</td>
<td>623kF</td>
</tr>
</tbody>
</table>
Table II. For the purpose of this work, one critical device is chosen for each performance by selecting the transistors with greatest weighted sensitivity. In this case, the critical devices are therefore MP0 for bandwidth, MP3 for gain and MN7 for CMRR. Although MP0 significantly affects both gain and bandwidth it is still chosen as a critical device for bandwidth due to its very high absolute sensitivity to this performance.

C. Calculation of Ideal Transistor Adjustment

From the sensitivity information obtained in the previous section, the resulting change in circuit performance from adjusting the widths of the critical devices can be described by a system of linear equations:

\[
\Delta A = s_{A1} \Delta w_1 + s_{A2} \Delta w_2 + \cdots + s_{AN} \Delta w_N,
\]

\[
\Delta B = s_{B1} \Delta w_1 + s_{B2} \Delta w_2 + \cdots + s_{BN} \Delta w_N,
\]

\[
\Delta C = s_{C1} \Delta w_1 + s_{C2} \Delta w_2 + \cdots + s_{CN} \Delta w_N
\]

where \(\Delta A\) is the change in performance \(A\) (e.g. bandwidth) from adjusting the width of transistor 1 (e.g. MP0) by \(\Delta w_1\), defined by the sensitivity of parameter \(A\) to a change in transistor 1, \(s_{A1}\). Note that this sensitivity is not the same numerical value as found in Table II, which is a dimensionless value normalised to the nominal performance and to a \(\pm 5\%\) change in transistor width. In order to evaluate the above equations, the sensitivity has to be de-normalised in both dimensions, resulting in a gradient with units, e.g. Hz/\(\mu m\).

Before the CAT technique can be applied to a circuit, the necessary ideal adjustment is computed first from a MC simulation of device parameter variation. The deviation of performances from their nominal values is used to solve Equation 4 for the necessary adjustment in transistor widths. The simulation is then repeated with the MC variables unaltered but the critical devices adjusted.

D. Application of Optimally Sized Cats

While the adjustment technique of Section IIC shows a significant improvement in performance, it is unrealistic because it assumes infinite granularity in the adjustment devices. In reality, a CAT consists of a finite number of calibration transistors. The optimal sizing algorithm for CAT [15] operates on statistical information of transistor width.

Table III. Optimal Sizing of the Configurable Analogue Transistors

<table>
<thead>
<tr>
<th>Device</th>
<th>Nominal width</th>
<th>CAT width step</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP1</td>
<td>105.0µm</td>
<td>11.64 µm</td>
</tr>
<tr>
<td>MP0</td>
<td>8.75µm</td>
<td>0.743 µm</td>
</tr>
<tr>
<td>MN7</td>
<td>175.0µm</td>
<td>10.20 µm</td>
</tr>
</tbody>
</table>

Each CAT is optimally sized by considering the distribution of required width adjustments shown in Figure 4. This results in an optimised final performance distribution because the distribution of width adjustment is directly related to circuit performance. Using the optimal sizing algorithm for CAT and assuming three calibration transistors in each critical device, the transistor sizes in Table IV have been calculated. To allow adjustment in both positive and negative direction, the nominal width of the main transistor \(M_0\) is reduced and the three calibration transistors are sized to give eight evenly spaced selectable values centred on the original nominal width. After obtaining these transistor sizes, a further MC simulation is performed. Instead of adjusting devices with infinite granularity, the CAT configuration is used to constrain the adjustment to the eight selectable widths. This is equivalent to tuning the CATs on a chip after fabrication. The results of this therefore represent the performance obtained following post manufacture adjustment with optimally sized CATs.

III. Results

In the case-study circuit, which is shown in Figure 3, MP0, MP3 and MN7 have been replaced with CATs, each with three calibration transistors sized according to Table IV. Figure 5 shows the histograms of the performances before and after application of the CATs. Clearly, the spread in all three performances is reduced significantly, resulting in a lower standard deviation and greater yield. Table V compares the standard deviations of the performances before and after application of the three CAT devices. The standard deviations are improved by 76.2%, 80.2% and 79.9% for gain, bandwidth and CMRR, respectively.

Table III - Performance Sensitivity to Variation in Transistors

<table>
<thead>
<tr>
<th>Device</th>
<th>Sensitivity (s)</th>
<th>Weighting (w)</th>
<th>Weighted Sensitivity (s')</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP5</td>
<td>0.0260</td>
<td>0.0159</td>
<td>0.0001</td>
</tr>
<tr>
<td>MP4</td>
<td>0.0057</td>
<td>0.0045</td>
<td>-0.0016</td>
</tr>
<tr>
<td>MP3</td>
<td>-0.0014</td>
<td>-0.0466</td>
<td>0.0000</td>
</tr>
<tr>
<td>MP2</td>
<td>0.0634</td>
<td>-0.0128</td>
<td>0.0005</td>
</tr>
<tr>
<td>MP1</td>
<td>0.0671</td>
<td>-0.0506</td>
<td>0.0003</td>
</tr>
<tr>
<td>MP0</td>
<td>-0.1287</td>
<td>0.0996</td>
<td>-0.0007</td>
</tr>
<tr>
<td>MN9</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN8</td>
<td>0.0021</td>
<td>0.0468</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN7</td>
<td>-0.0048</td>
<td>-0.0019</td>
<td>0.0970</td>
</tr>
<tr>
<td>MN6</td>
<td>-0.0015</td>
<td>0.0019</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN5</td>
<td>0.0370</td>
<td>-0.0095</td>
<td>-0.0004</td>
</tr>
<tr>
<td>MN4</td>
<td>-0.0366</td>
<td>0.0019</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN3</td>
<td>0.0430</td>
<td>-0.0331</td>
<td>0.0002</td>
</tr>
<tr>
<td>MN2</td>
<td>-0.0618</td>
<td>0.0470</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN1</td>
<td>-0.0006</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MN0</td>
<td>0.0001</td>
<td>-0.0001</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Appendix A Publications
Table IV also shows the best theoretical improvement by applying the optimal CAT sizing algorithm in [15]. The theoretical maximum is almost impossible to achieve in practice because the relationship between CAT width and the performance it adjusts is unlikely to be perfectly linear. The results using CAT are remarkably close to the theoretical maximum improvement, indicating that the assumption of linear sensitivity is adequate for this particular combination of circuit, parameters and spread.

IV. CONCLUSIONS

The CAT technique provides a calibration platform that is independent of the target circuit and the mechanisms of performance variation. In this paper a novel automated method is proposed that determines which transistors in a circuit should be replaced with CAT devices in order to achieve maximum post fabrication yield improvement. It is demonstrated that both the performance sensitivity and the adjustment independence should be taken into account, giving a combined weighted sensitivity. In the case study, three critical devices were identified and replaced which led to an average of 78.8% improvement in the variability of key circuit performances. These results demonstrate that the proposed CDI methodology and performance driven CAT sizing can form a successful approach to improve analogue circuit yield.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Performance</th>
<th>mean</th>
<th>BW</th>
<th>CMRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>Mean</td>
<td>1.83x10^3</td>
<td>471x10^1</td>
<td>30.5x10^0</td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>Mean</td>
<td>1.83x10^3</td>
<td>471x10^1</td>
<td>30.5x10^0</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>264</td>
<td>88.3x10^1</td>
<td>2.96x10^2</td>
</tr>
<tr>
<td>Adjustment with CAT</td>
<td>Mean</td>
<td>1.83x10^3</td>
<td>471x10^1</td>
<td>30.5x10^0</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>62.8</td>
<td>17.5x10^1</td>
<td>595</td>
</tr>
<tr>
<td></td>
<td>Standard deviation improvement</td>
<td>76.2%</td>
<td>80.2%</td>
<td>79.9%</td>
</tr>
<tr>
<td></td>
<td>Maximum standard deviation improvement</td>
<td>80.7%</td>
<td>80.8%</td>
<td>80.3%</td>
</tr>
</tbody>
</table>

Figure 1. Histograms of circuit performances.
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Abstract—Reliability of electronic circuits over an extended temperature range is a critical consideration in demanding applications such as aerospace and the military. Achieving this reliability on modern deep submicron process nodes is a significant challenge especially for analogue circuits due to the high level of device variability. A novel approach is proposed in this paper that employs online adjustment of configurable analogue transistors (CATs) to address this challenge, significantly improving the consistency of circuit performance over temperature. The proposed method involves optimally sizing configurable devices for temperature and process variation and then employing a calibration lookup table during normal operation to compensate for temperature shifts. In the presented case study of an instrumentation amplifier, the CAT approach is shown to successfully mitigate temperature induced performance loss, demonstrating significant calibration potential and reliability improvement. These advantages are enjoyed at minimal cost in terms of area and complexity overhead, and the process of implementing the circuit changes is highly automated. The promising results detailed in this work demonstrate that the CAT technique has useful applications in the area of reliability improvement for demanding environments.

1. INTRODUCTION

The application of modern integrated circuits in hostile environments raises several design challenges. Extreme operating temperature and elevated levels of radiation are typical characteristics of hostile environments which significantly affect circuit performance or may lead to premature ageing and potential failure [1-2]. In most cases, such extreme environment applications also place exceptional demands on the reliability of electronic circuits. Space missions and defense are typical examples, where circuit failure may cost millions or in the worst case, human lives. The majority of research in current high-reliability electronics for extreme environments focuses on two areas. The first area is concerned with devices and processes that enable electronics to operate at extreme temperatures or under high levels of radiation. Examples for this research include silicon carbide (SiC) semiconductors [3], solid-state vacuum devices [4] and packaging and interconnect [5]. The second area is concerned with fault-tolerant circuits, which can resume normal operation despite faults by employing dynamic reconfiguration. Research in fault-tolerant circuits has been carried out for both digital [6] and analogue [7] circuits.

An area of research that has seen extensive exploration in the context of manufacturing yield improvements, but comparatively little in the context of electronics for hostile environments is calibration for device variation and temporal effects. A wide range of approaches on all levels of design exist to improve manufacturing yield or reliability by calibrating circuits after fabrication or during operation, e.g. [8, 9]. Although most of these techniques are optimized for, but not limited to, calibration for yield improvement, they can also be employed for online calibration in extreme environments. However, thus far no successful attempts have been demonstrated in applying existing post-fabrication calibration techniques to enable circuits for extreme environments.

Reliability is a measure of how well a system can perform its functions to specification over a certain period and certain conditions. Traditionally, reliability is viewed in the context of hard faults, meaning that the system fails due to individual device faults or irreversible deterioration of device performances. In this case, the exact system performance is less relevant as long as it is within specification because the decision of whether or not a system has failed is a binary yes/no outcome. However, reliability can also be considered from a parametric point of view, referred to as parametric reliability, and considers parametric faults instead of hard faults. A parametric fault is a temporary condition where system performance is moved out of specifications, but returns to its normal value once the cause has been removed. A classic example for a parametric fault mechanism is temperature drift.

As discussed previously, reliability can be optimized by choosing more robust devices and fault-tolerant circuit and system architectures. On the other hand, measures to improve parametric reliability are ideally taken at the circuit level. Examples include variation-tolerant circuit design and online calibration, as will be described in this work.
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The Configurable Analogue Transistor (CAT)

In this work, the Configurable Analogue Transistor (CAT) [10] is proposed as a circuit-level calibration technique that can significantly improve reliability and performance over the operating temperature range of circuits in hostile environments. The principle of CAT is to replace certain devices (critical devices) with digitally adjustable width devices, thus allowing circuit performance to be controlled. The original application of the CAT is to compensate the effects of process parameter or mismatch variation, which can facilitate the application of devices or processes with high inherent variability, such as analog devices on small process nodes or novel processes.

Since the CAT technique relies on the availability of standard CMOS devices and does not extend the device operating temperature range, the absolute maximum and minimum operating temperature of a circuit are still limited by the underlying fabrication process. However, the CAT technique improves the variation of circuit performance within this range and thus extends the useable operating range of a circuit, that is, the range of temperatures over which it operates to specification. The CAT technique has previously been proposed as a means of improving reliability in hostile environments [11]. However, the discussion of this matter did not consider a specific application and environment. In this paper, temperature is suggested as a possible target environmental parameter for the application of CAT. The application of CAT to improve parametric reliability over temperature is described and the concept illustrated by means of a demonstrator circuit.

The structure of the CAT is shown in Figure 1. It consists of a main device M₀ and n calibration devices M₁ to Mₙ, which can be selected through n digital control lines, B₁ to Bₙ. Each of these control lines either grounds the gate of a calibration device or connects it to the gate of the main device, resulting in a total of 2ⁿ discrete widths. Although similar circuit structures have previously been used in digitally adjustable analogue circuits, the CAT methodology includes a unique optimal sizing process which ensures the highest possible level of calibration [12].

The CAT technique does not only consist of the configurable CMOS device, but also of a set of design tools. These tools are an integral and unique part of the CAT technique. Figure 2 shows the typical IC design flow where CAT is employed. As can be seen, CATs are primarily applied between schematic capture and layout, with a single post-fabrication calibration step. The individual tools of the CAT design flow are briefly described below.

The task of the first tool is to determine which devices in a circuit should be replaced by CATs, in a process called Critical Device Identification (CDI). In order to perform CDI, the circuit must be embedded in a testbench and the circuit performances such as gain, bandwidth, etc. must be described by simulator expressions. By means of sensitivity analysis, the CDI tool determines which transistors are most suited for adjusting these particular performances. A difference to conventional calibration techniques is that the addition of calibration elements (CATs) is performed after schematic capture. This means that the designer does not need to concern themselves with finding a good calibration solution during the design of the circuit. Automating this process is not only more efficient in terms of design time, but it also allows optimal selection of critical devices according to the given performance specifications.

The second tool in the CAT design process determines the optimal sizes of the calibration transistors (M₁ to Mₙ) of the CATs. This sizing is based on stochastic information about the performances when the circuit is subject to device parameter variation. An optimal sizing algorithm [12] is then employed to size the CATs such that the overall performance variability of the circuit is minimized. Once the CATs have been sized, the design can proceed to the layout stage, where the CATs are treated like an array of regular CMOS transistors.

Once the circuit has been fabricated, the optimal configuration of CATs is determined for each individual chip. The main focus of this work, is the online reconfiguration of the CATs after fabrication. The description of the CAT design process in this section was with focus on device variability. It will be shown in the next section how this design process and the application of the CAT can also incorporate calibration for temperature variation.

![Figure 1. Structure of the configurable analogue transistor.](image1)

![Figure 2. Design flow for CAT](image2)
The rest of this paper is structured as follows. Section 2 describes how the CAT can be used for online calibration over temperature. Section 3 applies this online calibration technique to a demonstrator circuit and discusses the obtained results. Section 4 concludes this paper and summarizes the results.

2. APPLICATION

Online Calibration Mechanism

The primary design goal of a CAT is to allow post-fabrication calibration to compensate for errors introduced by process variation. After the CAT design flow described in Section 1, each chip is individually tested and the optimal CAT settings to achieve best performance are determined. This optimal configuration is typically stored in nonvolatile on-chip memory so that it can be restored whenever necessary, e.g. after the chip is powered up.

Since both process and mismatch variation are largely time invariant, a static CAT configuration is sufficient to counteract any errors introduced by these mechanisms to achieve optimal performance. However, in this configuration the circuit is still subject to environmental influences, such as temperature, radiation and ageing. Performance degradation introduced by these means cannot be compensated with a static CAT configuration, which calls for an online calibration approach.

Online calibration of a circuit equipped with CAT is conceptually very simple, and requires the CAT configuration to be altered during run-time according to certain rules. In principle, this involves measuring the current system performance and, if necessary, switching to a different CAT configuration that will improve performance. However, there are at least two complications in this generic case. First, to determine the current performance of the circuit, it may be necessary to suspend normal operation and put the circuit in a test mode. Second, determining the optimal CAT configuration can be an iterative process, during which the circuit is not likely to operate at optimal performance. The result from these issues is that the circuit will not be able to perform its normal operation continuously and that it may operate outside specifications for a certain amount of time. In this work, it will be shown that in the case of temperature, online CAT reconfiguration can be based on a simple lookup table without the need to measure system performance or perform iterative optimization.

Online Temperature Compensation

Online calibration of CATs with respect to temperature is a special case that lends itself well to practical implementation. The dependence of circuit performance on temperature is well described through SPICE models and the temperature of the chip can be easily measured continuously, which allows the system to conduct the appropriate reconfiguration before the performance has dropped below a threshold. Additionally, the behavior of the circuit can be accurately modeled before fabrication, which reduces the reconfiguration process to a simple lookup table. This type of online reconfiguration process to a simple lookup table. This type of online reconfiguration can be carried out without any interruptions in the operation of the circuit, because the current performance does not need to be measured and the optimal configuration is predetermined. However, signals processed in the system may still be subject to short glitches at the moment when the CAT configuration is changed.

Figure 3 illustrates the required system architecture for online CAT reconfiguration. The temperature of the chip is continuously monitored, and the corresponding optimal CAT configurations obtained from a lookup table. There are several points to note about this concept. First, in most practical applications, temperature does not need to be measured continuously. Instead, it may be sufficient to sample its value at given intervals or only under certain conditions. The latter is especially interesting for applications on board spacecraft, where the system temperature may only change, for example, after certain navigational maneuvers. Similarly, the temperature of a planetary probe is likely to be known either from the current time of day or the probe’s main instruments, which completely removes the need for on-chip temperature measurement. Furthermore, discontinuous sampling of temperature also reduces power consumption, since the temperature sensor and the associated reconfiguration hardware operate only in short bursts. Secondly, the task of digitizing temperature readings and looking up the corresponding configuration words in memory bear very little computational load. It is therefore practical to handle this task in an already existing digital processing system, rather than a dedicated computer for CAT reconfiguration. Again, this is especially beneficial for applications in which energy conservation is a primary requirement.

In summary, the hardware overhead for incorporating online CAT reconfiguration is potentially very low. Apart from the CATs themselves, the only other required on-chip component is a temperature sensor, which may be as simple as an appropriately biased PN junction. All remaining components, such as the ADC, computation, lookup table and configuration memory may be incorporated into an existing signal processing system at little additional cost.

Design of CAT for online temperature calibration

The CAT design process when considering temperature variation is in principle no different to the process in principle no different to the process variation is conceptually very simple, and requires the CAT configuration to be altered during run-time according to certain rules. In principle, this involves measuring the current system performance and, if necessary, switching to a different CAT configuration that will improve performance. However, in this configuration the circuit is still subject to environmental influences, such as temperature, radiation and ageing. Performance degradation introduced by these means cannot be compensated with a static CAT configuration, which calls for an online calibration approach.

Online calibration of a circuit equipped with CAT is conceptually very simple, and requires the CAT configuration to be altered during run-time according to certain rules. In principle, this involves measuring the current system performance and, if necessary, switching to a different CAT configuration that will improve performance. However, in this configuration the circuit is still subject to environmental influences, such as temperature, radiation and ageing. Performance degradation introduced by these means cannot be compensated with a static CAT configuration, which calls for an online calibration approach.

Online calibration of a circuit equipped with CAT is conceptually very simple, and requires the CAT configuration to be altered during run-time according to certain rules. In principle, this involves measuring the current system performance and, if necessary, switching to a different CAT configuration that will improve performance. However, in this configuration the circuit is still subject to environmental influences, such as temperature, radiation and ageing. Performance degradation introduced by these means cannot be compensated with a static CAT configuration, which calls for an online calibration approach.
introduced in Section 1. However, instead of performing a Monte Carlo simulation across the process parameter space to gain stochastic information about the circuit’s performance, a simple temperature sweep across the specified range is sufficient. Figure 4 shows a typical temperature dependence of a particular circuit performance, \( A \), exhibiting a negative temperature coefficient. To find the optimal sizes of the CAT devices, the established optimal sizing algorithm can be used with the temperature dependence as an input distribution. The resulting CATs will be sized such that the mean deviation from the nominal value over the entire temperature range is minimized. In addition to optimal CAT sizing, the design process also outputs a configuration lookup table, mapping temperature to the CAT configuration.

For the purposes of illustration, a possible outcome of calibrating the example performance with a 2-bit CAT device is also shown in Figure 4. The CAT configuration that is active in a certain temperature range is indicated by numbers along the temperature axis. For very low temperatures, configuration 1 is chosen, which reduces the numerical value of the performance by \( \Delta A_1 \). This reduction in value brings the mean of the performance between \( T_{\text{low}} \) and \( T_1 \) closer to the nominal performance, \( A_{\text{nom}} \). If the temperature rises above \( T_1 \), configuration 2 is chosen. This reduces the performance only by \( \Delta A_2 \), thereby bringing the performance closer to the nominal value, and so on. This example should also reinforce the point that neither the temperatures at which the configurations change nor the sizing of the CAT devices, corresponding to the change in performance, are arbitrary, but must be optimized during the design stage.

While this approach to temperature compensation is valid for a single chip at nominal device parameters, it does not consider the various parameter variation processes that occur in real circuits. A real circuit design, which includes optimally sized CAT devices, is replicated several times on a wafer to yield a large number of chips. While ideally all chips from a certain design have identical behavior, in reality the performance of any two chips and indeed identical devices on the same chip is not the same. These processes are referred to as process and mismatch variation, respectively and are modeled through stochastic processes in the fundamental device parameters.

The consequences of these variation mechanisms on the application of CATs to compensate temperature variation are two-fold. Firstly, because the designed CAT must provide good results on all produced chips of a given circuit, optimal sizing of the CAT must now consider both temperature and parameter variation. This brings the CAT from simple temperature sweeps back to its original stochastic domain, where the temperature can be considered as an additional random variable. Secondly, because the CAT must now compensate parameter and temperature variations, the achievable level of calibration will be lower than in the case where only temperature was considered. Nevertheless, the expected improvement in performance variation is still well defined through the stochastic processes.

A crucial difference between the temperature-only and variation-aware CAT application lies in the post-fabrication stage. In the case where only temperature is considered, it is sufficient to generate a single configuration lookup table from the simulations that is valid for all chips of a particular circuit. When considering additional parameter variations, not only must the initial CAT configuration be determined on a chip-by-chip basis, but also an individual lookup table generated for each chip. This is necessary because both the initial CAT configuration and the temperature behavior are likely different between chips. However, generation of the lookup table is computationally very inexpensive and follows directly from the initial CAT configuration. Therefore, this does not require any additional post-fabrication test equipment and does not significantly prolong post-fabrication calibration time.
Demonstrator Circuit

In order to illustrate the merits of the CAT technique in the context of this paper, it is applied to a standard instrumentation amplifier comprised of three identical operational amplifiers. The amplifier block schematic is shown in Figure 5, while the operational amplifier used in the circuit is shown in Figure 6. The resistors in the instrumentation amplifier are modeled as diffusion resistors and n-well resistors rather than ideal resistors for two reasons. Firstly, the availability of accurate foundry models means that any nonidealities of on-chip passive components are modeled correctly, resulting in a realistic description of overall circuit performance after fabrication. Secondly, being structurally equivalent to a MOS device without a gate, diffusion resistors can be replaced by CATs and therefore tuned. As will be shown later, this is of great importance in this particular circuit.

Table I and Table II show the transistor sizes for the operational amplifier, and resistor values for the instrumentation amplifier respectively. The nominal circuit performances are listed in Table III. The circuit is implemented in a standard 0.35µm CMOS process, where the foundry device SPICE models are valid within the temperature range from -40°C to +125°C. The critical devices in this circuit, found using the algorithm in [13], are R7, MP0B and MP5B for gain, bandwidth and offset voltage, respectively. This diffusion resistor and the MOSFETs of operational amplifier B are set in bold in Tables I and II and colored red in Figures 5 and 6.

It is worth noting that one of the resistors has been identified as a critical device. Because the operational amplifiers operate under negative feedback, gain is primarily determined by the passive components with very little effect from active components. Therefore, the only viable way to adjust gain is to equip certain passive components with a CAT structure. In the case of resistor R7, this task is very straightforward because diffusion resistors lend themselves readily to the CAT structure. Bandwidth, on the other hand, is determined by the passive components and the gain-bandwidth product of the operational amplifier and can therefore be adjusted through transistors. Finally, offset voltage is not dependent on the passive components at all and can be adjusted by varying the transistors in the differential input stages.

3. RESULTS

Temperature and parameter variation

In this section, the results from applying online CAT calibration to a circuit that is subject to temperature and process parameter variations are presented. As described in Section 1, the CAT transistors are sized according to stochastic information about temperature and process parameter behavior. During operation, the best CAT configuration is chosen from a lookup-table, which is customized for each chip.

To illustrate this concept, a Monte Carlo simulation of the instrumentation amplifier was performed. In addition to process and mismatch variation, temperature was added as a random Monte Carlo variable. This means that each Monte Carlo iteration represents a particular circuit at a particular temperature. Since the CAT technique is based on stochastic information about circuit performance, it is possible to derive all necessary information for CAT sizing from this, without the need for a full temperature sweep for every set of Monte Carlo parameters. Indeed, such information would be meaningless for CAT sizing because the CAT is sized for a particular circuit, of which multiple copies are produced on a single wafer. CAT sizes can therefore not be optimized for a single chip, but for a particular circuit, for which only stochastic information is relevant. Figure 7 shows the results of the Monte Carlo simulation, with the circuit performances plotted against temperature and marked with the symbol ×. Gain and bandwidth clearly show a

---

**Figure 6.** Circuit diagram of the operational amplifier

**Table I. OPAMP DEVICE SIZES AND COMPONENT VALUES**

<table>
<thead>
<tr>
<th>Device</th>
<th>Dimensions</th>
<th>Device</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP0</td>
<td>8.75µm / 0.35µm</td>
<td>MN2</td>
<td>35µm / 0.35µm</td>
</tr>
<tr>
<td>MP1</td>
<td>8.75µm / 0.35µm</td>
<td>MN3</td>
<td>35µm / 0.35µm</td>
</tr>
<tr>
<td>MP2</td>
<td>105µm / 0.35µm</td>
<td>MN4</td>
<td>52.5µm / 0.35µm</td>
</tr>
<tr>
<td>MP3</td>
<td>105µm / 0.35µm</td>
<td>MN5</td>
<td>52.5µm / 0.35µm</td>
</tr>
<tr>
<td>MP4</td>
<td>105µm / 0.35µm</td>
<td>MN6</td>
<td>175µm / 0.35µm</td>
</tr>
<tr>
<td>MP5</td>
<td>105µm / 0.35µm</td>
<td>MN7</td>
<td>175µm / 0.35µm</td>
</tr>
<tr>
<td>MN6</td>
<td>8.75µm / 0.35µm</td>
<td>MN8</td>
<td>99µm / 0.35µm</td>
</tr>
<tr>
<td>MN1</td>
<td>8.75µm / 0.35µm</td>
<td>MN9</td>
<td>50µm / 0.35µm</td>
</tr>
</tbody>
</table>

**Table II. INSTRUMENTATION AMPLIFIER COMPONENT VALUES**

<table>
<thead>
<tr>
<th>Component Value</th>
<th>Component Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1 99k</td>
<td>R5 100k</td>
</tr>
<tr>
<td>R2 99k</td>
<td>R6 100k</td>
</tr>
<tr>
<td>R3 100k</td>
<td>R7 2k</td>
</tr>
<tr>
<td>R4 100k</td>
<td></td>
</tr>
</tbody>
</table>

**Table III. NOMINAL CIRCUIT PERFORMANCES**

<table>
<thead>
<tr>
<th>Performance</th>
<th>Symbol</th>
<th>Nominal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain</td>
<td>G</td>
<td>94.35</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>BW</td>
<td>1.99x10^6</td>
</tr>
<tr>
<td>Offset voltage</td>
<td>VOS</td>
<td>5.55x10^-5</td>
</tr>
</tbody>
</table>
dependency on temperature, with the performances of individual circuits scattered in a band around the ideal. This
scattering represents the magnitude of process parameter variation. In the case of offset voltage, the influence of
mismatch variation outweighs the temperature dependence by far. This means that for a particular chip, CAT will be
able to reduce the inherent offset voltage well, but online temperature calibration will not be able to improve
temperature drift greatly. This can be visualized by the fact
that each CAT transistor only has a finite number of
possible configurations. When the effects of process
parameter or mismatch variation are small compared to
the effects of temperature, only a small set of the possible
configurations are required for the initial post-fabrication
tuning, leaving ample free configurations for online
calibration. However, if the effects of process parameter
variation outweigh the effects of temperature, the majority
of configurations are required for the initial calibration,
leaving few or no free configuration states for online
temperature calibration.

Without calibration, the standard deviation of gain is 6.85,
the standard deviation of bandwidth is 222kHz and the
standard deviation of the offset voltage is 3.69mV. These
results are listed in the upper section of Table IV.

For each Monte Carlo parameter set, the optimal ideal
adjustment in the critical devices is determined by applying
the method described in [13] until all circuit performances
are within 1% of their nominal value. However, it is clear
that this adjustment is unrealistic because it would require
transistor widths to be adjustable with infinite granularity.
In practice, the number of calibration transistors in a CAT is
limited. The optimal sizing algorithm for CAT is then
applied to these ideal adjustments to give optimal sizes for
CATs with three adjustment transistors, resulting in eight
discrete adjustment steps for each critical device. The
resulting sizes of the CAT devices are listed in Table V. For
each Monte Carlo parameter set, the configuration of each
CAT is chosen to be closest to the ideal adjustment.

The performances after CATs have been introduced in the
circuit are marked with + in Figure 7. Over the entire
temperature range, the standard deviations of gain,
bandwidth and offset voltage are reduced to 2.81, 65.1kHz
and 1.39mV, respectively. These calibrated performances
are listed in the lower section of Table IV. As can be seen,
introduction of CATs again significantly reduces variation
in performances over temperature.

It is worth noting that a small number of performances after
CAT calibration are significantly further from the nominal
values than the majority. These points correspond to
parameter sets for which no improvement in performance
could be achieved within the adjustment constraints. Such
instances will also occur in a real set of chips, where there
will be a small number that cannot be calibrated at all.
Because such circuits are already identified at the post-
fabrication adjustment stage, they can be discarded as
necessary.

Although the results obtained thus far show a significant
reduction in performance standard deviation over the entire
temperature range, no statement about parametric reliability
has yet been made. For each performance, a pass band can
be defined around the mean within which that performance
is considered to operate to specification. For both Monte
Carlo and CAT calibrated performances, parametric
reliability can then be defined as the probability of a certain
circuit at a certain temperature being within these bands.
Although this definition is equivalent to the definition of
yield, there is a practical difference introduced by the

<table>
<thead>
<tr>
<th>Condition</th>
<th>Performance</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjustment with CAT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Mean - Gain deviation - 5.55x10^6
- Standard deviation - 6.85x10^6
- Mean - 94.26 x 10^6
- Standard deviation - 2.81 x 10^6
- Mean - 6.51 x 10^6
- Standard deviation - 59.0%
- Mean - 70.7%
- Standard deviation - 62.3%

The performances after CATs have been introduced in the
circuit are marked with + in Figure 7. Over the entire
temperature range, the standard deviations of gain,
bandwidth and offset voltage are reduced to 2.81, 65.1kHz
and 1.39mV, respectively. These calibrated performances
are listed in the lower section of Table IV. As can be seen,
introduction of CATs again significantly reduces variation
in performances over temperature.

It is worth noting that a small number of performances after
CAT calibration are significantly further from the nominal
values than the majority. These points correspond to
parameter sets for which no improvement in performance
could be achieved within the adjustment constraints. Such
instances will also occur in a real set of chips, where there
will be a small number that cannot be calibrated at all.
Because such circuits are already identified at the post-
fabrication adjustment stage, they can be discarded as
necessary.

Although the results obtained thus far show a significant
reduction in performance standard deviation over the entire
temperature range, no statement about parametric reliability
has yet been made. For each performance, a pass band can
be defined around the mean within which that performance
is considered to operate to specification. For both Monte
Carlo and CAT calibrated performances, parametric
reliability can then be defined as the probability of a certain
circuit at a certain temperature being within these bands.
Although this definition is equivalent to the definition of
yield, there is a practical difference introduced by the

![Figure 7. Temperature dependence of performances at with process and mismatch variation.](image-url)
inclusion of temperature.

Whilst yield is concerned with the probability of a circuit meeting specifications at static operating conditions, parametric reliability is concerned with the circuit meeting specifications over the entire range of operating conditions. For the purpose of illustration, the pass bands have been defined as ±5, ±100kHz and ±1mV, for gain, bandwidth and offset voltage, respectively. For the unadjusted Monte Carlo results, the system’s parametric reliability is 4.0%. When CAT is applied to the system, parametric reliability increases to 80.8%. This is a significant increase in the parametric reliability of the system. Although this improvement in reliability seems exceptionally large when compared to the improvement in standard deviations, it is not surprising. Firstly, standard deviation is greatly affected by even a few outliers, while they do not contribute as greatly to a decrease in reliability. Secondly, reliability requires all three performances to be within the pass band, which is very improbable in the Monte Carlo case, leading to a low uncompensated reliability.

**Application for temperature compensation**

The results from the statistical analysis give an overview of the expected performance improvement as a statistical result over a large number of chips over the process parameter and temperature space. To illustrate the improvements achieved by CATs in single circuits, a single Monte Carlo parameter set is chosen and a full temperature sweep performed on it. This corresponds to the performance of an individual chip form a production run.

Similar to the previous section, the top section of Figure 8 shows the gain of the demonstrator circuit plotted against temperature. On the bottom of Figure 8, the currently chosen CAT configurations (0-7) for all three critical devices are plotted against temperature. This corresponds to the lookup table required for each individual chip and has been obtained by again finding the optimal ideal adjustment for each point and then selecting the closest configuration. Since there are only a finite number of CAT configurations, the temperature drift in gain can clearly be seen in Figure 8. However, as in the conceptual illustration of Figure 4, the absolute error in gain over temperature is improved.

**4. CONCLUSIONS**

In this paper, the application of the Configurable Analogue Transistor (CAT) was extended to online calibration of circuit performance for temperature variation. In an example circuit, the change in performance over the specified temperature range could be improved by between 59.0% and 70.7%, resulting in a significant improvement and potentially increasing the operational temperature range and performance of precision circuits. Furthermore, since the CAT is used to compensate for process parameter or mismatch variation at the same time, the inherent precision of circuit performance is also improved significantly. This mitigation of process variability effects enables high-temperature processes that suffer from great inherent device variability, such as SiC, to be used for precision analogue circuits. Enabling such technologies to be used in new applications will have a significant impact on the possible performance of systems in hostile environments, such as aerospace or defense.
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A B S T R A C T

Embedding a micro-machined sensing element in a closed loop, force feedback system is a technique commonly used to realize high performance MEMS (micro-electro-mechanical systems) sensors due to the advantages of better linearity, increased dynamic range and reduced parameter sensitivity. Electro-mechanical sigma delta modulators (EMΣΔ) have been proposed for this reason and high order loops have been shown to enjoy a good signal to noise ratio (SNR) of more than 100 dB. It is also well known that achieving stability in high order EMΣΔ is a challenging task and in practice stability can be lost with large input signals or due to non-ideal effects in the circuits implemented. In this work we propose a novel differential frequency domain technique for closed loop control of micro-machined sensors. This method, called the electro-mechanical phase locked loop (EMPLL), uses a differential electro-mechanical phase locked loop to control and measure the deflection of micro-machined sensors. We believe that EMPLLs have the potential to have significant advantages over EMΣΔ for high performance MEMS sensors. Preliminary research suggests that this novel approach will lead to significant benefits in signal to noise ratio, parameter sensitivity, and input signal range.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The use of electro-mechanical sigma delta modulators (EMΣΔ) for high performance sensors in multiple applications has become pervasive over the last decade or so. One issue for designers of integrated electronic and MEMS circuits has been that while the EMΣΔ approach offers generally good signal to noise ratio (SNR), of the order of 100 dB, this is often at the price of stability. It is also notoriously difficult to design stable and robust higher order sigma delta modulators. Another design constraint is that the input signal range tends to be limited due to the intrinsic tendency of the sigma delta modulator to become unstable for higher signal levels. In practical integrated systems, the overall design stability is very sensitive to parameter variation. Whether the variation is induced by environmental changes (such as temperature) or degradation over time, the circuits tend to be difficult to design with inherent robustness. This is a particular problem even with optimized parameter sets, as a nominal parameter set is often very sensitive to very small parameter changes.

Various options for improving these aspects of EMΣΔs have led to a significant research effort in the area of parameter optimization and architecture design, however there is a tension ultimately between the high orders required to achieve good SNR and the resulting parameter sensitivity. The primary goal of this research has therefore been to identify a potential alternative electronic interface circuit to the conventional EMΣΔ that could provide equivalent SNR performance, but would potentially be easier to design and offer better dynamic range and increased tolerance to parameter variation. This paper will use the standard principles of force feedback capacitive sensors, and offer an alternative to the standard EMΣΔ modulator approach. A new fully differential technique for sensing changes in capacitive sensors will be introduced and the work will demonstrate how this can be used in a force-feedback control loop. The new approach is compared with a typical 5th order EMΣΔ modulator to give an indication of the relative merits of the two methods.

2. Background

It has become common practice to include both a micro-electro-mechanical system (MEMS) sensor with an electronic sensor interface circuit, using a closed loop approach where the sensor itself is part of the control loop. MEMS inertial sensors are often based on a capacitive sensing element, and do have an advantage when linked to a ΣΔ modulator in that they provide a digital output that can be connected directly to a digital circuit for further processing. Using a MEMS sensor with a lower order ΣΔ modulator provides second order systems that are simple to design [1,2], relatively stable and have reasonable performance. Unfortunately, the inherent disadvantages of lower order ΣΔ modulators in the electronic domain are also well known and manifest themselves in the integrated MEMS sensor type, including quantization noise,
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dead-zones and the issue of idle tones becoming apparent in the signal bandwidth.

With the increasing requirement for sensitivity and low noise, the basic approach has been to develop higher order \( \Sigma \Delta \) modulators, with an integrated EM (electro-mechanical) sensor in the loop, with 5th order systems providing excellent signal to noise ratio and overall performance \([3,4]\). In spite of these efforts, it has become necessary to provide advanced optimization tools \([5]\) to establish the correct \( \Sigma \Delta \) design parameters to ensure stability. While this type of approach can calculate the nominal optimum parameters for a circuit, in practice these can be extremely sensitive to component variation. Even if the parameters are designed to be more robust to variation, as suggested in \([5]\), this involves a complex and time consuming optimization process. This research therefore provides insight into the possibility of using a phase locked loop (PLL) sensing circuit rather than \( \Sigma \Delta \) based modulator, to establish whether there would be any potential advantages which would alleviate the sensitivity and difficulty in obtaining effective and robust design parameters. The method of applying the principles of a phase-locked loop to a differential force-balanced accelerometer interface circuit has not been previously described in literature. There are previous methods that use parts of this idea, but none show a combination of all three key elements (phase or frequency-based, differential and closed-loop) at the same time.

Matsumoto et al. \([6]\) describes a single ended PLL system where the VCO contains the variable capacitor of the sensor. This means that the PLL will run normally and locked to a reference, but acceleration on the sensor causes an “error” in the VCO frequency which is compensated by changing the VCO input voltage. This system, however, works on a single-ended sensor capacitance and has no electromechanical feedback to the sensor. Matsumoto and Esashi \([7]\) also presented a system which uses a PLL using the sensor as part of a variable-frequency oscillator with the feedback voltage as an input. The capacitor driving the oscillator is also single-ended, with a separate reference capacitor on the MEMS chip. Key differences to the proposed EMPLL are firstly that the capacitance is not differential, but instead use a fairly complex and precision-limited periodically updated counter to obtain the reference frequency for the PLL from a fixed reference on the sensor chip. Secondly the feedback system is also single-ended and therefore the feedback plates are not biased at a certain voltage and finally the loop topology in Matsumoto’s system is quite different from the EMPLL, mainly due to the particular implementation of the oscillators.

Kitano et al. \([8]\) use a differential sensor that drives two independent LC oscillators to account for errors from drift and parasitics. They suggest that the potential exists to tune the oscillators however there is no feedback to the mechanical system. In a system for resonant gyroscopes presented by Saulkoski et al. \([9]\), there are two control loops, one to drive the resonator and another one for compensation. However, although the resonator part looks like a PLL, this approach does not utilize a frequency that is generated from a variable oscillator. There are numerous other pickoff systems for gyroscopes that work in a very similar fashion such as \([10]\). Partridge \([11]\) describe MEMS resonators of which they measure the resonance frequency, which changes under acceleration. They present a number of sensing circuits and also provide feedback to the mechanical system that is generated by an unspecified “Control Circuity”. Although they use PLLs to measure the frequency, the feedback is not directly within the PLL control loop – they merely use it to measure the frequency, among other approaches. Hati et al. \([12]\) use stable PLLs and investigate the effects of vibration on frequency references. Although there is no electromechanical feedback as the topology is essentially the same as \([6]\), it is still relevant because of the analysis of closed-loop system behaviour. Yoneoka et al. \([13]\) look at random vibration noise in resonant systems and how it could be compensated, also by using a dedicated accelerometer. Again, there is no electromechanical feedback or indeed a full pickoff circuit, but this work is nevertheless relevant for noise considerations.

In summary, therefore, the basic idea of using a phase locked loop with the capacitive sensor providing some basic control of the oscillator frequency in the loop has some precedent, however the use of a fully differential system has not been described in the literature.

3. The electro-mechanical phase locked loop (EMPLL)

In a conventional electro-mechanical capacitive sensor circuit the variation in capacitance directly modulates the signal applied to the sensor (usually a high frequency “carrier” signal). This is demodulated by a \( \Sigma \Delta \) circuit to generate a digital output and also provide a suitable force feedback signal to the sensor to keep it under control, and the system “in lock”. In this section, we introduce the EMPLL concept, which is different in that unlike the electromechanical \( \Sigma \Delta \) modulator, which measures sensor capacitance directly by means of a charge amplifier, the electromechanical PLL architecture shown in Fig. 1 uses a pair of oscillators with the sensor capacitance as the frequency determining element.

The two sensor capacitances determine the frequency of two oscillators, which are labelled DCO (displacement-controlled oscillator) in Fig. 1. The name displacement-controlled oscillator is in reference to a voltage-controlled oscillator (VCO), but indicates that the oscillation frequency is determined by the displacement of the accelerometer’s proof mass rather than a control voltage. Since the capacitors change differentially when the sensor is subject to acceleration, the oscillator frequencies change likewise. The difference in frequency between the two oscillators is thus a measure for the
input acceleration. This principle is illustrated in Fig. 2. The outputs of the oscillators are input to a phase detector and a loop filter to suppress the “carrier” and provide a feedback control signal.

Effectively, this entire system behaves like a phase-locked loop, where one of the sensor oscillators represents the reference oscillator and the second oscillator is equal to the feedback controlled VCO. In this configuration, the EMPLL shows several advantages over \( \Sigma \Delta \) modulators or conventional pick-off circuits. In the first place, no linear low-noise charge amplifier is required, which simplifies the circuit configuration. In contrast to the I.B. System, the order does not need to be increased to gain SNR, and this has the secondary effect of making the system performance inherently more robust against parameter variation. Finally, there is no digital switching of feedback voltage, which has a positive impact on the noise in the system. The most important fact about the DCO to note is that ideally the difference in frequency is linearly dependent on acceleration, which is shown below. It should be noted that there is a well defined range of operation for any controlled oscillator and outside this range a practical system will limit the frequency of the oscillator – potentially introducing a non-linearity. In a practical system, therefore, the oscillators should be designed with the centre frequency and sensitivity to match the range of operation of the sensor. The force \( F \) experienced by the proof mass \( m \) in the accelerometer under acceleration \( a \) is:

\[
F = ma \tag{1}
\]

and the resulting displacement of the proof mass is that of a damped second-order mass-spring-damper system:

\[
d = \frac{1}{ms^2 + bs + k} F = k_{\text{sens}}(s)a \tag{2}
\]

with

\[
k_{\text{sens}} = \frac{m}{ms^2 + bs + k} \tag{3}
\]

where, \( m \) is the proof mass, \( b \) is the damping factor, \( k \) the spring constant of the mass-spring system that models the accelerometer and \( s \) is a complex number in the Laplace space. Recalling the generic capacitance of a parallel plate capacitor as an approximation for the sensing capacitance:

\[
C = \varepsilon_0 E_r \frac{A}{d} = k_{\text{cap}} \frac{1}{d} \tag{4}
\]

with

\[
k_{\text{cap}} = \varepsilon_0 E_r A \tag{5}
\]

where, \( A \) is the sensor capacitor plate area and \( d \) the spacing between the plates. Substituting the instantaneous displacement \( d \) from Eq. (2) around the nominal capacitor plate spacing \( d_{\text{nom}} \), the sensor capacitance can be written as a function of acceleration \( a \).

\[
C = \varepsilon_0 E_r \frac{A}{d_{\text{nom}} + d} = k_{\text{cap}} \frac{1}{d_{\text{nom}} + k_{\text{sens}}a} \tag{6}
\]

It is desirable to have a linear relationship between frequency and acceleration, which requires the oscillator frequency to be inversely proportional to capacitance making an RC oscillator the ideal choice. An LC oscillator would generally be the first choice from the point of view of low noise design, however the frequency of such an oscillator is inherently dependent on the inverse root of the capacitance.

\[
f_{\text{osc}} = \frac{k_{\text{osc}}}{2} \tag{7}
\]

The parameter \( k_{\text{osc}} \) relates the frequency to capacitance, depending on resistance values and switching thresholds. As can be seen in Eq. (6), however, the capacitance is not exclusively dependent on the inverse of the acceleration, but also on the nominal capacitor plate spacing \( d_{\text{nom}} \). However, this constant term, which may well be larger in magnitude than the change in capacitance due to acceleration, cancels when two oscillators are driven from a pair of differential capacitors (in the symmetrical structure shown in (1) and are subject to the same acceleration. The frequency difference of two such oscillators is:

\[
\Delta f = f_{+a} - f_{-a} = k_{\text{osc}} \frac{d_{\text{nom}} + d - d_{\text{nom}}}{k_{\text{cap}}} \tag{8}
\]

As we have seen in Eq. (2), the displacement can be replaced with a function of acceleration and as a result the frequency difference can be seen in (9) to be linear with respect to acceleration.

\[
\Delta f = 2k_{\text{osc}} k_{\text{sens}}(s)a \tag{9}
\]

The output voltage proportional to acceleration cannot be applied directly to the feedback plates. The reason for this is that the electrostatic force between the two feedback plates is only attractive, regardless of the polarity of the feedback voltage. It is therefore necessary to apply a certain bias voltage to both feedback plate pairs, causing oppositely directed forces on the proof mass resulting in no net force when under quiescent conditions. The feedback voltage is then superimposed on this bias voltage, resulting in an increase of one and decrease of the other force, resulting in a net feedback force on the proof mass, as depicted in Fig. 3.

Generally, the electrostatic force between two parallel plates is given by Eq. (10).

\[
F = k_{\text{force}} \frac{V^2}{d^2} \tag{10}
\]

where:

\[
k_{\text{force}} = \frac{1}{2} \varepsilon_0 E_r A \tag{11}
\]

The total force on the proof mass is the sum of two oppositely directed electrostatic forces, each depending on the bias voltage and the differential feedback voltage as given in Eq. (12).

\[
F = k_{\text{force}} \frac{(V_b + V_{fb})^2}{(d_{\text{nom}} - d_{\Delta})^2} - \frac{(V_b - V_{fb})^2}{(d_{\text{nom}} + d_{\Delta})^2} \tag{12}
\]

\[
F = k_{\text{force}} \frac{V_b^2 + 2V_b V_{fb} + V_{fb}^2}{(d_{\text{nom}} - d_{\Delta})^2} - \frac{V_b^2 - 2V_b V_{fb} + V_{fb}^2}{(d_{\text{nom}} + d_{\Delta})^2} \tag{13}
\]

Due to the dependence of the force on the instantaneous spacing of the plates, the relationship between feedback force and feedback voltage is not linear. Assuming higher order effects can be ignored due to the small displacements involved, Eq. (14) shows that the feedback force is approximately linearly dependent on feedback voltage.

\[
F = k_{\text{force}} \frac{4V_b V_{fb}}{d_{\text{nom}}} \tag{14}
\]

This result means that the entire closed-loop system of the EMPLL is approximately linear, which is a very significant result. Unlike electromechanical \( \Sigma \Delta \) modulators which are inherently non-linear and therefore require difficult analysis methods, initial
design calculations and simulations on the EMPLL can be achieved using a linear approximation. Once the system properties and parameters have been determined roughly using the linear approximation, final tuning can be conducted using the full non-linear models, which also give the most accurate performance metrics.

As an example of this it can be seen from Eq. (12) that in addition to non-linearity introduced by the instantaneous displacement, the feedback voltage also appears as a squared term in the numerator. This causes distortion of the signal, which can be seen in the simulations as a harmonic component. In the EMPLL, however, reduction of this component can be achieved more easily and without any additional circuitry. If the feedback plate bias voltage is increased to be relatively large with respect to the feedback voltage, the squared term of the feedback voltage becomes insignificant relative to the constant bias voltage and the linear term.

4. Comparison of EMPLL and EM\(\Sigma\Delta\) systems

4.1. Introduction

In order to evaluate the performance of the proposed approach, three standard tests have been used to compare the new EMPLL circuit with a reference EM\(\Sigma\Delta\) system. The first test is to calculate power spectral density (PSD) of both the EMPLL and EM\(\Sigma\Delta\) circuits. The main criteria at this stage is to establish whether the basic performance is comparable between the two approaches. The second test was to compare the response of the two circuits to a wide range of accelerations, and therefore the sensor and circuit combinations were tested up to 15 g, which was the designed range of operation of the sensor. The final test was to evaluate the impact of parameter variations on the two circuit configurations, using equivalent parameter tolerances to see how well the two alternative approaches operated.

A selection of simulation results is presented which illustrate the performance and properties of the EMPLL. All simulations were conducted using models in Matlab and the system parameters were optimized using the Cheetah GA system [5]. In order to provide a comparison to existing methods, a 5th order \(\Sigma\Delta\) based modulator system was analyzed as a representative reference circuit.

Table 1 lists the sensor parameter used for the simulation of both the EM\(\Sigma\Delta\) and the EMPLL. Table 2 lists the system values used for the simulation of the EM\(\Sigma\Delta\) and Table 3 lists the system values used for the simulation of the EMPLL. The variations indicated are used for the simulations in Section 4.4.

4.2. Output power spectrum

As in most sensor interface systems, the output voltage PSD is of most interest to compare system performance – especially when a

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias voltage</td>
<td>V_bias</td>
<td>18.5</td>
<td>V</td>
<td>5%</td>
</tr>
<tr>
<td>Compensator gain</td>
<td>l_comp</td>
<td>0.95</td>
<td></td>
<td>5%</td>
</tr>
<tr>
<td>Oscillator gain</td>
<td>f_ODC</td>
<td>4.25 \times 10^{11} Hz m^{-1}</td>
<td>5%</td>
<td></td>
</tr>
</tbody>
</table>

### Table 1

#### Sensor parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proof mass</td>
<td>m</td>
<td>1.23 \times 10^{-6}</td>
<td>kg</td>
<td>2%</td>
</tr>
<tr>
<td>Damping coefficient</td>
<td>b</td>
<td>9.0 \times 10^{-4}</td>
<td></td>
<td>25%</td>
</tr>
<tr>
<td>Spring constant</td>
<td>k</td>
<td>67</td>
<td></td>
<td>5%</td>
</tr>
<tr>
<td>Plate spacing</td>
<td>d_{nom}</td>
<td>6.5 \times 10^{-6}</td>
<td>m</td>
<td>5%</td>
</tr>
<tr>
<td>Sense plate area</td>
<td>area</td>
<td>2.85 \times 10^{-6}</td>
<td>m2</td>
<td>2%</td>
</tr>
<tr>
<td>Feedback plate area</td>
<td>f_fbarea</td>
<td>1.06 \times 10^{-6}</td>
<td>m2</td>
<td>2%</td>
</tr>
</tbody>
</table>

### Table 2

#### EM\(\Sigma\Delta\) system parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compensator pole</td>
<td>pole</td>
<td>1.57 \times 106</td>
<td>s^{-1}</td>
<td>5%</td>
</tr>
<tr>
<td>Compensator zero</td>
<td>zero</td>
<td>2.98 \times 104</td>
<td>s^{-1}</td>
<td>5%</td>
</tr>
<tr>
<td>Pickoff amplifier gain</td>
<td>k_{po}</td>
<td>4 \times 105</td>
<td></td>
<td>5%</td>
</tr>
<tr>
<td>Boost amplifier gain</td>
<td>k_{bst}</td>
<td>255.6</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Forward gain 1</td>
<td>k_1</td>
<td>1.114</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Forward gain 2</td>
<td>k_2</td>
<td>0.302</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Forward gain 3</td>
<td>k_3</td>
<td>0.665</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Feedback gain 1</td>
<td>k_f1</td>
<td>0.293</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Feedback gain 2</td>
<td>k_f2</td>
<td>0.898</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Feedback gain 3</td>
<td>k_f3</td>
<td>0.581</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Feedback voltage</td>
<td>V_f</td>
<td>18.20</td>
<td>V</td>
<td>2%</td>
</tr>
<tr>
<td>Force feedback linearization</td>
<td>k_{f1}</td>
<td>7.55</td>
<td></td>
<td>2%</td>
</tr>
</tbody>
</table>

\(\Sigma\Delta\) approach is employed as one of the key advantages is the ability to shape the noise and achieve a significantly improved noise floor. The reference system was tested and the PSD of the reference EM\(\Sigma\Delta\) system from a time-domain simulation with an input amplitude of 2.5 g and an input frequency of 32 Hz is shown in Fig. 4a. In this reference system the simulated SNR was 108.5 dB for a signal bandwidth of 1024 Hz (it should be noted that the pickoff amplifier was modelled as noiseless, so the source of noise was discretization only).

The EMPLL system was tested in the same manner as the reference EM\(\Sigma\Delta\) system and the PSD obtained from a time-domain simulation with an input amplitude of 2.5 g and an input frequency of 32 Hz is shown in Fig. 4b. From this PSD plot, the simulated SNR of
the output signal was 111.3 dB, which in this case is slightly better than the reference system.

It has to be noted that the presence of the harmonic component at 96 Hz is clearly visible and measurable. As discussed in Section 3, this harmonic results from the non-linearity in the feedback system and can be reduced by increasing the bias voltage. Furthermore, the noise floor rises with frequency and shows a marked increase above the sensor resonance. At first glance, this looks similar to the result of deliberate noise shaping that occurs in a ΣΔ system seen in Fig. 4a. In the EMPLL, however, this behaviour is not intentional and is merely an artefact from the combined sensor and loop filter transfer functions in the closed-loop system. Indeed, when a generic second-order system with appropriately placed complex poles is used in the loop filter, this increase of noise at high frequencies can be significantly reduced.

4.3. Input amplitude sweep

One significant problem with EMΣΔ systems are stability issues for large input amplitudes, as can be seen in Fig. 5. In this case, the 5th order system can typically cope with accelerations of up to 3 g and then the system will lose stability and become less able to detect the response of the sensor.

In contrast, the results of the EMPLL as shown in Fig. 5 demonstrate a much wider potential range of accelerations possible to be sensed. In a first approximation, the EMPLL is a linear system, which means there are no fundamental restrictions on amplitude performance. There is a certain point beyond which further increase of the input amplitude causes the quadratic term from Eq. (12) to rise above the noise floor which leads to a reduction of overall SNR. It also has to be noted that there is a maximum input amplitude for the EMPLL, although for different technical reasons. In closed-loop control, the accelerometer can be subject to much larger accelerations than without feedback because the feedback force on the proof mass counteracts the force to acceleration. The feedback force, however, is limited in amplitude by the bias voltage. If the acceleration results in a force that is larger than can be compensated by the feedback force, the proof mass can no longer be controlled. Rearranging and evaluating Eqs. (10) and (1) at the bias voltage, while ignoring displacement results in the expression in (15) for the maximum acceleration.

\[ a_{\text{max}} = \frac{2 k_{\text{force}} V_{\text{bias}}^2}{m d_{\text{nom}}^2} \]

The factor 2 in the equation is a result of there being two feedback system driven by a differential feedback voltage, exerting twice the force of a single system. Evaluating Eq. (15) for nominal sensor parameters and a bias voltage of 20 V results in a maximum acceleration of about 70 g. Note that since the bias voltage influences this term quadratically, this figure drops significantly for lower bias voltages. At 12 V bias, for example, the maximum acceleration the system can handle is 26 g.

4.4. Parameter variation

In order to investigate the EMPLL and EMΣΔ circuit’s susceptibility to device parameter variation, Monte Carlo simulations were performed based on the values given in Tables 2 and 3. The yield of EMΣΔ systems having a SNR of 90 dB or greater in 500 runs was 53.2%. The SNR distribution of the EMΣΔ systems is shown in Fig. 6a, with a mean SNR of 107.6 dB. The standard deviation in SNR is 1.707 dB, corresponding to 1.6% of the mean value. The yield of EMPLL systems having a SNR of 90 dB or greater in 500 runs was 89.2%. The SNR distribution of the systems is shown in Fig. 6b. It can be seen that the distribution is narrower than the one of the EMΣΔ, having a standard deviation of 0.349 dB, corresponding to 0.31% of the mean value.

This result is a significant improvement over ΣΔ systems, which are very susceptible to parameter variation. This can once again
be attributed to the approximately linear system structure of the EMPLL. The histograms in Fig. 6 show the effect of SNR degradation.

4.5. Summary of results

The comparison with a 5th order EMΣΔ System is useful, as this is a very typical system used in many applications. While it is true that each individual parameter could possibly be improved in the EMΣΔ system, looking at all three aspects (SNR, Amplitude Range and Variation Tolerance), the EMPLL simulation results indicate an exciting alternative approach which is currently being tested practically.

5. Conclusion

In this paper we have described a novel differential frequency domain technique for closed loop control of micro-machined sensors. This method, called the electro-mechanical phase locked loop (EMPLL), uses a differential electro-mechanical phase locked loop to control and measure the deflection of MEMS sensors. Preliminary results indicate that EMPLLs have the potential to have significant advantages over EMΣΔ for high performance MEMS sensors. In particular we have shown there are three areas where this novel approach will lead to significant benefits over previous approaches which are Signal to Noise Ratio, Parameter Sensitivity, and Input Signal Range.

Our tests have shown that for the same sensor, the EMPLL and a 5th order EMΣΔ circuit both provide an SNR performance of around 110 dB for the same signal bandwidth, which demonstrate the same fundamental noise performance. A striking difference, however, is the ability of the EMPLL circuit to tolerate much greater levels of acceleration, with nearly 100 dB of SNR achieved up to nearly 15 g, indicating a much higher tolerance than the equivalent EMΣΔ circuits. Finally, it is well known that the EMΣΔ circuits are extremely sensitive to parameter variations and the EMPLL circuits demonstrate an improved tolerance to those variations with an 80% reduction in variance of SNR of the EMPLL over the EMΣΔ circuit.

In summary, this paper has not only shown that the EMPLL approach can provide similar SNR performance to a conventional EMΣΔ, but that in addition it has the benefit of a much wider range of input acceleration for an identical sensor and also that the circuit offers a very robust system that is tolerant to variations in both the mechanical parts of the sensor, but also the electronic circuit.
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Appendix B

Chip Schematics

This appendix contains select schematic diagrams of the DAC chip from Chapter 4.
Figure B.1: Top-level schematic diagram of the DAC.
Figure B.2: High-level schematic diagram of the 4-to-15 thermometer decoder.
Figure B.3: High-level schematic diagram of a current cell in the unary array.
Figure B.4: High-level schematic diagram of a current cell in the unary array with CAT.
Figure B.5: Transistor-level schematic diagram of a $64\mu A$ current sink and switching transistors.
Figure B.6: Transistor-level schematic diagram of a 64\(\mu\)A current sink with CAT and switching transistors.
Figure B.7: Transistor-level schematic diagram of the cell select logic of a current cell.
Figure B.8: Transistor-level schematic diagram of the data latch of a current cell.
Figure B.9: Transistor-level schematic diagram of the bias generator for 8 current cells.
Figure B.10: Transistor-level schematic diagram of the bandgap core (designed by Dr Li Ke).
Appendix C

Chip Layout

This appendix contains layout details of the DAC chip from Chapter 4.
Figure C.1: Top-level view of the DAC with pads.

Figure C.2: Layout of a half-row block (8 current cells and bias generator).
Figure C.3: Layout of a regular 64\(\mu\)A current cell.
Figure C.4: Layout of a $64\mu A$ current cell with CAT (shift register on the right).

Figure C.5: Layout of the 4-to-15 thermometer decoder.
Appendix D

DAC Calibration Code

D.1 Calculation of INL

% Calculate INL of a transfer function at each point
% arguments: meas transfer function(s)

function inl = calc_inl2(meas)
    foo = meas - (diag(meas(1,:))*ones(size(meas')))';
    ideal = zeros(size(meas));
    for i = 1:size(meas, 2)
        ideal(:,i) = linspace(0,foo(size(foo,1),i),size(meas,1));
    end
    inl = foo-ideal;
end

D.2 Application of CAT to a Transfer Function

% Simulate INL of a differential transfer function with CAT applied.
% arguments: cat array of currents supplied by each CAT
% (e.g. [1 1 2 1].*1e-6 for four CATs)
% return value: inl_pp peak-to-peak INL of the resultant transfer
% function

%
% base variable: meas uncompensated transfer function
% ds_factor ratio at which to insert CAT cells

function inl_pp = fitness_inl2_diff(cat)

% read base variables
meas = evalin('base', 'ref');
ds_factor = evalin('base', 'ds_factor');

% apply CAT
for i = 2:length(cat)
    meas = apply_diffcat(meas, (i-1)*ds_factor, cat(i));
end

% calculate INL
inl = calc_inl2(meas);
inl_pp = max(inl) - min(inl);
end

D.3 Determine Optimal CAT Settings

% find CAT configuration that minimises INL for a given transfer function
% number of CATs
n_cats = 32;

% CAT current: 1/2 sum of all slices (e.g. 570nA LSB slices -> 4uA CAT ->
% cat_current = 2uA
% cat_current = 2e-6;

% copy measurement to other variable
% m_meas(:,1) contains the TF with all CATs zero
% m_meas(:,2) contains the TF with CATs set to a pattern
ref = m_meas(:,1);

downsample factor = ratio between CAT cells and all measured cells
ds_factor = size(m_meas, 1) / n_cats;

% bounds for solver
lb = -cat_current .* ones(1, length(ref)/ds_factor);
ub = cat_current .* ones(1, length(ref)/ds_factor);

%set up bins for discrete CAT configurations (3 slices -> 8 bins)
bins = linspace(-cat_current, cat_current, 8);

%set up solver
options = optimset('Display', 'iter', 'TolX', 1e-12);

%optimise peak-to-peak INL
solution = fmincon(@fitness_inl2_diff, initialpop, [], [],[],[],lb, ub, []
    [], options);

%calcualte INL of uncompensated transfer function
%stored in inl2(:,1)
inl2 = zeros(length(ref), 2);
inl2(:,1) = calc_inl2(ref);

%apply ideal CAT to transfer function
meas = ref;
for i = 2:length(solution)
    meas = apply_diffcat(meas, (i-1)*ds_factor, solution(i)) ;
end

%calculate compensated INL with infinite granularity CAT
%stored in inl2(:,2)
inl2(:,2) = calc_inl2(meas);

%assign CAT currents to their respective closest bins
for i = 1:length(solution)
    best_bin = 0;
    best_val = 9e99;
    for j = 1:length(bins)
        diff = solution(i) - bins(j);
        if abs(diff) < abs(best_val)
            best_val = diff;
            best_bin = j;
        end
    end
    solution(i) = best_bin;
end
%apply CAT with binned currents to transfer function
meas = ref;
for i = 2:length(solution)
    meas = apply_diffcat(meas, (i-1)*ds_factor, bins(solution(i))) ;
end

%calculate compensated INL with binned CAT
%stored in inl2(:,3)
inl2(:,3) = calc_inl2(meas);

%calculate compensated INL with real set CAT
%stored in inl2(:,4)
inl2(:,3) = calc_inl2(m_meas(:,2));

%draw INLs and calculate peak-to-peak INLs
xaxis = linspace(0,255*64,size(m_meas, 1));
figure;
plot(xaxis, inl2);
before_pp = max(inl2(:,1))− min(inl2(:,1));
ideal_pp = max(inl2(:,2))− min(inl2(:,2));
bin_pp = max(inl2(:,3))− min(inl2(:,3));
real_pp = max(inl2(:,4))− min(inl2(:,4));
legend(sprintf('before: %0.3e', before_pp), sprintf('ideal: %0.3e',
    ideal_pp), sprintf('bin: %0.3e', bin_pp), sprintf('real: %0.3e',
    real_pp));
Appendix E

DAC Interface Protocol

This appendix contains the specifications of the interface protocol used to control the DAC test board. It uses the USB-UART device of the mbed microcontroller board for communication.

Commands are sent from the PC, and end in either carriage return, line feed, or any combination. The controller does not respond to or acknowledge commands, except when they involve reading back data.

The commands and their syntax are shown in Table E.1.

<table>
<thead>
<tr>
<th>Command</th>
<th>Argument</th>
<th>Response</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>dac</td>
<td>Integer</td>
<td>none</td>
<td>Sets the DAC input to the value given by the argument</td>
</tr>
<tr>
<td>cat</td>
<td>12 2-digit hex numbers</td>
<td>12 times writing: 0xAA — read back: 0xBB, where 0xAA is the byte written into the CAT scan chain and 0xBB is the byte received from the CAT scan chain</td>
<td>Sets the CAT bits to given values</td>
</tr>
<tr>
<td>rel0</td>
<td>none</td>
<td>none</td>
<td>Turns the external relay off</td>
</tr>
<tr>
<td>rel1</td>
<td>none</td>
<td>none</td>
<td>Turns the external relay on</td>
</tr>
</tbody>
</table>

Table E.1: DAC test board commands
Appendix F

EM-PLL Models and Parameters

F.1 Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proof mass</td>
<td>$m$</td>
<td>$1.23 \cdot 10^{-6}$</td>
<td>kg</td>
<td>2%</td>
</tr>
<tr>
<td>Damping coefficient</td>
<td>$b$</td>
<td>$9.0 \cdot 10^{-4}$</td>
<td></td>
<td>25%</td>
</tr>
<tr>
<td>Spring constant</td>
<td>$k$</td>
<td>67</td>
<td>$N \cdot m^{-1}$</td>
<td>5%</td>
</tr>
<tr>
<td>Plate spacing</td>
<td>$d_{nom}$</td>
<td>$6.5 \cdot 10^{-6}$</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>Sense plate area</td>
<td>$area$</td>
<td>$2.85 \cdot 10^{-6}$</td>
<td>$m^2$</td>
<td></td>
</tr>
<tr>
<td>Feedback plate area</td>
<td>$fb_{area}$</td>
<td>$1.06 \cdot 10^{-6}$</td>
<td>$m^2$</td>
<td></td>
</tr>
</tbody>
</table>

Table F.1: Sensor parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compensator pole</td>
<td>$pole$</td>
<td>$2.43 \cdot 10^6$</td>
<td>Hz</td>
<td>5%</td>
</tr>
<tr>
<td>Compensator zero</td>
<td>$zero$</td>
<td>$34.19 \cdot 10^2$</td>
<td>Hz</td>
<td>5%</td>
</tr>
<tr>
<td>Pickoff amplifier gain</td>
<td>$k_{po}$</td>
<td>$400 \cdot 10^4$</td>
<td></td>
<td>5%</td>
</tr>
<tr>
<td>Boost amplifier gain</td>
<td>$k_{bst}$</td>
<td>205.7</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Forward gain 1</td>
<td>$k_1$</td>
<td>0.461</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Forward gain 2</td>
<td>$k_2$</td>
<td>0.811</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Forward gain 3</td>
<td>$k_3$</td>
<td>0.927</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Feedback gain 1</td>
<td>$kf_1$</td>
<td>0.419</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Feedback gain 2</td>
<td>$kf_2$</td>
<td>0.502</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Feedback gain 3</td>
<td>$kf_3$</td>
<td>1.132</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Feedback voltage</td>
<td>$v_{fb}$</td>
<td>23.11</td>
<td>V</td>
<td>2%</td>
</tr>
<tr>
<td>Force feedback linearisation</td>
<td>$k_{ffl}$</td>
<td>9.62</td>
<td></td>
<td>2%</td>
</tr>
</tbody>
</table>

Table F.2: EM-$\Sigma\Delta$ system parameters
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead filter pole</td>
<td>$p_{lead}$</td>
<td>$1.02 \cdot 10^6$</td>
<td>$s^{-1}$</td>
<td>5%</td>
</tr>
<tr>
<td>Lead filter zero</td>
<td>$z_{lead}$</td>
<td>$42.02 \cdot 10^3$</td>
<td>$s^{-1}$</td>
<td>5%</td>
</tr>
<tr>
<td>Lag filter pole</td>
<td>$p_{lag}$</td>
<td>$87.73 \cdot 10^3$</td>
<td>$s^{-1}$</td>
<td>5%</td>
</tr>
<tr>
<td>Lag filter zero</td>
<td>$z_{lag}$</td>
<td>$4.03 \cdot 10^4$</td>
<td>$s^{-1}$</td>
<td>5%</td>
</tr>
<tr>
<td>Bias voltage</td>
<td>$V_{bias}$</td>
<td>35.17</td>
<td>V</td>
<td>5%</td>
</tr>
<tr>
<td>Compensator gain</td>
<td>$k_{comp}$</td>
<td>$308.08 \cdot 10^{-3}$</td>
<td></td>
<td>5%</td>
</tr>
<tr>
<td>Oscillator gain</td>
<td>$k_{DCO}$</td>
<td>$425 \cdot 10^9$</td>
<td>$Hz \cdot m^{-1}$</td>
<td>5%</td>
</tr>
</tbody>
</table>

Table F.3: EMPLL system parameters
F.2 Simulation models

Figure F.1: Simulink block diagram of the EM-PLL
Figure F.2: Simulink block diagram of the EM-$\Sigma\Delta$ [95]
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