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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF PHYSICAL SCIENCES AND ENGINEERING
ELECTRONICS AND COMPUTER SCIENCE

Outage Analysis and Optimization for Wireless Multiuser Relay
Networks

by Bo Zhang

In this thesis, we propose a suite of schemes for wireless multiuser relay networks,
where multiple source nodes (SNs) and relay nodes (RNs) share the spectral resources
and hence we take into the account the co-channel interference (CCI). Our objective
is to deal with both the channel fading and CCI in order to improve the attainable

outage performance.

Firstly, we consider the opportunistic relay selection (ORS) design in the sce-
nario, where multiple RNs are available for assisting the transmission of a single
SN, while CCI is imposed by other SNs in the network. We design the single-user-
detection-aided (SUD-aided) and multi-user-detection based successive-interference-
cancellation-aided (MUD-SIC-aided) systems, where multiple-user detection (MUD)
receivers using successive interference cancellation (SIC) at the destination node (DN)
are adopted to combat co-channel interference. In SUD-aided system, we employ
single-user detection (SUD) at the RNs and MUD-SIC at the DN. In MUD-SIC-
aided system, we employ MUD-SIC at both the RNs and DN. We present the outage
analysis of both systems based on an outage-optimised ORS scheme, implying that
the proposed ORS scheme provides the best outage performance. We show that the
traditional ORS scheme proposed for SUD receivers based on the highest SNR crite-
rion is not outage-optimal, when employing MUD-SIC in the presence of CCI. Hence,
we propose a novel ORS scheme based on a best-effort detection (BED) criterion that
outperforms the traditional ORS scheme. Furthermore, considering the effects of the
outdated channel state information (CSI), an improved BED-ORS is proposed for

enhancing the robustness towards CSI imperfections.

Then, we study the scenario, where multiple SNs are coordinated to share a
RN. In this case, network coding (NC) may be invoked at the RN, which treats the
CCI from other SNs as useful messages and superimposes them to reduce the time
slots required for relaying, therefore achieving higher spectral efficiency. However,
NC systems may not always be beneficial in cooperative communications, where the
detrimental interference of the undesired SNs, often referred to as network coding
noise (NC noise), may outweigh the benefits of NC. In previous works, the outage
performance was only evaluated numerically for several case studies. Against this

background, we propose a systematically analytical framework for evaluating the



outage performance for a multi-unicast NC-aided network, where each DN extracts
the information of the desired SN from the NC signal forwarded by the RN. As our
main contribution, we present the outage analysis of this system in the presence of
NC noise and the closed-form analytical outage probability expressions are derived
for an arbitrary number of SN-DN pairs. We show that if NC is employed, the quality

of the worst SN-DN link may dominate the outage performance of every SNs.

We then consider a two-hop network, where multiple SNs transmit to a DN with
the aid of a RN and we assume the direct link between the SNs and the DN is
weak. In this scenario, we show that the NC-aided relaying is not preferred and
hence the buffer-aided relaying (BAR) is advocated for improving the uplink. The
RN is equipped with a buffer, which is capable of storing multiple frames received
from the SNs. During each time slot, the proposed protocol activates either the SN-
RN hop or the RN-DN hop, depending on the channel quality of each hop and the
buffer state at the RN. In order to optimise the hop selection for the network, we
design a hop quality metric (HQM) and propose a multi-user buffer-aided-relaying
uplink (MU-BR-UL) protocol. The benefits of the proposed protocol is analysed in
terms of the end-to-end outage probability and the end-to-end transmission delay.
Then, the optimal power allocation is proposed for minimizing the end-to-end outage
probability under the total power constraint. Furthermore, the impact of the buffer
size, the number of users and the relay position on the achievable outage performance
are characterized. The results indicate that the outage performance is significantly

improved when the proposed power allocation is utilized in the MU-BR-UL protocol.

Finally, we consider a new family of networks, in which the SNs and RNs have
energy harvesting (EH) capability, which allows the nodes to harvest energy from the
environments and convert it to electrical energy for wireless transmissions. The EH
removes the constraints of relying on a battery for constant power supply, but also
demands novel energy usage policy (EUP) design for effectively utilizing the random
power supply gleaned from the EH system. We start with the point-to-point (P2P)
network and by effectively exploiting the statistics of the energy arrival rates, we
propose novel search algorithms for designing the EUP, which achieve a significantly
better outage performance than the state-of-the-art designs reported in the literature.
Based on the proposed methods in P2P network, we design novel EUPs for space-
division-multiple-access (SDMA) and SDMA-based relay sharing networks. We show
that the proposed EUPs significantly outperforms the state-of-the-art benchmarks in

terms of outage performance.
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Chapter

Introduction

1.1 Motivations

When designing wireless communication networks, we aim for answering the following

three questions:

1. How to guarantee reliability for transmissions over the hostile wireless channel?
2. How to share the precious spectral resources among multiple users?
3. How to prolong the battery-recharge span both of the users and of the networks?

Since the conception of the information theory in the 1940s, the first question was pur-
sued by thousands of researchers. At the time of writing, the state-of-the-art channel
coding is capable of theoretically approaching the Shannon capacity for transmis-
sion over Gaussian and ergodic channels [1,[2], which is the maximum achievable
rate while maintaining an arbitrarily low error probability. Hence, from a system
designer’s perspective, the data rate over each link of the wireless network may be

capable of theoretically approaching the channel capacity.

Although the detrimental effects of noise are mitigated by channel coding in the
context of the single-user transmission link, interference tends to preclude the hand-
icap for reliable transmissions, when multiple users have to share the wireless spec-
trum, which is a precious limited resource in practice. In order to avoid the co-channel
interference ([CCI)), the second-, third- and fourth-generation (4G) commercial cellu-
lar networks have invoked various orthogonal multiple access schemes, including the
frequency-division multiple access (FDMA)), the classic code-division multiple access
, time-division multiple access as well as the orthogonal-FDMA
[3]. At the time of writing we are entering the fifth-generation (5G) era.
However, the ever-increasing amount of user devices requires both more spectrum
as well as improvement of the spectral efficiency. Therefore, the philosophy of sacri-

ficing the spectral efficiency in order to avoid the CCI may no longer be attractive.
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The non-orthogonal space-division multiple access has been shown to ach-
ieve higher spectral efficiency than the orthogonal counterparts of TDMA, CDMA
and OFDMA, albeit more sophisticated interference-cancellation (IC) mechanisms
should be adopted for achieving the spectral efficiency improvements [4]. In the
4G systems, multiple antennas have been used for facilitating the multiple-input-
multiple-output schemes, which may cancel the interference with the aid
of the increased degree-of-freedom. Compared to single-input-single-output
schemes, we have a higher degree-of-freedom in the MIMO schemes, which allows us
to recover both the desired signals and the interference [4]. In networks where the
user devices have a limited size and hence they are less amenable to the employment
to MIMOs, relaying has been introduced for constructing distributed MIMO systems,
which exploit the cooperating antennas of spatially distributed single-antenna-aided
wireless nodes [5,/6]. In the first part of this treatise, our focus is on the family of
spectrum-sharing techniques invoked in the context of relaying networks, where novel

IC schemes are proposed and analyzed in Chapters 2}{4l

Then, in Chapter [5, we aim for prolonging the wireless nodes/networks lifetime,
while guaranteeing a certain quality-of-service . Although a significant amount
of work has been contributed to topic of "using the energy more efficiently” via
capacity-achieving channel coding and efficient multiple access protocols, a major
limitation of prolonging the network lifetime is the limited battery capacity, since
the nodes can only operate for a finite duration until the battery becomes depleted.
Fundamentally, the energy stored in the batteries is gleaned from the main’s supply,
which in turn relies on burning the coal, oil as well as from renewable energy sources
like solar power or wind power. Instead of relying on the conventional procedure,
which creates a gap between the power generation step and the power utilization
step, the class of energy harvesting techniques allows a single node to harvest
to use it for its utilizations [7]. To elaborate, EH refers to harnessing energy from the
environment and converting it to electrical energy, which is then used for powering
the nodes. Wireless communication is our major concern and the energy usage policy
design for EH-aided wireless networks has become a hot topic [8,9]. Hence in the
second part of this treatise, we will design energy usage policies for EH-aided wireless
networks in Chapter

Before elaborating further on the new contributions of this thesis in Section

the related state-of-the-art is introduced in the next section.

1.2 Related Works

1.2.1 Outage Probability and Diversity Techniques

The wireless channels exhibit fading, where the ergodic capacity and outage capacity

constitute a pair of salient performance measures for characterizing transmissions over
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fading channels [4]. When a packet is transmitted over the ergodic fading channels,
where the packet’s duration spans across ergodic realizations of fading channel, the
ergodic capacity is a reasonable performance measure. In this case, the packets can
be successfully received by the destination as long as ’perfect capacity-achieving’
channel coding is applied and the transmitted data rate is lower than the ergodic

channel capacity [1,/10].

However, when a packet is transmitted over a non-ergodic slow fading channel,
where the fading envelope is quasi-static across the entire packet, error-free trans-
missions cannot be guaranteed, even if powerful channel coding is appliedﬂ In this
case, the instantaneous channel capacity is a random variable, and an outage occurs
if the data rate is higher than the instantaneous channel capacity. The so-called p-
outage capacity is defined as the achievable data rate, at which the resultant outage
probability is p. Hence, in slow fading channels, the outage probability is a
reasonable performance measure and its analysis as well as optimization constitutes
the focus of the thesis.

If the packets are transmitted over slow-fading channels, the OP may be quite
high, when the channel experiences a deep fade. However, providing reliable trans-
mission at high data rates is one of the important objectives of wireless communica-
tions, which motivates us to investigate sophisticated diversity techniques for the sake
of improving the OP [4]. The most intuitive understanding of diversity techniques
is “Do not put all eggs (signals) in the same basket (fading channel).” By send-
ing signals that carry the same information through independent fading temporal-,
frequency- and spatial-domain channels, multiple independently faded replicas of the
same information are obtained at the receiver. In this case, the probability that
all independent replicas suffer from in deep fading is greatly reduced and hence the
OP may be substantially improved. Diversity techniques aiming for combating the
effects of fading in order to achieve a high reliability have been proposed for both
the temporal-, frequency- and spatial-domains [4,10]. The corresponding implemen-
tations are forward error correction coding, multi-carrier systems and MIMO

systems in the context of temporal-, frequency- and spatial-diversity [4,/10].

Recently, in order to facilitate spatial diversity for networks, where the nodes have
a limited size that preclude the employment of efficient MIMOs, distributed MIMOs
have received extensive research attention since 2003 [5,6,11]. Explicitly, relay-aided
networks are capable of achieving spatial diversity for the sake of eliminating the
correlation of signals, when multiple antennas cannot be used by the mobile nodes

owning to their compact size. In recent years, various techniques have been proposed

! Adaptive modulation and coding relying on the accessibility of near-instantaneous channel state
information at the transmitter (CSIT) may be guaranteeing error-free transmission. In practice,
the CSIT may either be erroneous or outdated, and sophisticated CSI feedback design is required.
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for improving the performance of wireless relaying in the context of distributed MIMO

networks, which are briefly reviewed in the following two sections.

1.2.2 Single-Source Relaying Networks

The milestones of single-source relaying networks are listed in Table 1.1. The con-
tributions disseminated during 2003 and 2004 proposed various orthogonal relaying
schemes, including the amplify-and-forward [6], decode-and-forward |11]
as well as the coded-cooperation schemes [12]. Later in 2005, more bandwidth-
efficient relaying schemes were proposed relying on limited feedback aided automatic-
repeat-request [13] and on non-orthogonal signaling [14], respectively. In
2006, more contributions started to focus on the multiple-source based scenario, as
it will be revealed in the next section. On the other hand, a variety of relay selection
schemes were proposed during the post-2006 era in order to achieve a higher diver-
sity order. Among them, the single best relay selection of [15|, opportunistic relay
selection (ORS) [16] and multiple relay selection [17] were intensively analysed in the
literature, since they are capable of achieving the maximum attainable diversity or-
der, hence exhibit a considerable SNR gain, while relying on simpler synchronization
mechanisms than their distributed space-time code counterparts [11].

Table 1.1 Milestones of Single-Source Relaying Networks

Year | Authors Summary
J. N. Laneman DSTC was proposed and compared to repetition-based
2003 and G. W. relaying, where the DSTCs were shown to achieve a
Wornell [11] higher spectral efficiency. The diversity multiplexing

tradeoff (DMT)) of orthogonal-DF relaying scheme was
analysed, where the source node (SN) does not

transmit during the relaying phase.

A. Sendonaris, The system design of cooperative networks was
E. Erkip, and B. | proposed and its outage performance was analysed in

Aazhang [18,/19] | the context of cellular networks.

J. Laneman, D. | Both fixed and selective AF/DF relaying schemes

2004 | Tse, and G. W. | operating without any feedback, as well as incremental
Wornell |6] relaying schemes relying on a limited feedback received
from the destination node (DN) were conceived for a
two-user cooperative scenario. They were also
compared in terms of their OP and diversity order. It
was shown that for the fixed-DF relaying scheme, they

achieve the full-diversity order of 2.
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Table 1.1 Milestones of Single-Source Relaying Networks

Year | Authors Summary
A. Stefanov and | Coded cooperation was proposed. It was shown for
E. Erkip [12] two-user cooperative scenario that even if the
inter-user channel quality was severely degraded, coded
cooperation was still capable of providing substantial
diversity and coding gains over its non-cooperative
counterpart.
M. Janani, A. Further coded cooperation contributions were made by
Hedayat, T. E. | Hunter as well as Nosratinia 21| and the attainable
Hunter, and A. | OP was analysed in [22].
Nosratinia [20]
5005 B. Zhao and M. | Exploiting the limited feedback gleaned from the

C. Valenti [13]

receivers, a DF-based cooperative
automatic-repeat-request scheme was
proposed for transmissions over orthogonal time slots.
This CARQ may be viewed as a space-time
generalization of the classic HARQ scheme relying on
time-diversity. The CARQ regime relying on multiple
retransmissions was shown to significantly improve the
associated energy-latency trade-off, when compared to

conventional multi-hop protocols.

K. Azarian, H.
ElGamal, and P.
Schniter [14]

Non-orthogonal AF (NAF) and dynamic-DF (DDF)
relaying schemes were proposed and the DMT of both
systems was analysed. Firstly, in the down-link (DL)
broadcast channel, the NAF was shown to outperform
Laneman’s orthogonal-DF DSTC-aided relaying
schemes [11]. The DDF was shown to achieve the
optimal tradeoff for multiplexing gains 0 < r < 1/N |
in the presence of (N — 1) relay nodes (RNs).
Secondly, in the up-link cooperative multiple
access channel, the CMA-NAF scheme was
proposed to achieve the optimal DMT. The authors
highlighted the superiority of their schemes in the
context of half-duplex cooperative systems by
eliminating the need for orthogonal subspace
constraint adopted in [6},/11-13,18-20].
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Table 1.1 Milestones of Single-Source Relaying Networks

Year | Authors Summary

2006 | A. Bletsas, A. ORS was proposed and shown to achieve the same
Khisti, D. P. DMT as DSTCs. However, the mutual information
Reed, and A. conveyed by ORS (by the best replica) was lower than
Lippman [23] that of DSTCs relying on all replicas. Moreover, the

relay selection requires less-stringent synchronisation
among the RNs and relied on a distributed
architecture [16}23].

1.2.3 Spectrum Sharing in Multi-Source Relaying Networks

In previous contributions, the focus was on the design of single-source relaying net-
works, while the effects of CCI be typically ignored [13/16]/17]. However, this idealized
scenario does not represent practical networks supporting simultaneous multi-source
transmissions. As mentioned before, the family of orthogonal multiple access schemes
aims for minimizing the CCI with the aid of interference avoidance, where the SNs
are assigned orthogonal resources for their transmission. Nonetheless, unintended

CCI may exist due to imperfect synchronization and control.

In order to more efficiently exploit the limited spectral resources, orthogonal
multiple access scheme may be replaced by their non-orthogonal counterparts, which
inevitably introduce CCI. Recently, the authors of [24-27| addressed the outage anal-
ysis of dual-hop relaying systems in the presence of CCI at the RNs or DNs or in fact

at both. Their analysis was based on receivers utilizing either single-user detection
(SUD)) or interference suppression [28].

Instead of suppressing the interference, the interference-cancellation tech-
niques at the receivers are capable of jointly/iteratively recovering the interference
signals, and then canceling them. Hence the system’s operation becomes effectively
noise limited [28]. The IC idea may be implemented at the RNs and the DNs. In Fig.
1.1] we categorize different IC solution proposed for multi-source relaying networks

as.

1. IC used at the DN: Carefully designed inter-SN coding may be adopted at
the RNs, and IC is only invoked at the DNs. In this case, the RNs may super-
impose the signals received from multiple SNs and forward the composite signal
simultaneously [29],30], which promises a higher bandwidth efficiency. In this
category, a relay is shared among multiple SNs and the network coding
based relay sharing techniques have been most widely studied [29-31]. Since

NC is also deemed to be a promising candidate for recovering the multiplexing
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Interference Avoidance

IC at RNs&DNs

Interference Suppression

Figure 1.1: Solutions in Multi-Source Relaying Networks

loss of relaying networks, numerous research contributions have been devoted
to this area [32-37]. Some of the salient research efforts in NC-CC have been
summarised in Table 1.2.

2. IC employed both at the RN and at the DIN: Compared to spectrum
sharing relying on NC-based relay sharing [29-31], this is a less well-explored
area, even though it may be viewed as a more natural evolution from single-
SN relaying networks, where the RNs are not shared among multiple SNs. In
this scenario, multiple SN-RN-DN links share the spectrum by transmitting
simultaneously and therefore inflicting CCI upon each other. In each SN-RN-
DN link, there is a single SN, where the RNs treat the signals received from
other SN-RN-DN links as interference. Hence IC may be invoked at the RN and
only the desired signal is forwarded to its intended DN, which also adopts IC
for removing the interference arriving from other SN-RN-DN links. The design
and analysis of this solution is considered in Chapter [2| and its performance is
compared to that of its counterpart using IC at the DN in Chapter

3. IC only at the RN: The RNs decode the signals arriving from multiple SNs
relying on an IC algorithm and no inter-SN coding is employed. The signals
gleaned from different SNs are forwarded via orthogonal channels, so that no IC
is necessitated at the DN. As shown in Chapter [3] and Chapter [4], this scheme
is preferred when the direct link between a SN and its DN is weak. Hence

relaying is required for providing the uplink.
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Table 1.2 Milestones of Network-Coded Multi-Source Relaying Networks

Year | Authors Summary
2005 | E. G. Larsson Superposition modulation and multi-user detection
and B. R. were applied in cooperative networks, where a
Vojcic [38] linear-combination based superposition modulation
aided scheme was shown to outperform the
conventional time-multiplexing DF relaying
arrangement.
Y. Chen, S. Binary linear NC constructed over the Galois Field
Kishore, and L. | GF(2) was applied to both a distributed antenna
2006 Jing [39] system as well as to a cooperative multi-user system.
It was shown that cooperative network coding scheme
was capable of achieving a better outage performance
than its conventional cooperative counterpart,
achieving a diversity order of M, which is the number
of cooperating users.
S. Katti, H. An architecture was proposed for wireless mesh
Rahul, W. Hu, networks delivering unicast traffic, as well as dynamic
D. Katabi, M. and potentially bursty flows. A range of practical

Médard, and J.

Crowcroft [29]

issues concerning the integration of NC into existing
networks were also considered. The hardware
prototype constructed achieved a network throughput
gain spanning from a few percent to way above 100%,
depending on the traffic pattern, congestion level and

transport protocol.

S. Zhang, S. C.
Liew, and P. P.

Lam [33]

The concept of physical-layer network coding ([PL-NCJ)
was proposed, which required two time slots to
exchange information for two users. By constrast, the
previous proposed NC schemes required three time
slots. The authors assumed perfect symbol-level and
carrier-phase synchronisation, as well as the
employment of power control, so that the frames
received from the pair of users would arrive at the relay
with the same phase and amplitude. Furthermore, it
should also be noted that the relay mapped the
superposition of electromagnetic signals to the Galois
Field GF(2") using the additions of digital bit streams.
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Table 1.2 Milestones of Network-Coded Multi-Source Relaying Networks

Kliewer, and D.
Costello [31]

Year | Authors Summary
T. Ho, M. Distributed random linear NC (RL-NC)) was proposed
Medard, R. for the transmission and compression of information in
Koetter, D. R. general multisource multicast networks. The network
Karger, M. nodes independently and randomly selected linear
Effros, J. Shi, mappings from the inputs onto the output links over a
and B. finite field. It was shown that RL-NC may approaching
Leong [40] the capacity with a probability exponentially
approaching unity upon with increasing code length. It
was also demonstrated that RL-NC was capable of
achieving a compression in a network. Furthermore, a
bound was derived concerning the required field size for
centralised NC operating in general multicast networks.
2007 T. Fuja, J. It was shown for a two-user cooperative scenario using

simulation, that the binary linear NC scheme
constituted a substantial coding gain over other
cooperative diversity techniques, including those based
on time multiplexing [5,6,[20,21] and superposition

modulation [32].

S. Katti, S.
Gollakota, and
D. Katabi |30]

The PL-NC proposed in [33] was implemented in a
2-user-1-relay scenario using a hardware soft-radio
defined prototypeﬂ For PL-NC to become practical,
the authors had to address two challenges. Firstly, the
channel-induced distortions had to be eliminated
before canceling the interfering signal. Secondly,
imperfect synchronisation resulted in a time shift
between the two signals. Both users had to align the
known signal with the interference in the received

signal before they could cancel the interference.

2The PL-NC was also referred to as analog network coding by the authors in [30].
However, the terminology “ANC” is used in a wider sense, where the superposition-based NC was
referred to as ANC in some of the literature, e.g. [41]. Therefore, throughout this contribution, we
consider PL-NC to be a special case of ANC.
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Table 1.2 Milestones of Network-Coded Multi-Source Relaying Networks

Year | Authors Summary
2008 | T. Wang and G. | The concept of complex-field NC was proposed. In
B. contrast to binary NC constructed over the Galois

Giannakis [34] field [39], where the network’s throughput was limited
as the number of sources increases in the
M-SN-1-RN-1-DN wireless multiple access relay
channel, complex-field NC may always be capable of
achieving a throughput as high as 1/2 symbol per

source per channel use.

5010 M. Xiao and M. | Random linear NC [40] was not guaranteed to exist for
Skoglundn [36] finite alphabet sizes, hence cannot guarantee achieving
the diversity order of (2M — 1). For an M-user
scenario, dynamic NQﬂ was proposed, where a
non-binary finite-field based linear-combination was
adopted over GF(2"). The resultant diversity order
was (2M — 1), which was higher than that of the
schemes operating without NC or with the aid of the
binary NC schemes of [31,39]. Its performance bounds

were analysed in [42].

S. Sharma, Y. It was shown that employing NC may not always

Shi, J. Liu, Y. benefit cooperative communication in the context
T. Hou, and S. of analog-NC-aided AF relaying. The concept of NC
Kompella [41] noise was introduced. Both the signal aggregation
employed at a RN and the signal extraction used at a
DN were analysed. It was shown that the NC noise
imposed at each DN of a multi-session environment
would increase with the number of cooperating
sessions. Therefore it is capable of entirely eroding the
advantage of NC in cooperative communications. The

analog-NC-aided DF relaying performance was also

analysed by Sharma, et. al [43].

3Please note that, the DNC does exhibit randomness, which stems entirely from the channel
coefficients. This is the fundamental difference between DNC and RL-NC [40].
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Table 1.2 Milestones of Network-Coded Multi-Source Relaying Networks

Year | Authors Summary

2011 | B. Nazer and M. | The compute-and-forward @ based NC philosophy
Gastpar [44] was proposed for achieving significantly increased rates

in a network, using the idea of lattice codes. Explicitly,
the SNs map messages from a finite field into lattice
points, and transmit these over the channel. Each RN
observes a noise linear combination of these lattice
points and attempts to decode an integer combination
of them. After decoding these linear combinations, the
RNs send them towards the DNs. The DNs map the
received equations of lattice points back into the linear
equation over a finite field. Finally, the original
messages from the finite field may be recovered.

2012 | J. L. Rebelatto, | The generalised dynamic NC regime based on [36] was
B. F. proposed. An analogy with the maximum distance
Uchoa-Filho, Y. | separable codes was established. Specifically,

Li, and B. Reed-Solomon codes were used as a design example.
Vucetic [37]

2013 | V. T. A PL-NC scheme was proposed for the
Muralidharan M-SN-1-RN-1-DN wireless multiple access relay
and B. S. channel was proposed. In phase-1 the SNs transmitted,
Rajan [45] while in phase-2 all the SNs and the RN transmitted.

After phase-1 the RN had to decode the messages of
the SNs and transmitted a many-to-one function of the
decoded messages. It was shown that if certain
parameters were chosen appropriately, the proposed
decoder may offer the maximum diversity order of 2.
The simulation results provided indicated that the
proposed PL-NC scheme offered a substantial gain
over [34].

5014 Chen, Z., Fan, The author investigated a multi-source multi-cast
P., Letaief. K. network with the aid of an arbitrary number of relays
Ben. [46] using CF-based NC idea [44]. The fundamental limit is

found for the maximal common multicast throughput
of all SNs. Tt was shown that the CF strategy

outperforms conventional DF strategy.
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Table 1.2 Milestones of Network-Coded Multi-Source Relaying Networks

Year | Authors Summary
Di Renzo, The author provided a mathematical framework for the
M. [47] analysis for networks with an arbitrary number of SNs

and RNs with the aid of NC over non-binary Galois
field. The repetition-based and relay selection
cooperation are investigated for NC-based relaying
networks. It was shown that repetition-based protocols
are capable of achieving full-diversity if the Galois field
size is sufficiently large and the network code satisfies
the maximum distance separable property. Also, it was
shown that if the number of active RNs is no fewer
than the number of SNs, the relay selection are capable

of achieving full- diversity.

1.2.4 Wireless Energy Harvesting Networks

All the previously reported research relies on a battery at the transceiver to provide

a constant power supply. However, the finite battery capacity implies a fundamental

limitation on the network’s lifetime. Energy harvesting refers to harnessing energy

gleaned from the environment or from other energy sources and converting it to

electrical energy [7]. If the harvested energy source is periodically available, the

wireless transceiver can be powered perpetually. However, the energy harvested

from the environment is random rather than constant, which requires sophisticated

energy usage policy design in order to efficiently utilize the harvested energy. This

has become a "hot topic” in recent years and the most representative contributions

are summarised in Table 1.3.

Table 1.3 Milestones of Energy Harvesting Networks

Year | Authors Summary
2009 | Lei, J., Yates, Assuming that the messages for transmission arrive at
R., & the sensor by obeying a memoryless Poisson process,
Greenstein, the optimal online energy usage policy was derived
L. [48] using a dynamic programming framework, which
maximizes the average reward rate of a point-to-point
P2P) link.
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Table 1.3 Milestones of Energy Harvesting Networks

Year | Authors Summary
Sharma, V., For a P2P link with a EH-SN, the authors found the
2010 .. . o
Mukherji, U., energy management policies that maximize the data
Joseph, V., & rate, when the data queue at the EH-SN remains
Gupta, S. [49] stable. The energy management policies that minimize
the mean delay in the queue were also derived.
Medepally, B., The authors considered a network in which EH nodes
& Mehta, N. volunteer to serve as amplify-and-forward RNs for a
B. [50] non-EH SN. The symbol error rate was derived for
both stationary and for ergodic EH processes, and the
optimal static transmit power at the EH RNs was also
derived.
Ozel, O., Under the idealized simplifying assumption of having
2011 Tutuncuoglu, both the non-causal channel state information (CSI])
K., Yang, J., and energy harvesting information (EHI) of the energy
Ulukus, S., & arrival rate at the transmitter, the optimal offline
Yener, A. [§] energy usage policies were designed either for
throughput maximization or for completion time
minimization in a P2P network communicating over
fading channels. The optimal online policies were also
designed with the aid of a stochastic dynamic
programming technique.
Li, H., Jaggi, In a wireless sensor network relying on EH nodes, the
N., & Sikdar, authors considered a range of scheduling problems by
B. [51] either selecting the SN to directly transmit their data

to the DN or by using a RN to assist, given an
estimate of the current network state. The optimal
scheduling problem was formulated and solved as a
Markov decision process (MDP)), assuming that the
complete state information conceiving the RNs is
available at the SNs. The idealized simplifying
assumption of having perfect full state information was

removed and the problem was formulated as a partially
observable Markov decision process (POMDP)).
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Table 1.3 Milestones of Energy Harvesting Networks

Year

Authors

Summary

2012

Yang, J., &
Ulukus, S. [52]

As an evolution of [8], the authors considered the
optimal packet scheduling problem in a P2P network
having an EH-SN, while both the data packets and the
harvested energy were assumed to arrive at the source
node randomly. The time for delivering all packets was
minimized by adapting the transmission rate both
according to the traffic load and to the energy available
in the energy buffer. The optimal off-line scheduling

policy was provided.

Yang, J., &
Ulukus, S. [53]

As an evolution of [52], the optimal packet scheduling
problem in a two-EH-SN multiple access
communication system was considered. The optimal
off-line policy was found by minimizing the time
required for all packets to be delivered from the pair of
EH-SNs to the destination.

2013

Huang, C.,
Zhang, R., &
Cui, S. [54]

The authors considered a three-node Gaussian relay
channel using decode-and-forward relaying associated
with a EH-SN, a EH-RN and a DN. Assuming that
both the energy arrival time and the harvested amount
are known in advance, the optimal off-line policy was
determined for maximizing the throughput over a finite
time-horizon of N transmission blocks for both

delay-constrained and for delay-tolerant scenarios.

Luo, S., Zhang,
R., & Lim, T.
J. [55]

The authors considered the so-called "energy
half-duplex constraint”, in which a pair of rechargeable
energy storage devices are assumed to be available and
at any given time, only one of them is being recharged.
The energy harvesting rate is assumed to be a random
variable that is constant over the time interval of
interest. A "save-then-transmit” protocol was proposed
based on the best-effort policy, where the energy stored
in the buffer is used up in support of each individual
transmission event. The optimal "save-ratio” that
minimizes the outage probability was also derived. The
diversity order associated with a random power arrival
process was shown to be the same as that of constant

power, but the OP difference can be large.
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Table 1.3 Milestones of Energy Harvesting Networks

Year | Authors Summary

Zlatanov, N., The asymptotically-optimal policy was proposed for an
Schober, R., & infinite energy buffer and it was shown to minimise the
Hadzi-Velkov, OP by allowing the EH-SN to transmit at a constant
Z. |56| power, which is equal to the average energy arrival rate
supplied by the EH-SN, when sufficient energy is
stored in the energy buffer. By contrast, if insufficient
energy is stored in the energy buffer, the SN would
switch to the best-effort policy. When the size of the
energy buffer approaches infinity, it was shown that the

OP would approach that of the constant-power system.

5014 Huang, C., The authors considered the optimal power allocation
Zhang, R., & for OP minimization in P2P fading channels relying on
Cui, S. [57] an EH-SN. For the non-causal ESI case, the globally

optimal off-line power allocation was obtained by a
forward search algorithm. Moreover, for the case
associated with causal EHI, both the optimal and

suboptimal online power allocation algorithms were

proposed.
Xu, J., & The authors considered the fundamental tradeoff
Zhang, R. [58] between maximizing the energy efficiency and

bandwidth efficiency in the context of a P2P additive
white Gaussian noise channel associated with
an EH-SN, which assumes having a practical on-off
transmitter model relying on non-ideal circuit power.
The optimal off-line policy derived for maximizing the
average throughput over a finite time-horizon is
derived as a two-phase transmission regime, where the
EE-maximizing on-off and the SE-maximizing power

allocation is adopted in the first and second phase,

respectively.

1.3 Thesis Outline and Novel Contributions

FiglL.2] illustrates the thesis structure, where the first part in Chapters [2] [3] and
assumes that the nodes are equipped with batteries having a finite capacity and
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Figure 1.2: Solutions in Multi-Source Relaying Networks

the second part in Chapter [5| assumes that the nodes are equipped with an energy-
harvesting system. Specifically, novel IC schemes are proposed for multi-source re-
laying networks in Chapters [2] [3] and [ The corresponding OP analysis and its
optimization are also considered. The second part of the thesis assumes that the
nodes are equipped with EH capability, where the OP analysis and optimization of
P2P, SDMA and multi-source relaying networks are detailed in Chapter [5

Chapter 2: The multi-user-detection based IC technique is introduced at
both the RNs and the DNs in multi-SN relaying networks employing relay selection.
We first analyse the outage performance of the proposed systems and define the de-
sign criteria for outage-optimal ORS schemes adopting MUD-SIC receivers at the DN.
Then, in order to demonstrate the outage improvements introduced by successive-
interference-cancellation (SIC|) receivers, we design a novel best-effort-detection based
ORS scheme based on a best-effort-detection criterion. We demonstrate
that the proposed BED-ORS regime is capable of achieving a better outage perfor-
mance than the traditional ORS scheme originally designed for SUD receivers [59).
Furthermore, in order to enhance the robustness of ORS against outdated CSI im-
posed by a realistic delayed feedback, we design an improved BED-ORS, which relies
on the associated statistical information concerning the SN-DN and RN-DN chan-
nels for avoiding outage events associated with the highest possible probability. We
demonstrate that the improved BED-ORS is more robust against outdated CSI than
the conventional BED-ORS.

Chapter 3: The NC technique is introduced at the RNs and IC is implemented at
the DNs. As discussed in Section various NC-based multi-SN relaying schemes
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have been conceived and the authors demonstrated their superiority over conven-
tional relaying schemes. We consider the scheme proposed in [43|, which extracts
the information of the desired SN from the composite signal forwarded by the RN
and as our main contribution, we present the outage analysis of this system in the
presence of NC noise. More explicitly, the closed-form analytical OP expressions are
derived for an arbitrary number of SN-DN pairs with the aid of accurate approxi-
mations. Simulation results are also provided for confirming the analytical results,

which validates our analysis.

Chapter 4: An IC technique is introduced at the RNs, while the DN relies on low-
complexity single-user detectors. As shown in Chapter [3| when relaying is introduced
for improving the quality of the uplink, the direct links between the SNs and the DN
may be weak. Therefore, the NC-based relay sharing schemes may perform worse
than the conventional cooperative networks. Therefore, we adopt a time-multiplexing
cooperative scheme, where the RN uses a higher rate for re-encoding the message from
multiple SNs so that the relaying phase is shared among multiple SNs simultaneously,
while dispensing with the direct links. In this case, buffer-aided relaying is proposed,
which exploits the associated hop-selection diversity. The system design, the OP

analysis as well as the delay analysis of the buffer-aided multi-user uplink is detailed.

Chapter 5: In this chapter, EH-based wireless nodes are used for replacing both the
conventional SNs and the RNs in the network, where the new challenge is to optimize
the energy usage policy according to the random power supply provided by the
EH devices. Firstly, an analytical framework is proposed for investigating the OP of
a EH-P2P network, in which a EH-SN equipped with a finite energy buffer transmits
to a DN. Secondly, we investigate the optimal EUP conceived for minimizing the
OP of a P2P-EH network. Thirdly, we also extend the proposed DMC framework to
more general non-orthogonal EH-networks, where a SDMA network and a SDMA-
aided two-hop relay sharing network are investigated, as our specific case studies.
Explicitly, we propose a distributed EUP optimization protocol, in which
each EH-SN is capable of optimizing its own policy using both the local statistics of

the fading channel and the related energy arrival model.

Chapter 6: In this chapter we offer our conclusions and then provide design guide-

lines as well as a range of future research ideas.



Chapter

Opportunistic Relay Selection in
Multi-Relay Wireless Networksm

As discussed in Chapter [I} cooperative communication is capable of providing spatial
diversity for single-antenna aided wireless devices [13|, where one or more nodes act
as relays for other communicating nodes. Hence, relay selection [17] is an important
factor that affects the performance of a cooperative system. As the coordination and
synchronization of multiple simultaneously transmitting relay nodes (RNs) consti-
tutes a challenge, opportunistic relay selection (ORS) [16] may be preferred, which
achieves the maximum attainable diversity at a lower implementation complexity
than its counterpart operating without relay selection. Explicitly, the ORS scheme
may select a specific RN from multiple candidate RNs to retransmit the signal from
the source node (SN) that facilitates the highest instantaneous signal-to-noise power
ratio at the destination node (DN) [16]. In this way, a diversity order equal
to the number of RNs K can be achieved?] [16]. Recently, several improved ORS al-
gorithms have been proposed for different scenarios. In [60], the authors investigated
the optimal highest-SNR-based relay selection, the geometry-based relay selection
and the random relay selection for uniformly distributed sensor nodes, where they
have shown that for all proposed schemes, the SNR variance at the DN converges
to zero as the number of RNs increases, which substantially mitigates the effects of
fading. In [61], an ORS was designed for selecting multiple rather than a single relay,

in order to achieve an improved end-to-end throughput.

However, practical networks suffer from the deleterious effects of co-channel in-
terference (CCI), which was not considered in the previous literature |13}16} 17,60,

61]. Recently, a dual-hop cooperative relaying scheme adopting single-user detection

!Part of the work in this chapter has been published in: B. Zhang, M. El-Hajjar and L. Hanzo,
Opportunistic Relay Selection for Cooperative Relaying in Co-Channel Interference Contaminated
Networks, IEEE Transactions on Vehicular Technology, 2013.

2If the direct link between the SN and the DN is considered, a maximum diversity order of
(K + 1) may be achieved.
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(SUD) receivers was conceived for mitigating the CCI [24127,59]. The authors of [59]
showed that the traditional ORS based on the highest-SNR, criterion is "outage-
optimal” in dual-hop relaying system adopting SUD receivers. However, the SUD
receivers treat CCI as noise, while the structured nature of the interference is not
exploited. In contrast to SUD, multi-user detection (MUD) relying on successive in-
terference cancellation (SIC) [4] may achieve better outage performance, at the cost
of a moderate implementational complexity [4]. In [62], MUD-SIC receivers were
introduced into a cooperative network relying on multiple SNs, RNs and DNs, where
the transmission rates were optimised for a scenario of multiple RNs accessing the

channel simultaneously.

The classic MUD-SIC has been routinely adopted at the detection and decoding
stage as well as for improving the outage performance of both the multi-user uplink
as well as of P2P schemes in the presence of interference. However, it has not been
intrinsically amalgamated with any ORS design scheme as a medium access control
layer protocol in the existing literature. Therefore, the first research question
we consider can be stated as: how to design outage-optimal ORS using MUD-SIC
receivers? Furthermore, the outage performance of ORS may degrade due to having
a realistic delayed feedback, where the relay selection decisions are based on realis-
tic outdated channel state information (CSI)P| [63,/64]. However, previous research
found in the open literature only considered ORS schemes either using outdated-CSI
assuming interference-free scenarios [63-65| or assuming perfect-CSI in the presence
of CCI [59,/66]. Therefore, our second research question is stated as: how to mitigate
the outage performance degradation under realistic outdated-CSI for the ORS scheme
using MUD-SIC receivers?

Against this background, in this chapter, we first review the outage-optimal ORS
design in interference-free multi-relay networks, where the SUD receivers are adopted
at both the RNs and at the DN. It is plausible that the highest SNR criterion is
outage-optimal [16]. Then, we investigate the outage-optimal ORS design conceived
for multi-relay networks operating in the presence of CCI and propose a pair of novel
schemes, where we employ MUD-SIC receivers at the DN and we consider relaying
networks subjected to CCI.

We consider a pair of single-SN multi-RN systems employing MUD-SIC receivers
at the DN. In the first system, which we refer to as our SUD-aided scheme, we employ
SUD receivers at the RNs. By contrast, in the second system, which we refer to as
our MUD-SI1C-aided scheme, we employ MUD-SIC receivers at both the DN and the
RNs. Although a single SN-DN pair is considered in our system, the ORS scheme
proposed may be generalised to practical multi-user networks comprised of multiple

SNs, e.g. in a cellular network, where multiple SN-DN pairs in a cell may be assigned

3In this chapter, the CSI is defined as the instantaneous channel coefficient capturing the effects
of the pathloss and fading.
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orthogonal channels so that the ORS may be implemented separately for each SN-
DN pair, while the CCI is dominated by inter-cell interference. Then, we address the
above-mentioned open problems in the context of the proposed system models and

the corresponding novel contributions of this chapter are summarized as follows:

e We analyse the outage performance of the proposed systems and define the
criteria to be satisfied in order to arrive at an outage-optimal ORS scheme
for the class of systems adopting MUD-SIC receivers at the DN. We show
that the conventional ORS scheme proposed for SUD receivers based on the
highest SNR criterion is not outage-optimal, when employing a MUD-SIC re-
ceiver in the presence of CCI. Hence, we design a novel outage-optimal best-
effort-detection-based-ORS (BED-ORS) scheme, which intrinsically integrates
the SIC algorithm into ORS. We demonstrate that the proposed BED-ORS
is capable of achieving a better outage performance than the traditional ORS
scheme that was originally designed for SUD receivers [59].

e In order to enhance the robustness of ORS considering the outdated CSI due to
delayed feedback, we design an improved BED-ORS (I-BED-ORS), which relies
on the statistical information concerning the SN-DN and RN-DN channels in
order to minimize the outage probability. We demonstrate that the -BED-ORS
is more robust against outdated-CSI than BED-ORS.

The rest of the chapter is organized as follows. In Section 2.1 the outage-optimal
ORS designed for multi-RN networks is reviewed in the absence of CCI, where the
outage performance is analysed. In Section [2.2] we analyse the outage performance of
multi-RN networks in the presence of realistic CCI and propose a pair of two systems
adopting MUD-SIC receivers at the DN, where the outage-optimal ORS scheme is
designed. In Section[2.3]we present our simulation results, followed by our conclusions
in Section

2.1 ORS Design for Interference-free Networks

In this section we review the state-of-the-art in ORS design conceived for minimising
the end-to-end outage probability (OP) for interference-free networks, which lays the
foundation for Section [2.2] where we consider realistic networks operating in the pres-
ence of CCIL. Again, the OP analysis of ORS design in the context of interference-free
networks is well documented in [16}/67]. Therefore this section serves as background

knowledge.

2.1.1 System Model

We consider a network comprised of a SN, K RNs and a DN, as shown in Fig.
Each node is equipped with a single antenna and operates in a half-duplex mode. We

assume a Rayleigh block fading channel model, where the fading coefficient remains
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Figure 2.1: System Model of ORS without CCI

constant for the duration of a packet and then it is faded independently from one
packet to another both in time and space. The noise at the receivers is modelled by

independent zero-mean circularly symmetric complex Gaussian random variables.

The classic cooperation process includes the broadcast phase and the relaying
phase. In the broadcast phase, the SN transmits its data to both the RNs and the
DN, where the signals received by the RNs and the DN are given by

LTt g, k=1, K (2.1)

yh = h;d:z:s +n} (2.2)

yp=h

with yf being the signal received by the j-th node in the p-th phasﬁ, hﬁj is the
instantaneous channel coefficient or the CSI between node 7 and j in the p-th phase
representing the effects of the pathloss and Rayleigh fading, x, is the signal transmit-
ted by the SN with its power normalised to 1, while n? is the noise at node j during
the p-th phase. Similar to [13,(16], we adopt the notion of decoding set, denoted by D,
which includes all nodes having the knowledge of the SN’s original codeword. The
nodes are assumed to have perfect receiver-side CSI for recovering the codewords.
Naturally, before the broadcast phase, only SN is in the D,. After the initial trans-
mission, the RNs which receive adequate information for decoding successfully would
join D,. In practice, the transmitted codewords may add cyclic redundancy check
bits for error detection, where the RN may detect the errors after channel
decoding. Again, only the specific RNs that successfully decoded the message are
included in the decoding set Dy and only these RNs may be selected as the relaying
nodes in order to avoid error propagation [16,23|, which is illustrated in Fig.

4p = 1 represents the broadcast phase and p = 2 stands for the relaying phase.
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Figure 2.2: Flowchart of ORS scheme without CCI

During the relaying phase, the optimum node £* is assumed to be selected by the

ORS scheme for relaying and the signal received at the DN is given by
Ya = hie a%s + 1. (2.3)

Specifically, the DN broadcasts a clear-to-send (C'TS) signal and all RNs listen. It is
assumed that each RN acquires perfect transmitter-side CSI by estimating the CSI
during the reception of the CTS signal. In the next section, the ORS design relying

on selecting the optimal node k* is investigated.

2.1.2 Opportunistic Relay Selection Design

The ORS scheme selecting a single RN for relaying was shown to be outage-optimal
for decode-forward (DF') relaying by the authors of [16,23]. Specifically, the selected
RN is the one in the decoding set D, having the highest instantaneous SNR at the
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DN, which is shown to be outage-optimal. The flowchart of the ORS scheme is
characterized in Fig. which is described as follows:

1. Initial transmission: the SN broadcasts its message to all RNs and to the
DN as shown in Block 1 of Fig. while the RNs and the DN listen.

2. Decoding set update: All RNs attempt to decode the signal buffered during
the SN’s broadcast phase, as shown in Block 2 of Fig. If a RN successfully
decodes the received signal, it is capable of regenerating the original message
and therefore joins Dy, as shown in Block 3 of Fig. 2.2

3. ORS at DN: The specific potential transmit node within D,, which has the
highest instantaneous SNR at the DN is selected as the retransmission node
in Block 5 of Fig. This can be realized without requiring global CSI at
each node with the aid of an uncoordinated/distributed algorithm or it may
be coordinated by a central control node. A practical option is to employ
distributed timers |16} 23|, where each node estimates its own instantaneous
SNR at the DN by estimating the CSI during the reception of the CTS signals
broadcast by the DN in Block 4 of Fig. On the basis of the time division
duplex protocol, it may be assumed that the uplink channel is identical
to the downlink channel. The RN will then initiate the count-down timer,
which is inversely proportional to the instantaneous SNR levels and then joins
the contention. Therefore, the timer of the RN having the highest SNR at the
DN runs out first. As soon as the timer runs out, the RN broadcasts a flag
to announce itself as the transmitting node. After receiving the flag, the other
RNs would reset their timers and remain silent.

4. Relaying: The node selected in Step 3 above re-encodes the message and re-
transmits it, as shown in Block 6 of Fig. The DN attempts to decode the

message and a new packet’s transmission initiates.

2.1.3 Outage Analysis

An outage is defined as the event, where the received SNR experienced at the DN
is lower than the predefined threshold ~;, that has to be exceeded for successful
decoding. If idealized perfect capacity-achieving channel coding is assumed, this
threshold is ~y,, = 2% — 1, where R is the maximum achievable transmission rate of
the SN [4]. When no packet-combining techniques are invoked at the receiver and
the erroneous packets are discarded, the OP P,,; is equal to the probability that both

the broadcast and the relaying phases are in outage. Hence, we have
Pout:Pelpza (24)

where P! denotes the packet error ratio (PER]) of the direct transmission in the
broadcast phase, while P? represents the PER of the retransmission in the relaying
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phase. As the classic point-to-point (P2P) transmission is a basic building block of
the single-SN-multi-RN network, we first present the P2P PER analysis and then we
deduce the OP of the network considered based on the P2P PER analysis.

Since a Rayleigh-distributed block fading channel is assumed, the instantaneous

SNR for transmission over the SN-DN channel obeys the exponential distribution of

fr..(v) = % exp(—%) and the PER of the broadcast phase P! may be expressed as
Pel = Pe,sd
= Pr{vea < v}
=1 — exp{—2"1. (2.5)
Vsd

By contrast, the retransmission phase OP P? in Eq. (2.4) may be expressed as

P? =% Pr{D,}P.(D,), (2.6)

where Pr{D,} is the probability that D is the decoding set after the broadcast phase
and P.(D;) is the PER of the retransmission conditioned on the cardinality of the
decoding set D,. Since each RN’s decoding status is either error-free or erroneous,

there are 2K combinations of D,. Hence, Pr{D,} can be formulated as |67]

Pr{Ds} = H (1 - Pe,si) H Pe,sja (27)

i€Ds j¢Ds

where ¢ and P, 5 denote the i-th node in the decoding set and the error probability
of its reception during the SN’s broadcast phase, respectively. Since the selected RN
is the one that has the highest SNR at the DN, P,(Dy) is given by the product of
probabilities, where the transmissions from every node in D, to the DN fails and

hence P.(D;) is represented as

Pe<Ds) = H pe,id> (28)

1€Ds

where P, ;4 denotes the OP at the DN, when the ¢-th node of the decoding set is

selected for transmission, which may be expressed as

P.iqa = Pr{via <y}
=1- exp{—%h}. (2.9)

Yid

By substituting Eq. (2.5))-(2.9) into Eq. (2.4), the e2e OP is obtained in closed-form
for the ORS scheme using DF relaying in the absence of CCI.
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Figure 2.3: Schematic of the proposed SUD-aided and MUD-SIC-aided schemes, the
RNs in the SUD-aided scheme employ the SUD receivers, while RNs in the MUD-
SIC-aided scheme employ the MUD-SIC receivers.

2.2 ORS Design with CCI
2.2.1 System Model

Having considered the CCl-free scenario in Section 2.I] let us now consider a net-
work comprised of a SN, K RNs and a DN, where M interfering nodes ) may
access the channel concurrently. Each node is equipped with a single antenna and
operates in a half-duplex mode. The system model is illustrated in Fig. [2.3] where
{RN1, RN, ..., RNk} form the RN set and {INy,INs,..., [Ny} form the IN set.

Similar to the scheme described in Section [2.1]for an interference-free scenario, the
RNs may listen to the SN’s message and then the specific RNs that successfully de-
coded the SN’s message, may retransmit it. Again, we assume a Rayleigh-distributed
block fading channel model, where the fading coefficient remains constant for the du-
ration of a packet and then varies independently from one transmission to another
both in time and space. As for the CCIl-free scenario, we assume that a perfect
capacity-achieving code is used and circularly symmetric complex Gaussian symbols
are transmitted. Therefore, throughout this chapter the packet loss ratio (PLR) is
identical to the OP. The nodes have perfect receiver-side CSI during both the de-

tection and decoding process, while the transmitter-side CSI may be estimated by
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evaluating the statistics of the received CTS signal broadcast by the DN.
As illustrated in Fig. the communication between the SN and the DN is

performed in two phases: the classic broadcast phase and the relaying phase. The
general case of multiple relaying phases is feasible, but in this chapter only a single
retransmission may be invoked, which is suitable for low-delay applications. Similar
to CCI-ree scenario of Section 2.1 we also adopt the notion of decoding set, denoted
here by Dy, which includes all nodes that successfully decoded the SN’s signal. Before
the broadcast phase only the SN is in the decoding set D,. Then, after the broadcast
phase, the specific RNs, which successfully decodes the message would join D,. The
criterion used for determining whether the RN may join the decoding set is based on
whether it successfully passes the CRC check. Alternatively, we may check whether
the mutual information between the SN and the RN is above a threshold. Again, we
assume using the CRC-based method. The number of CRC parity bits is assumed
to be significantly lower than that of the transmitted data bits. The RNs joining the
decoding set would notify the DN by sending their acknowledgment or non-
acknowledgment flags. In the relaying phase, a node is selected from the
decoding set D, for retransmission with the aid of a feedback channel, as illustrated
in Fig. [2.3] It is assumed that both the feedback channel as well as the ACK/NACK

flags are error-free.

In the broadcast phase, the SN transmits its data to both the RNs and the DN,
which also receives interfering signals from M INs. If the retransmission phase is
necessitated and the optimum node k* is assumed to be selected by the ORS scheme

for retransmission, then the signals received by the RNs and the DN are given by:

M
y,}::h;k:zjs—l—z:h,lmkx,l?l%—n,i, E=1,...,K (2.10)
m=1
M
Ya = Dy aws + Z R, + g (2.11)
m=1
M
yg = h2*,d‘r8 + Z hiz,dxgn + n?l? (212)
m=1

where y;’ is the signal received by the j-th node in the p-th phasqﬂ, hf:j is the CSI
between node ¢ and j in the p-th phase considering the effects of the pathloss, shad-
owing and Rayleigh fading, x is the signal transmitted by the SN with its power
normalised to 1, while n§' is the noise at node j in the p-th phase. We assume that
the fading channel coefficients and the noise are independent zero-mean circularly

symmetric complex Gaussian random variables.

5p = 1 represents the broadcast phase and p = 2 stands for the retransmission phase.
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Table 2.1: System Parameters

Number of relay nodes K
Number of interferers M
Channel model Rayleigh block fading
Pathloss exponent 8=3.0
Channel correlation coefficient p=0.95-1.0
Received instantaneous SNR Yo
Received instantaneous INR Viyeoos VM

SIC-ordered received SNR and INR 1) > v2) 2> -+ 2> Ym+1)

At the RNs and the DN, the receiver has to detect the signals transmitted from
the desired nodd’l The SUD schemes are assumed to have perfect CSI, while the
MUD-SIC receiver is assumed to be perfectly synchronised with the SN and the
INs so that perfect CSI of the SN and the INs are also available. In the MUD-SIC
receiver illustrated in Fig. both the desired signal as well as the interfering
signals are extracted from the composite received signal. In each iteration, the SIC
decoder removes the interference imposed by the successfully decoded signals from
the current composite received signal. This process relies on re-encoding the de-
coded bit sequence, then re-modulating it with the appropriate amplitude and phase
adjustment relying on perfect CSI and finally subtracting it from the CCl-infected
composite signal. The signal that cannot be error-freely decoded is not subtracted
from the composite received signal. It is assumed that the error propagation due to
erroneous decoding can be avoided with the aid of the CRC check. The basic system
parameters used throughout this chapter are listed in Table

2.2.2 Outage Analysis

The previous contributions of [26,68] have analysed the OP of dual-hop relaying sys-
tems operating in the presence of multiple interferers. The authors of [26] considered
the interference both at the RNs and the DN, where a single RN was considered.
Furthermore, in [26], an interference-limited scenario was considered, while the ef-
fects of noise were neglected. Against this background, in this section, we extend the
analysis of point-to-point Rayleigh fading channels of a single link to the scenario of
multiple interferers. Additionally, the effects of the noise were also considered. We

also generalize the scenario to multiple RNs.

In the presence of CCI, an outage is defined as the event, where the received
signal-to-interference-noise power ratio experienced at the DN is lower than
the predefined threshold 4, that has to be exceeded for successful decoding. Again,
we assume that no packet-combining techniques are employed at the DN, where the

6The desired node is the SN in the broadcast phase and the RNs selected for the retransmission
phase.
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erroneous packets are discarded. Therefore, the OP P, is given by:
Pout = P61P62’ (213)

where P! denotes the PER of the broadcast phase, while P? denotes the PER of the
relaying phase. Given the PER of a P2P link, the end-to-end OP of the system may
be deduced from P! and P?

e e’

CCI as detailed in Section 2.1k

which obeys the same formulation in the absence of

=Y Pr{D,}P.(D,), (2.14)

and Pr{D,} is given by

PT{DS} = H (1 - Pe,si) H Pe,sj' (215)

iGD.s J%Da

However, the exact expressions of P} and P? would be different. In this chapter, the

SUD-aided system treats the interference as noise at the RNs and the corresponding
P, s; will be given in Section [2.2.2.1] while the P, s of the MUD-SIC-aided system is

provided in Section [2.2.2.2

2.2.2.1 Analysis of SUD

At the SUD receiver all interferences are treated as Gaussian noise. Therefore, the

SINR at the receiver is expressed as

Y0 A Yo
SINR=— 10 2y _ , 9.16
1 + Zf\n/lzl ’Ym 1 + X ( )

where 7, is the SNR of the desired signal and ~,, denotes the interference-to-noise
power ratio of the m-th interfering signal. Since Rayleigh block fading is
assumed, each 7, obeys to the exponential distribution of f, (v) = %me_%. For
convenience of notation, X, Y denote the INR and SINR, respectively. The INR
component Z%:l Ym is of hypo-exponential distribution, while its probability density

function deduced in Theorem 2 of [16] is as follows:

ri(A) ]
Xij( U= De=2/T) (2.17)
1

9-5 3 gy

=1 j=
where A = diag{y1,72,..-7Ym}. g(A) is the number of distinct diagonal elements of
Aand yy > Y2) > -+ > Ygea)) and 7;(A) is the number of eigenvectors of 7;), while
Xi;(A) is the (7, 7)-th characteristic coefficient of A, which are defined in Eq. (29)
of [16].
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If perfect capacity-achieving coding is adopted, an outage occurs, when the trans-
mission rate R is higher than the channel capacity given by C' = log, (1 +Y). Equiv-
alently, an outage occurs when the received SINR is below the threshold 7y, = 2% —1.
Therefore, the PER is expressed as P, = Pr{Y < v;,} and its detailed expression is

formulated as follows:

+o0
PSU (Y0, 315 - - - Y1) = PT{l ZOX < Yen} = / Pr{vo < yn(1+ )} fx(x)dx
+oo R g(A) ri(A)
- / (1— ) 202 (A 7“ 2l Ve=/10 dy
0 =1 j=1 )
g(A)T’L "/th ’3/ .
1=y Z Xis(A)e ™% (1 + %'Yth)_]- (2.18)
=1 j=1

2.2.2.2  Analysis of MUD-SIC

The OP analysis of MUD-SIC reception over Rayleigh-distributed block fading chan-
nels was provided in [69] for the special case of equal-rate links, where the uplink
rate of each user is identical. The PER of each user is given by [69] using the optimal
decoding order, which requires that the signal having the highest SNR is decoded,
re-encoded, re-modulated and subtracted in each decoding iteration. A tight upper-
bound of the per-user PER is deduced in [69] and formulated in Eq. (28) of [69].
In our system, we focus on the PER performance of the desired user. Without loss
of generality, we set the index of the desired user as 0 and its PER expression is
given in Eq. (2.19). Explicitly, 7 represents the possible decoding order of SIC,
while 7(i) = 0 indicates that the desired signal is decoded during the i-th decoding
iteratior[] Therefore, in the presence of M interferers, there are (M + 1)! possi-
ble decoding orders. The explicit definitions of A,, A\, and ¢; seen in Eq. are
given in Eq. (23) of [69]. It should be noted that the closed form expression of Eq.
(2.19) may be readily evaluated for small M, but the number of possible decoding
orders and the associated computational complexity of the analytical results becomes

formidable, hence computer simulations may be preferred for evaluating:

() M
MUD-SIC Tth 1
Pe (’707717" ’)/]V[ M—f-l'; Z ]-_ZAGAU qui_i?
S V! 1— (=5 < Y
===t \N=—- AN =—, A, = = —. (2.19
¢ . " bu u:g#v Y (2.19)

"Note that the first iteration is indexed by 0
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2.2.2.3 End-to-End Outage Analysis

Firstly, a MUD-SIC receiver is adopted at the DN in both the SUD-aided and in
the MUD-SIC-aided schemes. Again, the per-user PER performance of a multi-user
uplink system using a MUD-SIC receiver at the DN was characterised in [69] in the
absence of relaying, where the uplink rate of each user was assumed to be identical.
More specifically, the PER of each user is presented in [69] using the optimal decoding
order, where the signal having the highest SNR is decoded, re-encoded, re-modulated
and subtracted in each decoding iteration. A tight upper-bound of the per-user PER
is given in Eq. (28) of [69]. In our system, we focus our attention on the PER
performance of the desired user. We set the index of the SN to 0 and P} is given
in Eq. (2.20), where 9, represents the average SNR of the SN at the DN, while
1, ... 9m represents the average INR of the M interferers at the DN, respectively,

yielding:
7~1(0) M M
P PMUDSSIO(5 5 sy < 2 SIS (123 A ) | T
(M+ 1=~ | = o g Qi
(2.20)

where the definitions of the parameters used are as follows:

SEoAt s 1—(w=)m - Ao
==l v N =~ PR A= —. 2.21
gb Z Uva H >\’U - >\1L ( )

U=7,u#v
On the other hand, the PER of the retransmission phase P2 may be expressed as

P? =" Pr{D,}P.(Dy. 51, - - Fr), (2.22)
D

where Pr{D,} is the probability that D is the decoding set in the broadcast phase,

which may be formulated as

Pr{Ds} = H (1 - Pe,si) H Pe,sja (223)

ieDs j¢Ds

where ¢ and P, ;; denote the i-th node in the decoding set and the error probability of
its reception during the SN’s broadcast phase, respectively. In this chapter, the SUD-
aided scheme treats the interference as noise at the RNs and the corresponding P, ;
is given by Eq. (21) of |26]. The P, of the MUD-SIC-aided scheme is in the form
of Eq. (2.20)), while the SNR and the INRs should be replaced by the values at the
i-th RN. Therefore, the multiplication term Pr{D,} in Eq. depends only on
the SN-RN channel quality and on specific choice of the receiver adopted at the RNs,
namely, whether the SUD or MUD-SIC receiver is used. Therefore, Pr{D;} does
not depend on the ORS design. By contrast, the expression of P,(Ds, 1, ...,7) in
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Eq. (2.22) depends on the ORS design, where D, is the decoding set and 71, ..., Yy
represent the average INR of the M interferers at the DN.

An outage-optimal ORS scheme achieves an OP P%'(Dg,71,..., 7y ), which is
equal to the probability that transmissions from all the nodes in the decoding set Dy
to the DN fails [16]. However, PP'(D,, 71, ...,%y) cannot be simply decomposed into
the form of [[,cp Peia(Vias V1, - - - ) as adopted in [16], where P.;q(Yia, Y1, - - -, Yar)
denotes the error probability at the DN, when the i-th node of the decoding set
is selected for transmission. This is because even though the ORS may rely on
mutually independent SNRs as determined by 7;; and the independent fading of the
current packet, the INRs represented by 74, . .., vas are fixed for the fading realisations
of the current packet, regardless of which node is selected from the decoding set.
Therefore, this results in correlated error probabilities P, ;4(%ia, Y1, - - -,7a) for each
node in the decoding set, when the MUD-SIC receivers are adopted at the DN.
Therefore, it remains an open challenge to deduce the closed-form expression of
PP"(Dg, 71, ..., 7m), which is left for our future investigation. Instead, the focus of
this chapter is to conceive a beneficial ORS scheme, which achieves the optimal OP,
when the MUD-SIC receiver is adopted at the DN.

2.2.3 Opportunistic Relay Selection Design

The design criterion of ORS is to achieve the optimal P*(Dg, v, ...,vy), which
again, denotes the probability that the transmissions from all the nodes in the de-
coding set D, to the DN failed. Therefore, an outage-optimal ORS should satisfy
the following condition: if the specific retransmission by the node selected from the
set Dy cannot be successfully decoded at the DN, then a retransmission by any other
node picked from the set Dy would not be decoded successfully eitherf).

When the SUD decoder is employed at the DN in the presence of multiple inter-
ferers, the optimal relay selection scheme is the same as that of the interference-free
scenario [16], because the ORS scheme simply appoints the particular node having
the highest instantaneous SNR at the DN [59]. This results in the highest instan-
taneous received SINR Y,40 = 7Yia/ (Z;\il 7;), which is denoted as raw SINR at the
DN and therefore achieves the lowest OP. However, if the more powerful MUD-SIC
receiver is employed at the DN, the OP of relay selection is no longer determined by
the raw SINR. This is due to the fact that some interfering signals may be decoded
and removed from the composite signal and hence the effective SINR of the desired
signal may be iteratively enhanced, which is formulated as Y.¢; = %M(Z?ﬁm Yi)s
where k indicates that the desired signal is decoded in the k-th iteration, given that

81t should be noted that although we use the terminology of relay selection, the SN itself may be
selected for retransmission as well, if no RNs decoded the message successfully during the broadcast
phase or if the SN’s retransmission may facilitate a better decoding result at DN compared to the
RNs.
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the previous (k — 1) interfering signals are successfully decoded. The SIC scheme re-
lies on the power-based ranking of all-received signal components and it is at its best,
when the received power levels are clearly distinguishable. Therefore, appointing the
particular node having the highest SNR at the DN for retransmission may be detri-
mental, because the MUD-SIC receiver of the DN cannot reliably detect and decode
the desired signal or the interference. Instead, we propose the BED-ORS scheme

based on the best-effort detection criterion, which is implemented in the formally
specified Algorithm [2.2.3.1
The philosophy of the BED-ORS is as follows: Retransmission by a node in the

decoding set D, may result in one of two decoding outcomes at the DN: success or
failure. If the DN has the perfect knowledge of CSI for the links between each node
in the decoding set and the DN as well as that of the links between the interferers
and the DN, it may predict the decoding outcome of every node in the decoding set
by invoking SIC testing, as described in Algorithm 1. Hence, the node that facilitates
successful decoding at the DN may be selected.

2.2.3.1 Algorithm Design

The proposed BED-ORS tests all candidates in the D, until the decoding outcome of
a candidate is successful and hence selected, or no candidates results in a successful
decoding outcome. Therefore, it is outage-optimal by virtue of ensuring that if the
node selected cannot facilitate successful decoding, any other nodes in D, would
not be decoded successfully either. It should be noted that the proposed BED-ORS
does not invoke the MUD-SIC decoding process. The DN may utilise MUD-SIC for
decoding the bits or symbols at the physical layer in order to recover the information
transmitted. However, the BED-ORS is a MAC layer algorithm, which initates the
MUD-SIC process and relies only on the processing of the SNRs and INRs. From
the physical layer’s perspective, the CSI of the channels between all RNs and the
DN, as well as those of the channels between all INs and the DN are required by the
MUD-SIC detecting stage. However, the physical layer SNRs and INRs, have to be
fed into the MAC layer and then exploited at the ORS stage, as it will be shown

later with the aid of our simulation results.

Algorithm 1: Best-Effort Detection Based ORS (BED-ORS)

1. INR ordering: Following the broadcast phase, we assume that (L — 1)
RNs successfully decode the SN’s message. Hence, there are L candi-
date nodes in D,, including the SN. We denote the decoding set D, as
{c1,¢2,...,cr}. The DN ranks the received INR of the M interfering sig-
nals {71,792, ...,7x} in descending order and the re-ordered INR queue is

denoted as {va), V2 - --»Ym) }, where vy > @) > -+ 2> Y, Vi € [1, M].
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Then, for each node in Dy, the DN carries out the SNR ordering and SIC
testing, as described below.

2. SNR ordering: The DN selects a candidate node ¢; from Dy and inserts
its received SNR 7., in the INR queue, keeping the new queue, which is
referred to as SIC queue 71y > v2) > -+ > Y(m+1) in a descending order.
This is the optimal decoding order for equal-rate scenario of the SN-RN
and RN-DN links, which is formally proven in [69].

3. SIC testing: Firstly, for each position 7 in the INR queue, an SNR upper
threshold 7" and an SNR, lower threshold 4! are calculated as v} = % —

Zﬁz Y — 1 and +} = %h(Z?ii Yy + 1) for the SIC testing step, where

Y4, 18 the predefined threshold to be exceeded for successful decoding. The

bounds are derived as follows: if the SNR of a candidate node is inserted at

position i, in order to facilitate successful decoding, a necessary condition

% > v, and % > ., where the first

inequality ensures that the SINR of the signal at position (i — 1) exceeds 4,

is that we have

and therefore it is decoded successfully. By contrast, the second inequality
ensures that the SINR of the candidate’s signal exceeds ~;,. Please note the
condition is not a sufficient condition, because it also relies on the decoding
outcomes of the preceding signals in the SIC queue.

Denoting that after the SNR ordering, ., is inserted at position k. A failure
is declared, when the SINR of the signal in the i — th (i < k) decoding
iteration does not exceed -y, therefore none of the signals following in the
queue (including the candidate signal) can be decoded, because their SINR
is even lower. Otherwise, if each i-th signal (i < k) in the SIC queue is
successfully decoded, and 7 > ., > 74 is satisfied, a successfully decoding
outcome may be declared.

4. Node selection: If the decoding outcome predicted for ¢; is success, ¢
is selected as the transmitting node and the node’s index is sent by the
DN through a feedback channel to the would-be-transmit node. Otherwise,
the DN selects another candidate node, which has not been tested yet and
repeats steps 2 and 3 above. If the decoding outcome predicted for all nodes

in D, is failure, an outage event is declared.

An example of having two RNs in the decoding set and two INs is formulated as
follows: The received SNRs of RN; and RN, at the DN are v.,, = 9 and ., = 4,
respectively. The received INRs of IN; and I N, at the DN are v, = 2 and v, = §,
respectively. The transmission rate is R = 1.0bit/sec/Hz, therefore the resultant
SINR decoding threshold is v, = 2% — 1 = 1. In this example, Algorithm

operates as follows:
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Figure 2.4: Flowchart of the ORS relying on MUD-SIC

1. INR ordering: The INR queue relies on ordering v, and v, from high to
low as {8, 2}.

2. SNR ordering: For RN, the SNR queue is formed by inserting 7., = 9
into the INR queue as {9, 8,2}, where ., = 9 is inserted at the first position.
For RNy, the SNR queue is formed as {8,4,2}, where the ~., = 4 is inserted
at the second position.

3. SIC testing: For RNy, the SIC testing evaluates 8+g+1 < 1 = 7. Therefore, a

decoding failure is declared by the CRC. By contrast, for RN, both ﬁ >1

and 2%1 > 1 are satisfied, therefore a successful decoding outcome is declared.

4. Node selection: According to the SIC testing outcomes, RN, is selected for

relaying the signal.

However, if we rely only on selecting the highest-SNR node for relaying, which is
RN in the example, the system would be in outage even though selecting RN> is

optimal.
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Based on Algorithm 1, the mechanism of the proposed scheme is illustrated in
Fig. 2.4} which is described as follows:

1. Initial transmission: the SN broadcasts its message to all RNs and to the
DN as shown in Block 1 of Fig. while the RNs and the DN listen.

2. Decoding set update: All RNs attempt to decode the signal received during
the SN’s broadcast phase, as shown in Block 2 of Fig. If a RN decodes
successfully, it is capable of flawlessly regenerating the original message and
therefore joins Ds, as shown in Block 3 of Fig. 2.4, Meanwhile, the successful
RN sends a relay-request-to-send signal to the DN, indicating that it
is capable of retransmitting the SN’s message.

3. ORS at DN: The ORS scheme is detailed in Algorithm 1, as shown in Blocks 4-
7 of Fig. It should be noted that the global knowledge of the instantaneous
CSI is required at the DN for implementing ORS, which is acquired at the DN
by evaluating the statistics of the RRTS signal arriving from each node in the
decoding set D,, as well as the interfering signals. By implementing Algorithm
1, the retransmitting node is selected.

4. Relaying: The node selected in Step 3 above re-encodes the message and
transmits it, as shown in Block 8 of Fig. The DN would then try to
decode the message and a new packet’s transmission is initiated by the SN in
Block 1 of Fig. 2.4

In order to support SIC decoding at the physical layer, the MAC layer of the ORS
scheme originally proposed in [16] should be re-designed. The DN has the knowledge
of the interference power, hence it may serve as the central controller, which requires
the CSI of the channels spanning from all candidate RNs to the DN. Therefore, we
may summarise the MAC layer design conceived for our BED-ORS as follows. If a
RN decodes the data, it sends a RRTS message and the DN hence becomes capable
of estimating the channel spanning from all candidate RNs to the DN. Then the relay
selection is carried out by using Algorithm 1. Finally, the DN sends a relay-clear-to-
send message, which includes the selected RN’s identity.

Since in the MAC layer protocol proposed in [16] no interference is considered,
the RNs contend to access the channel by setting up distributed timers at the RNs,
where the RN having the highest SNR at the DN may be selected. Therefore, the
contention period is independent of the number of RNs equipped with back-off timers.
However, when there is CCI at the DN and the MUD-SIC is adopted, a practical
issue arises from the fact that the CSI of the channels spanning from all candidate
RNs to the DN has to be known at the DN. Therefore, each RN has to send a RRTS
message to the DN for CSI estimation. Hence the total period required for the RRTS

messaging is proportional to the number of candidate RNs. Therefore, the number
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of participating RNs should be appropriately controlled in order to avoid exceedingly

high overall delays during the relay selection phase.

2.2.3.2 Complexity Analysis

Compared to the traditional ORS scheme based on the highest received SNR/SINR
[16,/59], the proposed BED-ORS imposes a higher complexity at the DN. Assuming
K RNs and M INs, the worst-case in terms of the ORS implementation complexity
is that the decoding set includes (K + 1) candidates in D, where all RNs decode
successfully after the broadcast phase. Considering the merge sorting algorithm
of [70], the INR ordering of Algorithm 1 requires approximately M log, M — M + 1
comparison operations, while the associated threshold calculation requires 2(M + 1)
division operations and (M — 1) addition operations. The worst-case complexity of
the SNR-based ordering requires (K + 1) log, M comparison operations for inserting
a candidate’ SNR into the INR queue (K + 1) timeﬂ. The SIC testing requires two
comparison operations. Therefore, the overall number of computations for Algorithm
I’s worst-case scenario are (K + M + 1) -logy M — M + 2(K + 1) + 1 comparison
operations, 2(M —1) additions and 2(M +1) divisions. By comparison, the traditional
ORS scheme [16,59] requires at most K comparison operations in order to select the
node particular from D, having the highest SNR. For example, for K = M = 4, the
numbers of comparison, addition and division operations required by Algorithm 1
in the worst-case are approximately 25, 6, 10, respectively, while the traditional ORS

scheme requires at most four comparison operations.

It should be noted that even though the BED-ORS introduces a higher imple-
mentation complexity, it is negligible compared to the complexity imposed by the
decoding process at the physical layer. For example, a state-of-the-art low complexity
turbo decoder design [71] requires multiple add-compare-select operations per
bit per iteration. Assuming a frame length of 1000 bits, a turbo decoder using 4 ACS
operations and 4 iterations requires 16000 ACS operations for decoding a frame. By
contrast, since the BED-ORS is based on a frame-by-frame mechanism, it requires 25
comparison, 6 addition and 10 division operations for a frame, assuming a scenario of
4 RNs and 4 INs. Therefore, the BED-ORS involves a much lower complexity than
the decoding process. We considered the classic cellular uplink scenario. If fixed
RNs are installed by the operators, the RNs may indeed have sufficient processing
capability to adopt MUD-SIC receivers. On the other hand, if user-cooperation is
adopted, where the RNs are mobile users, our SUD receivers may be adopted at the
RN. Although the proposed ORS scheme imposes an increased implementation com-
plexity, it exhibits significant OP improvements, as evidenced in Section [2.3] where

the implementation issues are discussed in more detail.

9All K RNs successfully decode the SN’s signal and join Dy, therefore the size of D, is (K + 1).
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2.2.4 System Optimisation for a Realistic Outdated CSI

In the previous discussions, perfect CSI was assumed to be available both at the RNs
and at the DN in the BED-ORS scheme. However, if the channel’s coherence time
is shorter than the time required for processing the relay selection plus the delay of
feeding back the selected node index by the DN, the CSI used for ORS may become
outdated and hence may be different from the actual CSI. As a result, the accuracy
of the predictions may degrade. In this case, if the predicted decoding outcomes of
multiple nodes in the decoding sets indicate decoding success, it is optimal to select
the one, where the probability of actual decoding success is maximized. Therefore, it
should be emphasised that in the presence of a realistic outdated-CSI, the ORS scheme
18 not guaranteed to be outage-optimal. Nevertheless, we may be able to design an
ORS' scheme that mazimises the probability of avoiding outages or, alternatively, it
minimises the probability of outage [66]. Therefore, we define the probability of avoid-
g an outage of candidate ¢; as the probability that the actual decoding outcome
is success, conditioned on the prediction being a success, denoted as ijl. The can-
didate c, having the highest probability of avoiding an outage is selected as follows:

¢, = argmaxyep,{ Pf'}.

In order to acquire P]fl for each ¢, € D,, we have to evaluate the impact of
outdated CSI. Using a similar approach as in [63], the correlation coefficient between
the actual channel coefficient /4 and the outdated channel coefficient & is defined as p-
Therefore, we have [63]: h = ph++/1 — p?v, where v ~ CN(0,1) and p is assumed to
be a constant in this chapter. The actual SNR v conditioned on its estimate 4 obeys
a non-central chi-square distribution with two degrees of freedom and the probability
density function of the SNR is expressed as |63]

1 _ 0%y ( 207/ 7y )

f (7 fA}/) =— ¢ ¥(1-p2) [ —
{0 (1 — p?) "\ —p?)

(2.24)

where 74 denotes the average SNR and Iy(-) is the zero-order modified Bessel function
of the first kind. In our analysis we assume that the CSIs of the candidates in the
decoding set are outdated, while the CSIs of the interferers are perfect. Therefore,
7} and 7% defined in Step 1 of Algorithm 1 are not outdated. Then, the candidate

ca’s probability of avoiding an outage P{' may be expressed as |72

P = Pr{v, < Yo e }Pr{ve, < 93a s (2.25)

Vi

Prive <7ildat = f'yc.l\‘ycl (Ver|Fe)dve, = 1 — Q1(A, bu) (2.26)
0

h
P’r{’yllc < ,ycl|,3/cl} =1- /O f’Ycl\’AYcl (’Yczﬁ/cl)d’ycl = Ql(Avbl)7 (2‘27)
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where Q1(A,b) is the Marcum Q-function of order 1, while A, b, and b; are defined
as [72]:

24, 2\ 27\
A=p —l,bu:(—> b= (—2T ) 9.98
=) wi-m) T\ (2.28)

Hence, in order to achieve the lowest OP, Algorithm 1 may be revised as follows:

Algorithm 2: I-BED-ORS using outdated-CSI

1. INR ordering: The same procedure of INR ordering is implemented as in
Algorithm 1.

2. SNR ordering: The DN selects a candidate node ¢; and the same proce-
dure of SNR ordering is implemented as in Algorithm 1.

3. SIC testing: The same procedure of SIC testing is implemented as in
Algorithm 1. Additionally, the probability of avoiding an outage ij’ is
calculated using Eq. ([2.25}2.28).

4. Node selection: For every candidate node ¢; in Dy, the DN estimates
the decoding outcomes and selects the node ¢« of highest probability of
avoiding an outage obeying ¢ = maxgep, P]fl. Then, this node’s index is
sent by the DN to the relevant RN via a feedback channel.

As shown in Eqgs. (2.25)-(2.28), the calculation of the probability P of avoiding
an outage involves integration and may be computationally expensive. As p and

Y., are statistical parameters which are assumed to be known so that X is known at
the DN, a look-up table connecting the values of ();(\,b) and b may facilitate an

affordable implementational complexity[™]

2.3 Numerical Results

In this section, we evaluate the performance of the proposed systems in terms of
the associated OP. In all our simulations, we consider a topology comprising K
RNs, all placed halfway along the line between the SN and DN and we set the
channel’s pathloss exponent to 3. Additionally, we assume that all nodes in the
network use an identical transmit power. The time-averaged SNR of the SN-DN
channel is denoted as 75 4. Therefore, the SNR of the channel between any two nodes
is %;.; = (di j/ds.a)~*Ys.4, where d; ; denotes the distance between node i and node j,
while « is the channel’s pathloss exponent. The channels are assumed to be subjected
to independent Rayleigh block fading. Throughout the simulations, the transmission
rate of each SN is Ry = 0.5 bit per second per Hz (bit/s/Hz).

10 More practically, even if p and 7., are unknown at the DN, a heuristic method may be imple-
mented by selecting the ¢+ = maxe,ep, min(v* — Yoy, Yoo — VL)
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Figure 2.5: OP of different schemes versus the SN-DN link SNR for transmissions over
block Rayleigh fading channels for SIR= 0dB, Ry = 0.5bit/s/Hz, K = 2 RNs and
M = 4 INs. The traditional ORS scheme is based on the highest SNR criterion, while
the proposed BED-ORS scheme is implemented by Algorithm 1 assuming perfect CSI.

1) Effects of ORS Criteria: We compare the OP performance of the tradi-
tional ORS scheme based on the highest received SNR/SINR criterion to that of the
proposed BED-ORS scheme based on the best-effort detection criterion described in
Algorithm 1. Tt is also assumed that the average signal-to-interference power ratio
for each IN is OdBE. The number of RNs and INs is 2 and 4, respectively. Fig.
shows the OP of both the proposed MUD-SIC-aided scheme and of the SUD-
aided arrangement. The traditional ORS of Fig. relies on a simple combination
of the MUD-SIC with ORS [16], which does not exploit the knowledge of the INRs
during the relay selection process. When the traditional ORS scheme based on the
highest received SNR criterion is used, it is observed in Fig. that modest OP
improvement is achieved by both the MUD-SIC-aided scheme and by the SUD-aided
arrangement, over the non-cooperative system, when the transmit power is within
the range 4dBm to 21dBm. However, this trend no longer holds for higher SN-DN
SNRs, where the employment of cooperation seems to be detrimental in terms of the
OP, as shown in Fig.

The reason for this behaviour was provided in Section In this case, selecting
a RN having a lower SNR at the DN may be preferred, where the strong interfering

signals may be successfully decoded and subtracted, resulting in an improved SINR

1 The average SIR is measured at the RNs in the broadcast phase, while at the DN the SIR in
the broadcast phase for current setting is approximate —9dB. For simplicity, we use SIR at RNs in
the broadcast phase to measure interference power.
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Figure 2.6: OP versus the SN-DN link SNR for transmissions over block Rayleigh
fading channels with SIR= 0dB, Ry = 0.5bit/s/Hz, M = 4 INs and K =1 to 4 RNs.
The MUD-SIC-aided scheme is adopted. The traditional ORS scheme is based on
the highest SNR, criterion, while the proposed BED-ORS scheme is implemented by
Algorithm 1 assuming perfect CSI.

for the desired signal and hence facilitating a higher probability of successful decod-
ing, which is the philosophy behind the BED-ORS scheme. Fig. illustrates that
both the MUD-SIC-aided and SUD-assisted schemes using the BED-ORS regime of
Algorithm 1 outperform the non-cooperative system for all the SNRs considered. For
example, at P, = 1073 a substantial gain of about 7.5dB is achieved by the MUD-
SIC-aided scheme relying on two RNs over the non-cooperative system, while only a
1.8dB gain is attained by the SUD-aided scheme.

2) Effects of the Number of Relays, Interferers and Interference Power:
Let us now we evaluate the performance of our proposed systems for different number
of RNs and INs. Firstly, the number of INs is fixed to M = 4 and the number of
RNs is increased from K = 1 to 4. It is observed in Fig. that as the number of
RNs increases, the outage performance of the MUD-SIC-aided scheme adopting the
proposed BED-ORS scheme was improved gradually as a benefit of increased spatial

diversity, which outperforms the traditional ORS scheme.

Then, the number of RNs is fixed to K = 2 and the number of INs increases
from M =1 to 4. It is observed in Fig. that the proposed BED-ORS scheme
always achieves a better OP than the traditional ORS, regardless of the number of
INs. However, when the number of INs is M = 1 or 2, the outage performance
of traditional ORS is very close to that of BED-ORS. The reason is that when the
number of INs is relatively small and the resultant SINR is sufficiently high, the
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Figure 2.7: OP versus the SN-DN link SNR for transmissions over block Rayleigh
fading channels with SIR= 0dB, Ry = 0.5bit/s/Hz, K = 2 RNs and M = 1 to 4
INs. The MUD-SIC-aided scheme is adopted. The traditional ORS scheme is based
on the highest SNR criterion, while the proposed BED-ORS scheme is implemented
by Algorithm 1 assuming perfect CSI.

performance of a MUD-SIC receiver and a SUD receiver is identical, where both of
them are capable of approaching the OP of the interference-free scenario, in which
the traditional ORS based on highest SNR criteria presented in Section [2.1]is outage-

optimal.

The effects of interference power are evaluated in Fig. 2.8 where a SN assisted
by K = 2 RNs and M = 4 INs is considered. We consider SIR = 0,6,12 dB,
respectively. The dashed lines represent the performance of traditional-ORS, while
the solid lines indicate the OP of the BED-ORS under different SIR levels. Tt is
observed that the BED-ORS scheme achieves better outage performance than tra-
ditional ORS. It is also observed that at low SNRs, a higher SIR may result in a
degraded OP, because the probability of the interference being successfully decoded
and removed is small at a low INR. Assuming a constant SIR, as the SNR increases,
the INR increases correspondingly and therefore achieving a higher probability of

decoding and removing the interference, which in turns results in an improved OP.

On the other hand, Fig. 2.9]illustrates the importance of employing the more pow-
erful MUD-SIC receiver at the DN in the presence of interference. If the DN adopts
SUD receivers, the OP improvement achieved by enhancing the SN-DN link quality
erodes at moderate SNRs and the system operates in the interference-limited region,
indicated by the dotted lines. The proposed SUD-aided scheme and MUD-SIC-aided

scheme, which are represented by the dashed lines and solid lines respectively, are
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Figure 2.8: OP versus the SN-DN link SNR for transmissions over block Rayleigh
fading channels with SIR= —6dB, 0dB and 6dB, Ry = 0.5bit/s/Hz, K = 2 RNs
and M = 4 INs. The MUD-SIC-aided scheme is adopted. The traditional ORS
scheme is based on the highest SNR criterion, while the proposed BED-ORS scheme
is implemented by Algorithm 1 assuming perfect CSI.

capable of achieving an improved OP, with the aid of MUD-SIC receivers at the
DN. We may conclude that in the presence of interference, adopting the MUD-SIC
receiver at the DN guarantees a reduced OP. As the SUD receivers exhibit a lower
implementation complexity than the MUD-SIC receivers, the SUD-aided scheme may
be preferred for low-complexity RNs, provided that the OP degradation remains tol-
erable. Fig. illustrates an example associated with SIR = 12dB, where the
degradation of the SUD-aided scheme is approximately 1.2dB at PLR = 1072 com-
pared to the MUD-SIC-aided scheme.

Practically, the decoding complexity of the MUD-SIC increases at most linearly
with the number of interferers. Therefore, we are capable of controlling the num-
ber of interferers actually decoded by the MUD-SIC receivers. In other words, we
may process a limited number of strong interferers using MUD-SIC, while treating
the remaining interferers as noise. In this way, we may remove the most detrimen-
tal components and strike a balance between the OP achieved and the complexity

imposed.

3) Effects of Outdated CSI and Using I-BED-ORS: Fig. illustrates
the OP of the ORS proposed in Sec. If the CSI is outdated and the DN
employs the sub-optimum Algorithm 1 based on perfect CSI, the OP may severely
degrade, as shown in Fig. 2.10] By contrast, when the I-BED-ORS implemented in
Algorithm 2 is used, the OP may be substantially improved, as seen in Fig.
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Figure 2.9: OP versus the SN-DN link SNR for transmissions over block Rayleigh
fading channels with SIR= 0dB, 6dB and 12dB, Ry = 0.5bit/s/Hz, K = 2 RNs and
M = 4 INs. The MUD-SIC-aided and SUD-sided schemes are compared.
The BED-ORS scheme is implemented by Algorithm 1 assuming perfect CSI.

However, as the correlation coefficient p decreases and the reliability of the outdated
CSI drops, the OP of the optimised ORS using Algorithm 2 degrades. It may be
concluded that the accuracy of the CSI used for ORS is critical for the achievable
OP of cooperative systems adopting MUD-SIC receivers.

2.4 Conclusions

In this chapter, we proposed a pair of systems adopting MUD-SIC receivers at the
DN, namely, both the MUD-SIC-aided system and the SUD-aided system. The
outage-optimal BED-ORS of Section [2.2.3.1] was proposed for both systems based on
a best-effort detection criterion. The proposed systems were shown to outperform
both the non-cooperative system and the system employing SUD receivers at the
DN, while the MUD-SIC-aided scheme achieved significant OP improvements with
the aid of the BED-ORS. Additionally, an optimised BED-ORS scheme was designed,
which was shown to have an improved robustness against a degraded CSI accuracy,

as imposed for example by outdated CSIs.

For a single-SN-multi-RN scenario, the ORS scheme is capable of exploiting the
full diversity order. However, the resultant improvement was achieved at the cost of
multiplexing loss. For example, an additional TS is required for relaying the SN’s
message because of the usual half-duplex constraint. Therefore, compared to non-
cooperative schemes, the ORS scheme suffers from a factor two throughput penalty.

By comparison, the proposed MUD-SIC scheme may accommodate the multiplexing
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Figure 2.10: OP versus the SN-DN link SNR for transmissions over block Rayleigh
fading channels with outdated CSI, where correlation coefficient p = 0.99, 0.995.
SIR= 0dB, Rr = 0.5bit/s/Hz, K = 2 RNs and M = 4 INs. The BED-ORS
is implemented by Algorithm 1 and I-BED-ORS is implemented by Algo-
rithm 2. Only the performance of the MUD-SIC-aided scheme is illustrated because
it exhibits highest outage improvements towards the non-cooperative counterparts.

loss by allowing multiple SN-DN pairs to share the spectrum simultaneously. For ex-
ample, assuming that there are two SN-DN pairs in the network, the two SN-RN-DN
links may have simultaneously access to the spectrum, while imposing CCI on each
other. When using both coordinated synchronization and receivers equipped with
a MUD-SIC detection capability, both SN-DN pairs may benefit from the diversity
gain achieved by ORS, while eliminating the multiplexing loss.

In Table 2.2] we compare both the OP and the decoding complexity of different
schemes. The system configurations are as follows: SIR= 0dB, Ry = 0.5bit/s/Hz,
K =2 RNs and M =4 INs. A turbo decoder requires 4 ACS operations per bit per
iteration and 4 iterations as well as a frame length of 1000 bits is considered. The
traditional ORS scheme is based on the highest SNR criterion, while the proposed
BED-ORS scheme is implemented by Algorithm 1 of Section [2.2.3] assuming perfect
CSI. The decoding complexity is quantified by the number of ACS operations required
both at a RN as well as required at the DN.

It is shown in Table that if the traditional-ORS algorithm is invoked, both
the SUD-assisted and the MUD-SIC-aided schemes may be outperformed by the no-
cooperation based benchmarker at P,,, = 1073, Therefore, the BED-ORS algorithm

proposed is indispensable in order to glean a beneficial diversity gain from multiple
RNs.
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Target OP @1072 | @10~® | RN ACSs | DN ACSs
Traditional-ORS | SUD-aided 6.3 20.1 16000 48000
Traditional-ORS | MUD-SIC-aided 5.6 15.4 48000 48000
BED-ORS SUD-aided 4.5 12.4 16000 48000
BED-ORS MUD-SIC-aided 0.7 6.3 48000 48000
No Cooperation 7.0 14.0 0 48000

Table 2.2: Summary of transmit power P, in dBm and achievable OP of different
ORS schemes.

When equipped with the proposed BED-ORS algorithm, the MUD-SIC-aided
scheme outperforms its SUD-aided counterpart by 3.8 dB at P, = 1072, which
is increased to 6.1dB at P, = 1073, albeit this is achieved at the price of higher
decoding complexity quantified in terms of the number of ACS operations at the
RN. The decoding complexity imposed on each RN in the MUD-SIC-aided scheme
increases linearly as the number of INs M increases, while the decoding complexity
of the SUD-aided scheme remains constant, because it simply treats the interference

as noise.

Therefore, it may be concluded that the MUD-SIC-aided schemes are beneficial,
when multiple INs are present in the network. However, if the number of spectrum
sharing SN-DN pairs increases, the MUD-SIC-aided schemes combined with BED-
ORS algorithm eventually develop an error floor, when the MUD-SIC operates in the

interference-limited high-SNR region, as observed from the numerical results of Fig.

2.7

In order to mitigate the above-mentioned multiplexing loss and strike a tradeoff
between the reliability and throughput, the relay-sharing philosophy will be ex-
ploited in the next chapter, where multiple SNs share the RNs in order to reduce the
multiplexing loss, while maintaining the maximum attainable diversity gain at high
SNRs.



Chapter

Superposition Modulation Aided
Network Coded Cooperationm

As discussed in Chapter 2| opportunistic relay selection is capable of providing spa-
tial diversity for single-antenna aided wireless devices. However, compared to non-
cooperative schemes, the conventional ORS scheme of Section suffered from a
factor two multiplexing loss, owning to having a separate broadcast and cooperative
phase. The scheme proposed in Chapter[2]was capable of eliminating the multiplexing
loss by allowing multiple SN-DN pairs to share the spectrum simultaneously, albeit
this is achieved at the cost of introducing co-channel interference (CCI). This CCI
was mitigated by the successive interference cancellation based multi-user detector
(MUD-SIC) of Section [2.2]

This MUD-SIC-aided scheme constitutes a conventional technique of CCI miti-
gation [28|, which exhibits lower complexity than the optimal maximum-likelihood
detector. Despite its reduced complexity, it was shown to be capable of ap-
proaching the capacity of the multi-user access channel, provided that the channel
state information (CSI) is known at the transmitters [4]. However, if the CSI is
unavailable at the transmitters, the outage performance of the MUD-SIC may be
dominated by the residual CCI at high SNRs, as observed in [69] for multi-user chan-
nels and confirmed in Fig. 2.7 for multi-user relay channels. In order to mitigate this
residual CCI at high SNRs, we have the following two options:

1. We adopt the high-complexity ML detection at both the relay nodes (RNs) and
at the destination nodes (DNs).

!Part of the work in this chapter has been published in the collaborative work: B. Zhang, J.
Hu, Y. Huang, M. El-Hajjar and L. Hanzo, Outage Analysis of Superposition Modulation Aided
Network Coded Cooperation in the Presence of Network Coding Noise, IEEE Transactions on
Vehicular Technology, 2014.
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Figure 3.1: Comparison of the MABC and TDBC schemes for a two-SN scenario.

2. We specifically design signals relayed with the aid of network coding by the
RNs, in order to facilitate the DNs to fully cancel the CCI instead of canceling
it at the RNs.

In Chapter 4| we will opt for adopting the ML detection and compare it to its MUD-
SIC counterparts, while in this chapter we will use the second design option of em-
ploying the network coding idea.

A beneficial scheme leading to a multiplexing gain may be conceived with the aid
of network coding (NC) |73], which was originally conceived for wired networks and
was later extended to wireless networks, where multiple SNs exchange their infor-
mation via RNs. Most contributions were proposed for two-way relaying scenarios,

where a pair of SNs exchange their information via a single RN [29] [30].

Before NC was invented and applied to wireless networks, the conventional two-
way relaying schemes required four time slots ) for exchanging the information
between a pair of SNs, as shown in the 1-st column of Fig. Specifically, in the first
two TSs of broadcast phase, the SNs S; and Sy send their messages A and B to the
RN, respectively. Then, the RN uses another pair of T'Ss during the relaying phase
to forward the messages A to S, and B to Sy, respectively. If the spatially separated
channels have independent fading, the conventional scheme shown in Fig. is
capable of achieving a diversity order of D = 2 relying on the two signals received
during the broadcast phase and the relaying phase, respectively. The bandwidth
efficiency of the conventional scheme is 2 channel use per source.

By contrast, the two-way relaying schemes invoking NC may rely on less than
four TSs for exchanging the information between a pair of SNs. According to the
number of TSs required, two different categories of NC may be conceived for two-way

relaying systems, which are discussed as follows:
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1) The time-division broadcast (TDBC) scheme proposed in [29] reduces the
number of TSs to three, which is shown in the 2-nd column of Fig. [3.1] Specifically,
in the broadcast phase, the SNs S; and S, send their messages A and B to the RN
in two T'Ss, which is identical to that of the conventional TDMA scheme. However,
in the relaying phase, instead of using two TSs for forwarding the messages, the RN
superimposes the messages A and B received using a function f(A, B) and forwards
the combined message in a single T'S. Though there are numerous designs for the
mix function f(A, B), the classic XOR [29] and superposition-modulation [38]
operation function may fully exploit the diversity gain of scheme. Using the
SPM as an example and assuming the RN may successful decode both messages A

and B, then the mix function is
f(A,B)=A+ B. (3.1)
After receiving the mixed message contaminated by receiver’s noise represented as
Yrs, = Nps, (A + B) + ng,, (3.2)

where h,,, is the channel coefficient of the channels spanning from the RN to the 5,
and ng, represents the receiver noise at S;. Then, based on perfect channel estimation

of h,s,, S1 may cancel the self-interference of A using
Yrsy — sy A = hpsy B+ 1y, (3.3)

and arrive at a signal of message B contaminated only by the receiver noise. The
same operations may be done at S,. As the channels between the RN and S; and
that between the S; and Sy are mutually independent, the TDBC scheme is capable
of achieving a diversity order of two, while using three TSs rather than four TSs

compared to the conventional scheme.

2) The multiple-access broadcast (M ABC) scheme proposed in [30] requires
2 TSs to exchange the information between 2 SNs, which is shown in the 3-rd column
of Fig. 3.1} The fundamental difference between and TDBC schemes is that
MABC allows 2 SNs to access the channel simultaneously in the broadcast phase,

where the RN receives the combined signal of
Yr = hser + hSQTB + n,. (34)

In the relaying phase, the RN amplifies and forwards the composite signal to both

SNs, where S; receives

Ys; = Nrs, GARYr + Mgy s (3.5)
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with G 4r being the power amplification factor at the RN. Then, based on the per-
fect channel estimation of h,; and h,,., S; becomes capable of canceling the self-

interference of A using
Ys; — hrslGAFhsl’rA - hr51 GAFhSQTB + (hrslGAFnr + nsl)' (36)

As a result, we arrive at a signal containing the message B contaminated only by the

receiver noise ng, and the amplified noise h,s, G apn,.

The MABC requires two TSs for exchanging the information of two SNs, hence
having a bandwidth efficiency of one channel use per SN [30]. However, the MABC
scheme cannot be readily generalised to multiple SN based scenarios, since the SNs
cannot readily overhear each other. Furthermore, due to the half-duplex constraint,
the MABC scheme cannot exploit the direct links, which leads to a reduced diversity
gain. As we will discuss later in Fig. [3.2] for M SN-DN pairs, a bandwidth efficiency
of (14+1/M) channel use per source is achieved using (M + 1) TSs, which approaches
the bandwidth efficiency of one achieved by the MABC scheme, as M increases.
Furthermore, the TDBC scheme may be capable of exploiting the diversity of the
direct links, which is not the case for the MABC scheme due to the half-duplex
constraint. In this treatise, we adopt the TDBC based NC-CC scheme of Fig.
where multiple SN-DN pairs share a single RN.

On the other hand, according to the detection technique adopted at the RNs, the
family of NC schemes may also be categorised into digital network coding (DNC) |29]
and analog network coding (ANC) [30], where the DNC adopts the decode-and-
forward (DF) relaying strategy, while the ANC adopts the amplify-and-forward (AF)
scheme. The ANC has been widely studied as a benefit of its appealing simplicity,
where the RN amplifies and forwards the analog signals received from all SNs. On
the other hand, DNC is capable of correcting the source-relay (SR) link’s errors at
the RNs by flawlessly regenerating and retransmitting the SNs’ signals and there-
fore eliminating the noise-amplification-induced performance limitation of the ANC
scheme. Both ANC and DNC are capable of compressing the potentially redun-
dant source sequences, hence reducing either the required number of time-slots in
time-division multiple access (TDMA) or the required bandwidth [74-76]. The per-
formance of ANC has been widely studied in the literature, with an emphasis on
bidirectional transmissions between a pair of SNs. The outage performance of ANC
for bidirectional transmissions is studied from different aspects in the literature, in-
cluding the optimal power allocation [77,[78|, adaptive AF/DF scheme [79], relay
selection [80] and multi-hop relaying [81].

SPM [32] constitutes a promising technique of realizing TDBC-based NC-CC
mechanisms, where the signals received by the RN are superimposed on a symbol-
by-symbol basis. The outage performance of SPM-NC-CC has been studied in |82]
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for the scenario of two-user cooperation. The authors of [83] analysed the outage
performance of a superposition-modulated network-coded cooperative communica-
tion (SPM-NC-CCJ) system supporting multiple SN-DN pairs sharing a common RN.
However, it was assumed in [83] that the destination node (DN) cancels the effects
of the unwanted SNs’ signals by perfectly recovering them. However, the authors
of [83] consider AF relaying, while we considered DF relaying, which is capable of

mitigating the relay-induced error-propagation.

Sharma et al. point out in [43| that the employment of network-coded cooperative
communication systems may not always be beneficial, because the detri-
mental interference of the undesired SNs, which is often referred to as network coding
noise (NC noise), may outweigh the benefits of NC, as the number of sessionﬂ in-
volved in NC increases. Sharma et al. [84] have addressed the joint "session-grouping
and relay-selection” problem in the context of dual-hop NC-CC systems, while adopt-
ing the optimisation criterion of requiring the highest sum-rate of all sessions. On
the other hand, the authors of |[85] proposed a joint-rate and power-control scheme
for maximising the data rates of a NC-CC network, where a single RN assists two
S-D pairs, while the authors of [86] jointly optimise the power allocation and group
assignment. The main objective of [84-86| is to maximise the total information rate
of all the SN-DN pairs in the network.

The maximised achievable rates obtained in [84-86| rely on instantaneous rate
adaptation, albeit the packet-outage probability was not considered. When the
knowledge of the instantaneous channel state information (CSI) is unavailable at
the transmitters for rate adaptation, the packet-outage probability becomes non-
negligible [43]. Sharma et al. also analysed [43] the effects of NC noise on the achiev-
able rate, but the effects of NC noise on the outage performance were evaluated only

by simulations, rather than analytically.

Against this background, we consider the SPM-NC-CC scheme, where each DN
extracts the information of the desired SN from the SPM signal forwarded by the RN
and as our main contribution, we present the outage analysis of this system assuming
a DF relay node (RN) and consider the effects of NC noise. More explicitly, the
analytical outage probability expressions are derived for an arbitrary number of SN-
DN pairs with the aid of tight lower-bounds. Simulation results are also provided for
validating the analytical results. Furthermore, the lower-bounds and upper-bounds of
the outage probability are analysed and the diversity order is shown to be 2 for an
arbitrary number of SN-DN pairs. It is also revealed that the quality of the worst
overheard source is the dominant factor imposed on the outage performance. Finally,

we use the closed-form outage probability (OP) lower-bound for designing a relay
selection scheme for SPM-NC-CC systems.

2We use the terminology of session as defined in [43], where a session represents the transmissions
from a source to its destination.
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Figure 3.2: Schematic of the SPM-NC-CC scheme.

The chapter is organized as follows. Our system model is introduced in Sec-
tion Then we derive a tight lower-bound approximation of the outage probability
and determine the diversity order in Section [3.2] In Section [3.3] we use the outage
expressions derived for designing the relay selection scheme of our SPM-NC-CC and
then in Section [3.4)| we compare the simulation as well as analytical results and char-
acterize the performance of the proposed relay selection scheme. Our conclusions are
presented in Section

3.1 System Model

We consider a network comprised of M SN-DN pairs {(S1, D1),...,(Sy, Dy)} and
a single RN, as shown in Fig. where each node is equipped with a single
antenna and operates in a half-duplex mode. We denote the set of the SNs as
Sy = {851,859, ..., Su}. A SPM-NC-CC scheme employing (M + 1) TSs for the trans-
mission of M packets from the SNs to the DNs using TDMA is considered in this
paper. During the k-th TS of the first M TSs, the SN S; broadcasts its packet to all
the DNs and the RN, while all other SNs remain silent. We refer to the first M TSs
as the broadcast phase, where the signals received at the DN D and the RN may

be expressed as

Ysid, =V Pshsidkxi + n;g (37)
Ysir =\ Pshgpi + 0, (3.8)

where P; is the transmit power of the SNs, hy,4, and hg,, are the channel coefficients
capturing the effects of both the fading as well as the pathloss between the SN S; and
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the DN D, as well as between the SN S; and the RN, respectively. Furthermore, z; is
the signal transmitted by S; and its power is normalized to 1, while n; and n, denote
the additive white Gaussian noise (AWGN) at the DNs and the RN, respectively.

The RN overhears the M signals transmitted by the SNs and tries to decode them.
In order to avoid error propagation, the RN superimposes the signals, which have
been successfully decoded as well as re-encoded and then forwards the composite
signal in the (M + 1)-st TS termed as the relay phase. We assume that a perfect
error detection code is employed to identify whether the signal is correctly decoded.
We define the set of SNs, whose signals have been successfully decoded by the RN as
the forwarding set, which is denoted as Fy and its size is denoted as |Fs|. Therefore,
the forwarding set Fy satisfies Fy C S; and |Fy| < M.

We assume that an equal amount of transmit power is allocated to each SN in
the forwarding set. The composite signal transmitted by the RN may be expressed

as x, = > x;, while the signal received by Dy may be formulated as

1
F
|Fl S;EF,

Yrdy, = V Prhrdkzr + nz (39)

where P, represents the transmit power of the RN.

If we have Sy, € Fy, the DN Dy, is capable of extracting xj, from y,4, by subtracting
the overheard signals after weighting them using the appropriate gain factors. In our
analysis we rely on perfect channel estimation. We assume that the information
of the weighting and gain factors is forwarded by the RN to Dj error-freely. The
noise-contaminated signal extracted by Dy is expressed as

VR Z Myd
Sidy

grdk = Yrd,, —
| E5| Si€Fs,iztk itk

VP,
:Whrdk Ty — Z

Si€Fsiztk ik

n;;) + nj. (3.10)

Therefore, the signal of Sy at Dy may be contaminated by multiple noise terms, as
shown in Eq. (3.10), which results in an increased noise power and was referred to
as Network Coding Noise in [43].

In order to further elaborate on the system model, we present an example for
three SN-DN pairs in Fig. 3.3l The decoding process and the signal components
received at the destination D; in the example of Fig. are presented in Fig.
and Fig. respectively. During the broadcast phase, the three SNs S;, Sy and S5
transmit the messages A, B and C, where the signals received by D; are represented
in the first three columns at the left hand side of Fig. The block of A, B, C and

N stands for the signals and the noise components in the received signal, while the
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Figure 3.3: System model of an example of three SN-DN pairs.

size of the block represents the associated power. The block A, B and C are having
unequal power due to the different fading coefficients of the channels spanning from
Sy, S and S5 to D;. Assuming that an equal transmit power P, is used by all
SNs, the signal power received for A, B and C'is equal to |hg g |[*Piy |hsya, |* P and

|hssa, |2 P;, respectively.

We assume that the RN decodes all of them successfully in this example. During
the relay phase, the RN re-encodes the messages and superimposes them as well
as transmits to all DNs, where the signal received by D; is represented in the 4-th
columns at left-hand side of Fig. The decoding process of A at D, is illustrated
at the bottom of Fig. Firstly, based on perfect channel estimation, D; is capable
of scaling up the signals received from Sy as well as S5, and then extracting A from
the superimposed signal, in which the CCI of B and C' is removed, as shown on the
right-hand side of Fig. Then, maximum ratio combining (MRC) is invoked for
combining the extracted signal with that received during the first TS. Finally, the

processed signal is fed into the decoder.

The different components of the signal extracted from the superposed signal is
illustrated in Fig. The signal power of A remains unchanged, while the unwanted
signals of B and C' are removed at the cost of an increased noise power during the
scaling and subtraction process presented in Eq. , which results in the so-called
network coding noise . Therefore, compared to the conventional two-way
relaying NC scheme illustrated in Fig. network coding noise is engendered by the
imperfect overhearing links at the DNs, while in the two-way relaying NC schemes,
the DNs may perfectly cancel the interference, because they serve as the SNs of the

interference signal. It should be also noted that the two-way relaying scheme relying
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Figure 3.5: Decoding Output of the SPM-NC-CC scheme.

on perfect interference cancellation cannot be generalized to more than two SN-DN
pair because the two nodes in the pairs of {S1, Do} and {S2, D1} have to be co-located

or connected with the aid of perfectly error-free channels.

3.2 OQOutage Analysis

In this section, we aim for analyzing the per-user OP of the network described in
Section Assuming that perfect capacity-achieving coding is adopted, an outage
is defined as the event, when the achievable rate of the link S,-D, is below the
transmission rate of S;. We assume a narrow-band Rayleigh-distributed block fading

channel model, where the fading coefficients remain constant for the duration of a
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packet and then they are faded independently from one packet to another both in
time and space. The receivers are assumed to rely on perfect channel estimation.
The additive noise at the receivers is modeled by independent zero-mean circularly

symmetric complex Gaussian random variables.

Firstly, we formulate the received SNRs at the DNs and then the outage prob-
ability of the network. According to Eq. (3.10]), the received SNRs at the DN Dy

during the broadcast and relay phases are expressed as follows:

1 _
Ve = Vsrds,

1
2
7]@ = 1 1 (311)
Vrdy,/|Fs| T Zsier,iyék Vsidg

where 7, is the instantaneous received SNR experienced at node b for the signal
transmitted by node a. We denote the instantaneous channel coefficient between
node a and b by h,, and the average received SNR, by 7,. Then the instantaneous
received SNR may be expressed as v, = \hab|27yab, since we are considering block
fading channels. It can be observed in Eq. that 77 decreases, as the number

of SNs in the forwarding set increases.

3.2.1 Formulation of Outage Probability

Assuming that the k-th SN Sj transmits to Dy at a data rate Ry, an outage event
of the k-th SN-DN pair is defined as the event when the maximum achievable rate is
below the target rate |[75]. If diversity combining is adopted at the DN, the outage

probability may be formulated as follows:

Po =Pr{log, (1+) < Rk} Pr{S; ¢ F.}
+Pr{log, (1 + v + ) < R} Pr{Sy € F,}, (3.12)

where the first term represents the outage probability, when RN fails to decode the
Si’s signal. Therefore Dy relies only on the direct transmission from Sy to recover
the message, while the second term represents the outage probability when S is
successfully decoded by the RN and therefore forwarded to Dy via the SPM composite

signal.
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For brevity, we define the first term in Eq. 1) as PfkT , which may be formu-
lated as:

PoI =Pr{log, (1+ ) < R} Pr{S, ¢ F.}
=Pr {10g2 (1 + Pyskdk) < Rk} Pr {log2 (1 + Pyskr) < Rk}
=Pr{vs.q, <2 — 1} Pr {7, <2 —1}

_2Fk1 L
= (1 — e Tsrdi > (1 —e sk ) . (313)

The second term in Eq. (3.12) indicates the outage probability when Sy is in the

forwarding set Fy, which may be expressed as follows:

Pr{log, (147 + ;) < Ry} Pr{S € F.}
= Y Pr{log, (1+ 7 +7) < Re|F.} Pr{F.}

E@ ‘SkGF‘s

£ ) P.(F,)Pr{F}, (3.14)

Fs|SkeFs

where P, (Fj) is the error probability conditioned on the forwarding set Fy, which
may be expressed by

P. (F,) = Pr{log, (1 +v +7) < Ri|Fs}, (3.15)

while Pr{F} is the probability that a forwarding set Fy is adopted at the RN, which

may be expressed as

Pr{F} = H Pr{log, (1 + 7s,r) > Ri}

S;eFs
X H Pr{log, (14 7s,r) < R;}
S;j¢Fs
Lol 2o
= H e Ysir H 1 — e Tsjr . (316)
Si€Fs S;¢Fs

Then, using the definitions given above, we may rewrite the outage probability in

Eq. (3.12)) in a simpler form as:

Po=Po'+ Y P.(F,)Pr{F}

E§|Sk€E€

3.2.2 Lower Bounds for Outage Probability

In order to derive P, (Fy) in Eq. (3.14)), we may have to formulate the probability
density function (PDF) of the second-hop received SNR 77 in Eq. (3.11). However,
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the PDF of a reciprocal of the sum of exponential random variables is challenging
to formulate for the outage performance analysis. Therefore, instead of pursuing the

exact PDF of 42, we investigate the following inequalities:

9 1
Y = 1 1
Vrdy, /| Fs| + ZSiEFs,#k Vs;dy,
1

<

max ; L L

Si€Fs ik Vrdy, /| Fs|’ Vsidy
) A

= ming,er,izk (Vrdy/|Fsl> Vssdy) = Ymin- (3.17)

Hence, ~2 is upper-bounded by 7,ni,. The cumulative distribution function (CDF)

of Yimin may be deduced as follows:

F,.. () = Pri{mins,cr, (Vrap/ir)s Voian) <7}

=1—Pr {’Y’rdk/‘Fs‘ > ’}/} H Pr {78idk> > ’Y}
S;€Fs i#k

1 1
=1—expl —7 |- + > = . (3.18)
’dek/‘Fs| S;€F ik ")/Sz‘dk

For brevity, we define

-1
_ 1 1
Ymin = — + Z — .
Fdek/lFs‘| Sler,l;ék‘ Pyszdk

Based on the CDF in Eq. (4.3]), we may arrive at the PDF of ~,,;, as:

Frmin (1) = P ) _ Lo (—7 ) (3.19)

If 42 is replaced by its upper-bound ~,.;, in Eq. (3.17)), the lower-bound Pv (Fy)
of P.(Fs) may be attained as follows:

P.(F;) =Pr {log2 (1 + 7,1 + ’y,g) < Rk|Fs}
>Pr{log, (1 + 7} + Ymin) < Ri|Fs} & Pl (Fy),
P (Fy)
=Pr {7} + Ymin < 2% — 1}

' Vsrd Vmi
= _ 15klk mn _
_/O Pr{sz_1<u}Pr{2Rk_1<(1 u)}du

=l—-e*—aet——, (3.20)
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where a = ﬁ " L and g = 2*=1_ Using the relation of P, (F,) > Plv (F,) shown in

TYmin

Eq. (8:20), we may formulate the lower-bound of the outage probability as follows:

P, '+ ) P(F)Pr{F},

Fglskng
P, 2P =P+ > Pl (F)Pr{F.}, (3.21)
Fs|SkeFs
where Poj?kT , Pr{F,} and P"¥ (F,) are derived in closed-form as in Eq. 1) 1}
and (3.20)), respectively.

3.2.3 Diversity Order Analysis
3.2.3.1 Diversity Order of the Outage Probability Lower-bound

The lower-bound derived in Eq. enables us to approximate the exact outage
probability in Eq. . However, the diversity performance is not explicit from Eq.
. Let us now embark on deriving the asymptotic outage probability expression
based on Eq. for the high-SNR regime, which may offer us insights into the
achievable diversity performance. We introduce 7;; = u,;7y to take into account the
pathloss of the link between node 7 and j. For simplicity of exposure, we investigate
the different components in Eq. separately.

For a sufficiently high SNR of ¥ — 400 with the aid of the series expansion, we

_2Rk—1_ _2Br
Pok, =(1—e "k’ 1—e s

may write:

2Rk — 1) 1 1
G Y , (3.22)
uskdkuskT 72 72
p—a _q
P (F)=1—e"— ae S =
T

) Y +0 <_i) , (3.23)

B 2uskdkumin (Fs) 5/

oR; _ 1 1 1
- H Usy | FMAE +0 ,—yMFsl) , (3.24)
J
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-1
_ 1 1 . . .
where ., (Fs) = <urdk/ws| +> SieFyith —Udk> is conditioned on the forwarding

set Fy, and O (W_K ) represents the components having diversity orders higher than

K. By substituting Eq. (3.22) to Eq. (3.24) into Eq. (3.21]), we may arrive at the

high-SNR expression of the lower-bound:

P
2Rk —1)* 1 oRk —1)* 1 1
:—< ) = T ( ) = T O (—2> . (3.25)
Uspdy Usr 7Y 2Usy, dy, Umin (St) Y Y

Therefore, we can see that the lower bound of the outage probability is indicative of

a the diversity order of 2.

The first term in Eq. indicates the high-SNR. outage probability con-
tributed by the specific scenario, when RN fails to decode the signal of Si(Sk ¢ F5),
and hence Dy, relies purely on the direct link for decoding. The second term in Eq.
(13.25|) represents the high-SNR outage probability contributed by the particular sce-

nario, when RN successfully decodes the signals received from all the SNs (F = S))

Mo
rag

Ug.
=itk Sk

and we have

Therefore, as the number M of SN-DN pairs increases, tm, (S;) decreases and this
results in an increased outage probability in Eq. (3.25]).

3.2.3.2 Diversity Order of the Outage Probability Upper-bound

We may also derive an upper-bound for the exact outage probability in Eq. (3.12)
by using the following inequality,

1

72 _
P S

Vrdy/|Fs| T Lsierizh Teidk

1
>
1 1
% , ‘
M Maxs;cr, ik (%dk/‘m ) ’ysidk>
= X Mnsier.izh (vrawls Voiar) = M (3:20)

By using the relationship of 47 > 22i= in Eq. (3.12), we may arrive at the upper-
bound P! (Fy) of P, (Fy), which may be expressed as:

P. (F,) =Pr{log, (1 + v, +7;) < Ri|Fs} .

P.(F,) <P* (F,) = Pr {log2 (1 Nt 'yj’;}") < Rk|Fs} . (3.27)
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Similar to the derivation of the outage probability lower-bound, we may readily

deduce the high-SNR expression of the outage probability upper-bound as:
P;fi
2% - 1) (1 M ) 1 ( 1 )
uskdk (uskr 2umzn(St) 72 72 ( )

Since both the lower-bound in Eq. (3.25)) and the upper-bound in Eq. (3.28) give
a diversity order of 2, we may conclude that the exact diversity order is 2.

3.2.4 Discussions

Firstly, regardless of the number of SN-DN pairs in the network, a diversity order of 2
is achieved by the SPM-NC-CC scheme. As the number of SN-DN pairs increases, the
spectral efficiency improvement is represented by the % time slots per user, which
approaches 1 TS per user, as in the traditional TDMA scheme, while maintaining

the second-order diversity gain.

However, Eq. also reveals the fact that the SNR gain achieved during
the relaying phase is limited by the quality of the worst overheated link spanning
from S;(i # k) to Dy. This effect will be illustrated by simulations in Fig. of
Section Therefore, in order to exploit the spectral efficiency improvements of our
SPM-NC-CC scheme, it is important to carefully construct the SPM-NC-CC group
for the sake of mitigating the performance loss encountered by the overheard S-D
channels. On the other hand, when the group formation has been completed, even
though the number of available relays is larger than 1, the achievable diversity order
would not improve with the aid of dynamic techniques, such as opportunistic relay
selection [16]. This is due to the fact that the SNR gain of the relaying phase would
be dominated by the worst overheard links. Therefore, we may adopt a simple relay
selection scheme using the analytical outage expressions in Eq. , which relies
on a single relay during the entire session, whilst achieving a diversity order of 2 and

maintaining the minimum outage probability.

3.3 Applications: Relay Selection

In this section, we consider a scenario, where multiple SN-DN pairs intend to share
a RN for creating a SPM-NC-CC arrangement under the assumption that multiple

RNs are available in the region.

The candidate RN set is denoted as { Ry, Ra, ..., Ry}, where we consider that all
the RNs contend during the relay selection stage and the best RN is selected for
transmission during the data transmission stage. The criterion for selecting the best
RN is that of the minimum sum outage probability of all SN-DN pairs. With the
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aid of the analytical lower-bound of the outage probability derived in Eq. (3.21)),
we may design a low-complexity relay selection method by avoiding time consuming

Monte-Carlo simulations for evaluating the sum of the resultant outage probabilities.

The relay selection stage is designed to have two phases: the channel measurement
phase and the relay contention phase. During the channel measurement phase, each
RN R, evaluates the sum outage probability, if R, itself is selected for relaying.
In the relay contention phase, a distributed method relying on local timers [16] is

adopted. The design of the relay selection stage is detailed in the following sections.

3.3.1 Channel measurement phase

In the channel measurement phase, each RN R, would evaluate the sum outage
probability of P}, = 2119‘4:1 P},.. According to Eq. 1) in order to evaluate
the outage probability of the k-th SN-DN pair via R,, which is denoted as P}, the

knowledge of the CSI is required and the related process works as follows:

e The average SNR of the channels between R,, and each SN is denoted as 75, =
{Vsiral i =1,.., M}

e The average SNR of the channels between R, and Dy is denoted as 4,4,
Hence, in order to evaluate the sum outage probability, the knowledge of the
average SNR of the channels between R,, and each DN, denoted as %, 4 =
{Yrna, |k =1,..., M} is required.

e The knowledge of the Y5, = {¥s,4,|7 = 1,.., M} average SNR of the channels
between each SN and Dy, is necessitated. Hence, in order to evaluate the sum
outage probability, the average SNR g = {710, |0 =1,.., M,k =1,.... M} of
the channels between each SN-DN pair is required .

In order to evaluate the required CSI, the pilot and feedback are designed as follows:

1. Each SN S; broadcasts a pilot signal in orthogonal time slots, where each RN
R,, and each DN D, would estimate both 7,,, and 7,4, , respectively.

2. Each RN R,, broadcasts a pilot signal in orthogonal time slots, where each DN
estimates the 7, 4, .

3. Each DN Dy, broadcasts a feedback signal coupling the information of 7, 4, ,n =
1,...,N and 7, .

Then, each RN R, becomes capable of acquiring the CSI of 7y,.,,%,.4,a0d 754 and
hence it is capable of evaluating the approximate sum outage probability Pgsum =
o, Plov with the aid of Eq. (3.21).

3.3.2 Relay contention phase

In the relay contention phase, the most suitable RN would be selected. The specific

node within the RN set R, which has the minimum sum outage probability P

o0,sum
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Figure 3.6: Outage probability versus the transmit power for Diversity Combining
over block Rayleigh fading channels. The numbers of SN-DN pairs are M =1, 2, 3,
5 and 10.

is selected as the relaying node. This may be implemented without any coordination
by a central controller, when the distributed-timer-based technique of [16] is adopted.
Specifically, the contention phase begins with a request-to-send signal trans-
mitted by a SN, when each RN listens. Upon receiving the RTS signal, each RN R,
starts a local timer having an expiration duration proportional to the sum outage
probability Pgsum Therefore, the timer at R,- having the minimum Pgsum would
expire first, which hence broadcasts a clear-to-send (CTS) signal, claiming its occu-
pation of the data transmission stage. Upon receiving the CTS signal by R,«, the

other RNs would remain silent during the data transmission stage.

The relay selection stage may be invoked again, when the topology of the network
changes, for example, when some new SN-DN pairs join or leave the SPM-NC-CC
group. The performance of the relay selection scheme will be illustrated in Section

B.41l

3.4 Simulation Results and Discussions

3.4.1 Outage Probability lower-bound

In this section, we consider both a symmetric and an asymmetric topology. We
assume that all nodes in the network use an identical transmit power F; and transmit
rate of R = 1bit/sec/Hz. The time-averaged SNR of the SN-DN channel is denoted
as Ysa = Pi/(Ny x did), where the noise power NN is set to —80 dBm, while 3 is the

channel’s pathloss exponent. Therefore, the average SNR of the channel between any
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Figure 3.7: Outage probability versus the relay position over block Rayleigh fading
channels with identical e2e throughput.

two nodes is 7, ; = P,/(Np X dfj) = (d; j/ds.q) %54, where d; ; denotes the distance

between node ¢ and node j. We assume 8 = 3 for our simulations.

3.4.1.1 Symmetric Network

Firstly, we consider a symmetric topology comprising M SN-DN pairs, where the
average distance between a SN-DN pair is d = 200 meters. A RN is placed halfway
along the line between any SN-DN pair. The transmission rate of each SN is set
to 2 bits/s/Hz. In Fig. [3.6] we compare the analytical lower-bounds of OP to that
acquired by Monte-Carlo simulations. The dashed lines in Fig. represent the
simulated results, while the solid curves rely on the lower-bounds of Eq.
derived in this paper. The high-SNR approximations derived in Eq. is also
illustrated. It is shown that for M = 1,2,3,5,10 SN-DN pairs, the lower-bounds
match the simulated results quite closely. Furthermore, it is shown that as the
number of sessions or SN-DN pairs simultaneously accessing a RN increases, the
performance degrades because of the increased NC noise [43]|. However, regardless of

the number of cooperative SNs, all SPM-NC-CC schemes achieve a diversity of 2.

In Fig. each SN is assumed to have a constant transmission rate R, regardless
of the number of the SN-DN pairs in the SPM-NC-CC group. From the perspective

of the achievable end-to-end (e2e) throughput, the actual throughput of each SN-DN

M
M+1

SPM-NC-CC schemes may be unfair, since they achieve a higher e2e throughput by

pair should be R, = R. Therefore, the outage performance comparison of the

using less time slots, compared to the traditional scheme relying on M = 1.

In this case, we assume that in order to achieve a certain e2e throughput R,

the SNs are capable of adjusting the physical layer transmission rate R, according to
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Figure 3.8: Network topology for M = 4 SN-DN pairs and a single RN.

the number of SN-DN pairs M. In Fig. we fixed Re. = 2 bits/sec/Hz as well
as P, = 15 dBm and compared the outage performance of the proposed scheme for

different values of M. Fig. illustrates the effects of the RN position, which is

dST
dsd ’

determined by z,,. =

Based on Fig. [3.7, we may first revisit the outage performance recorded for
different values of M for the scenario of X, = 0.5, when the RN is positioned half-
way between each SN-DN pair. When M = 2, the outage performance becomes
better than that of the traditional M = 1 scheme operating without SPM-NC-CC,
while the outage performance of the M = 10 scheme is slightly degraded.

However, observe in Fig. that when the RN position changes, the outage
performance of M = 10 remains almost unaffected and becomes better than that of
the M = 1 scheme, when the RN is closer to the DN. For the symmetric scenario
considered in this example, the M = 2 scheme achieves the best outage performance
for arbitrary RN positions. Interestingly, the M = 2 scheme also exhibits both the
lowest implementation complexity and the lowest e2e delay. Therefore, in order to
exploit the benefits of the SPM-NC-CC scheme, the RN position and the number
of SN-DN pairs should be carefully considered in the light of the analytical results
given in Eq. (3.21). As a final remark, compared to the non-cooperation scenario,
the proposed schemes achieve significant improvements as a benefit of their increased

diversity gain.
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Figure 3.9: Outage probability versus the transmit power for Diversity Combining
at the DNs over block Rayleigh fading channels. The network topology is illustrated

in Fig.

3.4.1.2 Non-Symmetric Network

In order to validate the analytical results in the non-symmetric network topology, we
compare the lower-bounds to our simulation results. However, for reasons of space
economy, we only consider a simple example topology comprised of M = 4 SN-DN
pairs, where the nodes are assumed to be placed as in Fig. We compare the OP
of each SN-DN pair using simulations to the lower bounds derived in Eq. . It is
shown in Fig. that the lower-bounds closely match the simulated results for each
SN-DN pair, which indicates that the lower-bound deduced is tight. The high-SNR
expressions derived in Eq. also match with the simulated results quite closely
at high SNR, which verifies that the diversity order of 2 is indeed achieved by the
SPM-NC-CC scheme.

3.4.1.3 Effects of Overheard Link Quality

In Fig. we illustrate that the quality of the the worst overheard link dominates
the outage performance. In a network supporting 5 SN-DN pairs, we observe the
outage probability of the session S7-Dq, where we fixed the received SNR of the over-
heard link spanning from S5 to D; and gradually improve both the other overheard
links at D; as well as the relaying link, namely, the links spanning from Ss, S4, S5
and the RN to D;. As shown in Fig[3.10] although we improve both the relaying
links and the overheard links towards D;, the outage performance of S;-D; improves
only marginally as long as the SNR of the worst overheard link is fixed, indicating

that the outage performance is dominated by the quality of the worst overheard link.
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Figure 3.10: Outage probability of S; — D; versus the transmit power. The SNR of
the direct link between S; and D, is fixed to 20dB. The SNR of the link between
S, and D is fixed to 5dB, 10dB and 15dB, respectively. While the other overheard
links and the relaying links are improved gradually by increasing the transmit power.

3.4.1.4 FEffects of the Number of RNs

Let us now consider a square-shaped region with an edge-length of 400 meters, where
10 RNs are available. We vary the number of SN-DN pairs and compare the sum
outage probability of the proposed relay selection scheme in Section to that of
a conventional random relay selection scheme, where the RN is chosen randomly.
The outage performance was averaged over 100 network instances. Observe in Fig.
that the proposed relay selection achieves a better outage performance than the
benchmark scheme across the entire range of transmit powers. It is also observed

that as the number of SN-DN pairs increases, the outage performance degrades.

3.4.2 Comparison with the Spectrum Sharing Scheme of Chapter

In Chapter 2 an MUD-SIC-aided scheme is proposed, where multiple SN-RN-DN
networks may operate in the same frequency band and hence introduce CCI, while
the MUD-SIC detection may be adopted at the RNs and the DN in order to mitigate
the CCIL. Therefore, the MUD-SIC-aided scheme proposed in Chapter |2l may allow
multiple SN-RN-DN networks to share the same spectrum simultaneously. On the
other hand, the interference may be resolved by applying the SPM-NC-CC scheme
proposed in this chapter, where the spectrum sharing is realised by orthogonal time-

division relay-sharing.

Therefore, a comparison between the MUD-SIC based scheme and the relay-
sharing based scheme would bring more insights into the design of multi-SN relaying

networks. In Fig. [3.12] the outage performance of the spectrum sharing facilitated
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Figure 3.11: Sum outage probability versus the transmit power for different number
of SN-DN pairs M = 1,2,4,6,8. The number of available RNs is 10. The outage
performance is averaged over 100 network instances.

by MUD-SIC-aided scheme proposed in Chapter [2|is compared with that of the relay
sharing based on the SPM-NC-CC scheme used in this chapter.

We consider a symmetric topology comprising M SN-DN pairs, where the average
distance between a SN-DN pair is d = 200 meters. A RN is placed halfway along
the line between any SN-DN pair. The transmission rate of each SN is set to 1.0
bits/s/Hz. It is observed in Fig. [3.12|that for the configuration considered, the MUD-
SIC-aided schemes outperform their SPM-NC-CC counterparts of Section at ar-
bitrary transmit power, when two SNs share the spectrum. When the number of SNs
sharing the spectrum increases, the MUD-SIC-aided scheme would still outperform
the SPM-NC-CC counterpart at a low transmit power or a received SNR, because
the MUD-SIC-aided scheme does not suffer from any NC noise. However, when the
transmit power increases, the outage performance of MUD-SIC-aided scheme would
be dominated by the CCI. Meanwhile, the effects of noise become marginal and
the SPM-NC-CC scheme becomes capable of achieving a diversity order of D = 2.
Therefore, at high transmit power, the SPM-NC-CC scheme outperforms the MUD-
SIC-aided counterpart of Section as shown in Fig.

To summarize, we have investigated both the MUD-SIC-aided and the SPM-NC-
CC protocols of Section and which were conceived for allowing multiple SNs
to share the same spectrum. Hence the multiplexing loss imposed by half-duplex
relaying was compensated. However, neither methods achieve a dominant outage
performance advantage in practice, an adaptive scheme may be designed by carefully

selecting the scheme having a better outage performance.
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Figure 3.12: OP versus the transmit power for different number of SN-DN pairs
M = 2,3,4,5. The number of available RNs for each SN is 1. The MUD-SIC-
aided schemes adopts spectrum sharing, while the SPM-NC-CC schemes adopts relay
sharing. The spectrum efficiency per node is 1.0 bits/sec/Hz.

3.5 Conclusions

In this chapter, we considered a network, where multiple SN-DN pairs share the
spectrum by communicating with the aid of a shared RN. The lower bounds of the
outage probability were derived, which matches tightly with the simulation results.
The results explicitly quantified the detrimental effects of NC noise imposed on SPM-
NC-CC schemes. Additionally, we designed a relay selection approach for our SPM-
NC-CC scheme using the closed form outage expression derived in Eq. (3.21)), which
avoids the excessive computational burden required by Monte-Carlo simulations. It is
also found that the NC-CC based scheme may not always outperform the conventional
MUD-SIC-aided counterparts, which offers valuable insights for the network system
designers to select appropriate protocols according the the network topologies and

the per-SN transmission rate requirements, as well as the transmit power.

In Table we compare the OP of different cooperative schemes. The system
configurations are as follows: the average distance between a SN-DN pair is d = 200
meters, the e2e transmission rate of each SN-DN pair is R = 2bit/sec/Hz. It is
shown in Table B.1] that the SPM-NC-CC schemes as well as the conventional CC
scheme outperform the no-cooperation benchmark at P,,; = 1072 and P,,; = 1073.
However, the OP of SPM-NC-CC schemes is close to that of conventional-CC, when
the RN is closer to the SNs, as seen at x4, = 0.25 or x5, = 0.50 in Table[3.1] However,
when the RN is closer to the DN, the OP of the SPM-NC-CC scheme outperforms the

conventional-CC counterpart, which experiences a degradation of approximatel.3dB.
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Target OP @102 @103
RN’s position zy, @0.25 | @0.50 | @0.75 | @0.25 | @0.50 | @0.75
SPM-NC-CC (M = 5) 59| 54| 55| 109] 104| 105
SPM-NC-CC (M = 2) 5.6 5.0 5.2 10.6 10.0 10.2
Conventional-CC (M = 1) 5.7 5.4 6.6 | 10.7| 104 | 11.6
No Cooperation 13.8 23.8

Table 3.1: Summary of transmit power P, in dBm and achievable OP of different
schemes.

Therefore, it may be concluded that the SPM-NC-CC schemes may be plausible
when the position of the RN is not known or the RN is closer to the DN in order
to guarantee the outage performance. It is noted that introducing a number of
M > 2 SN-DNs in a single SPM-NC-CC group is not recommended in improving
the OP. Also, as a higher M imposes higher complexity at the RN and the DN, the
conventional CC may be preferred when the RN is close to the SNs.

In both Chapter [2| and this chapter, the spatial diversity gain provided by the
RN-DN links was exploited on the second hop for improving the reliability of multi-
SN relaying networks. However, there is a further option for providing a spatial
diversity gain based on hop-selection. Up to this stage, we have considered time-
division multiple access based relaying networks, where the RN receives packets from
the SN in one TS and forwards it to the DN in the following T'S, whilst relying on a
fixed scheduling.

Since in practice, the channel coefficients of the SN-RN hop and the RN-DN
hop are independent, a diversity gain may be achieved for improving the outage
performance. This may be realised by allowing the RN to dynamically select whether
to receive or transmit in each TS, depending on the channel quality of the SN-RN
and the RN-DN links. In the next chapter, the spatial diversity gain based on hop-

selection will be investigated in the context of multi-SN relaying networks.



Chapter

Buffer-Aided Relaying for Multi-User
Uplink!!

In Chapter 2] and [3] the family of classic time-division multiple access (TDMA)
based cooperative networks was considered, where the RN receives packets from
the SNs during its receive time slot (TS) and forwards it to the DN during the
transmit T'S for the sake of accommodating the half-duplex nature of conventional
transceivers, which indicates that the scheduling of the SN’s or the RN’s transmission
is fixed [11]. However, the attainable performance may be improved if the SN-RN or
the RN-DN links are activated to transmit based on their near-instantaneous channel
quality (CQ)). Recently, buffer-aided relaying has received a lot of research
attention [87]- [88], demonstrating that it is capable of achieving a higher diversity
gain than the traditional relay networks, because the RN is allowed to dynamically
opt for either receiving or transmitting in each time slot, depending on the near-
instantaneous CQ of the SN-RN and the RN-DN links.

Before reviewing the contributions in the literature, let us start with a simple

three-node example in order to highlight the difference between conventional relaying

!Part of the work in this chapter has been submitted in the collaborative work: B. Zhang, C.
Dong, J. Lei, M. El-Hajjar, L. Yang and L. Hanzo, Buffer Aided Relaying for Multi-user Uplink:
Outage Analysis and Power Allocation. 2014

Figure 4.1: System model of a three-node network
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Channel SNR Conventional Relaying Buffer-Aided Relaying
TS Index | SN-RN | RN-DN | b | Activated Channel b | Activated Channel
1 0.8 0.2 1 S-R (0.8) 1 S-R (0.8)
2 1.2 0.7 0 R-D (0.7) 2 S-R (1.2)
3 1.0 0.8 1 S-R (1.0) 3 S-R (1.0)
4 0.4 1.4 0 R-D (1.4) 2 R-D (1.4)
5 0.8 1.2 1 S-R (0.8) 1 R-D (1.2)
6 0.7 0.3 0 R-D (0.3) 2 S-R (0.7)

Table 4.1: Example of a three-node network

and BAR. As shown in Fig. [1.1], a SN transmits to a DN with the aid of a RN, which
is equipped with a data buffer. In a BAR scheme, the number of packets stored in
the RN’s buffer is denoted as 0. In Table the instantaneous channel signal-to-
noise-power-ratio (SNR), the number of packets in the buffer b as well as the links

activated by both the conventional relaying and the BAR are compared.

As shown in Table conventional relaying relies on fixed scheduling, where
the SN-RN and RN-DN channels are activated in turn and two TSs would deliver
a packet from the SN to RN and from the RN to the DN, respectively. Therefore,
the number of packets in the RN’s buffer b would be 1 after the SN-RN channel’s
activation and it would be reduced to 0 after the RN-DN link’s activation, and each
packet would stay in the RN’s buffer for a single T'S. By contrast, the BAR facilitates
dynamic channel selection, where the channel having a higher channel SNR may be
activated during each TS. Therefore, the number of packets in the RN’s buffer b
may exceed 1. Hence both the channel quality as well as the transmission reliability
would be improved compared to the conventional relaying as an explicit benefit of
the above-mentioned hop-selection diversity. However, the resultant diversity gain is
achieved at the price of a higher packet delay, since some packets may stay in the
RN’s buffer for more than 1 TS. The associated reliability versus delay tradeoff will
be analyzed in Section [4.3.4]

Let us now review the state-of-the-art contributions in the literature in the con-
text of BAR. Assuming a buffer of infinite size at the RN, the authors of [89,90]
demonstrated that a simple two-hop scenario is capable of achieving a diversity or-
der of D = 2 in the absence of the direct link, while its multi-hop counterpart attains
a diversity order of D = N for the network of (N — 1) intermediate RNs [9194].
Both the bit error ratio and the outage performance of buffer-aided multi-hop net-
works relying on a realistic finite-buffer size are analysed in [91,92| for transmissions
over Rayleigh channels having identical average signal-to-noise power ratios (SNRs).

By contrast in |94] Nakagami-m channels having non-identical average SNRs of the
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various hops were analyzed. Then, the corresponding work was extended to adaptive
modulation schemes in [95,/96]. The MAC layer protocols of buffer-aided multi-hop
networks were proposed in [92./96], which are also applicable to the regime consid-
ered here. Recently, the concept of transmission activation probability space
was proposed for a buffer-aided network in [88,97,98|. In these contributions, the
CQs of all available channels are considered to form a TAPS, which may be parti-
tioned into several regions based on a nonlinear channel space partitioning regime.
In each time slot, the near-instantaneous CQ values are mapped to a particular
point in the TAPS and the corresponding hop can be activated, unless the CQ is
too low. Based on the TAPS concept, the attainable capacity, and the minimum
packet-energy-consumption may be obtained. As a further advance, a packet selec-
tion scheme was proposed in [99] for the two-hop buffer-aided link relying on AF
relaying, where the relay equipped with a buffer is capable of recording the CQ of
the source-relay hop and of storing the received packets. In order to satisfy the con-
straint of equivalent end-to-end SNR, the relay may schedule one of its packets in
the buffer for transmission, whilst considering the C(Q of both the source-relay hop
and of the relay-destination hop. Therefore, by carefully adjusting the packet trans-
mission order of the relay, the outage probability can be reduced by the proposed
transmission scheme. Finally, the authors of [100] considered multiple parallel RNs
dedicated to a SN in a two-hop scenario, where several buffer-aided relay selection

schemes were investigated.

The link activation schemes proposed in the literature consider a single SN, while
in this chapter we are interested in a multi-user uplink scenario, where M SNs trans-
mit to a common DN with the aid of a RN. For multi-user cooperative networks,
several relay-sharing methods were proposed in [34,36,|45,(75,101-104] in order to
reduce the multiplexing loss imposed by half-duplex relaying. The basic idea of
these contributions is to share a single relay among multiple sources, with the goal
of achieving a throughput improvement. However, these relay sharing schemes re-
lied on wireless network coding (NC) [29,[73] at the RNs for the sake of re-encoding
multiple SNs’ codewords using superposition, while additionally exploiting the di-
rect links between the SNs and the DN in order to cancel the inter-user interfer-
ence [31}(75,/101},/103,/105]. However, relaying is typically invoked for the sake of
improving the uplink’s signal quality, when the direct links between the SNs and
the DN may be weak [56] and in this scenario, the cooperative-NC based relay shar-
ing schemes perform worse than the conventional cooperative networks [41,43]/105].
Therefore, we adopt a time-multiplexing cooperative scheme [31,105], where the RN
uses a higher rate for re-encoding the messages received from multiple SNs so that
the relaying TS is simultaneously shared among multiple SNs, whilst dispensing with
any reliance on the direct links. We allow the system to dynamically activate the
highest quality SN-RN and RN-DN hops during each TS. Against this background,
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the novel contributions of this chapter are summarized as follows:

1. A hop quality metric (HQM)]) is designed for the MAC for transmission over
the SN-RN hop, which is based on the minimum signal-to-noise power ratio

(min-SNRYJ) approximation [105] and supports our novel hop activation regime.

We conceive a multi-user buffer-aided-relaying uplink (MU-BR-UL|) protocol,
which is capable of improving the outage performance of our two-hop system.

2. We analyse the end-to-end outage performance of the proposed MU-
BR-UL protocol. The lower-bound of the e2e outage probability is found by
assuming an infinite buffer size at the RN. Additionally, the closed-form outage
performance expressions are derived for a finite buffer size, which is based
on the min-SNR approximation and matches closely with the actual outage
probability. It is shown that for an infinite buffer size, a diversity order of D = 2
may be achieved. By contrast, for a finite buffer, only a diversity order of D = 1
is achievable, but nevertheless, a significant outage performance improvement
may be attained upon increasing the buffer size. We also analysed the delay of
the proposed scheme in terms of its probability mass function (PMF]), where as
expected, the average delay is shown to increase linearly with the buffer size.

3. Based on the e2e outage probability derived, we formulate a power allocation
problem for the sake of minimizing the e2e outage probability under the
constraint of a given total available transmit power. It is shown that compared
to the equal-power philosophy, the proposed power allocation scheme is capable
of significantly improving the outage performance. For instance, assuming a
network of M = 4 SNs and a RN equipped with a buffer size of B = 16
frames as well as a maximum tolerable OP of P,,; = 0.01, the proposed power
allocation regime reduces the required transmit power by 5 dB compared to

the equal-power allocation.

The chapter is organised as follows. Our system model and its benchmark system
are described in Section [4.1} Then, the proposed MU-BR-UL protocol is detailed in
Section [4.2] while both the e2e outage probability and the delay analysis are discussed
in Section [£.3] The optimal power allocation regime conceived for minimizing the
e2e outage probability is outlined in Section Our simulation results are provided

in Section while our conclusions are offered in Section [4.6]

4.1 System Model and Benchmark System

As shown in Fig. we consider a network supporting (M + 2) nodes, where M
SNs {Sm,1 < m < M} transmit their individual information to a common DN with
the aid of a single RN. Each node is equipped with a single antenna and operates
in a half-duplex mode. We assume a narrow-band Rayleigh block fading channel

model, where the fading coeflicients remain constant for the duration of a packet
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Figure 4.2: System model of the relay-sharing aided multi-user uplink network.

and then they are faded independently from one packet to another both in time and
space. The direct links between the SNs and the DN are not considered, since we
are interested in the scenario of using relaying for improving the uplink performance
of cell-edge users. If the direct link is considered, a diversity order of D = 2 may
be achieved, but this does not affect the hop activation scheme to be proposed in
Section The additive noise at the receivers is modeled by independent zero-mean

circularly symmetric complex Gaussian random variables.

The receivers are assumed to have perfect channel knowledge and rely on max-
imum likelihood (ML) detection. The buffer at the RN obeys the first-in-first-out
(FIFO|) regime, where the frames received first would be transmitted first. Due to
the fact that ML detection results in joint detection success or in joint outage events,
the packets received from the M SNs are either successfully recovered or corrupted
concurrently. Therefore, if the ML detection is successful, all the M detected code-
words would be inserted into the RN’s buffer, otherwise all the codewords would be
discarded. Hence, we consider a buffer storing B M-codeword transmit frames at
the RN. We will also appraise the successive interference cancellation (SIC) detec-
tor [69,106] and compare its performance to that of the ML detector with the aid of

simulations in Section [£.5.4]

In the conventional two-hop system associated with B = 1, the schedule of hop
activation obeys a fixed pattern. In the first time slot (T'S), all the SNs concurrently
transmit their messages at the rate of R, where the RN listens. The SN 5,,, encodes a
bit sequence b, into a codeword c,, and transmits it to the RN, where the RN jointly
detects the codewords received from all the SNs using ML detection. Therefore, the
SN-RN hop may be modeled by a MAC and the criterion used for successful decoding
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is that of satisfying:

ZRSlog(1+var>,VSQ{Sm,lgmgM}, (4.1)

meS meS

where ~,,, represents the instantaneous received SNR of the S,,-RN link. The de-
coded bit sequences {31,52, . ,gm} would be concatenated and inserted into the
buffer as a frame. In the next TS, the RN prepares the frame in its buffer for trans-
mission, re-encodes the messages at the rate of M R and transmits them to the DN,

where the criterion to be satisfied for successful decoding is

with ~,4 representing the instantaneous received SNR at the DN.

For the buffer-aided system associated with B > 1, the RN either opts for re-
ceiving from the SNs or for transmitting to the DN, according to the instantaneous
channel quality and to the buffer states in each TS. The proposed hop activation

protocol will be described in the following section.

4.2 Buffer-Aided Two-hop Protocol

By introducing a buffer having B > 1 at the RN, the proposed MU-BR-UL protocol
allows the RN to store a maximum of B frames. In each TS, either the SN-RN hop or
the RN-DN hop may be activated for transmission, depending both on their channel
qualities as well as on the state of the buffer. In a certain TS, if the SN-RN hop is
activated and all the M codewords transmitted over the SN-RN hop are recovered
at the RN, then they are entered into the buffer as a frame. If the RN-DN hop is
activated for transmission, the specific frame at the top of the buffer is removed from
the buffer and transmitted to the DN.

The criterion used for activating a hop in each TS should satisfy the following

rules:

1. If the RN’s buffer is empty, the SN-RN hop is activated. This is natural,
because the RN has no frames to send over the RN-DN hop.

2. If the RN’s buffer is full, the RN-DN hop is activated, otherwise the RN’s buffer
overflows.

3. The SN-RN and RN-DN hop should be activated with equal probability of 50%.

The first two rules are plausible, hence we would focus our attention on justifying the
third one. For example, when the number of users is M = 1, we always activate the
specific hop having the highest instantaneous channel SNR in order to fully exploit the
selective diversity potential of the SN-RN and the RN-DN hops. However, assuming
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that the average SNR of the SN-RN hop is higher than that of the RN-DN hop,
the SN-RN hop would be activated more frequently and therefore the buffer at the
RN would overflow. Hence, in order to avoid buffer-overflow, we should activate the
SN-RN and RN-DN hop with an equal probability of 50%, relying on an appropriate
hop quality metric (HQM), where a hop with a higher HQM would be activated.

Therefore, the hop quality metric design is crucial for our system.

For the special case of M = 1 and for an unequal channel quality of different
hops, the hop activation problem has been addressed in [94], where the cumulative
distribution function (CDF) value of the fading is used as our HQM. However, for
the scenario of M > 1, the hop activation strategy of [94] cannot be used in the
multi-user uplink model, because the SN-RN hop is a MAC channel associated with
a vector of M instantaneous channel SNR values, while the RN-DN hop is a point-to-
point (P2P) channel having a single instantaneous channel SNR value. Hence we are
unable to directly estimate and compare the CDF value. Hence, we design a specific
HQM for our multiple-user uplink system, where the SN-RN and RN-DN hops are
guaranteed to be activated with an equal probability of 50%.

Firstly, let us investigate the error probabilities of the SN-RN hop. If any of the
inequalities in Eq. (4.1)) is not satisfied, the transmissions over the SN-RN hop are

bound to be corrupted. Hence, when the minimum SNR of the M channels spanning

threshold of ;7 = 2% —1 that has to be exceeded for successful decoding, the SN-RN
hop becomes erroneous. Therefore, we model the outage performance of the M-user
MAC in the context of the SN-RN hop based on the performance of the specific
SN-RN link having the minimum SNR ~™" which facilitates a tight approzimation

sr )

from the SNs to the RN, which is defined as v = migwm,,, becomes lower than the
me

of the outage probability.

In Fig. .3, we compare the outage performance of the M-user MAC channel
employing ML detection to that of a single link having the minimum SNR ™" of
the M-user system. As shown in Fig. [1.3] the outage performance of the two sys-
tems characterized by simulation matches the approximated outage probabilily using
our minimum-SNR approach for both symmetric and asymmetric topologies. In the
symmetric topology, the average channel quality spanning from each SN to the RN is
identical, while in the asymmetric topology the average channel quality is different,
where the SNRs of the M = 4 links are 1, 2, 4 and 8 times higher than that in the
symmetric topology, respectively. It is shown in Fig. that the exact OP of the
M-user MAC channel and the predicted OP using the P2P channel associated with

min

the minimum SNR are identical for both topologies. Therefore, 2" may be used for

min
sr

which may be readily compared to the instantaneous RN-DN channel SNR. Hence,
we define the HQM of the SN-RN link as the specific channel-SNR CDF ordinate

quantifying the quality of the SN-RN hop, where 47" is a scalar random variable,
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Figure 4.3: The approximation accuracy of the outage probability, when using the
minimum SNR of the M SN-RN links as the Hop Quality Metric for M = 4, R =
0.5bps/H z. The distance between the SNs and the RN is d = 100 meters and the
path-loss exponent is § = 3.

value Fsg (7™™"), which may be formulated as follows:

Fsp(y) =Pr {migvmr < 7’””}
me

=1— [] Pr{vm >12"}

meS

—1
=1—exp |-/ <Z %l) , (4.3)

meS

where 7,,, is the average SNR of the channel between the SN S,, and the RN. For

-1
brevity, we use the shorthand of 3™ = (Z 'y;mln) . Furthermore, we define the
mesS

HQM of the RN-DN link as the CDF ordinate value of
Frp (Yra) =1 — exp (=Vra/7rd) - (4.4)

In order to satisfy the third rule by activating both the SN-RN and the RN-DN
hop with an equal probability [94], when the buffer is neither empty nor full, the
SN-RN hop is activated for transmission, provided that the CDF ordinate value of
the SN-RN hop is higher than that of the RN-DN hop, which is equivalent to the
following condition: 7" /™" > ~ /5,4, By contrast, when 77" /™M < ~ /5,4 is

satisfied and the buffer is neither full nor empty, then the RN-DN hop is activated
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for transmission.

Based on the above hop activation strategy, we design our MU-BR-UL protocol
in two stages: the hop activation stage and the data transmission stage. In the
hop activation stage, the SNs and DN broadcast pilots for channel estimation in
orthogonal TSs, while the RN estimates the instantaneous channel quality over both
the SN-RN and the RN-DN channelf’ Then, the RN calculates the HQM for both
the SN-RN and the RN-DN hop according to Eq. and Fq. , where the
hop having a higher HQM would be activated for transmission. Finally, the RN
would either transmit a clear-to-send (CTS) signal, if the RN-DN hop is selected
or a request-to-send (RTS) signal if the SN-RN hop is selected and then the data
transmission will be initiated. It is assumed that the duration of the CTS and RTS

signal is negligible, when compared to the length of a TS in the data transmission.

The design of the medium access control layer protocol is discussed here. In our
previous work [9296], the medium access control protocol for the buffer-aided multi-
hop networks is proposed and in this chapter, we consider the two-hop case. In the
network considered in Fig. [4.2] the network has a single RN, which can serve as a
central control unit. Based on the hop quality metric and the hop activation strategy
proposed in this chapter, the best hop may be activated as follows. In the first M
symbol durations, each SN broadcasts the channel-quality estimation pilot over time-
orthogonal channels, whereas in the (M +1)—th symbol duration, the DN broadcasts
the same pilot. The RN may estimate the channel SNR of each the SN-RN and the
RN-DN channels and it may choose the hop having a higher HQM. Then, during
the (M + 2)—th symbol duration, the RN transmits an request-to-send signal if the
first hop is chosen, whereas it sends a clear-to-send signal if it selects the second
hop. Data transmission starts from the (M + 3)—th symbol duration. Therefore, the
selection process requires (M + 2) symbol durations. Throughout this chapter and

in the following analysis, it is assumed that the channel quality estimation is perfect.

4.3 Performance Analysis

The outage event is defined as the event, when any of the codewords received from the
SNs is not correctly recovered at the DN. The e2e outage probability of the two-hop

system may be expressed as

Pot=1—(1—=P.sr) (1 = Perp), (4.5)

where P,,; represents the e2e outage probability of the outage system, while P, sz and
P, rp stand for the error probability of the SN-RN and the RN-DN hop, respectively.

2Note that the duration of transmitting pilots can be considered negligible compared to the the
data transmission duration in the data transmission stage
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4.3.1 Outage Probability Lower-bound

We first assume that the buffer at the RN has an infinite size and that there are
always packets in the buffer ready to be transmitted. In other words, the buffer is
assumed to be neither full nor empty. Therefore, the system is always at liberty to
choose between the SN-RN and the RN-DN hops to be activated and hence it benefits
from a selective diversity gain. In practice, the buffer size is finite and the buffer may
be empty, in which case no selective diversity gain is achieved. Therefore, by relying
on the assumption mentioned before, we may derive the lower-bound F,,;  of the
e2e OP, which may be formulated as follows:

Pour, =1 — (1= P35 (1= P25, (4.6)
where P45 and P35 stand for the error probability lower-bound, when benefiting

from a hop selection diversity by appropriately activating the SN-RN and the RN-DN
hopf'|

According to our analysis provided in Section the MAC channel of the SN-
RN hop may be modeled by a P2P channel having the minimum received SNR, ™"
amongst all the channels spanning from the SNs to the RN. According to Eq. (4.3),

we may also arrive at the probability density function (PDF) of ~,,;, in the form of:

dF min (")/) 1 ’y
f min 7 — Jsr e eXp <_ . . 47
Vst ( ) d’)/ ,Ygr;zn /ygr;,m ( )

Therefore, we may formulate P using the minimum-SNR approximation as:

Vo™ Y pr{@»@}
Yot Yrd Vet Yrd

min ST min :ygnmn
= 2 PI' {,ysr < ’Yth,? ’Ysr > /y’l‘d — }
Vrd

select ~_ min sr
Pe,SR ~ Pr {7% < Vi

~min
Tsr

ngi Yrd
- / / Fos @) dy | fopen (@) da
0 0

ST ST
=1+exp (—QL}.‘) — 2exp <—Wi> : (4.8)
fyml'ﬂ

~min
sr Vsr

where we exploited the relation of Pr {% > Yﬂ} =Pr {ﬁn < Yﬂ} =0.5.

Yrd ,*)/g},‘in — rd

3The error performance of the SN-RN and the RN-DN hop achieves the hop activation diversity,
when the buffer is neither full nor empty.
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Similarly, we may arrive at

Pes,%eDCt = Pr {%’d < ’Y:;? :—Zi:;m < %}/Pr{:—ﬁ;m < %}

rd rd
=1+exp (—2%—h> — 2exp (—M) , (4.9)

Yrd Yrd

where y/4 = 2ME 1 is the threshold that has to be exceeded for the sake of achieving
successful decoding on the RN-DN hop. By substituting Eq. (4.8)) and Eq. (4.9)) into
Eq. (4.6)), we arrive at the OP lower-bound for our two-hop system.

4.3.2 Exact Outage Probability

Let us now remove the assumption of having a buffer, which is neither full nor empty
as stipulated in the previous section and take into account the scenarios, when the
buffer is either empty or full. In these cases, according to the hop activation rules,
we have to activate the SN-RN or the RN-DN hops without the benefit of choice
and therefore no selective diversity gain is achieved. We define the buffer size as B

frames, while b is the number of frames stored in the buffer.

According to our hop activation strategy, we can derive the approximate error
probability of P, sr using the min-SNR approximation and the actual P. gp as fol-
lows:

Pr{b =0} P’5% + wpéesl%ct
Pr{b = 0} 4 2ri0<0<BL
Pr{b= B} P'3} + wp;%%t
Pr{b = B} 4 2105<B1

Pe,SR ~

e.RD = , (4.10)

where Pj;% stands for the error probability of the SN-RN hop, when the buffer is

empty, i.e. b = 0 and this can be expressed as:

PP =1 — exp (—ﬂ) . (4.11)
) ,ygln
On the other hand, Peb}% stands for the error probability of the RN-DN hop, when
the buffer is full, i.e. b= B and we can express P'%7 as:

p=B —1— ik 4.12
e,RD — eXp a ) (4.12)

In order to derive P, g and P. gp, we have to derive the probability of Pr {0 = 0}
as well as of Pr{b= B} and hence we adopt the state-transition analytical tools
proposed in [92]. We first define the state Vj as the specific state, in which the



4.3.2. Exact Outage Probability 81

number of frames stored in the buffer is b, 0 < b < B. Then we arrive at the state
transition matrix 7', where the specific element T;; in the ¢—th row and the j—th
column stands for the transition probability from the state V; to V;. For example,

the transition matrix 7" of the B = 3 scenario is:

o 1 0 O

0.5 0 05 0
T = . (4.13)
0 05 0 05

0O 0 1 0

When the buffer size B increases, the dimension of T is as large as (B + 1) x
(B + 1), but it is easy to construct:

1. For the 1-st row, the current state V; stands for the empty buffer. It evolves
to state V} with a probability of 1.

2. For the (B + 1) —th row, the current state Vp stands for the full buffer. It has
to evolve to Vg_; with a probability of 1, because the RN-DN hop is activated
and the first frame of the buffer would be removed and sent to the DN.

3. For the rest of the rows, the current state V} represents neither empty nor full
buffer. When the RN-DN hop is selected, V}, traverses to V,_; with a probability
of 0.5. When the SN-RN hop is activated, V}, traverses to V,, 1 with a probability
of 0.5.

When the buffer state is steady, the state probabilities 7 may be computed using [92]

m="T"r, (4.14)

where 7 = [ To T .. 7B }T and m; = Pr{b =} is the steady state probability
that the buffer is at state V;. Therefore, we may derive the probability of my =
Pr{b =0} = 1/2B and 5 = Pr{b= B} = 1/2B. With the aid of Eq. and
Eq. (4.12), we can rewrite the closed-form error probability of P, gz using minimum-
SNR approximation as well as the P, gpp formulated in Eq. as follows:

2B —1 s B-1 2y
P.sp~1-— 3 exp <_VZ;L") + 5 exp (— %.h)

2B —1 rd B—-1 9~rd
Pepp =1 — 7 O <—M) g exp <—ﬂ> : (4.15)

Vrd



4.3.3. Diversity Analysis 82

which can be substituted into Eq. (4.5) in order to arrive at the exact OP for an

arbitrary buffer size B as follows:
2B —1 s B-1 2~y

2B~ 1 %h) B-1 ( 27;;?)]
ex — ex e . 4.16
{ B P ( Yrd B P ’_Yrd ( )

4.3.3 Diversity Analysis

The expression of the exact OP in Eq. (4.16) is somewhat complex, while further
insights may be offered by its high-SNR approximations. Firstly, using the Taylor
series expansion, we may formulate the per-hop exact error probability of P. sr and

P, rp as follows:

Bygn T 2B\
_ %% +0 (™Y (4.17)
i 2
oo 53 (5 ot
- 1133“; +0 (7Y, (4.18)

where O (W’k) denotes the components associated with a diversity order higher than
k. For a finite buffer size of B, the error probability is dominated by the first terms in
Eq. and Eq. (£.18), since they are associated with a diversity order of D = 1,
showing that the buffer-aided system fails to achieve a diversity gain at high SNRs.
However, compared to the traditional scheme associated with B = 1, the OP of the

proposed protocol at high SNRs may be reduced by a factor B as seen below:

Pout = Pe,SR + Pe RD — Pe,SRPe,RD

() vog) w

fy;’;LZ’!L f}/ d

Therefore, as the buffer size B increases, the outage performance improves by a
factor of B. In the extreme case of B = oo, the OP would no longer be dominated
by the components associated with the diversity order of D = 1 at high SNRs, where

a diversity order of D = 2 may be achieved as the lower-bound, which is given by:

sr 2 rd\ 2
Pout,L = (/;Z:gn) + <M) + O (’7_2) . (420)

sr Yrd
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4.3.4 End-to-end Transmission Delay

In conventional two-hop systems, the frame received by the RN may be readily re-
transmitted immediately in the following TS of the same frame, which results in a
constant delay of 2 TSs. The outage performance improvement of the proposed BAR
system arises from the selective diversity gain achieved by activating the better of
the SN-RN hop or the RN-DN hop, relying on the RN’s ability to store the frames

for a certain number of TSs, before retransmitting them to the DN.

For the buffer-aided two-hop system, the minimum delay for a frame is 2 TSs
and the maximum delay for a frame is 2B TS. The minimum delay corresponds to
the scenario, when the frame is received by the RN in a TS and then immediately
transmitted to the DN in the following T'S. On the other hand, the maximum delay
of 2B T'Ss is related to the specific case, when a frame X is received by the RN in TS
1 and hence it is inserted at the bottom of the buffer. Then it waits for (B — 1) TSs
for all the previous received frames stored already in the buffer to be transmitted,
followed by another (B — 1) TSs for (B — 1) newly received frames to be inserted in
the buffer, until the frame X reaches the top of the full buffer. Then, it is transmitted
to the DN using another single TS.

Even though a certain frame may experience a longer delay than that in the
conventional two-hop system, the overall delay for a block of M frames is 2M, which
is identical to that in the conventional system. This is because in a certain time slot,

a frame is moving forward by one hop, either on the SN-RN or the RN-DN hop.

Let us now consider the PMF of the delay for characterizing the delay distribution
of the frames, which are successfully delivered to the DN. We define the delay PMF
as Py, = [pQ P3 ... DaB ], where p, stands for the probability that a frame is
received at the DN at T'S' = k. We first assume that the system is in its steady state

at T'S = 0 and therefore the probability of the current buffer state is characterized by
T

T = [ T T ... TB } as in Eq. (4.14]). Then we assume that a hypothetical test

frame of M packets is transmitted from the SNs to the RN. We define a position-state
matrix W of size (B+1) x (B+1), where the specific element in the i-th row and j-th
column is the probability that the test frame is at the (i —1)-th position in the buffer
and the buffer is at the state of V,_;, while the element in the 1-st row indicates the
probability that the test frame has left the buffer and it is being transmitted to the
DN. For brevity, we define the state £;;, ¢ > 1 and j > 1, as the specific state that
the test frame is at the (i — 1)-th position in buffer and the buffer state is V;_;. In
other words, W; j(k) corresponds to the probability of the system being in state £ ;
at TS = k.

Since we assume that the buffer is in its steady state before the test frame arrives,
we can initialize the matrix W (1) at T'S = 1 by setting its i-th diagonal elements

to Wi, (1) = mi—17;_1,, while the remaining elements are set to 0. Furthermore, we
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have to normalize W (1) to ensure that the sum of the elements in W (1), namely

the sum of the probabilities of all pairs equals to 1.

Then, in the next time slot of T'S = k associated with k& > 1, we initialize W (k)
as a zero-matrix. For each state Fj; associated with ¢ > 1 and j > 1, the following
four events may be encountered and the corresponding elements in W (k) have to be

updated:

1. If the SN-RN hop is activated and a new frame is inserted into the buffer, then
the test frame stays at its current position and the buffer state changes from
Vi—1 to V;. Then we have W, j1q (k) = W, j1 (k) + 101 Wi; (K —1).

2. Tf the SN-RN hop is activated, but the SN-RN hop is in error, then the test
frame stays at its current position and the buffer state stays at V;_;. Then we
have Wi ; (k) = Wi; (k) + Tj;Wi; (k —1).

3. If the RN-DN hop is activated and the current frame at the top of the buffer
is transmitted to the DN, then the test frame moves up, or it is removed from
the buffer, and hence the buffer state changes from V;_; to V;_5. Then we have
Wij1 (k) = Wij1 (k) + Ty Wiy (k= 1).

4. Finally, the 1-st row of W (k) represents the probabilities that the test frame has
left the buffer and was sent to the DN. By adding these probabilities together,
we arrive at py = ZBH Wi (k). Then, the elements of the 1—st row of W (k)

are set to zero.

By iteratively carrying out these four steps until the maximum delay of 2B is
achieved, we arrive at the delay PMF for the two-hop system. The average frame

delay d can then be expressed as
d=>pk. (4.21)
k=1

Alternatively, according to Little’s law [107], the average time duration that a frame

is stored in the buffer is given by
d="b/A, (4.22)

where A = 0.5 is the average arrival rate experienced in terms of frames per TS,

while b is the average queue length, which can be expressed as

b= iPr{b=i}. (4.23)

Upon solving Eq. (4.14), we arrive at Pr{b = B} = Pr{b =0} = 1/2B and Pr {b =i}
1/B,Vi € [1, B — 1]. By substituting these probabilities into Eq. (4.23)), we arrive at
b= B/2 and the average time duration that a frame is stored in the buffer therefore
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becomes B TSs. While 1 TS is required for transmitting the frame from the RN to
the DN, the average frame delay becomes (B + 1) TSs, indicating that the average

frame delay increases linearly with the buffer size B.

As derived in Section [4.3.2] when the buffer size B increases, the e2e outage
probability decreases by a factor of B. Therefore, the outage-versus-delay trade-off
should be considered in a practical design. In the next section, we aim for improving
the e2e outage probability by finding the optimal power allocation among the SNs
and the RN. By fixing the buffer size, the optimal power allocation improves the e2e
outage performance without increasing the delay. On the other hand, the optimal
power allocation may be capable of reducing the delay, while maintaining the same

e2e outage performance, as an equal-power allocation scheme.

4.4 Optimal Power Allocation

In this section, we design a PA algorithm for minimizing the e2e outage probability
of the proposed BAR system subject to the constraint of a total power budget given
by Py = (M + 1)P,, where P, is the average power assigned to a transmit node
among the SNs and the RN. The maximum power per transmit node is given by
Prar = KP, and K satisfies 1 < K < (M +1). The problem is formulated as the

following maximization problem:

max 1— P,

M
s.t. ZPm +P =P,
m=1
Py < Poaw, m=1,....M (4.24)
P?” S Pmaaw

where Pp, Ps, ..., Py denotes the transmitted power of the SNs, while P, represents
the transmitted power of the RN. The average SNR of the link between node ¢ and
J is %ij = G;; P, where G;; = (Ny % dfd)_1 captures the effect of both the pathloss

and of the noise power.

Here, we adopt the Lagrange multiplier based maximization method by ignoring
the constraints of the maximum power per transmit node [108|, where the Lagrange

function can be expressed as

L=(1—Pu)+A (i P,+ P, — PA> : (4.25)

m=1

By substituting the exact formulation of P, from Eq. (4.16)) into Eq. (4.25) and
setting the partial derivative of L to 0 with respect to P,, and P,, the optimal power
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allocation can be obtained as:

% P* P* _1/2
Pr = PA M —(1/2 )( PG —1/2
m=1 G a- 1/ Td. , (426)
‘Pi* :(PA—P*)W, Z:]_,...,M
m=1-"mr

where K (P, P,) is defined as
K (P87 Pr)

_|eB-Dew (—5) —2(B - Dexp (~ 3 ) . 7, o
(2B — 1) exp ( %f;) —2(B—1)exp <_2L> Vi

Yrd

The solution in Eq. is not in closed-form. However, it may be solved by
the successive approximation method using the iteration of [P, ... Pyt PF1] =
f([Pf,... Pf, PF]), where f(-) is defined by the right hand side of Eq. and
the initial solution in iteration & = 1 is assumed to be a uniform allocation of P, =
P, = ... = Py, = P,. If the solution of Eq. violates the constraints of the
maximum affordable power per node, clipping is applied by assigning the maximum
power P, to each node in the set Ny comprising the violating nodes. Then we

re-optimize the modified problem by changing the first constraint in Eq. (4.24) as
Zn%NV P, =Py — |NV|Pmax-

4.5 Simulation Results

In this section, we evaluate the achievable performance of the proposed buffer-aided
two-hop system in terms of the associated e2e outage probability and transmission
delay. We consider the impact of different buffer sizes, user numbers and relay po-
sitions. The noise power is set to Ny = —80 dBm, while the channel’s pathloss
exponent to § = 3 for our simulations. Note that in this section, the theoretical
e2e outage probability is evaluated from the formulas derived in Section [£.3] The
theoretical transmission delay is obtained by the algorithms detailed in Section [£.3.4]
In all the results provided, the curves represent the theoretical results, while the

markers denote our simulation results.

4.5.1 Impact of the Buffer Size

The impact of the buffer size B on the e2e outage performance of the proposed two-
hop system is illustrated in Fig. In the examples shown in Fig. [4.4 we assume
the distance between each SN and the RN to be d,. = 80 meters, while the distance
between the RN and the DN to be d,; = 120 meters. The number of SNs is M =4
and the transmission rate of each SN is R = 1bps/H z.
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Figure 4.4: Outage performance of the proposed system for different buffer sizes.

Fig. illustrates that the e2e outage performance improves gradually as the
buffer size increases and approaches the lower-bound of Eq. , which assumes
having an infinite buffer size and that the RN always has frames to send. It is shown
that the simulation results match the analytical expressions derived in Eq. ,
while an increased gap is observed between the exact e2e outage performance and the
lower-bound as the SNR increases. This is because the buffer may be full or empty,
and the diversity order achieved is D = 1 as derived in Eq. , while the lower-
bound is associated with a diversity order of D = 2 as shown in Eq. . Compared
to the conventional scheme, even though the diversity order of the proposed scheme
is not improved, the scheme advocated substantially reduces the OP, namely, by a
factor of B as shown in Eq. (£.19). For example, a significant gain of 10 dB is
achieved compared to the conventional scheme by the proposed buffer-aided protocol
at P, = 0.01 for a buffer size of B = 16, as shown in Fig.

Fig. compares the e2e outage performance of the proposed MU-BR-UL proto-
col using both equal-power sharing and the optimal power allocation of Section
It is shown in Fig. that a beneficial gain of approximately 5 dB may be achieved
with the aid of the proposed optimal power allocation regime over the equal-power

allocation aided system, regardless of the buffer size.

The impact of the buffer size on the delay’s PMF is illustrated in Fig. where
the transmission power is set to P, = 5 dBm. It is observed in Fig. that the
PMF of the two-hop systems having a buffer size of B spreads over the delay range of
[2,2B], with a fairly flat distribution across the range of [0, B], followed by a peak and
a gradual decay beyond 2B. Furthermore, as the buffer size B increases, the average

frame delay is also increased. Furthermore, observe in Fig. that the simulation
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Figure 4.5: Outage performance of the proposed system using the proposed power
allocation.

results and the analytical results match closely, which validates our method proposed
in Section

Therefore, based on Fig. and Fig. [4.6) we may conclude that by increasing
the buffer size, the e2e outage performance is improved at the cost of an increased
e2e delay, which allows us to strike an outage-versus-delay tradeoff in the system
design. On the other hand, by using the proposed power allocation, the e2e outage
performance improves without increasing the buffer size, hence this does not affect
the delay.

4.5.2 Impact of the Number of Users

The impact of the number of SNs M on the e2e outage performance is illustrated
in Fig. In the examples shown in Fig. [4.7 we assume d; = 80 meters and
d,q = 120 meters, while the transmission rate of each SN is R = 1bps/H z.

As the number of SNs M increases, it is observed in Fig. that the outage
performance degrades. The reasons for the performance degradation are two-fold.
Firstly, the average minimum SNR 37" = (3, o ’_y;”lq)_l on the SN-RN hop de-
creases, which results in a higher error probability over the SN-RN hop, as derived in
Eq. . Secondly, as the number of SNs increases, a higher rate of M R is achieved
over the RN-DN hop, which results in a higher decoding threshold of »7# = 2M% —
and a higher error probability over the RN-DN hop.

It is also observed in Fig. [4.7 that the proposed MU-BR-UL protocol using B > 1
improves the outage performance, regardless of the number of SNs involved. In the

example illustrated in Fig. an SNR gain of approximately 8 dB may be achieved
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Figure 4.7: Outage performance for different number of SNs.

by the proposed protocol with a buffer size B = 8, when compared to a conventional

two-hop system having a buffer size B = 1 for a system supporting M = 4 users.

4.5.3 Impact of the Relay Position

Let us now investigate the impact of the RN position on the outage performance. In
the example illustrated in Fig. we assume that the SNs, the RN and the DN
are placed in a straight line and the distance between a SN and the DN is d,; = 200
meters. In order to quantify the position of the RN, we introduce the normalized
position of X, = Z; € [0,1]. The transmission rate of each SN is R = 1bps/Hz and
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Figure 4.8: Outage performance of the proposed system for different RN positions.

the transmission power of each node is P, = 10 dBm, while the buffer size at the RN
is B =8.

Observe in Fig. that when the number of SNs increases, the e2e outage
performance degrades, as also seen in Fig. The optimal RN position quantified
in terms of the minimum e2e outage performance moves from the SNs closer to the
DN, because a higher rate of M R is transmitted over the RN-DN hop. Therefore,
from a network design perspective, the results may provide guidance on the optimal
RN deployment or the number of SNs in the same transmission group. It is observed
that for the two-hop system, the optimal RN position for M = 1 is exactly in the
middle of the SN-DN. Furthermore, in the example of Fig. [4.8] the buffer size is set
to B = 8, albeit an increased buffer size may further improve the achievable outage
performance as shown in the results of Fig. [4.4]

The impact of power allocation is illustrated in Fig. [£.9|for different RN positions,
where it is shown that for arbitrary RN positions, the optimal power allocation
scheme outperforms its equal-power allocation counterpart. Specifically, it is observed
in Fig. that the outage performance is less sensitive to the RN positions with the
assistance of the optimal power allocation, while the outage improvement of optimal
power allocation over uniform power allocation is more significant, when the RN is
closer to the SNs or when the number of SNs increases. It is also observed that for
specific RN positions, the outage performance results of the optimal power allocation
and of the equal-power allocation are similar, because in these cases, the solutions of

the optimal power allocation regime is close to the equal-power allocation.
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Figure 4.9: Outage performance of the proposed system for different RN positions
using both optimal power allocation and equal-power allocation.

4.5.4 Impact of the Detection Method

In all our previous analysis and simulations, the MU-BR-UL protocols proposed for
two-hop systems assume ML detection at both the RN and the DN. In practice, when
the number of SNs increases, the ML detection may impose an excessive implemen-
tation complexity. Additionally, the ML detector treats the packets transmitted by
the SNs in a TS as a single frame, where the frame is discarded, whenever an error

is detected in any of its packets.

As an attractive design alternative, the reduced-complexity successive interfer-
ence cancellation (SIC) detection [4] may be adopted. As a further benefit, the SIC
detector may be capable of recovering the packet of a SN, even if the other SNs’
packets in the same frame may be erroneous. Therefore, the per-user outage perfor-
mance using SIC may be better than that of the ML detection [69], which is shown
in Fig. when the number of SNs is M = 4 and the transmission rate of each
SN is R = 0.4bps/H z.

However, for fixed-rate applications, the performance of ML detection improves
monotonically, as the SNR or transmit power P, increases, while that of the SIC
detector may exhibit an interference-limited region at high SNRs, if the rate required
for each user is higher than a predefined value [69]. In this case, the outage perfor-
mance of SIC is dominated by its signal-to-interference power ratio and hence it does
not improve, as P; increases. As seen in Fig. [£.11], when the number of SNs is M = 4
and the transmission rate of each SN is R = 0.5bps/H z, the e2e outage performance

exhibits an error floor at P,,; = 0.01 and it does not improve, as the SNR increases.
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Figure 4.10: Per-user outage performance of the proposed system using ML and SIC
detection in conjunction with M =4, R = 0.4bps/H z.

The distances of SN-RN and RN-DN are d,,. = 100 meters in both Fig. and Fig.
EIT}

Hence, for the fixed rate applications considered in this chapter, the adoption
of SIC detection should take into account both the number of users as well as the
required per-user rate. By contrast, if online rate adaptation is adopted, the SIC
detection is capable of avoiding the interference-limited region [4]. However, given
our limited space, the MU-BR-UL protocol design conceived for rate-adaptive ap-
plications is beyond the scope of this contribution and would be investigated in our

future work.

4.6 Conclusions

In this chapter, we have proposed and investigated a multi-user buffer-aided-relaying
uplink protocol conceived for two-hop systems. With the aid of the min-SNR ap-
proximation technique, we analysed the e2e outage probability and the transmission
delay of the proposed protocol. Our analysis and simulation results showed that
by exploiting the selection diversity of the SN-RN and the RN-DN hops, significant
outage improvements may be achieved compared to the conventional systems, albeit
this is attained at the expense of an increased end-to-end delay. The optimal power
allocation scheme was also conceived, which achieved a better end-to-end outage

performance than the equal-power allocation scheme.

In Table [4.2] we summarize the required transmit power P, expressed in dBm in
order to achieve the target OP. The proposed BAR schemes associated with different

buffer sizes B as well as the effects of the power allocation strategies are shown.



4.6. Conclusions 93

10°
5
o
O fsesicB=1
Wl gsicB=4
£-SIC B =16
J-x-ML B=1
0-3-ML B=4
-O-ML B=16
_[["©ML B =Inf
10 L
-10 -5

0 5
P, (dBm)

Figure 4.11: Per-user outage performance of the proposed system using ML and SIC
detection in conjunction with M =4, R = 0.5bps/H z.

Target OP | @102 | @103

Equal PA 14.4 24.8

Optimal PA 11.2 21.0

B = 4 Equal PA 8.8 18.6

B = 4 Optimal PA 5.2 15.0
B =128 Equal PA 4.1 9.8
B = 128 Optimal PA -0.4 5.4
B = o0 Equal PA 3.8 9.0

B = oo Optimal PA -0.8 4.0

Conventional Relaying (B = 1)

Buffer-Aided Relaying

Table 4.2: Summary of the transmit power P, in dBm and of the target OP of
different buffer sizes and power allocation strategies. The distance between each SN
and the RN was set to d, = 80 meters, while that between the RN and the DN to
d,q = 120 meters. The number of SNs is M = 4 and the transmission rate of each
SN is R = 1bps/Hz.

The conventional relaying regime may be viewed as a special case of BAR, when the
buffer size is B = 1. Firstly, it is plausible that increasing size of the buffer at the RN
would gradually improve the OP. However, the maximum achievable improvement
will be bounded by that of the scenario, when we assume an infinite buffer size at
the RN, namely that B = co. Furthermore, the OP improvement is achieved at the
price of an increased packet delay, which is analyzed in Section For example,
recall from Table 1.2] when B = 4 is adopted, a 5.6dB gain may be achieved at
P, = 1072 over the conventional relaying scheme, which is attained at a price of

four times higher average packet delay. Finally, compared to the equal PA scheme,
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the optimal PA scheme is capable of improving the OP without increasing the packet
delay, where a 3.6dB gain may be achieved by optimal PA for B = 4 at P,,, = 1072

In the context of spectrum sharing between multiple SNs supported by relaying
networks, we have proposed the MUD-SIC-aided schemes of Chapter 2] the SPM-NC-
CC schemes of Chapter [3| as well as the BAR schemes of this chapter, respectively.
The proposed schemes are capable of improving the OP by exploiting the spatial
diversity provided by relaying. In the above mentioned schemes, all the SNs and
RNs were assumed to have a constant power supply. However, in a practical scenario

they tend to be battery-powered, as exemplified by mobile phones and sensors.

Instead of relying on the battery, the nodes may also be capable of harvesting
energy from the environment, for example in form of solar power in order to increase
the recharge-period. In this scenario, relying on a constant power supply may not be
optimal in terms of OP. Therefore, in the next chapter, we eliminate the assumption
that the nodes have a constant power supply and assume that the nodes have an
energy-harvesting capability, which motivates us to investigate the design of an energy
usage policy for the sake of improving the OP.



Chapter

Outage Analysis and Optimization
for Energy Harvesting Networksm

Chapter [2] [3 and [4] considered the scenario, where all the SNs and RNs in the net-
works rely on battery-powered energy sources for providing constant power supply.
In practical scenario like wireless sensor networks, it is challenging or difficult to
replace the nodes, the network is energy-constrained and has a limited lifetime [7].
One way of circumventing this problem is allowing the nodes to harvest energy from
the environment. According to the authors of [7]: “Energy harvesting refers to har-
nessing energy from the environment or other energy sources (body heat, foot strike,
finger strokes) and converting it to electrical energy”. The harnessed electrical energy
may then be used for powering wireless transceivers. If a harvested energy source is
permanently available, the transceiver can be powered perpetually, which fundamen-
tally changes the wireless system design compared to the classic energy-constrained
design relying on an energy source storing a limited amount energy in batteries. Fur-
thermore, based on the periodicity and magnitude of harvested energy arrival rate,
the transceiver may adjust its energy usage policy (EUP) in order to improve certain
network performance metrics, for example, throughput or OP, etc. Since a node is
energy-limited until the next harvesting opportunity, it may optimize its EUP for the
sake of maintaining a certain performance during this interval, which is defined as the
recharge cycle |7|, or the duration of a fading block of the energy arrival rate in this
treatise. For example, a wireless sensor node may increase its sampling frequency or
its duty-cycle in order to increase its sensing reliability, which relies on an increased
data transmission rate [7,8,56|, or increase of transmission power to improve the

attainable outage performance [55-57).

In this chapter, we investigate the effects of random energy arrival and EUP

design on the outage performance in energy harvesting wireless networks. Recently,

!Part of the work in this chapter is collaborative work with Dr. Chen Dong, and will be submitted
for publication
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the EUP design of EH networks has become a hot research area. Hence various
schemes have been proposed in the literature [8,52] [55/:57,/109,(110| in order to
improve certain performance metrics in a particular network topology, relying on
different assumptions of the energy arrival rates as well as on the knowledge available
at the wireless transceivers for optimization. Before delving into our own work, the

similar research contributions found in the literature are reviewed.

5.1 Research Contributions in EH Aided Network Design

In this section, the contributions on EH aided wireless network design will be re-
viewed for different network topologies, ranging from point-to-point (P2P) networks
to multiple access and relay-aided networks. Since the scope of this treatise is that of
analyzing and optimizing the outage performance of EH networks, the most relevant
contributions are reviewed in this specific context, while those focusing on analyzing

and optimizing other performance metrics will only be touched upon.

5.1.1 P2P-EH Networks

Under the idealized simplifying assumption of having both the non-causal channel
state information (CSI) and the energy harvesting information (EHI) characterizing
the energy arrival rate at the transmitter, in [8, 52|E] the optimal offline EUPs were
designed using either the throughput maximization or the completion-time minimiza-
tion file-transfer objective function. With the aid of the classic stochastic dynamic
programming technique [111], the optimal online policies were determined based on
the stochastic fading and energy arrival processes with the aid of causal CSI feed-
back [8/112].

When the instantaneous CSI at the transmitter is not available, a fixed rate strat-
egy can be adopted. Accordingly, the outage performance of the P2P-EH networks
was investigated in [55-57,(109,[110]. The analysis and optimization techniques of the
outage performance may be categorized into two subclasses according to the knowl-
edge of the energy arrival rates and the mathematical frameworks they adopt, as

described in the following:

1. The first category of contributions recommends time-variant policies 57,109,
110]. These authors followed the same mathematical framework as proposed in
18,|112], which adopted the directional waterfilling algorithms with EH-causality

2The authors of [8,52] used the terminology of “transmission policy” to represent the policy of
using the harvested energy in the energy buffer. However, the transmission policy may stand for
more widely used schemes, such as rate adaptation, multiple access policy. Therefore, in order to
avoid ambiguity, we use the terminology of “EUP” throughout this treatise.
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constmintsﬂ for offtine EUP design and the stochastic dynamic programming
in online EUP design. The time-variant policy is named after the fact that
the energy usage would be adapted according to the apriori-knowledge of the
instantaneous energy arrival rates. In [57,|109|, the authors considered the
average outage probability (OP) minimization problem over a finite horizon of
a certain number of EH recharge cycles, this problem was shown to be non-
convex for a large class of practical fading channels. Then, the globally optimal
“offline” power allocation was obtained by a forward search algorithm with the
aid of at most N one-dimensional searches. For the special case of N = 1, the
classic outage capacity of fading channels may be revisited under uniform power
allocation. In [110], the authors addressed the optimal transmission scheduling
problem of a hybrid energy supply system, in which the transmitter is equipped
with a primary battery and an energy harvester. In practical scenarios, the
offline policy as well as the optimal online policy mainly served as a benchmark
due to their high computation complexity. As the computation complexity of
finding the optimal EUPs increases linearly or exponentially with the number
of transmission slots, the methods proposed in [8,57,/109,110,[112] may not be
applicable in scenarios requiring a long transmission duration. However, one of
the most attractive features of EH networks is their long network lifetime. An
important application of the EH techniques is found in wireless sensor networks
(WSNE), in which the sensors may have to operate at a low power and hence
only may tolerate a low computational complexity [7].

2. The second category of the EUP recommends time-invariant policies for long
transmission durations, routinely encountered in WSNs, which exhibit negligi-
ble computational complezities [55,56]. The terminology of a time-invariant
policy reflects the fact that it does not rely on the knowledge of the instan-
taneous enerqy arrival rate, regardless whether the energy usage is designed
according to the statistical information of the energy arrival [56] or not [5].
Specifically, the authors of [55] proposed the best-effort EUP, where each EH-
powered transmitter uses up the available energy in the energy buffer for each
of its transmissions. Hence, the best-effort policy does not exploit the energy
buffer to store harvested energy for future usage. Therefore, a system adopt-
ing the best-effort policy is equivalent to the "harvest-and-use’ architecture as
defined in [7]. The authors of [55] analysed the outage performance of the
point-to-point (P2P) networks with a EH-powered transmitter and compared
it to its counterparts relying on a classic constant-power supply. It was shown

that the performance discrepancy between the non-EH and the EH systems

3 The EH-causality constraint refers to the fact that at any time, the transceivers can only utilize
the energy that was harvested during the past and the energy not harvested yet, hence it was un-
available for usage. Taking into account the causality constraints imposed on the energy usage, the
energy can only be saved and used in the future. Therefore, the waterfilling algorithm is redesigned
as a directional one, which allows the energy flow only to take place from the past to the future.
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may be huge, and the OP would include both the channel-induced outage and
the EH-induced circuit outage, where the circuit outage is specific to EH-aided
network, which is imposed by their random power supply [55]. By contrast,
the authors of [56] proposed the asymptotic-optimal EUP, which allows the
EH-powered transmitter to store the harvested energy in the energy buffer for
future usage. For an infinite energy buffer, the asymptotic-optimal policy min-
imises the OP by allowing the EH-SN to transmit at a constant power, which
is equal to the average energy arrival rate supplied by the EH-source, when
sufficient energy is stored in the energy buffer. If insufficient energy is stored
in the energy buffer, the SN would switch to the best-effort policy and used up
the residual energy. When the size of the energy buffer approaches infinity, it
was shown in [56] that the outage performance of the EH system adopting the
asymptotic-optimal policy would approach that of the non-EH system assuming

an energy source that was capable of providing a constant energy supply.

In this treatise, we aim to fill the gap between the high-complexity time-variant EUPs
and the low-complexity state-of-the-art time-invariant policies, in the scenarios hav-
ing a practical finite energy buffer. Hence, we propose a range of meritorious methods
that fall into the time-invariant category in order to impose a low computation com-
plexity by relying merely on the statistical information of the energy arrival rate. By
effectively exploiting the statistics of the energy arrival rates, the proposed meth-
ods achieve a significantly better performance than the state-of-the-art benchmarks
of [55,[56], which either do not exploit the statistics of the energy arrival rate [55| or
only exploit the first-order statistics, i.e. its expectation as in [56]. Specifically, we
adopt the discrete Markov chain (DMC) model for characterizing the energy buffer
relying on the probability distribution function (PDF) of the energy arrival rate.

It should be noted that the DMC or Markov decision process (MDP) is not a
new concept in the EH research area, hence there are recent contributions using this
mathematical tool as detailed in [113}/114] and in the references therein. Specifically,
the authors of [113] formulate the rate maximization problem as a discrete-time
and continuous-state Markov decision process. In order to avoid the potentially
prohibitive complexity imposed by promptly updating the associated utility function
associated with the continuous states, the authors of [113] introduced an approximate
closed-form concave utility function, which is then used for finding the a near-optimal
solution of the power allocation for both the finite- and infinite-horizon scenarios.
The authors of [114] considered the scenario, in which the RNs harvest energy via
radio frequency radiation from the SN into finite energy buffers, which is then used
for forwarding the SN’s message, where a single best RN is selected to forward the
SN’s message, while the remaining RNs harvest energy simultaneously. Since RF
power transfer is adopted, the instantaneous harvested energy arrival rate is highly
correlated with the instantaneous channel fading, and the authors of [114] developed
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a MDP to capture the variation of the energy buffer states, and derived the OP. In
this treatise, we assume that the energy arrival rate is independent from the channel

fading, which is common for EH sources like solar and wind sources [7].

To the best of our knowledge, the outage minimization problem considering a
finite energy-buffer has not been investigated in the literature, which is hence our
novel contributions in the context of P2P-EH networks. In the next section, the
state-of-the-art contributions to the field of multiple access EH networks will be

reviewed.

5.1.2 Multiple Access EH Networks

As an evolution of research in the subject-area of P2P-EH networks, the recent
contributions on EH strategy design here covered numerous aspects of generalized
multiple-source EH networks [53,55,[115H117]. In [53], the authors investigated the
optimal packet scheduling problem in the context of a two-user fading multiple ac-
cess channel. The objective in [115] was to minimize the time by which all packets
from both users are delivered to the destination by optimizing both the transmis-
sion powers and transmission rates of both users. The authors of [115] addressed
the analysis and design of multiple access EH networks by focusing on conventional
medium access control (MAC) protocols, namely on time division multiple access
(TDMA), on framed-ALOHA and on dynamic-framed-ALOHA, where the interplay
between delivery efficiency and time efficiency of the data collection rate at the fusion
center was investigated using Markov models. In [116], the author considered an ad
hoc network supporting multiple pairs of EH-SN and DN, in which all SN-DN pairs
compete for the same channel relying on a random access protocol and a distributed
opportunistic scheduling framework using a save-then-transmit scheme, which is po-
tentially capable of achieving a 75% throughput gain over the method of best-effort
EUP. In [117], the authors developed optimal energy scheduling algorithms for a gen-
eralized M-user fading multiple-access channel relying on energy harvesting in order
to maximize the network’s sum-rate, assuming that the side information of both the
channel states and energy harvesting states are known for a certain number of time
slots, where both the battery capacity and the maximum energy consumption in each
time slot are finite. The authors of [55| considered a multiple-access network, where
the EH source nodes (SNs) access the channel using the classic orthogonal TDMA
protocol and with the goal of delivering independent or common data to a single DN.
However, only the symmetric setup is considered, in which the channels spanning
from every EH-SN to the DN are independent and identically distributed. Therefore
the TDMA network can be readily decomposed into multiple P2P links, which are
mutually independent in terms of optimizing their EUP. However, the methods de-

tailed in [55] cannot be directly applied to the M -user fading multiple-access channel,



5.1.3. Relay-Aided EH Networks 100

where the outage events of the EH-SNs are correlated, hence the joint optimization
of the EUPs of all the EH-SNs may be required.

To the best of our knowledge, the OP minimization problem of a generalized M -
user fading multiple access channel is an open problem. Hence in this treatise, we
solve this problem with the aid of our proposed 2D-search and 1D-search algorithms,
whilst relying on a distributed EUP optimization (DEUPO) protocol. In the next
section, the family of more sophisticated relay-aided EH networks will be investigated

with reference to the relevant contributions in the literature.

5.1.3 Relay-Aided EH Networks

The EUP optimization of EH wireless networks became a hot topic, especially in the
context of relay-aided EH networks [504/114,/118-123]. According to their network
topologies, we classified the contributions the works into two categories: three-node

networks and relay selection aided EH networks.

e Three-node networks: A three-node network is constituted of a SN, a RN
and a DN. In [54], the authors investigated the classic three-node Gaussian
relay channel in conjunction with a single EH-SN and a single EH-RN using
the decode-and-forward relaying strategy. Assuming that the energy arrival
time and the harvested amount of energy are known prior to transmission, the
throughput maximization problem over a finite time-horizon of N transmission
blocks was solved in [54]. The authors of |[121] also considered the same system
model, and investigated both the short-term throughput maximization and the
transmission completion time minimization problems.

e Relay selection aided EH networks: If multiple RNs are available for relaying
the SN’s messages, relay selection is adopted for achieving a maximum attain-
able diversity order, while minimizing the synchronization overhead [50]. The
authors of [50] first adopted the EH-nodes as cooperative RNs and considered
a cooperative system in which the EH-RNs volunteer to serve as amplify-and-
forward RNs whenever they have sufficient energy for transmission. The achiev-
able symbol error rate was analyzed in [50|. suggesting that the energy usage
at an EH-RN depends not only on the RN’s energy harvesting capability, but

also on its transmit power setting as well as on the other RNs in the system.

Meanwhile, since relaying offers a new way of sharing power via power transfer be-
tween the transmitters and energy harvesting receivers, there are a lot of recent
contributions on power transfer aided relay networks [114,/118-120,/122-124]. For
example, the authors of [122| considered the sum-rate maximization problem in a
multi-user uplink relay sharing EH network. As a further contribution, the authors
of [123] invoked power allocation for minimizing the outage probability for multiple

SN-DN pairs communicating with each other via an EH-RN.
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To the best of our knowledge, the outage probability minimization problem of
generalized M -user relay sharing FH networks has not been investigated in the open
literature. Hence, in this chapter, we designed the distributed protocols for SDMA-
EH networks, where we jointly optimize the position of the RN and the EUPs of
both the SNs and of the RN for minimizing the end-to-end (e2e) outage probability.

5.1.4 Contributions of this Treatise
Against the background, the novel contributions in this chapter are as follows:

1. An analytical framework is proposed for investigating the outage performance
of a EH-P2P network, in which a EH-SN equipped with a finite energy buffer
transmits to a DN. Given the energy buffer’s size and assuming a certain prob-
ability distribution function (PDF) for the energy arrival rate, the OP is de-
rived for arbitrary EUPs. Specifically, the DMC is adopted for modeling the
time-varying states of the energy buffer. In our case study we assume that
the energy arrival rate is block-faded over time and obeys the exponential dis-
tribution [55,56]. However, it should be noted that the proposed analytical
framework may be applied to other energy arrival rate PDFs. As for the chan-
nel model, a simple block Rayleigh fading channel is adopted in our case study.
If the closed-form expressions of the outage-probability of non-EH networks
communicating over other fading channels are tractable, our DMC framework
may be directly applied for deriving the closed-form OP expression of the cor-
responding EH networks.

2. We investigate the optimal EUP conceived for minimizing the OP of a P2P-EH
network. Based on our proposed analytical framework, we show that con-
structing an exhaustive search for finding the optimal EUP for minimizing the
OP is impractical owning to its excessive complexity, because it scales with
(Lmax)!, where L.« is the number of states in the DMC. Therefore, a heuristic
two-dimensional-search (2D-search) algorithm is proposed for finding a plausi-
ble policy. It turns out that the proposed algorithm is potentially capable of
finding the optimal policy at a manageable Complexityﬂ

3. The 2D-search algorithm conceived still exhibits a high complexity, hence we
also propose a low-complexity one-dimensional-search (1D-search) algorithm.
We will demonstrate that the OP of the 1D-search algorithm is close to that

4

o When the Markov-chain model has L.« < 10 states and the number of cost function eval-
uations is smaller than10!, the exhaustive searching may be implemented and therefore may
serve as the benchmark for our proposed algorithm. However, for L. > 10 the complexity
becomes excessive, which prevents us from verifying, whether the 2D-search algorithm is ca-
pable of matching the optimal policy. On the other hand, it is challenging to mathematically
prove the optimality of a search algorithm in the context of a non-convex problem involv-
ing high-dimensional matrices. Therefore, this open problem will be further detailed in our

discussions and it will be investigated in our future work.
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of the 2D-search counterpart, which may be attractive for applications relying
on low-cost hardware, such as mobiles and wireless sensors.

4. We also extend the proposed DMC framework to more general non-orthogonal
EH-networks, where a spatial-division-multiple-access (SDMA) network and a
SDMA-aided two-hop relay sharing network are investigated, as specific case
studies. In contrast to the P2P and to the orthogonal division multiple ac-
cess networks, the outage events of the different EH-SNs are correlated. In
the context of SDMA networks, we first investigate the OP of ML detection.
Explicitly, we decompose the joint OP of SDMA into multiple independent
outage probabilities, each of which corresponds to a simple P2P EH-network
sub-problem. Then, we propose a distributed EUP optimization (DEUPO)
protocol, in which each EH-SN is capable of optimizing its own policy using
both the local statistics of the fading channel and the related energy arrival
model.

5. We apply the proposed DEUPOQO protocol to the SDMA-aided two-hop relay
sharing network, and derive the end-to-end (e2e) OP for an arbitrary number
of EH-SNs and relay positions. Finally, with the aid of the proposed 1D-search
and 2D-search algorithms as well as the DEUPO protocol, we are ready to
optimize the position of the relay node (RN) using the objective function of

minimizing the e2e OP.

The rest of this chapter is organized as follows. In Section we first discuss the
EUPs found in the literature and then invoke the DMC for modelling the energy
buffer’s state. Based on this model, we consider the OP minimization problem and
propose the 2D-search and 1D-search algorithms conceived for finding the optimal
EUPs. In Section [5.3] we investigate the EUP design of SDMA-EH networks, and we
propose the above-mentioned distributed DEUPO protocol. The DEUPO protocol
is then investigated in the context of an SDMA-aided relay-sharing EH network.
Finally, our conclusion are presented in Section [5.4]

5.2 P2P-EH Network Design

5.2.1 System Model and OP Formulation

We first consider a simple P2P network constituted by a source node (SN) and a
destination node (DN), which is shown in Fig. As suggested in [7], the energy
harvesting techniques may be divided into two classes, harvest-and-use as well as
harvest-store-and-use. In the harvest-and-use architecture, the energy is harvested
just in time for usage. By contrast, an energy buffer is introduced in the harvest-store-
and-use architecture to store the harvested energy for future usage. In this treatise,
we only consider the harvest-store-and-use architecture. As shown in Fig. [.1] a

primary energy buffer and a secondary energy buffer is required in practice [7,55]. In
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Figure 5.1: System model of the point-to-point energy harvesting network.

[7], the secondary storage is a backup storage invoked for situations, when the primary
storage is exhausted. In [55|, the authors assumed that the rechargeable energy
storage devices cannot charge and discharge simultaneously, hence the transmitter
is powered by the primary energy buffer for data transmission, while the secondary
energy buffer is connected to the harvesting system and charges up. At the end of a
recharge cycle, the secondary energy buffer would be charged by the secondary energy
buffer. We assume that the charging time of the primary energy buffer is negligibld’]
and the charging efficiency is assumed to be 100%P} Therefore, the primary and
the secondary energy buffers may be represented by a single energy buffer, which is
represented by the dashed-line box seen in Fig. [5.1] This buffer is assumed to be
capable of powering the transmitter, while being charged by the harvesting system
simultaneously. We did not make any assumptions on what harvesting system is

adopted, which may be solar cells, a wind anemometer, etc as discussed in [7].

We assumed that the energy buffer at the SN has a finite energy buffer size, where
the harvested energy is stored and used for transmission. We assumed furthermore
that the average energy arrival rate P;, obeys a certain probability distribution with
an expectation of P;,, and it remains constant over a time slot of duration T, while
changing independently over the subsequent time slots, where a time slot is a recharge
cycle. We assume that instantaneous energy arrival rate is unknown and cannot be
used during the current time slot of Tg, because the secondary energy buffer is not
allowed to charge and discharge simultaneously, as shown in Fig. In order to
focus our attention on the EUP conceived for wireless transmission, we assume that

the circuit power consumption at the SN is negligible and that the energy conversion

5In practice, this may be realized by a supercapacitor-based storage system, such as for example
the everlast solar system introduced in [7].

6In practice, the charging efficiency of the secondary energy buffer may not reach 100%, hence,
it may be multiplied by an efficiency factor ny,fer € [0,1], which may be equivalently considered
to be a reduced energy arrival rate and hence it does not affect any of our analysis.
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efficiency between the energy buffer and the transmit power is 100%[}

Let us now consider the channel modelling of the wireless communication links.
We assume experiencing a narrow-band block-fading channel model, where the fading
coefficients remain constant for the duration of a transmission packet denoted as T¢
and then they are faded independently from one packet to another over the time
dimension. Please note that we make no assumptions conceiving the specific channel
model as well as the distribution of the channel gain. We also assume there are
always data packets buffered at the SN for transmission. The signal received at the

DN is represented by

Y= h V Pthclgj + n, (51)

where h is the channel coefficient capturing the effects of fading, while P, is the
transmit power, x is the transmitted signal and n is the additive noise at the receiver,
which is modeled by independent standard circularly symmetric complex GGaussian
random variables having a zero mean and a variance of 1. In Eq. , the average
processing gain of Ggq = (N X dfd)_1 between the SN and the DN captures the effect
of the pathloss and of the noise, where N is the noise power at the receiver, dg, is
the distance between the SN and the DN, while /3 is the pathloss exponent.

An outage is defined as the event, when the instantaneous received signal-to-noise
power ratio (SNR) ~ at the receiver is below a predefined threshold 7, that has to
be exceeded for successful decoding. If perfect capacity-achieving coding is assumed,
we have vy, = 2% — 1, where R is the data transmission rate [4]. Then, the OP of

the single-hop EH network may be expressed as follows:

Pout =Pr {-Pt |h|2 Gsd < /yth}
2Pr{P|h* < Pu}, (5.2)

where P, is the transmit power and h is the normalised channel coefficient capturing
the fading effects. In Eq. (5.2), we define Py, = 74,/Gsq in order to focus our
attention on the effects of transmit power P, and of the channel’s fading coefficient
h.

In the conventional transmission scheme relying on conventional constant-power
supply, the transmit power P, is a constant and the corresponding OP over narrow-

band block fading channels was quantified in [4]. However, in the EH networks,

"In practice, the power consumption of the circuits may be non-negligible. We may assume that
the harvesting system is capable of providing sufficient circuit power, while additionally providing
a non-negative transmit power. When the energy harvesting system is not capable of supplying
sufficient circuit power, the transmitter may be switched off. On the other hand, the energy con-
version efficiency nrx from the energy buffer to the transmitter cannot reach 100% in practice.
Hence, we may simply multiply the energy arrival rate at the transmitter by an efficiency coefficient
nrx € [0,1], which does not affect any of our analysis.
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Pln

Figure 5.2: EUP illustrated as the function of P, versus Bry.

the instantaneous transmit power P, is a time-variant, which is constrained by the
amount of the energy available in the energy buffer, which in turn is a random variable
depending on the energy arrival rate. The energy arrival rate is assumed to exhibit a
block-fading nature, which remains constant over a time slot (T'S) of duration T and
changes independently over subsequent TSs. During a TS with duration of T, the
amount of energy harvested P, Tg is independent of that harvested in the previous
TS and the energy consumed P, Ty during transmission is determined by the energy
buffer state By at the beginning of the current T'S.

We define the energy buffer state as By = Bg/Tg, where Bg is the amount of
energy available in the energy buffer, while T is the duration of the recharge cycle.
The physical interpretation of Br is the maximum average transmit power that may
be supported by the amount of energy stored in the buffer during the current recharge
Cyclﬂ The EH-causality constraint (8] is interpreted as follows: the instantaneous
transmit power P, cannot exceed the maximum power Br that may be supported by
the current energy buffer state, i.e. we have P, < Br, explicitly indicating that the
energy consumed for transmission cannot exceed the amount of energy harvested. We

may model the EUP by the transmit power as a function of the energy buffer state:
Pt(Bt)a BT S [O, Bmax]7 (53)

where the energy buffer state By is upper-bound by Bi,.. defined as the energy buffer
capacity divided by the recharge cycle Tg. In Fig. [5.2] the EH-causality constraint is
shown in dashed lines as P,(Br) = By, which models the best-effort policy proposed
in [55], where all harvested energy in the buffer is used up for transmission. On the
other hand, the asymptotic-optimal policy proposed in 56| is illustrated by the solid
line in Fig. where the SN aims for to transmitting at a power of P, = P;,.

8When the knowledge of the instantaneous CSI during a period is unavailable at the transmitter,
transmitting at a constant transmit power would achieve the minimum OP [4]. Therefore, a constant
transmit power is adopted during each recharge cycle and By is the upper-bound.
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In the asymptotic-optimal policy, when the remaining energy in the energy buffer
is capable of supporting a higher transmit power than the average energy arrival
rate P;,, the transmitter conserves the energy for its future usage. If the remaining

energy in the energy buffer is insufficient for supporting P, = P;,, the SN switches
to the best-effort policy.

We may formulate the OP of the single-hop EH network as:

Pot (P) = /0 U Pr{B() W < Pa) fa,(@)da, (5.4)

where fp,.(x), € [0, Bnax| is the PDF of the energy buffer state Br. Therefore,
in order to derive the OP in Eq. (5.4), the PDF of the energy buffer state By has
to be modeled, relying on the specific EUP adopted. Furthermore, because both
P, and Bp are continuous variables, the number of feasible EUPs is infinite and
since different policies would result in different energy buffer state PDF, finding the
optimal policy for minimizing the OP in Eq. may be quite challenging. Hence

we will investigate this problem in the next section.

5.2.2 Discrete Markov Chain Model for energy buffer State

As the energy arrival rate P, is assumed to be constant over a recharge cycle Tg
and then changes independently over the subsequent recharge cycles, the energy
buffer state Br(k) at the end of k-th (k > 1) recharge cycle relies only on the state
of Br(k — 1), on the amount of energy consumed for transmission P,[Br(k)], as
well as on current energy arrival rate Pj;,, which obeys a certain PDF and it is
statistically independent from its previous samples. Therefore, By may be modeled

by a continuous Markov process.

However, the domain of By € [0, By,a.]) is continuous, hence the set of the states
is uncountable and challenging to manage [125]. Therefore, given the EUP, deriving
the PDF of Br is quite challenging, except for certain special cases, such as the best-
effort policy combined with the condition, when the transmit power is equal to the
instantaneous energy arrival rate, which may be modeled by the exponential distribu-
tion [55]. Even for the asymptotic-optimal policy [56|, where P; is a simple function
determined by a combination of the best-effort policy and of the constant power sup-
ply, the PDF of By cannot be readily derived in closed-form, hence the asymptotic
optimality relies on the fact that the probability of Pr {BT < P, = ﬁm} — 0, when
the energy buffer size obeys B, — 00.

In order to quantify and minimize the OP in Eq. (5.4), we approximate the
continuous-state Markov process by a finite-state Markov chain [118]| in order to
model the energy buffer state By and to derive the PDF of Bp. Specifically, the

energy buffer size B,y is discretized as Lyax = | Bmax/€p], Where ep is the step size
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of the power. Therefore, [ = | By/ep| may take a value from [ € {0, 1, ..., Ly} and
has a state space size of (Lyax + 1). The instantaneous energy harvesting rate P,

and the decoding threshold P, are also discretized with a unit of ep as

Lin = Pin/ep]
Lin = [P/cp] (5.5)

Hence, Ly, is a discrete constant when P, is given, while [ and L;, are discrete
random variables and their probability mass functions (PMFs) may be generated
from the PDFs of By and P, as follows:

(z+1)ep
Pr{l=x} = / " [B, (u) du

cp
(x+1)€p

Pr{L;, =z} = / fp. (u)du. (5.6)

TEP

Although the variables By, P;, and P, may assume any continuous non-negative
value, the discrete Markov chain may be capable of sufficiently accurately capturing
the buffer’s behaviour as long as the discretization step size ep is small enough.
Finally, we may discretize the EUP formulated in Eq. as

P,(l) = P(|Br/ep]), 1 € {0,1, ..., Lyax} , (5.7)
where the discrete EUP is defined as
Ly(l) = | P(1)/ep] . (5.8)

Then, we may construct the state transition matrix 7" of the energy buffer states,

where the specific element in the i-th row and j-th column is given by

T, = Pr{i(k +1) = ] (k) = )
Pr{j:l—l_Lln_Lt(Z)} 70§j<LmaX

- . (5.9)
Pr{j <i+Lin—Li ()} ,J= Lo

T
T we arrive at the steady state probability vector m = | 7, 7, .. L using

the relationship of

T=T"r, (5.10)
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where the physical interpretation of Eq. (5.10) is that the state probability vector 7

converges and remains constant. Then, we may formulate the OP as

Lmax

out Lt Z PI' {Lt |h| < Lth}

Lmax

£ " P (1), (5.11)

which is the discrete Version of Eq. . It should be noted that in Eq. - the
OP component of P.(l) £ Pr{L(l ) R < Ly} is not only determined by the EUP
defined by L(1), I € [0, Liax], but also relies on the statistical channel model deter-
mining the distribution of |h|>. For example, if a narrow-band Rayleigh block fading
channel is assumed, then \h\2 follows the exponential distribution in conjunction with

the parameter of 1. In this case, the OP component P.(I) may be expressed as

P(l) =Pr{Ly()|h)* < L} =1 — ¢~ iy, (5.12)

5.2.3 Two-Dimensional Search Algorithm

Given a certain EUP represented by L, (I), [ € [0, Lynax| and a specific statistical
channel model, we are now capable of quantifying the OP of a certain EUP with the
aid of Egs. (5.7)-(5.11). The optimal EUP L; (), € [0, L] may be formulated
by using the physically meaningful objective function (OF) minimizing the OP as
follows:

min Pout[Le(1))]. (5.13)
However, the inverse of the mapping in Eq. from the OP P,[L(1)] to the
specific EUP L,(l) cannot be readily evaluated. In other words, given a certain
P,.:[L(1)], it is not possible to derive the EUP L, (1) adopted. Naturally, this hinders
the inverse-mapping and hence the closed-form derivation of the optimal EUP is not
possible. Although the transition matrix 7" of Eq. may be readily determined,
given the EUP L;(l) according to :IEq. , the resultant steady state probability

vector m = [ o T .. L. ] is a solution of Eq. (5.10), which is a high-

dimensional system of linear equations. Furthermore, given a certain steady state
probability vector m, it is not possible to derive the transition matrix 7" and hence

we cannot uniquely and unambiguously determine the discrete EUP L;(l).

5.2.3.1 Design Motivations

When using discrete Markov modelling, the EUP is represented by a vector of Ly (1), | €

[0, Linax], which has (Lmax + 1) legitimate elements over the first dimension, where
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the l-th element in L (1) may be assigned any discrete value spanning from 0 to 1
over a second dimension, hence the search is over a two-dimensional (2-D) space.
The above fact motivates us to design a search algorithm. The most conceptually
straightforward way of finding the optimal EUP Ly (1), 1 € [0, Liax] s to invoke an
exhaustive search, which evaluates every feasible EUPs and selects the one having the
minimum OP. As illustrated in Fig. an EUP Ly (1) is physically feasible as long
as the instantaneous transmit power Py is non-negative and does not exceed the maz-
imum power Br that may be supported by the current energy buffer state P, < Br,

which 1s equivalent to the following discrete form:

0< L (1) <1, VI € [0, Lyax] - (5.14)

This simple feasibility constraint results in a large number of feasible energy
policies, where the complexity of searching for the optimal policy that minimizes the
OP may be excessive. Quantitatively, there are a number of Ny = (L + 1)! feasible
functions of L;(1), given the condition in Eq. (5.14). For example we have Ly > 11,
the number of feasible functions becomes N; > 10%. Therefore, the exhaustive search
method of finding the optimal policy is not practically feasible. Therefore, we have to
design search algorithms having a practically tolerable complexity, which are detailed

in the following sections.

5.2.3.2 2D-Search Algorithm Design

In the algorithms proposed in this treatise, the design guidelines we adopted for

controlling the complexity are summarized as follows:

e Guideline 1: The optimal EUP L; (1), | € [0, Liax] @ a non-decreasing func-
tion of the energy buffer state I, namely Vk € [0, Lyax — 1], Lt (k4 1) — Ly (k) >
0. The physical interpretation of this guideline can be summarized as follows.
If the amount of energy available in the energy buffer is increased, the transmit-
ter should not use a lower transmit power. The reason behind this guideline
is two-folds: Firstly, the transmitter has no knowledge of the energy arrival
rate in the future, therefore it cannot decide whether conserving the harvested
energy in the energy buffer for future usage is beneficial. Secondly, the trans-
mitter has no knowledge of the instantaneous channel gain, therefore it cannot
decide how to control the transmit power.

e Guideline 2: The increasement of the optimal EUP Ly (1), 1 € [0, Lyax] s no
higher than one unit of energy with respect to the energy buffer state [, namely
Vk € [0, Lnax — 1], Ly (k+ 1) — Ly (k) < 1. Let us assume that there are two
feasible EUPs L, and L, which satisfy L,(k+1)—L,(k) > 2, Ly(k+1)—Ly(k) < 1
and Ly(k + 1) + Ly(k) = Ly(k + 1) 4+ Ly(k). When the OP versus the transmit

power is a convex function, the algorithm should choose ﬁt, because it would
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achieve a lower OP than L, according to Eq. , provided that the steady
state probability vector 7 is assumed to be fixed. However, it was shown in [57|
that the OP functions with respect to the transmit power are non-convex in the
low transmit power region, i.e. when P,,; > 0.1. However, in most practical
scenarios, a better OP is required, in which case the OP functions are convex.
In this scenario, evenly allocating transmit power to state k and (k + 1) may
achieve a lower OP than an unequal allocation of power, given a fixed total

amount of transmit power. Therefore, we judiciously opt for EUPs satisfying
Li(k+1)— L, (k) <1

Although the above-mentioned pair of design guidelines may be interpreted physically
in a simple manner, it is challenging to prove the optimality of Guideline 1 rigorously,
while Guideline 2 is applied in relatively high transmit power associated with a good
channel quality, when the OP is a convex function of the transmit power [57]. When
relying on the proposed pair of design guidelines, the number of OP evaluations is
reduced from Ny = (Lyax)! to Nop = 2Nmax - which may still be excessive. Quantita-
tively, when Np.. > 30, the number of evaluations obeys Nop > 10°. Therefore, we
conceive a third guideline for controlling the complexity, at the cost of potentially

resulting in a local optimal solution, which is detailed as follows:

e Guideline 3: When the search does not find an EUP resulting in a reduced
OP, it is terminated. This is a widely used early-stopping technique employed
in heuristic optimization algorithms [126]. Albeit its global optimality is not
guaranteed without further information about the search space, it is capable of

substantially reducing the complexity.

Since Guideline 3 may result in locally optimal solutions, multiple initial solutions
may be chosen for the search algorithm. However, through our extensive numerical
evaluations conducted for Ny.. < 12, when the exhaustive search algorithm is still
feasible, our numerical results have shown that Algorithm is capable of finding
the globally optimal policy. Algorithm uses the best-effort policy as the initial
solution, and then the above three guidelines are followed throughout the rest of the
design. Therefore, it may be concluded that even though the optimality may not be
shown mathematically, the proposed heuristic 2D-search algorithms are effective for
practical applications, whilst imposing a much lower complexity than the exhaustive

search.

5.2.4 One-Dimensional Search Algorithm

In the previous section, the optimal EUP was investigated and a search algorithm was
proposed. However, the algorithm relies on searching in a two-dimensional domain
and hence it is quite involved, as it will be demonstrated in Section In this

section, motivated by the fact that the asymptotic-optimal policy is characterized by
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Algorithm 5.1 2D-Search Algorithm

1. Li(I) =1, 1 € [0, Limax]; //Start as the best-effort policy

2: Poutmin < 1

3: Ny« 0;

4: Iy + 1,

5. while Iy == 1 do

6: Ny« N;+1; //record the number of searches

7. for | =L, to0 do

8: L; + Ly / /store the current policy

9: if L;(l) >0 then

10: L(l) <« L) — 1; //remove the top tile only (guideline
2).

11: end if

12: for t1=0to! do

13: L:(7) < min(L(7), L¢(1)); //ensure policy is non-decreasing (guide-
line 1).

14: end for

15: Pour = Pout (Ly) ;

16: if P, < Poutmin then

17 Poutmin < Pout;

18: else

19: L + Ly / /recover the stored policy

20: end if

21: L[Ny] < Ly;

22: if L,[N;|==L;/N; —1] then

23: Iy < 0; //terminate if the iteration (guideline 3).

24: end if

25: end for
26: end while

a constant desired transmit power [56], we formulate a 1D-search based EUP and aim
for minimising the OP using one-dimensional search, which will be shown in Section
to exhibit a significantly lower complexity than the 2D-search algorithm.

5.2.4.1 Design Motivations

Our proposed 1D-search policy is motivated by the asymptotic-optimal policy pro-
posed in [56|, which is illustrated in Fig. The suboptimal EUP considered
is based on a combination of the constant power policy and the best-effort policy.
Specifically, given a desired constant transmit power P;, when the remaining energy
in the energy buffer satisfies B; > P, the transmitter opts for transmitting at a power

of P, = P, and conserves the rest of the energy for its future usage. Otherwise, when
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B; < Py, the transmitter switches to the best-effort policy and transmits at a power

of P, = Br. The suboptimal policy is represented by a fixed P;(Br) of:

BT , BT < Pd
P, (Br) = , (5.15)
Py, Br=Fy
while its discrete version represented by L; (1), | € [0, Lyay] is:
I l<L
L (l) = “ (5.16)
Ly 1> Lq

where we define Ly = | P;/ep|. Compared to the generalized representation L, (1), [ €
[0, Linax], which requires (Lyax + 1) variables for fully characterizing the policy, the
proposed EUP may be characterized by a single variable L,;. Therefore, Ly is also
the only variable that may be optimized in order to minimize the OP. However, the

1D-search policy may be expected to result in a degraded OP.

A special case of the proposed EUP is to set Py = P;, or equivalently Ly = L;y,.
The asymptotic-optimal EUP proposed in [56] was shown to achieve the performance
of its constant-power counterpart operating at P, = P,,, based on the assumption of
an infinite energy buffer size of B4, — 00 [56]. In this case, the probability of an
energy buffer overflow is 0, and the probability of Pr{B; < P;} = Pr{l < L4} — 0.
It is plausible that the performance of the classic non-EH system constitutes the OP
lower-bound that may be achieved by any EH system relying on a random energy
arrival rate. Naturally, achieving the performance of the asymptotic-optimal EUP is
desirable [56].

However, when the energy buffer size is finite, the asymptotic-optimal policy
would be sub-optimal, because a finite energy buffer may overflow with a non-
negligible probability, when the instantaneous energy arrival rate is high and cannot
be stored for future usage. Meanwhile, the choice of L; = Lin may not be optimal,
since a choice of Ly # L;, may reduce both the probability of energy buffer overflow
and the OP. However, the optimal Choiceﬂ of P, is not obvious, because the rela-
tionship between the OP P,,, and the energy usage function L, is quantified by Eq.

(5.9) (5.10) and (5.11), which makes the direct derivation of the optimal P; quite
challenging.

By comparison, as shown in Eq. (5.7H5.11)), given a specific value of P, the
numerical evaluation of P,,; may be straightforward, according to the OP expression
provided in Eq. (5.11). This motivates us to design a search algorithm, which

9The optimal choice is in the context of selecting P; for the 1D-search algorithm, which may
still result in inferior OP compared to the exhaustive search and the 2D-search algorithms.
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searches for the optimal P; based on the numerical evaluation of P,,, instead of

using an analytical derivation to get the optimal P; directly.

In the next section, we would first derive the OP for the 1D-search based EUP
given a specific Ly, then propose the search algorithm for finding the optimal L, in

order to minimize the OP.

5.2.4.2 1D-Search Algorithm Design

Upon invoking the 1D-search based EUP represented in Eq. (5.16), we may simplify
the OP expression of Eq. (.11]) specifically for the 1D-search policy as follows:

Pout =Pr {l > Ld} Pr{Ld |h|2 < Lth}
+Pr{l < Ly} Pr{l|h* < Lu|l < La}, (5.17)

where the first line represents the OP, when the energy in the energy buffer is capable
of supporting transmitting at the desired level of Ly. The second line in Eq.
represents the OP, when the energy in the energy buffer is insufficient for transmitting
at the power level of L; = Lg4, and the transmitter consumes all the energy in the

energy buffer, while transmitting at a power level of L, = [.

Then we construct the state transition matrix 7' of the energy buffer state ac-
cording to Eq. (5.9)), and when the energy buffer state is steady, the state probability

vector m may be formulated as:

T=T"r,

T
where m = [ To T o T | - Given the desired power level represented by Ly
and the OP expression in Eq. (5.17), we have

L'maw

Pr{l>Ls =) m. (5.18)

I=Lg

If we assume furthermore that the channel obeys Rayleigh fading, the other terms in
Eq. (5.17) can be derived as follows:

L
Pr{Ly h* < Ly} =1—exp (—L—th) : (5.19)
d

and
Pr{l < Ly} Pr{l|n]> < Lu|l < Lq}
= Lt mPr{l|h)? < L}
- St [1—exp ()] . (5.20)
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By substituting the terms of Eq. (5.18)), (5.19) and (5.20)) into Eq. (5.17), we may

arrive at the analytical OP for transmission over block Rayleigh fading channels in
the single-hop EH network of Fig. If a different statistical channel model is
adopted, we may change Eq. and Eq. accordingly. Throughout this
chapter, we use the block Rayleigh fading channel as a case study, although our
proposed OP analysis and the search algorithms conceived for OP minimisation are
sufficiently general and for arbitrary channel models. The effects of other wireless

channel models will be investigated in our future research.

Therefore, given a specific value of Ly, the numerical evaluation of P, is straight-
forward, according to the OP expression provided in Eq. (5.17). Since it relies on the
single parameter L, and hence a 1D-search algorithm may be designed for finding the
optimal L, instead of searching over a 2D space, as in Section [5.2.3] This 1D-search
procedure is detailed in Algorithm [5.2) which is much simpler than the 2D-search
algorithm of Section [5.2.3] Specifically, in Algorithm [5.2] there are a total number of
(Lmax + 1) candidate EUPs; namely Ly € {0,1, ..., Lyax }. For each candidate EUP,
the OP is evaluated using Eq. , where the one achieving the minimum OP is
selected.

Algorithm 5.2 1D-Search Algorithm
1: Ld,opt +— 0;
2: Poutmin < 1
3: for Ly=0to L., do
Pout = Pout (Ld) ;
5 if Py < Poytmin then
6 Poutmin < Pout;
7 L opt < La;
8
9

=

end if
. end for

Specifically, the 1D-search procedure of Algorithm [5.2| requires (Lyax + 1) evalua-
tions of the OP, which is significantly lower than that of the 2D-search of Algorithm
or the exhaustive search methods, as we will demonstrate quantitatively in Sec-
tion. [5.2.5] The low-complexity of Algorithm accrues from the fact that the EUP
functions L,(1) investigated may be characterized by a single scalar Ly, as shown in
Eq. (5.16). Therefore, the OP may be expressed as a function of a scalar Ly rather
than as a vector Ly = {L;(I)|1 € [0, Lmax]}. In the next section, we will compare
the OP of the proposed 2D-search and 1D-search Algorithms [5.1) and [5.2| to a pair of
state-of-the-art EUPs found in the literature, namely, to the best-effort policy [55]
and to the asymptotic-optimal policy [56].

A conceptual example is illustrated in Fig. where we have L., = 3 and
therefore there are Ny = 4! = 24 feasible functions of L;(l). The exhaustive search
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max

Figure 5.3: Search space of the different search algorithms for L., = 3.

algorithm would evaluate the OP for each of the 24 functions and selects the one
having the minimum OP. According to Guideline 1 and 2, the 2D-search algorithm
would select from a set of Nop = 8 functions, which are represented by black tiles as
well as the 1-st row of Fig. [5.3] By contrast, the 1D-search algorithm selects from a
set of Ly = 4 functions from the 1-st row of Fig. [5.3]

5.2.5 Numerical Results for P2P Networks

As detailed in Sections [5.2.3]and [5.2.4] the OP relies on the following system param-
eters:
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e Statistics of the Energy Arrival Rates include the average energy arrival
rate P, and the recharge cycle 7. The distribution of the fading energy arrival
directly affects its rate, assumed to be exponentially distributed, as in [55] 56|
in order to facilitate our comparisons with the state-of-the-art benchmarkers
proposed in these references.

e Statistics of the wireless information-transfer channels: the wireless
channel spanning from the SN to the DN is assumed to obey block Rayleigh
fading, although our analysis technique can be applied to arbitrary channel
models.

e Parameters of the EH-SN: the energy buffer size B,,., and the data trans-

mission rate R.

In this section, the dependence of the OP on the aforementioned system parameters
will be investigated. In the context of the P2P-EH networks, the distance between
the SN and the DN is set to dyq = 100 meters and the pathloss exponent to 5 = 3,
while the noise power at the receiver is assumed to be Ny = —80dBm. The data
transmission rate is set to R = 1 bits/second/Hertz. In this section, the analytical
results are represented by the dashed curves, while the simulation results are shown
by the symbols. It should be noted that the discrete step size ep for quantifying the
OP and for searching for the feasible EUP sets are different. For OP evaluations,
ep is set for ensuring that L., = 6400 in order to guarantee a high accuracy of
quantifying the OP, while we have ¢p is set to L. = 200, when searching for the
EUP using Algorithm [5.1]and Algorithm [5.2]in order to control the search complexity.
We will demonstrate that the analytical results represented by the dashed curves
closely match the simulation results, which indicates that the DMC based analytical
framework is capable of accurately predicting the OP of the P2P-EH networks for
all of the EUPs considered.

The different EUPs are illustrated in Fig. It is shown that the best-effort
policy proposed in [55] exhibits a slope of 1, indicating that the currently harvested
amount of energy in the energy buffer will be used up for transmission. The x-axis
[ represents the discrete maximum power that may be supplied given the amount
of energy in the energy buffer for a period of Tg. The asymptotic-optimal policy
is based on a combination of two trends: when the amount of energy in the energy
buffer satisfies B, < P,,, the EH-SN transmits by employing the best-effort EUP,
otherwise the EH-SN opts for a constant power strategy by choosing a fixed transmit
power P, = P;,,. When the energy buffer size tends to infinity, the asymptotic-optimal
policy would approach the constant power policy, indicating that a large energy buffer
is capable of converting a EH system into an equivalent non-EH system having a
constant transmit power of P, = P, |56]. However, when the energy buffer size is
finite, the asymptotic-optimal policy is no longer optimal in terms of minimizing the
OP, as shown in Fig.
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Figure 5.4: Illustration of different EUPs for the P2P network. The average energy
arrival rate is P;,, = 10dBm, while the energy buffer size is B, = 16PF;,, while
R =1 bits/sec/Hz and T = 87¢.

In Fig. the performance of the EUPs found by the proposed 2D-search and
1D-search Algorithms [5.1] and are compared to that of the best-effort policy as
well as to the asymptotic-optimal policy proposed in [55] and [56], respectively. Tt is
shown that for the given configurations, the OP achieved by the proposed algorithms
tends to be better than those achieved by the benchmarkers. Specifically, the 2D-
search Algorithm performs close to its non-EH counterpart, which serves as the
lower-bound of the OP for the EH systems [56]. At P,,; = 0.01, the EUP found
by the 2D-search Algorithm achieves a 3dB gain over the asymptotic-optimal
policy and a 6dB gain over the best-effort policy. Therefore, if an EH-SN adopts the
asymptotic optimal policy, it requires twice the average energy arrival rate harvested
from the environment, compared to an EH-SN equipped with the proposed 2D-search
algorithm, while maintaining the same level of reliability at P,,; = 0.01. This ratio
would in fact be further increased to four, if the benchmark EH-SN adopts the best-
effort policy.

We may conclude that the 2D-search algorithm is capable of significantly im-
proving the EH-SN’s capability to exploit the harvested energy most efficiently, or
to substantially simplify the hardware required for harvesting the energy from the
environment, which is very important for applications such as WSNs [7]. For exam-
ple, the best-effort policy requires a four times higher average energy arrival rate for
maintaining an identical outage performance as that using the 2D-search algorithm.

Equivalently, as the amount of power harvested by the solar panel increases linearly
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Figure 5.5: OP versus average energy arrival rate P, using different EUPs for the
P2P network. The energy buffer size is B = 16P;, and R = 1 bits/sec/Hz,
Tr = 8T¢. The analytical results were evaluated from Eq. (5.11]).

with the area of the solar panel 7], hence requiring a four times larger solar-panel. In
other words, the 2D-search Algorithm allows us to design a sensor node having a
solar panel of much smaller size, which has 25% of the area necessitated by the best-
effort policy. Furthermore, as shown in Fig. 5.5 when the reliability requirement are
more stringent, the performance improvements of the proposed EUPs would be more
significant in terms of requiring a lower energy arrival rate or a smaller solar-panel.
Finally, the 1D-search Algorithm is inferior to the 2D-search Algorithm since
it exhibits a modest performance degradation of 0.9dB at P,,, = 1072.
alternative perspective, an EH-SN adopting the 1D-search Algorithm may re-

quire 1.23 times higher energy arrival rate, which is the price paid for reducing the

From an

computational complexity. Therefore, in a WSN application scenario having sensor
nodes which have a low computational capability, the 1D-search Algorithm or

the simple asymptotic-optimal policy may be preferred.

The fundamental reason for the OP improvements of the proposed 2D-search and
1D-search Algorithms [5.1] and may be inferred from Fig. [5.6] which represents
the probability mass function (PMF) of the discrete energy buffer state [ for different
EUPs. It is observed that all EUPs resulted in relatively near-constant PMFE values,
apart from the peaks at the states, when the energy buffer was full at [ = L.
Compared to the PMF of the best-effort and the asymptotic-optimal policy, the 2D-
search and 1D-search Algorithm and may be capable of reducing the PMF
when the energy buffer is small, which reduces the weights 7; for the relatively large
OP components of P.(l) = Pr{L() h® < Ly} in Eq. (5.11), when the discrete
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Figure 5.6: Probability Mass Function (PMF) of the energy buffer states for the P2P
network. The average energy arrival rate is P, = 10dBm, while the energy buffer
size is Bynar = 16P;, and R = 1 bits/sec/Hz, Ty = 8T. The results were evaluated
via simulations.

transmit power L, is low. Therefore, reshaping the PMF by reducing the contribution
of the high OP components and increasing the weights of the low OP components,
the overall OP may be beneficially reduced, which is confirmed by the results of Fig.
5.5l

In Fig. [5.7 the relationship between the OP and the desired transmit power P,
required by the 1D-search Algorithm [5.2]is illustrated. As the desired transmit power
P, increases, the OP decreases monotonically, until its minimum value is achieved,
and then increases monotonically, ultimately converging to that of the best-effort
policy. It is also shown that the 1D-search Algorithm may be capable of finding
an EUP, which performs close to the 2D-search Algorithm [5.1], despite its lower
complexity, as seen in Fig. 5.8

More explicitly in Fig. the relationship between the number of the OP
evaluations and the discrete energy buffer size L., is illustrated for both the 2D-
search Algorithm [5.1] and 1D-search Algorithm Observe that the 1D-search
Algorithm drastically reduces the complexity of 2D-search counterparts, albeit at
the cost of an OP increase as shown in Fig. Quantitatively, when the discrete
energy buffer size is L., = 400, the 1D-search Algorithm imposes as little as
0.46% of the computational complexity compared to that of its 2D-search based
counterpart, while imposing a 0.9dB loss at P,,, = 1072, as shown in Fig.
On the other hand, from an overall energy consumption point of view, the energy

required for computation the EUP also dissipates a non-negligible portion of the
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Figure 5.7: OP versus the desired transmit power P, divided by P, for 1D-search
Algorithm for the P2P network considered. The average energy arrival rate is

P, = 10dBm and R = 1 bits/sec/Hz, Ty = 8T. The analytical OP results were
evaluated from Eq. (5.11)).

energy, especially for users relying on low-end devices. Therefore, the 1D-search
Algorithm [5.2) may be deemed attractive for applications relying on hardware having

a low computational capability, such as mobiles and wireless sensors.

In Fig. the impact of energy buffer size By, is investigated. The horizontal
axis is Bmax/pin- It is shown in Fig. that when the energy buffer size increases,
the OP of the both the asymptotic-optimal policy proposed in [56] and of the EUP
relying on our 2D-search Algorithm improves, and they would converge to that
of their conventional non-EH counterparts. However, as the energy buffer size B,
increases, the EUP found by the 2D-search Algorithm may achieve a much better
OP, when the energy bhuffer size is small, and it may converge to that of its non-
EH counterpart. This confirms the superiority of the proposed search algorithms

conceived for EH systems having a finite energy buffer, especially when the available
size of the energy buffer is severely limited.

5.3 SDMA-EH Network Design

In the previous section the EUPs conceived for minimizing the OP of P2P networks
were investigated. In this section, we continue by investigating the EUP design of
more generalized multiple access EH-SNs. Let us consider non-orthogonal-multiple-
access (N-ODMA) EH-networks, where a spatial-division-multiple-access (SDMA)
network and a SDMA-aided two-hop relay sharing network are investigated. There

are two challenges in optimizing the EUPs in SDMA networks, which are as follows:
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Figure 5.8: Computational complexity in terms of the number of OP evaluations
versus the discrete energy buffer size L., for the 1D-search and the 2D-search algo-
rithms for the P2P network. The results were evaluated via simulations.

e Compared to the P2P network, the outage events of different EH-SNs are cor-

related, but a centralized optimization would impose an excessive formidable
complexity. Even if a sub-optimal one-dimensional search space is adopted
for each EH-SN, a M-dimensional search space is required for a SDMA net-
work of M EH-SNs, which is generally not practical. Furthermore, the global
knowledge of the channel quality between each EH-SN and the DN as well as
the statistical distribution of the energy arrival rates should be available at a
central controller node, which also imposes a high complexity.

For traditional non-EH SDMA networks, the closed-form OP expressions are
not available in the open literature for generalized SDMA networks having
M SNs. Therefore, to derive the closed-form OP expressions for EH SDMA

networks is quite challenging.

Against this background, in this section, our novel contributions on optimizing the

EUPs are as follows:

1. We embark on the OP analysis of an SDMA network relying on ML detection

and use the minimum-signal-to-noise-ratio (min-SNR) approzimations as in
Chapter [3 and Chapter [§] in order to arrive at the approzimate OP of our
SDMA networks, which has been documented in |105,|127]. It will be shown that
the min-SNR approrimations are accurate in predicting the OP of the SDMA

networks.

. Given an SDMA network comprised of M EH-SNs and a DN, we decompose

the approrimate joint OP of SDMA into a product of M mutually-independent



5.3.1. System Model and OP Formulation 122

107 :
- ----- L e Ry i
A
\
1
\
> 3o,
E AN * ~ ~ <
F R I I - Rt rr T S S
S i o .Tm-oBocozozozooooono-IIICECR
% 0y -=-—== \+ Attt bbbt et ein
o
g8
>
(@] ® EH-best-effort
O EH-asymptotic—optimal
m EH-1D-search
o EH-2D-search
Vv Non-EH
. - - - Analytical
10 50 100 150 200 250 300 350 400 450 500

Bmazz:/pin

Figure 5.9: OP versus the energy buffer size B, using different energy policies for

the P2P network considered. The average energy arrival rate is P, = 10dBm, and
R =1 bits/sec/Hz, Ty = 8T¢. The analytical OP results were evaluated from Eq.
(5.11)).

OP components, each of which corresponds to a P2P EH-network counterpart.
Then we propose a distributed EUP optimization protocol, in which each EH-
SN is capable of optimizing its own EUP based on the 2D-search and 1D-search
algorithms of Section using the statistics of its own uplink channel and its
own enerqy arrival rates, indicating that only local knowledge is required.

3. As a further application of our distributed EUP optimization protocol, we inves-
tigate an SDMA-aided two-hop relay-sharing network. We derive the end-to-end
(e2e) OP for an arbitrary number of EH-SNs and an arbitrary relay position
when communicating over Rayleigh block fading channels. With the aid of the
min-SNR approzimation and the 2D-search and 1D-search algorithms of Sec-
tion we may optimize the position of the relay node (RN) for minimizing
the e2e OP.

5.3.1 System Model and OP Formulation

We consider a network of (M + 1) nodes, where M SNs {S,,,1 < m < M} transmit
their individual information to a common DN and each SN is equipped with a har-
vesting system and an energy buffer, as shown in Fig. We assume a narrowband
Rayleigh block fading channel model, where the fading coefficients remain constant
for the duration of a packet and then they are faded independently from one packet

to another both in time and space. The additive noise imposed by the receivers is
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Figure 5.10: The accuracy of the OP evaluation using the min-SNR approximations
for M =4, R = 0.5bps/Hz. The distance between the SNs and the DN is dyq = 100
m and the path-loss exponent is § = 3.

modeled by independent zero-mean circularly symmetric complex Gaussian random

variables with a variance of unity.

The DN is assumed to have perfect channel knowledge and adopts maximum
likelihood (ML) detection. All the SNs transmit their messages concurrently at the
rate of R. The SN S, encodes a bit sequence into a codeword and transmits it
to the DN, where the DN jointly decodes the codewords received from all the SNs.
Therefore, the SN-DN hop may be modeled by a multiple access channel (MAC) and

the criterion used for successful decoding is to satisfy

> R<log <1+Z'ymd>,VS§{Sm,1§m§M}, (5.21)

meS meS

where 7,4 represents the instantaneous received SNR of the S,,-DN link. There are
(M! — 1) inequalities in Eq. and if any of the inequalities in Eq. are
not satisfied, the transmission over the SN-DN hop becomes erroneous. Hence, when
the minimum SNR of the M channels spanning from the SNs to the RN, defined

min

as gy = Minyng 1 smaller than the threshold 73 = 2% — 1 to be exceeded for
successful decoding, an outage event occurs. Therefore, we aim for modelling the
OP of the M-user MAC on the SN-RN hop with the aid of the specific SN-RN link
having the minimum SNR ~"".  We have evaluated the accuracy of the min-SNR
approximations in Chapter [d] but we repeat the comparison here in Fig. for

readers’ convenience.
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Specifically in Fig. we compare the OP of the M-user MAC channel using
ML detection to that of a single link having the minimum SNR 77" of the M-user
system. As shown in Fig. the OP of the two systems obtained by simulation are
perfectly matching for both symmetric and asymmetric topologies. In the symmetric
topology, the average channel quality of the link spanning from each SN to the DN is
identical, while in the asymmetric topology the average channel quality is different.
It is shown in Fig. that for both topologies, the exact OP of the M-user MAC
channel and the predicted OP using the P2P channel associated with the min-SNR

are identical. Hence the OP using the min-SNR, approximation may be expressed as:
Pout,SD ~ Pr {min’ymd < %f}?}
mesS

—1—-P : - > sd
-

=1- HPY{’}/md>’7tS;il}

meS

21— T (1= Powtma) - (5.22)

meS

5.3.2 Distributed EUP Optimization Protocol

With the aid of the min-SNR approximation, we may now formulate the OP mini-
mization problem for the SDMA-EH network as:

min P, Li1(l), Lio(l), ..., L (D], 5.23

ooy Feutsp [Lea (D), Le (1) tm(0)] (5.23)

where Ly 1(1), Lt 2(l), ..., Ly m (1) corresponds to the discrete EUPs at the SNs. Equiv-
alently, the minimization problem defined in Eq. (5.23) may be expressed by

max 1— PoutSD (Lt,b Lt72> ceny Lt,m) . (524)
Ltyl(l):Lt,Q(l) ----- Lt,m(l)

Let us now investigate the formulation of 1 — P, sp (L1, Lt o, ..., Lt m) in detail.
By using the min-SNR approximation of Eq. (5.22)), we have

1— Pout,SD (Lt,h Lt,?y ceey Lt,m) ~ H [1 - Pout,md (Lt,m)] . (525)

meS

In order to maximize the objective function in Eq. (5.24), we may maximize each
component of [1 — Pyt ma (Lt.m)] since they are mutually independent or equivalently,
minimizing each component P,y ma (L:). This is an beneficial, because the m-th
component Pyt ma (Lt ) corresponds to the OP of a P2P-EH link spanning from the
m-th EH-SN to the DN, while it is independent of both the channel quality as well
as the EUPs adopted by other EH-SNs.
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Therefore, we may design a distributed EUP optimization (DEUPO) protocol, in
which each EH-SN optimizes its own EUP relying on the proposed 1D-search and
2D-search algorithms proposed for a P2P link in Section [5.2] Specifically, we design

the medium-access-control (MAC) protocol as follows:

e Acquiring the Energy Arrival Rate and Channel Statistics: In practical
applications, the system designer may choose appropriate EHI and CSI estima-
tion algorithms, through which the system may detect the changes, generate a
trigger and decide when to activate its EUP optimization. This is a widely used
event-triggered protocol [128,|129]. A simpler solution is to periodically invoke
the EUP optimization, according to the instantaneous estimated statistics of
the energy arrival rates as well as the channels. This is however beyond the
scope of this work. Instead, we focus our attention on the issue of deciding
the EUP, whenever the optimization is activated. In our analysis we assume
that both the estimated energy arrival rate and the channel statistics are per-
fectly estimated. Hence each EH-SN has perfect knowledge of the statistics
of energy arrival rate, while the DN has the knowledge of the statistics of the
uplink (UL) channels spanning from each EH-SN. In practice this knowledge
is acquired with the aid of pilot based channel estimation mechanism and/or
prediction methods.

e Local EUP Optimization Phase: Each SN sends a request-to-send (RT'S)
packet to the DN. The DN would send M clear-to-send (CTS) packets to the
M SNs and the channel statistics between the m-th EH-SN and the DN would
be conveyed in each CTS packet, which is assumed to be perfectly recovered at
the EH-SNs. Then, each EH-SN may adopt the 2D-search of Section or
the 1D-search of Section to find the approximate EUP for our P2P-EH
network. As discussed in the context of Eq. , our design objective is to
minimize the approximate OP of the SDMA-EH network considered.

e Data Transmission Phase: Each EH-SN commence its session by transmit-

ting to the DN by relying on its locally optimized EUP.

In the next section, we will apply our DEUPO protocol to SDMA-aided relay sharing
EH networks, while a numerical results characterizing the SDMA-EH networks and
the SDMA-aided relay sharing EH networks are provided in Section [5.3.3

5.3.3 Numerical Results

In Fig. .11} the OP of our SDMA-EH network is investigated and the EUPs found
by the proposed 2D-search and 1D-search algorithms of Section are compared
to that of the best-effort policy and asymptotic-optimal policy. It is shown that for
the given configurations, the OPs achieved by the proposed algorithms are better
than those of the benchmarks. Furthermore, it is shown that the analytical results

represented by dashed curves closely match the simulation results, which indicates
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Figure 5.11: OP versus average energy arrival rate P, using different energy policies
for_the SDMA network associated with M = 4 SNs. The energy buffer size B,,., =
16F;,, R = 1 bits/sec/Hz, Ty = 8T¢. The analytical OP results were evaluated from
Eq. (5.22).

that the proposed min-SNR approximation as well as the DMC based analytical

framework are accurate.

Specifically, the 2D-search algorithm performs within 2 dB from its non-EH coun-
terpart at P,,; = 1072, which serves as the lower-bound of the OP for EH systems [56].
At P,,; = 1072, the EUP found by the 2D-search algorithm achieves a 4.6dB gain
compared to the asymptotic-optimal policy and an 8dB gain compared to the best-
effort policy. Therefore, if an EH-SN adopts the asymptotic-optimal EUP, it requires
10%6/10 ~ 2.9 times higher average energy arrival rates harvested from the environ-
ment, compared to an EH-SN equipped with the proposed 2D-search algorithm at
P, = 1072, This ratio would be further increased to a factor of 6.3, if the benchmark
EH-SN adopts the best-effort policy. The 1D-search algorithm is sub-optimal, hence
it exhibits a performance degradation of 1.4dB compared to that of the 2D-search
algorithm at P,,, = 1072, From a different perspective, an EH-SN adopting our 1D-
search algorithm may require 1.4 times higher energy arrival rate, which is the price
paid for its reduced computational complexity. In our future work we will jointly
consider the optimization of the energy arrival rate and of the power savings of the
reduced-complexity algorithms. This might in fact favor the 1D algorithm over its
2D counterpart. The resultant EUPs are illustrated in Fig. which shows simi-
lar results to those of the P2P-EH networks, because the DEUPO protocol actually
decomposes the SDMA-EH network into M P2P-EH sub-networks.

Similar to the trends observed in Fig. for P2P-EH networks, in a SDMA-EH
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Figure 5.12: lllustration of different EUPs for the SDMA network. The average
energy arrival rate P;, = 10dBm, while the energy buffer size is B,,q, = 16F;,, and
the R =1 bits/sec/Hz, Ty = 8T¢. The results were evaluated via simulations.

networks, the OP of both the asymptotic-optimal EUP proposed in [56] and that of
the EUP found by the 2D-search algorithm improves, when the energy buffer size at
the EH-SNs increases, and they would both converge to their non-EH counterparts.
The superiority of the proposed 2D-search algorithms is retained for SDMA-EH sys-
tems having a finite energy buffer size, especially when the size of the energy buffer
is small, as demonstrated in Fig.

Finally, we investigate the effects of the number of EH-SNs on the OP in SDMA-
EH networks. It is shown in Fig. that as the number of SNs M increases, the
OP of all EUPs is reduced. However, the EUPs found by the proposed 2D-search and
1D-search algorithms always outperform both the asymptotic-optimal policy and the
best-effort policy. The results allow the SDMA-EH network to accommodate more
users, while maintaining the same reliability. For example, if a maximum OP of
P+ = 1072 is tolerable in the SDMA-EH network, both the best-effort policy and
the asymptotic policy may be capable of supporting K = 2 and 4 users, while the 1D-

search and the 2D-search algorithms support more than K = 8 users simultaneously.

To conclude, given the proposed 1D-search and 2D-search algorithms, a receiver
18 capable of simultaneously offering reliable UL services for significantly more EH-
users. We exploit this benefit in the SDMA-aided relay-sharing network considered,
where a EH-RN 1is serving multiple EH-SNs by relaying their messages to a common

DN.
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Figure 5.13: OP versus the energy buffer size B;,.x using different EUPs for the
SDMA network associated with M = 4 SNs. The average energy arrival rate is

P, = 10dBm, and R = 1 bits/sec/Hz, T = 8T. The analytical OP results were
evaluated from Eq. (5.22).

5.3.4 SDMA-aided Relay Sharing EH Network Design

In this section, the DEUPO protocol is applied to SDMA-aided relay sharing EH
networks, such as that depicted in Fig. In addition to the EUP of each EH-SN,
that of the EH-RN as well as the specific effects of the RN’s position are optimized.
First, the system model will be described in Section [5.3.4.1] followed by the OP
minimization in Section

5.3.4.1 System Model

As shown in Fig. [5.15] we consider a network supporting (M + 2) nodes, where M
EH-SNs {S,,,1 <m < M} transmit their individual information to a common DN
with the aid of a single EH-RN. The SN-RN hop is a EH-SDMA network associated
with M EH-SNs, while the RN-DN hop is a EH-P2P network. Each node is equipped
with a harvesting system, a finite energy buffer as well as a transmitter, as shown
in Fig. The transmitter is equipped with a single antenna and operates in a
half-duplex mode. We assume a narrow-band Rayleigh block fading channel model,
where the fading coefficients remain constant for the duration of a packet and then
they are faded independently from one packet to another both in time and space. The
direct links between the SNs and the DN are to be weak, hence we rely on relaying
for improving the UL performance of the SNs. The additive noise at the receivers is
modeled by independent zero-mean circularly symmetric complex Gaussian random

variables.
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Figure 5.14: OP versus average energy arrival rate P, using different energy policies
for the SDMA network associated with different number of SNs M = 1,2,4,8. The
average energy arrival rate is P,, = 10dBm, the energy buffer size is B, = 16P,,
and R = 1 bits/sec/Hz, Tr = 8T¢. The analytical OP results were evaluated from
Eq. (5.22).

The receivers are assumed to have perfect channel knowledge and adopt ML
detection. Due to the fact that ML detection results in joint success or outage events,
the packets received from the M SNs are either all successfully recovered or corrupted
concurrently. Therefore, if the ML detection is successful, all the M codewords are
stored in the RN’s data buffer, otherwise all the codewords are discarded. We consider
a traditional relay-sharing network operating without hop selection, which may be left
for our future work. In the first TS, all the SNs transmit their messages concurrently
at the rate of R, where the RN listens. The SN S,,, encodes a bit sequence b,, into a
codeword ¢, and transmits it to the RN, where the RN jointly decodes the codewords
received from all the SNs. Therefore, the SN-RN hop may be modeled by a multiple

access channel and the criterion used for successful decoding is to satisfy

ZRSlog(l—FZ%W),VSQ{Sm,lgmgM}, (5.26)

mesS meS

where the ~,,, represents the instantaneous received SNR, of S,,-RN link. The de-
coded bit sequences {by,bs, . .., by, } are concatenated and inserted into the data buffer
as a frame. In the next TS, the RN fetches the frame from the data buffer, re-encodes

the messages at the rate of M R and transmits them to the DN, where the criterion
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Figure 5.15: System model of an SDMA-aided Relay Sharing EH Network.

for successful decoding is to satisfy
MR < log (14 %,a) (5.27)

where 7,4 represents the instantaneous received SNR at the DN. This formulation

assumes perfect capacity-achieving coding.

5.3.4.2 OP Minimization

An outage event is defined as the event, when any of the codewords from the SNs is
incorrectly recovered at the DN. The e2e OP of the two-hop system may be expressed

as
Pout,e2e =1~ (1 - Pout,SR) (]- - Pout,RD) 5 (528)

where the P, c2. represents the e2e OP of the entire system, while P, sr and Py rp
stand for the OP over the SN-RN and of the RN-DN hop, respectively.

Since the OP of the RN-DN hop P, rp is independent of that of the SN-RN
hop Pyu,sr, the EUP at the EH-RN may be optimized locally, using the statistics
of the energy arrival rate at the EH-RN as well as at the RN-DN channel, which is
a P2P-EH network design problem and can be optimized using the 2D-search and
1D-search solutions proposed in Section On the other hand, the SN-RN hop
may be modeled as a SDMA-EH network and hence the DEUPO protocols proposed
in Section may be invoked for optimizing the EUP of each EH-SN. It may
be concluded that the OP minimization problem of SDMA-aided relay sharing EH
networks can be decomposed into (M + 1) independent sub-problems, where each
EH-SN and the RN may optimize the EUP based on local knowledge of both the
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energy arrival rate and of the channel statistics. Compared to that of the SDMA-
EH and P2P-EH networks, the number of SNs as well as the location of the RN
plays an important role in the SDMA-aided relay sharing EH networks considered.
Specifically, the number of SNs directly affects the OP P, sr of the SN-RN hop.
Furthermore, it determines the transmission rate required by the RN, which increases
linearly with the number of SNs and it substantially affects the OP P, rp of the
RN-DN hop. Similarly, the RN location substantially affects the quality of both the
SN-RN as well as of the RN-DN hops. However, it is quite a challenge to optimize
the RN locations, when the channel quality of the links obeys different statistics.
Finally, the e2e OP may be dominated by the RN-DN hop, because the RN is shared

among multiple SNs.

5.3.4.3 Results for the SDMA-aided Relay Sharing EH network

In this section, the numerical results characterizing our SDMA-aided relay sharing
EH networks are shown. In Fig. [5.16] the OP of the SDMA-aided relay sharing
EH network is investigated. It is shown that for the given configurations, the OPs
achieved by the proposed 1D-search and 2D-search algorithms are better than those
achieved by the best-effort and asymptotic-optimal policy. These improvements are
plausible according to our previous observations made in the context of P2P-EH
networks and the SDMA-EH networks, which build up the second and the first hop in
the SDMA-aided relay sharing EH network, respectively. In Fig. the superiority
of the proposed algorithms is retained, regardless of the relay positions. It is shown
that the analytical results represented by dashed curves closely match the simulation
results, which indicate that the proposed min-SNR approximation as well as the

DMC based analytical framework are accurate.

Let us now investigate the effects of the number of EH-SNs on the OP of our
SDMA-aided relay sharing EH networks. It is shown in both Fig. and Fig.
that as the number of SNs M increases, the OP of all the EUPs is increased. The
superiority of the proposed 2D-search and 1D-search algorithms is retained, which is
in line with our observation made both for our P2P-EH networks and the SDMA-EH

networks.

However, observe by comparing Fig. and Fig. the SDMA-aided relay
sharing EH networks is inferior to that observed in the SDMA-EH network. For
example, it may be seen in Fig. a maximum OP of P,,; = 1072 is tolerable in the
SDMA-EH network, the best-effort policy and the asymptotic policy may support
K = 2 and K = 4 users, while the 1D-search and the 2D-search algorithms are
capable of supporting K = 8 users simultaneously. By comparison, the SDMA-relay
sharing network is only capable of accommodating at most 2 users, even when the
most powerful 2D-search algorithm is adopted. These observations are not surprising,

on the basis of our experience concerning the relay-sharing mechanisms offered in



5.4. Conclusions 132

10 T
. LN ] g ‘
VKIS~
R A
N S
Vs\ &g\.\
~ < e

> ~ RS S
= 107t PN NN X E
3 RV N
© SO Q DS
'8 \\ \“E:\\ \‘
E \\ \\\ \\ .\\
o SRR - TR
o \\ N \\ \\
g R TN
S ~ ~
O 10* @ EH-best-effort \V So

O EH-asymptotic—optimal ISR

N

m EH-1D-search So

O EH-2D-search S

Vv Non-EH

- - - Analytical
10*3 T T 1 | I
-10 -5 0 5 10 15 20

P;, (dBm)

Figure 5.16: OP versus average energy arrival rate P, using different EUPs for the
SDMA-aided relay sharing network associated with M = 4 SNs, the energy buffer
size 18 Byar = 16F;,, and R = 1 bits/sec/Hz, Ty = 8T. The analytical OP results

were evaluated from Eq. (5.28).

Chapter [3]and Chapter [ for non-EH networks. As for the relay-sharing EH networks,
the bottleneck is constituted by the second hop, where the P2P-EH link in the RN-
DN hop incapable of accommodating a data rate that increases linearly according to

Rrp = M R. The fundamental reason for this observation is as follows:

According to Shannon’s theorem, the mazimum achievable rate may be expressed
as R = log(1+P]f,—f) bits/sec/Hz, where P, is the transmission power, G is the channel
gain and Ny s the noise power. The logarithmic capacity function suggest that if
the RN-DN hop is expected to accommodate a data rate that increases linearly, the
required transmission power P, should increase exponentially, which is excessive. This
trend may be circumvented with the aid of MIMO techniques, which are potentially
capable of increasing the throughput linearly at the cost of a linear power increase.
Hence it is promising to combine EH techniques with MIMO techniques. Ultimately,
the performance of EH systems is always bounded by their non-EH counterparts, in
both conventional SISO and in the more power-efficient MIMO scenarios [56]. The
main benefit of FH techniques lies in the fact that by harvesting energy from the

environment, the network lifetime of wireless systems can be extended.

5.4 Conclusions

In this chapter, we summarized the state-of-the-art EUP design aiming for minimiz-
ing OP of P2P-EH networks based on the literature and proposed two novel algo-

rithms, which are capable of exploiting the harvested energy stored in a finite energy
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Figure 5.17: OP versus the RN position for different EUPs in the SDMA-aided relay
sharing network associated with M = 4 SNs, the energy buffer size is B,,.. = 16F;,,
and R = 1 bits/sec/Hz, Ty = 8T¢. The analytical OP results were evaluated from

Bo. (629).

Target OP @107t | @107 | @103
Best-Effort [55] 48| 81| 201
Asymptotic-Optimal [56] -6.8 5.1 16.8
Py, (dBm) of | 1D-Search -7.8 2.9 13.6
2D-Search -8.0 2.0 12.0
Non-EH -10.0 0.0 10.0

Table 5.1: Summary of average energy arrival rate P, in dBm at different OPs for
the different EUPs for transmissions over P2P channels, which is extracted from Fig.
b5l

buffer. Upon invoking the min-SNR approximation of Section [5.3.2, the proposed
algorithms of Section [5.2] were invoked for SDMA-EH networks and the distributed
EUP optimization protocol of Section [5.3.2] was designed.

In Table the performance of the different EUPs is summarized. Given the
target OP, the required average energy arrival rate P, is quantified for different
EUPs. The energy buffer size was set to B = 16P,, and the transmission rate
was R = 1 bits/sec/Hz, while the energy arrival fading duration T was 8 times the
channel’s fading duration Ti>. Observe in Table 5.1 that the OP of the EUPs based on
the proposed 2D-search and 1D-search algorithms of Section [5.2.3and [5.2.4]is better
than that of the benchmarks of [56] and [55]. Furthermore, the EUP optimized by the
2D-search algorithm achieves the lowest OP and performs within about 2 dB of its
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Figure 5.18: OP versus average energy arrival rate P, using different EUPs for the
SDMA-aided relay sharing network associated with different number of SNs M =

1,2,4,8. The average energy arrival rate is Py, = 10dBm, the energy buffer size is
Binaz = 16P;, and R = 1 bits/sec/Hz, Ty = 8T¢. The analytical OP results were

evaluated from Eq. ([5.28).

Target OP @10~! | @107 | @107
Best-Effort [55] 3.8 16.0 28.1
Asymptotic-Optimal [56] | 0.9 12.7 24.1
Py, (dBm) of 1D-Search -1.3 9.4 20.4
2D-Search -2.1 8.1 18.1
Non-EH -4.1 6.1 16.1

Table 5.2: Summary of average energy arrival rate P, in dBm at different OPs for
the different EUPs for transmissions over SDMA channels, which is extracted from

Fig. b.11}

the non-EH counterpart, which represents the OP lower-bound for EH systems. The
EUP optimized by the 1D-search algorithm performs within about 2.9 dB and 3.6
dB of the non-EH benchmarks, albeit their discrepancy increases at lower target OP.
However, the 1D-search algorithm imposes a lower computational complexity than
its 2D-search based counterparts. Overall, the EUPs optimized by the proposed
2D-search algorithm significantly outperform the EH benchmarks found in the open
literature. Quantitatively, our solutions attain gains up to 3 dB at P,,; = 1072 and

this gain will increase even further at lower target OPs.

With the advent of the DEUPO protocols proposed in this chapter, the proposed

1D- and 2D-search algorithm requires a significantly lower energy arrival rate at a
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Figure 5.19: OP versus the RN position for different number of SNs M =1,2,4,8 in
the SDMA-aided relay sharing network. The energy buffer size is B,,,, = 16 P, and
R = 1 bits/sec/Hz, Ty = 8T¢. The analytical OP results were evaluated from Eq.

(.29).

given target OP. The results recorded for M = 4 SNs are summarized in Table

50

The EUPs found by the proposed 2D-search algorithm outperform the EH

benchmarks provided of [56] and [55] in excess of 4 dB at P,,; = 1072



Chapter

Conclusions and Future Works

Firstly, we summarise the main findings of our research in Section Then, our
design guidelines are presented in Section Finally, a range of ideas concerning
our future research is presented in Section [6.3]

6.1 Conclusions

In this thesis, we have investigated spectrum-sharing techniques in multi-source re-
laying networks for the sake of enhancing the achievable outage probability (OP).
More specifically, we proposed several spectrum-sharing schemes, where interference-
cancellation (IC) techniques were adopted at the destination nodes (DNs) and/or
the relay nodes (RNs). Table 6.1 summarizes the basic characteristics of all the

multi-source relaying schemes proposed in this thesis.

1. In Chapter [2| in order to characterize the systems contaminated by co-channel
interference (CCI), in Section [2.2.2] we investigated the OP of relay networks in
the presence of CCI, when the RNs adopt either SUD or MUD-SIC receivers.
Then, in Section we proposed an outage-optimal BED-ORS for both sys-
tems based on a best-effort detection criterion. The proposed systems were
shown in Fig. to outperform both the non-cooperative system and the
system employing SUD receivers at the DN, while the MUD-SIC-aided sys-
tem achieved a significant OP performance improvement with the aid of the
BED-ORS of Section Additionally, an optimised BED-ORS scheme was
designed in Section [2.2.4] which was shown in Fig. to have an improved
robustness against a degraded CSI accuracy imposed by outdated CSI.

2. Although the proposed BED-ORS schemes of Section significantly reduce
the OP of relay networks, the CCI imposed a BER/FER floor in the high
SNR region of Fig. In order to mitigate this performance erosion, in
Chapter 3| we adopt the network coding (NC) scheme, where CCI effects were
mitigated with the aid of relay sharing, while simultaneously enhancing the
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throughput of both multi-user multi-unicast networks as evidenced by Fig.
Specifically, in Section [3.1| we considered a network supporting multiple SN-DN
pairs communicate with the aid of a single RN. In Section a closed-form
OP expression was derived, which was verified our simulation results in Fig.
3.6 and Fig. The results explicitly quantified the detrimental effects of
NC noise imposed on NC-CC schemes. As the number of source nodes (SNs)
increases, the attainable throughput improvement saturates owning to having
an increased NC noise, which results in a degraded OP as seen in Fig. and
In Section the analytical expressions were applied to relay selection
schemes conceived for network-coded relay-sharing scenario.

3. In Chapter [, we have proposed and investigated a multi-user buffer-aided-
relaying uplink protocol conceived for a two-hop system. When the direct links
between the SNs and the DN may be weak and negligible, relaying is introduced
for improving the uplink. It was shown in Fig. the NC based relay-sharing
schemes may in fact perform worse than the conventional cooperative networks
dispensing with NC. Hence in Section [£.I, we adopted a time-multiplexing-
aided relay-sharing scheme, where the RN uses a higher rate for re-encoding
the message from multiple SNs, so that the relaying phase is shared among
multiple SNs, whilst dispensing with the direct links. In Section [4.3] we analysed
both the end-to-end OP and the transmission delay of the proposed protocol.
Our analysis and simulation results in Fig. [4.4] and showed that by
exploiting the selection diversity of the SN-RN and the RN-DN hops, significant
OP improvements may be achieved at the expense of an increased end-to-end
frame delay. The corresponding optimal power allocation scheme was proposed
in Section [4.4] which was shown to achieve a better end-to-end OP in Fig.
and than the uniform power allocation scheme.

4. In Chapter , we summarized the state-of-the-art energy-usage policies (EUPs)
designed for minimizing the OP of P2P-EH networks based on the literature
and in Section we proposed a pair of novel algorithms, which are capable
of exploiting the harvested energy stored in a finite energy buffer. Upon in-
voking the min-SNR approximation of Section the proposed algorithms
were invoked for SDMA-EH networks and in Section a distributed EUP
optimization protocol was designed. The OP of the EUPs based on the pro-
posed 2D-search and 1D-search algorithms were showed in Fig. [5.5] and
to outperform that of the benchmarks provided by [55] and [56]. The
EUP optimized by the 2D-search algorithm of Section achieves the min-
imum OP, which provides the OP lower-bound for EH systems. By contrast,
the 1D-search algorithm of Section imposes a lower computational com-
plexity than its 2D-search based counterpart at the cost of a degraded OP. In
the scenario of multi-source relaying networks, the distributed-energy-usage-
policy-optimization (DEUPOQO) protocol of Section was proposed based
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on the 1D-search and the 2D-search algorithms, which requires a significantly

lower energy arrival rate, given a specific maximum OP.

6.2 Design Guidelines

When designing a multi-source relaying network, we can identify three basic design

steps, which are given below:

1. Determining the design specifications, which may be reliability metrics such as
the OP or bit/symbol/frame error ratio, or spectrum-efficiency metrics such as
the achievable rate or goodput. The complexity metrics also have to be taken
into account.

2. Determining the medium access control (MAC) and the relay processing op-
tions. We have designed multiple candidate schemes in this thesis, which are
summarized in Table 6.1.

3. Evaluating the performance of each solution provided and determining the so-
lution for the system according to the system parameters based on theoretical

analysis.
The design steps may be detailed as follows:

e In any wireless transmission system, the design objective plays a vital role,
which was the OP in this thesis considered in the context of fixed-rate ap-
plications. However, the OP may only be improved at the cost of a reduced
network throughput/increased delay/increased complexity, where the specific
design trade-off should be carefully defined by considering multiple metrics.
For example, although the SUD-aided relaying scheme of Chapter [2| was in-
ferior compared to the MUD-SIC-aided counterpart in terms of the OP, the
complexity imposed at the RNs was substantially reduced, especially when the
number of sources sharing the spectrum is high. If the maximum tolerable
processing complexity at the RN is low, the SUD-aided relaying scheme may
be preferred, even though its OP seen in Fig. is sub-optimal.

o After determining the design objective, we may propose multiple candidate
schemes. First, we may consider the choice of MAC protocols. Specifically,
we may first define a particular hop activation scheme and then define the
MAC supporting the SNs. Firstly, the link/hop activation schemes may be
categorize into fixed and dynamic activation regime. In Chapter [2| Chapter
and Chapter o, we opt for the classic fixed activation scheme, in which the
SNs and the RNs take turns to transmit in the adjacent time slots, while in
Chapter [4] we proposed a dynamic activation regime, in which the buffer-aided
relaying achieves a beneficial hop-selection diversity and hence improve the OP

at the cost of an increased delay. Secondly, we define the MAC supporting
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the SN-RN hop. For example, in Chapter [3] the classic time-division-multiple-
access (TDMA) was adopted, while in Chapter [2, Chapter 4] and Chapter
spatial-division-multiple-access (SDMA) was advocated. We may also opt for
frequency-division multiple access (FDMA) and code-division-multiple-access
(CDMA), etc. Furthermore, a beneficial multi-user diversity may be achieved.

o After defining the MAC protocol, the specific relay signal processing technique
should be defined, which is divided into two steps, namely receiver process-
ing and transmitter processing. The relay’s receive processing may opt for
conventional decode-and-forward (DF) or amplify-and-forward (AF) relaying,
where the DF regime is potentially capable of flawlessly recover the received
signals at the cost of a higher processing complexity and delay, compared to its
low-complexity AF counterpart. It should be noted that if the MAC of SNs re-
lies on non-orthogonal SDMA | the detection technique may choose either from
maximum-likelihood (ML) or successive interference cancellation (SIC) in order
to facilitate DF relaying.

e Then, in order to facilitate the multiplexing of multiple SNs, the relay’s trans-
mitter processing may opt for time-division multiplexing, as adopted in Chap-
ter [4) and Chapter [5, or for network-coding based multiplexing, as advocated
in Chapter [3] Another way of simplifying the relay’s transmitter processing is
to forward the recovered information without multiplexing, while leaving the
IC task to the DN, as adopted in Chapter [2}

e After defining both the MAC protocol and the relay processing, the DN’s signal
processing is designed for recovering the signals gleaned from multiple SNs. If
the RN relies on time-division multiplexing, the DN may adopt single-user-
detection methods, as exemplified in Chapters [ and Otherwise, CCI is
imposed and the DN should adopt MUD methods as discussed in Chapters
and [3l

e When completing the previous steps, we may arrive at several candidate schemes
relying on different MAC, relay processing and destination processing options.
As shown in our previous chapters, the attainable OP relies on the transmis-
sion rate requirements and on the network topology, namely, on the number
and the location of the nodes. Therefore, the OP of different candidate schemes
may be evaluated analytically as exemplified, in Chapters or numerically
in Chapter [2| Finally, the scheme having the best OP may be selected.

According to the above design steps, we summarize the design options for each scheme
of this thesis in Table 6.1.

6.3 Future Works

In the context of multi-source relaying networks, there are several open problems,

which are detailed as follows:
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6.3.1 Theoretical Analysis of MUD-SIC

When the SN’s access relies on non-orthogonal SDMA and IC is invoked at the RNs
or DNs, the outage events of multiple SNs tend to be correlated. In this thesis,
both the ML and the MUD-SIC detection schemes were considered. Specifically, in
Chapter [4 and Chapter 5] ML detection was adopted at the RN for detecting the
signals received from multiple SNs and the OP may be approximated with the aid of
min-SNR techniques. However, as we observed in Chapter [2] when the MUD-SIC is
adopted at the DN, the OP of ORS has not been derived in a closed form in Section
Furthermore, as discussed in Chapter 4] when the MUD-SIC is adopted at
the RN, the modeling of the data buffer’s state at the RN has not been found in a
closed form. In this thesis, the OP of the schemes involving MUD-SIC of Section
and Section [4.1] was evaluated by simulations. Hence, the theoretical OP analysis for
MUD-SIC-aided schemes have to be carried out.

6.3.2 Node-Grouping for Spectrum Sharing

In this thesis, our benchmark was the conventional orthogonal multi-source relaying
scheme, where the spectrum is shared orthogonally among all SNs. In this case, no
CClI is introduced and hence the RNs and DNs may adopt SUD techniques. In order
to improve the attainable bandwidth efficiency, we investigated the family of non-
orthogonal multi-source relaying schemes, when the SNs in the network access the
spectrum either simultaneously using SDMA as in Chapters [2], [] or adopt network
coding as in Chapter [3] In both cases, CCI is introduced, hence more sophisticated
MUD techniques such as ML, and MUD-SIC methods have to be adopted.

However, the complexity of ML detection increases exponentially with the number
of SNs, while the OP of the MUD-SIC may not improve, when the number of co-
channel SNs increases, as shown in Fig. at high SNRs. Therefore, when there is
a large number of SNs in the network, it is not necessarily beneficial for all the SNs to
share the spectrum non-orthogonally. This motivated us to divide the SNs, RNs and
the DNs into multiple groups, where the spectrum was accessed orthogonally among
the groups, while within each group, the non-orthogonal multi-source relaying scheme
was adopted for improving the spectrum efficiency. Hence, the node-grouping design
has to be studied in detail.

6.3.3 Theoretical Analysis for Amplify-and-Forward Scheme

Although we briefly considered the options of both DF and AF in the context of
multi-source relaying networks, we only investigated the DF option in specific detail.
If AF is adopted at the relay, the RNs cannot invoke IC, which should be invoked
at the DN. The signal model of the system should be modified, where we have to

re-design our analytical tools.
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6.3.4 Energy Harvesting Based Power Supply

First of all, when EH-based nodes are considered, the schemes proposed for constant
power supply should be re-designed for the sake of taking into account of the random
power supply provided by the EH system. We have explored a scheme in Chapter
bl as shown in Table 6.1, but there are still numerous open problems. We may
apply our discrete-Markov-model based analysis framework to orthogonal-division-
multiple-access (ODMA) networks such as TDMA, FDMA and CDMA, in which the
EH-SNs access the channel in orthogonal time-frequency-coding resource blocks. In
TDMA networks, when the average energy arrival rate is constant and the number of
EH-SNs is equal to M, the resulted equivalent average energy arrival rate is effectively
increased by a factor of M, since each EH-SN is only occupying a 1/M fraction of the
time, but may harvest energy for the entire duration. However, in FDMA and CDMA
networks, the equivalent average energy arrival rate is still equal to the actual energy

arrival rate, since each EH-SN relies on the entire time duration for its transmission.
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