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ABSTRACT  
Modern identity is valuable, multi-functional and complex. Today we typically manage multiple versions of self, made visible in digital trails distributed widely across offline and online spaces. Yet, technology-mediated identity leads us into crisis. Enduring accessibility to greater and growing personal details online, alongside increases in both computing power and data linkage techniques, fuel fears of identity exploitation. Will it be stolen? Who controls it? Are others aggregating or analysing our identities to infer new data about us without our knowledge or consent? New challenges present themselves globally around these fears, as manifested by concerns over massive online data breaches and automated identification technologies, which also highlight the conundrum faced by governments around the world of how to safeguard individuals’ interests on the Web while striking a fair balance with wider public interests. This paper reflects upon some of these problems as part of the interdisciplinary, transatlantic ‘SuperIdentity’ project investigating links between cyber and real-world identifiers. To meet the crisis, we explore the relationship between identity and digitisation from the perspective of policy and law. We conclude that traditional models of identity protection need supplementing with new ways of thinking, including pioneering ‘technical-legal’ initiatives that are sensitive to the different risks that threaten our digital identity integrity. Only by re-conceiving identity dynamically to appreciate the increasing capabilities for connectivity between different aspects of our identity across the cyber and the physical domains, will policy and law be able to keep up with and address the challenges that lie ahead in our progressively networked world.
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1. What does ‘identity’ mean today? 

Identity refers to ‘who I am’. Extrapolating beyond this basic definition presents us with a choice of intellectual routes. At a descriptive level, identity is a physical fact inseparable from and often unique to us (such as our fingerprints and DNA profile). Surpassing our biological self, it incorporates biographical characteristics that others attribute to us or that we acquire during our lives (such as our birth name, date of birth, nationality or employment history). Combinations of identity attributes may also include personality traits, our interests, our habits and other behavioural characteristics. 
Identity becomes even more intricate when we drill down further. It is a concept shaped by context and circumstance. Who I am now depends upon a host of factors. For example, how we present ourselves in our daily lives depends on where we are, who we are with and what roles we are fulfilling. Indeed, we have wider scope nowadays than generations previously for constructing alternate identities for different purposes. Consider someone who is a parent, a lawyer, a diabetic, a keen gardener and a Manchester United football supporter. While the projection of each aspect of ‘self’ may correctly come to the fore under particular circumstances, a person can be all of these personae simultaneously and much more. Each one displays only a part of what makes up an individual. Our self-presentation (‘impression management’) may also change over time as we respond to the norms and expectations of others, and as we mature in ‘our-selves’. The advance of the online world enhances this trend.
Identity conception is also pragmatic: it is that which represents and makes us identifiable within a set of people. Social identity, for example, typically refers to identification in a group or belonging to a class. In this context, your race, gender and sexual orientation are constituents of identity, albeit that they may not be obvious to a bystander or necessarily clear-cut. Closely associated is the phrase ‘cultural identity’ suggesting association with a specific ethnicity, or other tradition-based social grouping such as religious affiliation, which may be manifest through a particular choice of lifestyle.  

Law, by contrast, customarily conceives of citizens as having only one, panoptic identity to which legal rights and responsibilities affix.
 Nevertheless, even fairly stable civic ‘identifiers’ (those proxies by which we are recognisable), such as full name, nationality and gender, can alter over a lifetime, with changes typically subject to legal recognition and ratification. In combination with the fact that many of the formal identifiers used by a State may be associated with more than one individual within it, the conception of a fixed, single identity becomes legal fiction, together with the notion of a fool-proof guarantee of its assurance. For example, although possession of physical tokens (such as birth certificates) may suggest that a recognised authority has provided them to us, they do not connect intrinsically to us. The same is true for information knowledge chosen by us (such as passwords). Individuals only connect with identifiers with very high certainty in the case of certain biometrics (such as DNA). Such obstacles are surmountable at an everyday practical level because the means for formal identification required by law is variable depending upon the perspective of the one doing the identifying, alongside the degree of certainty required in the ultimate identity decision. 

Given that identity reveals itself in digital as well as physical contexts, an additional consideration in determining what identity means today is the impact of modern technology. Technology influences how we present ourselves and how others identify us. The importance of identification grew as electronic technologies replaced paper documents, generating personal data for storage and automatic processing into usable information. Copying, searching, storing and sharing personal details takes even less time and expense since the arrival of the Internet and ‘datification’ (the ability to quantify all sorts of information into machine-readable data format).

Therefore, the notion of identity is multifaceted and evokes complex arrays of sub-themes. It distinguishes one individual from another, while also connoting qualities of sameness over time. Identity is a sum of different attributes by which we, and others, recognise our individuality and shared commonalities within sets of people. Furthermore, it combines multi-disciplinary perspectives of psychology, physiology and philosophy, amongst others academic areas. While theories of identity from different disciplines persevere, technological developments, in hand with economic and societal changes, affect modern identity perceptions, its construction and presentation.  

The purpose of this paper is to explore the changing nature of identity online and reflect upon some current issues of misuse giving rise to challenges worldwide of a legal and policy nature. This work is a component of an interdisciplinary project called ‘SuperIdentity’, which seeks to develop a model for evaluating and investigating elements of identity across both online and offline spaces, together with the direct and indirect linkages between them.
 

The analysis develops in stages. The next section reflects upon the distributed nature of digital identity. Sections three and four explore identity misuse in its multiple forms, including the rising challenges posed by big data and profiling (where vast amounts of data are analysed extensively using complex algorithms). Bridging links between online and offline identities have potentially serious implications for individuals and raises concerns that need addressing as important matters of policy. These are discussed in sections five and six. The penultimate two sections reflect upon the shortcomings of existing legal models for protecting individuals against identity misuse and suggest principles on which to base an evolved legal and policy paradigm for tackling the identity crisis. We conclude with a discussion of the challenges ahead.   
2. Digital identity and its fragmentation

At its most basic conceptualisation, digital identity suggests the sum of all data available about us. It also has wider connotations. We can express ourselves in more ways and to more people online than offline, including through social media, chat rooms, personal websites, discussion boards, blogs and virtual worlds. Alongside extensive opportunities to adopt group identities through common interests, cyberspace creates ideal conditions for generating an additional set of identities as individuals. Social categorisation (such as by age, gender, race and body shape) is much more difficult online.
 Our digital representation can additionally take many forms: text, photos, videos, avatars and our ‘social map’ (the data visualisation of our network of connections). 

Thus, we can customise or construct anew multiple presentations of self online for multiple purposes and interact with people and organisations in many different ways via the exchange of identity data.
 To this end, a growing area of psychological research is concerned with how people manage their identities online and why they express their digital personae differently in certain online spaces.
 Of course, we can also express and leak personal data online without real awareness of who can see what about us. Even if one chooses not to create user profiles online, for example, others may still discuss us, ‘tag’ our image (link it to our name), or merely collect information about us to which they may add their own personal interpretation and embellish as suits their wishes. 

With increased sharing and accessibility of identity-related data, boundaries between the public and the private are more likely to breakdown online than offline. Moreover, partial or total control over our projected identities may be lost and false personae imposed upon us. Consequently, our ‘digitally-extensible’ selves emerge in fragments distributed across cyberspace. Taken together, isolated pieces of data moving across multiple contexts can give incomplete and disjointed informational perspectives of the people they partially represent and lead to ill-founded assumptions that our ‘cyber-doubles’ are comprehensive representations of our offline selves.

Despite heightened concerns about privacy today, how securely we protect our digital identities depends not just upon active identity management techniques, but also on our levels of understanding around the potential risks on the Web. A willingness to divulge personal details is rarely matched by knowledge of what happens once such information is uploaded online, viz. a recognition of the impact that subsequent processing may have and how to action objections. The sheer volume of personal data accessible makes effective oversight impossible and few of us have the ability and desire to adjust technical settings to minimise data disclosure or the will to exercise the option to withdraw from the online world completely. The increasing pace of technological change – smart phones, tablets, apps, cloud storage, automatic image recognition, faster connectivity and new platforms enhances the potential for confusion.     


Distinctions between, on the one hand, our self-projection online and, on the other, the means of our online identification, also blur increasingly. Technological advances have made ‘cyber-identifiers’ – digital proxies for physical presence used to represent and establish our identities online – increasingly accessible. As well as chosen by us, they can also be imposed by others or derived and relatable to us through analysis.  Examples include usernames, user-specified question responses, email addresses, PINs and online browsing patterns. Yet, validating the identity of users through the presentation of identity credentials is inherently more difficult online than offline. As the Web-overlaid Internet lacks an embedded identification system at the network layer to warrant the identity of those we interact with, we are forced to rely on application layer cyber-identifiers
 that can be manipulated. Murray describes increasing reliance on proxy data to identify ourselves as a “divorce of identity from the person”,
 placing our disembodied identity “at unique risk” to which we now turn. 
 
3. Online threats to identity

Identity threats of the type that exist in the physical domain (the so-called ‘real’ world) increase in type and severity online due to the reach and availability of the Internet and the Web. Moreover, the sheer volume of personal data now available online, coupled with new technologies that makes it easier to access and link together previously discrete elements of identity in new ways, have facilitated an unprecedented level of growth in personal knowledge capture. The consequences for individuals can be severe. It is critical, therefore, to consider the main types of identity misusers, as well as their methods and motivations.
  

3.1 Criminals and the individual

Online identity fraud can take many forms. Often motivated by the prospect of financial gain, typical means are through the appropriation of one or more cyber-identifiers. This can be by deception in an attempt to impersonate a victim, take over their accounts (including their existing privileges, together with any implied authority to create new privileges, drained from their identifier-associated reputation) and commit crimes under their persona. In extreme cases of identity fraud, complete exposure of the physical person to the criminal may follow as “the bleed between the [cyberspace and the natural world] can offer opportunity for intelligence gathered in one to be used in attacks on the other”.
  

Loss attributable to identity crimes has risen exponentially in total value since the Millennium and it is now a significant problem worldwide.
 Cyberspace facilitates identity crime by making it easier, quicker and less costly to identify and defraud victims than in the offline world. Several factors may explain why. Minimising physical interaction reduces criminals’ operational risks. Online fraudsters can more easily persuade victims to disclose personal details directly or indirectly in exchange for perceived benefits.
 In addition, poorly chosen password selection remains widespread due to the convenience factor.
 
3.2 Business and the individual

We are witnessing the growing monetisation of digital identities in a transactional sense, to the point that identity is touted as “the new money”.
 While information has always been highly valued by commerce, data are now valuable commodities. Data about us have become critical assets for many businesses due to new streams of revenue unlocked from within through data analysis. Many of these uses can be beneficial or neutral in their effects upon individuals. E-commerce sites, like Amazon and Netflix, collect personal details about their customers to offer automated, personalised services. Cyberspace has also facilitated highly targeted advertising via third party agreements. Google, for example, sells data gathered about us so that user-suitable adverts may display on its website. 

Nonetheless, the effect on individuals can be prejudicial. While individuals can barter for knowledge or access to services via disclosure  of aspects of their identity, thereby forsaking a degree of privacy, temptations lurk in the online world to reveal personal data in exchange for immediate gratification that, conversely, we may be disinclined under normal circumstances to share with a stranger or organisation in a physical setting.
 Personal details and preferences can also form the basis of negative decisions taken about individuals. These include potential exclusion from access to services and offers, as well as other significant discrimination and privacy implications. Worse, the overall ‘picture’ upon which such decisions are based can be biased, dependent upon the commercial perspective at play. As Rosen points out, “In cyberspace…the version of you being constructed out there – from bits and pieces of stray data – is probably not who you think you are”.
 Of note, while Facebook and Google brand themselves as identity service providers, they and other online service providers are primarily interested in individuating their customers so they can establish and refine a commercial relationship with them by creating personalised and customer-oriented services, rather than in strongly authenticating their customer records as factually accurate.

To understand the extent of these concerns, we need to consider how data gathering and processing have changed as the cost of data storage has dropped. Not only do we interact more digitally now, but also we do so in recordable ways that are more easily convertible into analysable form, attributable in real-time. From the trivial to the major, data records link us to the content we download from and upload to the Web, enabling others to follow our ‘digital identity trail’ and trade information related to it. This trail, in turn, is translatable
 into knowledge about who we know, what we are interested in, how we are feeling and what we are doing. Even our metadata (data about our data, automatically computer-generated as logs by the use of certain technology, such as device hardware details, operating system and browser version) can have economic value as revealing personal information. For example, from communications metadata it may be possible to work out the identity of the persons with whom a service user has communicated and by what means, the times of communication, as well as the place from which that communication took place and the frequency during a given period. 

While many companies are interested in such data in their own right, data brokers act as intermediaries in collecting vast amounts to sell-on to interested parties. Yet we are mostly oblivious to the data generated, observed and stored around our online activities. One example is our IP address (the network address of an internet-connecting device) which is easily detectable. Another is the installation by online providers (website operators or online advertising networks) of cookies upon a user computer, with the ability to track browsing behaviour. 

The capacity to re-use data in new ways is another key driver in data’s monetisation. Indeed, the value generated by data re-use is often for reasons not envisioned upon at first collection. Economic value may similarly derive from aggregating personal data to infer and extract additional knowledge about individuals, with potentially severe privacy-related consequences. It may prove particularly damaging to individuals by connecting compartmentalised contexts of their lives and compromising their ability to separate these or to counteract innuendo. We are similarly vulnerable to being defined prejudicially when information is taken out-of-context, such that “a part of our identities will come to be mistaken for who we are”.
 Conclusions drawn about us by companies may also be false. Hence, identities revealed in and through cyberspace can become distorted, outdated and increasingly detached from factual truth but nonetheless may endure in online search results as if they are current and correct. 

4. The identity challenges of profiling 

Increases in computing powers and new technologies are major factors in the facilitation of profitability from identity exploitation. The capacity for aggregating fragmented aspects of our identities into much more complete identity composites is beyond that previously imaginable. In particular, the identity risks for individuals flowing from the creation and retention of vast repositories of personal data and associated capabilities for automated profiling exceed those risks outlined so far. 

4.1 Profiling techniques

In everyday language, a ‘profile’ refers to a collection of characteristics applied to individuals. Thus, a typical commercial purpose for creating a personal profile is to identify an individual’s purchasing interests. The term also finds use in relation to criminal profiling, to draw up a list of characteristics that might be associated with a targeted individual under investigation.  


Automated profiling, by comparison, is a technique that starts from the premise of a group profile, created from data collected from numerous individuals that may be applicable to one or more of its members. A single source or cross-referencing from multiple sources can be used to glean the aggregated data, with the results either anonymised or relatable to individuals. The crucial commonality is using analytics to create a group profile through the ‘mining’ of data to discover correlated data patterns. Increasingly, the analytical combination of extremely large and disparate data sets (so-called ‘big data’) enables the identification of relational trends between individuals that distinguish them as a set from others. The final stage of profiling is the application of profiles to known individuals because they share one or more of a group profile’s characteristics. Profilers then draw statistical inferences to attribute new information to such individuals resulting in the creation of predictions about previously unknown elements of their identities upon which decisions may be based. 

4.2 Consequences for the individual

While inferential predictions about individuals based on data correlations lie at the heart of the autonomic profiling method, the discovery of new information that profilers may infer through deductive reasoning over huge datasets can be highly privacy-intrusive. Profiling can create highly accurate, detailed and intimate insights into the multifaceted lives of people. Due to the widespread availability of personal data online, and the increasing possibilities of interlinking such data, they can potentially reveal preferences, interests, habits, or other sensitive attributes or associated facts about which even the individual concerned may lack awareness. For example, a study published in 2013 analysed what people ‘like’ on Facebook and found that “highly sensitive personal attributes” - including sexual orientation, substance addiction and even parental separation - are highly predictable.
 


Moreover, the purposes to which knowledge acquired by profilers (based upon inferential data-led conclusions) may be used can give cause for concern. Profiles can form the basis of negative and unjustified decisions taken about individuals, such as price discrimination or denial of access to a service or product. Discriminatory decisions taken based upon conclusions drawn, such as by potential employers, insurers and health providers, may also perpetuate existing prejudices and stereotypes, in turn aggravating problems of social stratification and exclusion. Automated profiling can also lead to inferential predictions about an individual’s future behaviour. In 2012, a study reported the ability to predict a person’s approximate location up to 80 weeks into the future, at an accuracy level of above 80%.
 This possibility bodes serious cause for concern when persons are subject to decisions and actions “in the name of the behaviour they are expected to have taken”.
 

Furthermore, there are risks associated with the application of inaccurate profiles to individuals. Errors and bad data aside, since autonomic profiling uses statistical extrapolation, its output will de facto not always be factually correct. The possibility of profiling leading to erroneous conclusions regarding a person’s identity can have serious ramifications for the profiled, including falsifying their identities and possibly leading to false accusations. 



Perhaps most disturbingly from an Orwellian perspective, profiling is far less transparent than other personal data processing. The profiled may not be aware that it is taking place nor its extent. Even if aware, they may still not understand the source of the data that led to the creation of profiles about them, the logic of follow-on decisions or be able to access their profiles to correct them. As Hildebrandt observes, we have “no effective means to know whether and when profiles are used or abused”.
 Major risks associated with profiling activities are conceivable, therefore, in terms of shifting informational power structures that favour profilers heavily over the profiled. Hence, the creation of profiles and reliance upon them may have significant effects on the interests and rights of individuals. 
5. Linking online and offline identities 

So far, we have considered profiling processes directly linked to specific individuals. Individuals do not have to be identified (in a real-world sense) to be subject to profiling, however, as long as they are distinguishable from other individuals. An example is an individual who remains non-traceable by the profiler but is recognisable from online browsing patterns collected about them via cookies. 


Where profiles relate to unknown individuals, we might assume that the potential consequences for them are less severe. However, where large-scale aggregation and analysis of data is involved, profiles not directly linked to a physical identity now may become linkable later on. In other words, individuals are more easily identifiable offline because of large-scale aggregation and analysis of data from an array of digitised sources that span online and offline contexts. An example is cross-referencing a user’s bankcard transactions with metadata related to their mobile phone and social networking sites (SNS) to deduce where a person has been, at what time, what they were doing and with whom.  


Attempts to link aspects of offline and offline identities may increase in the future, not just because of the “increasingly networked state of many people’s lives”,
 but also because of growing commercial demand for more accurate personal and behavioural profiles. For example, last year Facebook announced that it had struck a deal with data brokers to merge their data, linking real-world activities to those online.
 SNS specifically designed for smart phone (‘MOSN’) may also play a large role in this trend. Through access to geo-location metadata about the phones of users and those of their connections: “The combination of location information, unique identifiers of devices, and traditional leakage of other personally identifiable information now give third-party aggregation sites the capacity to build a comprehensive and dynamic portrait of MOSN users”.
 The implication here is that the boundaries between online and offline activities will blur further. As offline activities are increasingly reflected in information about us online, “the quantity, fidelity, sensitivity, resulting value of this information is increasing”.
 
Of course, the linking of offline and online identities via automated profiling or other mechanisms to create the potential for more robust means of identification may also be intended to benefit the average citizen. To combat the risks associated with identity misuse, for example, the SuperIdentity project proposes that a complete sense of modern identity requires acknowledgement and understanding of both offline and online spaces in unison, and appreciation of how identification reliability can vary with context, as a means to help detect online deception. Specifically, the project analyses general correlations found in datasets between identity measures from the following four domains, together making a ‘superidentity’:
 

· ‘Biometric’ encompassing physical (including behavioural) traits, e.g. iris patterns or fingerprints; 

· ‘Biographical’ related to facts about people, e.g. age or name; 

· ‘Personality’ related to those beliefs, values or traits that direct and determine behaviour, e.g. how we choose online avatars; and, 

·  ‘Cybermetric’ characteristics related to our online identities, e.g. social media profiles or swipe patterns on smart phones; 

Mapping linkages between different types of identifiers in such domains so classified – in particular, those linking aspects of identity in the physical world to those in the digital world - feeds into a complex mathematical model created and visualised within the project.
 In turn, this model can facilitate clearer understanding of how to improve the accuracy of digital identification and authentication decisions. Upon populating the model with person-specific data during an investigation, for example, it can help spot potential contradictions in those data that might denote identity-related fraud. This model also aims to enable known measures of identity in particular cases to predict unknown measures, generating new insights about suspect individuals during a law enforcement or intelligence investigation to enrich their identity profiles. 

For example, a prediction about an individual’s gender – and the confidence that can be associated with that prediction – can be enhanced not only by knowledge about their anatomical features (say, their height), but also by knowledge about the relationship between certain anatomical features, enabling inference from one feature to another (say, gait stride to height). Similarly, personality traits and other biographical and/or biological identifiers may be inferred with certain levels of confidence from choices revealed in the cyber domain - for example, by an online user’s default SNS privacy settings, their choice of virtual avatar and the pattern of their onscreen touch gestures.

The advanced capabilities of automated identification technologies for both private and public contexts, bringing both individual risks and public benefits, justify contemplation of policy and legal considerations. 
6. Challenges for identity policy

6.1 States and the individual

Identity issues challenge governments around the world. States focus significant efforts on reliable means of identifying individuals residing in their jurisdictions. Yet the methods they use may vary widely. In particular, States have different cultural attitudes affecting their choice of identity verification and authentication schemes, from reliance upon possession of physical tokens to usage of high-tech identification technologies and data analytics. For example, in the last decade the UK saw a sharply contested debate around the proposal to introduce compulsory, state-issued identity cards, later dropped in the face of a public outcry over concerns that it would infringe civil liberties.
 

The Web has also caused many governments to re-examine their identity policies.  With the rise in online identity fraud, States grapple with the unique challenges associated with identification policies in cyberspace, including the setting of appropriate levels of trustworthy identity management and assurance standards in relation to the provision of e-government services. 


The reasons that States may require reliable identification techniques can vary in different contexts but typically relate to security concerns. We look briefly at three fields of application from a policy perspective. 

6.1.1 Immigration 

Immigration issues have dominated news headlines worldwide over the last decade. Physical tokens that countries use to authenticate identity, with varying degrees of success, include birth certificates, passports and identity cards. As the sophistication of identity authentication technologies increase, some countries are also developing and implementing state-wide initiatives involving electronic identity (‘eID’) cards designed around digital proxies, such as electronic signatures and unique identification numbers, supported by encryption techniques. The combination of multiple metrics of identification has clear benefits over single proxies of identity in terms of increasing the probability of making a correct identification.
 However, despite notable efforts to introduce cross-border interoperability,
 a lack of international harmonisation is currently a significant limitation upon the utility provided by eID cards. 


The possibility of globally recognised and operable digital identifiers seems unlikely without incorporating biometric recognition, an increasingly common feature in civilian applications. Biometric traits are a preferred security standard as they are inherent to the individual and cannot be lost or transferred. Some show strong anti-spoofing capabilities and others require evidence of viability of life, making them difficult to use fraudulently. The value of a biometric enhances when it carries unique or near-unique characteristics that are stable and resistant to change. eID cards may contain one or more biometrics of the individual concerned, such as facial and fingerprint images, often accompanied by radio frequency identification (RFID) chips. There has also been uptake in the use of automated biometric recognition technologies, predominantly iris and fingerprint scans, in border control procedures. 


The security and privacy risks associated with the use of biometrics online include the fact that digital biometric representations are still liable to misappropriation at potentially greater risks to individuals than other methods of identity assurance.
 Moreover, identity authentication is only possible when there is a pre-existing database to check against, which hinders mass scaling. 


In addition, border controls use profiling techniques. Passenger surveillance systems analyse and data mine personal data to identify high-risk travellers. Resultant profiles may constitute “the basis for decisions on fly/no-fly, arrest, detain for questioning and so on”.
 It can also generate inferences about matters not relevant to security issues: “By collecting and correlating information like ‘special meal requirements’ or ‘seating particularities’ or even by ‘efficient’ use (profiling) of the same individual’s name, inferences may be made about such sensitive issues as the religion or health condition of the passengers”.

6.1.2 Law enforcement

One of the most important uses for identification mechanisms is in law enforcement. The importance of identifying persons responsible for the commission of criminal behaviour correctly remains at the heart of justice systems across the globe because of the dire consequences of wrongful identification for the innocent and guilty alike. Law-enforcers therefore require both the tools and skills necessary to enable them to attribute behaviours to individuals as accurately as possible. 


In developing ways to make more robust the means of identifying criminals, countries have moved generally towards implementing national biometric databases (typically of fingerprints and DNA samples), as well as researching models for enhancing abilities to identify individuals within cyberspace, both raising privacy and security concerns. 


Intelligence-led policing aimed at identifying potential criminals to manage (and if possible pre-empt) risks of future offences taking place (so-called ‘predictive policing’) is also generating increasing interest at a governmental level, of which the inferential capacities of automated profiling is a vital component. However, to cast judgement on people for actions they have not carried out, reliant upon machine agency predictions of what they might do, has obvious implications for notions of fairness and justice based upon a presumption of innocence until guilt is proven.
 

6.1.3 Counter terrorism 

Identity-related intelligence gathering is now at the forefront of national security priorities, in particular to detect and prevent terrorist attacks. In order to respond to terrorist threats, investigating agencies aim either to identify a known target or to single out possible enemies of the State based on certain characteristics or behavioural patterns. 


The Web increases the potential for covert surveillance activities (‘dataveillance’) by States on individuals. Governments are also interested in automated profiling technologies. What sets governments apart from the private sector is the amount of data potentially available to them about the activities and habits of their citizens from which to uncover knowledge and generate profiles. Many governments have sought legislative powers to tap into personal data held by companies. Publicly available information and information input on government records are other potential sources of personal data that governments can mine.
 This potential impact on individuals will be exacerbated in countries where private data is shared between different public agencies.

6.2 Balancing private interests against public interests

Thus, there are many legitimate reasons why governments need to investigate and enrich their knowledge of an individual’s identity. At times, it may be justified for a State to use surveillance technologies without an individual’s knowledge. Nevertheless, the intrusion accompanying such measures raises important questions for policy-makers about how to strike a fair balance between private and public interests.  

The major concern is one of ensuring the necessity to legitimate purpose and proportionality. Media reports about the broad remit of the data-gathering powers of the National Security Agency (NSA) in the US have spurred global debate on this issue. For example, the NSA has admitted to coming into contact with nearly 2% of the total 1.826 petabytes of online data processed every day.
 Human analysts employed by the State may review a mere fraction only of the mass of online data under surveillance at the time of interception. However, there are obvious temptations for States to try to legitimate the indiscriminate retention of data (the content as well as associated metadata linked to online communications) for long durations in case some of it proves ‘useful’ later on. 

 

Of course, the US government is one of many amassing mountains of personal data. However, different States take different approaches to striking a fair balance between public and private interests. The decision-making process is highly politicised and the types of safeguards taken to ensure fair balance diverge. Indeed, the need for safeguards may be under-appreciated where technology (“neither good nor bad, nor […] neutral”)
 plays a critical role rather than human judgement.

A recent UK government-commissioned report on future identities makes predictions as to how Britons may perceive and use identities in the coming decade in light of technological impacts and their possible consequences for UK society. In this context, the report describes trust levels between citizens and authorities as “critical to issues such as holding, protecting and regulating personal data, and the use of ‘big data’ sets”.
 This statement holds true worldwide. Nevertheless, achieving sufficient levels of civic trust based solely upon the premise that public policy is capable of establishing fair trade-offs between public and private interests is challenging. How policy makers establish trade-off decisions (such as the processes by which they identify and assign values to different types of interests, e.g. in the context of national security and privacy concerns) are rarely transparent.  

We now turn to law to see if legal models for protecting identity are more effective.
7. Legal models for identity protection

Along with concerns relating to State public policy about identity, there is increased awareness of the importance of its protection in law in its own right. To ensure legal safeguards protect individuals against the risks outlined above, we look first to existing legal models. Two models are chosen, as they form part of the legal frameworks of many countries worldwide. These are the right to privacy and rules on data protection. Both recognise that, while States have primary obligations to ensure the security of their citizens, it is also necessary to preserve individual freedoms enshrined in law. 

7.1 A right to privacy – a redress model

A right to privacy is often part of human rights legislation. Examples include Article 8 (“the right to respect for an individual’s private and family life”) of the European Convention on Human Rights and Fundamental Freedoms (‘ECHR’),
 and Article 7 (“the right to respect for private life”) of the EU Charter of Fundamental Freedoms (‘the Charter‘),
 to which the vast bulk of European countries subscribe. In general, a privacy right of this type codifies the notion of entitlement to some level of protection from the scrutiny and interference of public powers. 


As a human right, the right to privacy so conceived is also an example of law that applies after the appearance of damage flowing from a wrong, which aims to compensate victims for harm caused by the actions of another and/or to penalise the perpetrator of that harm. A fundamental feature of this legal model is redress: protecting individuals from the effects of an unjustified interference by States into their private affairs after it has happened.   


A right to privacy is not absolute, however, but subject to countervailing human rights and public interests (such as crime prevention and national security) on the facts of each case. In other words, for it to be justified as legitimate in law, any interference with privacy rights must usually be proportionate (‘no greater than that required’) to achieve other legally recognised rights or interests in the public interest. 


A recent European Court of Justice (‘ECJ’) judgement is instructive in this regard. In the Digital Ireland case
, the ECJ considered the compatibility of the EU Data Retention Directive
 with the Charter, in particular its Article 52(1), which provides that, "any limitation on the exercise of the rights and freedoms recognised by this Charter must be provided for by law and respect the essence of those rights and freedoms”. The Directive mandates that EU Member States adopt laws requiring communications service providers to retain for between six and 24 months certain types of traffic, subscriber and location data generated by their service users, which can then be made available for the purposes of the investigation, detection and prosecution of “serious crime”. The ECJ held that the collection and retention of the large quantities of data generated in connection with the pervasive, everyday electronic communications of EU citizens constituted a particularly serious interference with Article 7 of the Charter. Specifically, the Court stated that, taken as a whole, such metadata can supply very precise and intimate information revelatory of the private lives of persons.
 While the ECJ accepted that the provisions included in the Directive were nevertheless suitable to achieve a material public interest objective, it found that that the duration of the retention period constituted a disproportionate interference with the right to a private life, and one moreover without any temporal, geographical or other restrictions based on individuals' behaviour. For those reasons, the Directive was declared invalid. In other words, the legislative instrument was adjudged to overvalue the achievement of public interests to the detriment of the protection of private ones. 


As with public policy, however, the judicial trade-off thought process between private and public interests is rarely so transparent as to be found debated in a publicly-available court judgement of the highest jurisdictional level. Indeed, appropriate levels of transparency, in terms of what a citizen can expect to find out about public interests such as national security, is worthy of separate and lengthy legal discussion. Moreover, while legislation usually contains its own privacy safeguards embedded into their statutory framework (for example, surveillance legislation setting out the legal conditions necessary for authorisation of surveillance activities), it is unclear how such due process would apply to automated data analytics, especially in the context of enabling State-commissioned, pervasive online surveillance. 


A redress right to privacy against a State, therefore, appears unfit for purpose on its own to address the identity challenges outlined above. Overall, it is adrift from the technological reality of digital identity misuse as currently exists. Moreover, Nuno Gomes de Andrade warns that any form of privacy fixation in legal terms obscures identity’s significance in its own right.
 For example, the seclusion of parts of us from the public view only protects against certain types of identity misuse. Rather than wishing to hide from public view, victims of identity misuse may seek to create or maintain a truthful expression of their identity in public uncontradicted (what we might call ‘identity integrity’ concerns).
 There is also a view that societal fascination with privacy over the last three decades has in fact facilitated an increase in identity crime.
 According to LoPucki, the decline in ‘public identities’ since the 1970’s (“in a world where home addresses were listed in numerous public places and names were plastered on the sides of mailboxes”), together with greater secrecy generally in society around the identification process in private transactions, has enabled impersonation in ways that are now often invisible to a victim.
 
7.2 Data protection – a control model 

With the introduction of the data protection model, the law evolved from focusing on privacy in relationships to focusing on informational privacy. The principles it espouses aim to ensure fair automatic processing (including collection, storage, dissemination and use) of personal data by those who have control over such activities.  

An example is the EU Data Protection Directive (‘the Directive’).
 According to the Directive, “personal data”
 should be obtained only for specified, explicit and lawful purposes and not further processed in any incompatible manner with those purposes; kept for no longer than is necessary for those purposes; shall be adequate, relevant and not excessive; and where necessary, kept up-to-date. Data controllers of personal data should notify the data subjects of the purposes for which they intend to process the data and provide access to them in certain circumstances. These and other Directive provisions are distillable, broadly, into principles espousing proportionality, accuracy and transparency. 


Data protection rules predominantly aim to prevent unfair data processing before it occurs, with the intention of safeguarding individuals’ rights to control whether, how, for what purpose and who may process their personal data. The model does this primarily through reliance upon the notion of an entitlement to give or withhold ‘informed’ consent at the time the data is collected. Notwithstanding, the rules are subject to some exemptions, such as in cases of personal data held for law enforcement purposes where the upholding of data protection principles is considered likely by the data controller to prejudice the prevention or detection of crime, or the apprehension or prosecution of offenders. 


As such, the model aims to remedy a number of limitations suffered by the right to privacy as applied to information technologies as, according to Andrade, “scholars began realizing that the underlying interest for isolation and seclusion was not sufficient to protect one’s privacy”.
 Andrade goes on to say that, in this way, the concept of privacy “took on an activist dimension, entailing … a person’s right to control the world in order to maintain her secret “hiding place” so changing  “from stances of passivity and seclusion to activity and control”.


Nonetheless, the data protection model also falls short in its ability to protect identity. One criticism relates to its reliance upon the efficacy of the informed consent mechanism. The Directive requires that consent be "unambiguous"
 and a "freely given, specific and informed indication of the wishes by which the data subject signifies his agreement to personal data relating to him being processed”.
 In practice, however, the consent regime is rarely adequate as consent generally turns out be “formal, rarely free and often unavoidable”
. 

A connected criticism relates to how the model approaches proportionality. In exhorting the limitation of personal data processing to the specific purposes for which it was gathered (the purported ‘purpose limitation’ rule), data protection rules  aims to prevent further uses of personal data in different contexts that data subjects may find objectionable. This approach to addressing the problem of creeping data functionality is flawed in practice when viewed in combination with the confidence placed upon the notion of informed consent at the time of data collection. How can organisations provide notice, and individuals give informed consent, to exploitation of their personal data for unknown future purposes (including data aggregation as part of profiling activities)? Without consent, however, any re-use of personal data would require re-asking permission from every data subject. Huge datasets would make this process a logistical nightmare. 

Such tensions were visible from the European-wide regulatory action faced by Google concerning its 2012 adoption of a single, sweeping privacy policy.
 The revision of its privacy policy allowed Google to aggregate and evaluate extensively all of its users' personal data from their different Google service accounts, thereby enhancing significantly its ability to create enriched customer profiles. Google was found to be in breach of data protection rules for broadly similar reasons by the EU Member States data protection agencies carrying out investigation procedures.  In a letter to Google by the UK’s Information Commissioner’s Office, for example, it states, “[We] believe that the updated policy does not provide sufficient information to enable UK users of Google’s services to understand how their data will be used across all of the company’s products”.
 According to the Hamburg Commissioner for Data Privacy and Freedom of Information, therefore, “it is completely impossible for the user to foresee the scope and content of his consent to the processing of his data”.
 Similar conclusions were reached in Spain in December 2013, with the Spanish data protection agency declaring in a statement that Google had failed to obtain the consent of its users as the "highly ambiguous" language in its privacy policy created difficulties for individuals attempting to find out what would happen to their data.
 The French data protection agency also found that Google “does not sufficiently inform its users of the conditions in which their personal data are processed, nor of the purposes of this processing. They may therefore neither understand the purposes for which their data are collected, which are not specific as the law requires, nor the ambit of the data collected through the different services concerned. Consequently, they are not able to exercise their rights, in particular their right of access, objection or deletion”.
 Google has so far been ordered to pay fines ranging from EUR150,000 (in France) to  EUR900,000 (in Spain), although notably for a corporation the size of Google the quantum of the fines is unlikely to have a significant deterrence effect and are dwarfed by the size of fines that can be imposed for breaches of EU competition law. 

More generally, data protection law as traditionally conceived appears wholly inadequate conceptually from the perspective of the individual to deal with this and similar challenges related to data amalgamation concerns, including those emergent from big data analytics and progressively automated decision-making.
 For example,  data protection law stipulates that data subjects should not be subject to automated processing decisions that produce legal effects concerning or significantly affecting them., However,  unless their legitimate interests are protected legally,
 the invisibility of profiling creates nothing more than a pretence of adequate data protection. As mentioned above, individuals are unlikely to be aware when they are the subjects of profiling activities and therefore to suspect possible damage resulting to their interests. Moreover, it remains highly contentious as to the exact points at which a person can be said to be affected ‘significantly’ by automated-generated effects (as opposed to because of the actions of humans), or when their legitimate interests might be deemed sufficiently protected legally. 

7.3 Legal model evolution

Seeking redress from those who impose unreasonable constraints upon the intimate expression of identity, and control over informational aspects of identity one shares with others, form the heart of existing legal identity protection in many countries. The evolution between the two illustrates how popular legal models have expanded in their identity-protective capacities: from a court-enforceable model against States, to a model leaning heavily upon the notion of advanced informed consent, regulatory oversight and self-regulation by the private sector. 


Nonetheless, these existing legal models were both designed for the offline world and, while very important pillars of any legal system, they do not go far enough in their protective coverage of additional private interests threatened by identity misuse.  For example, data subjects rarely have default rights to use or rectify their personal data (indeed, law is often agnostic on the issue of who owns personal data, preferring the position that it is not possible to have proprietary rights in data). As discussed above, when considering recent technological developments affecting identity, these problems aggravate its potential for falsification and the consequences that may flow from loss of control over its integrity. Identity integrity, in turn, relates closely to important human values such as reputation, dignity and autonomy, as a form of informational self-determination. In this context, identity, as a concept, aligns more closely to the notion of a development and sense of self that people evolve over the course of their lives. It is clear that greater identity protection is required to cover such unaddressed areas of vulnerability. 


While many see data deletion and anonymisation as the only tools left to individuals to combat misuse, they are often very difficult to achieve and impossible to guarantee.
 We must look elsewhere.

8. New ways of thinking

As technology changes our expression and understanding of the identity concept, we need new ways of thinking about ways to tackle its digital challenges. These include reconsidering how we can safeguard those freedoms that make us who we are in law. We propose seven complementary principles to start a new identity dialogue that might lay the foundation for improved models of protection designed around the needs of the individual, by cohering and developing existing legal thinking in this area. 

8.1 Techno-regulation

It is clear that law-makers must gain deeper understanding of the ways in which technologies work. In addition, and in light of the regulatory lag that persists as regulators try reactively to catch up with technological innovation,
 identity-protective values need to be inscribed into technology in ways that work with existing or developing legal frameworks. Notable examples include online visualisation tools that allow users to see the personal data that companies hold about them, tools for tagging data with software code (including individual preferences for data usage in different contexts) to facilitate compliance with fair data processing principles by data controllers, as well as obfuscation-based techniques for location privacy protection. 


Such techno-regulation opportunities must not only be technically feasible, but also enforceable in practice, with penalties for breach. Indeed, often one will not work without the other. For example, the introduction to the US Senate of the ‘Do-Not-Track’ Bill in 2011 would, if enacted, have allowed users to declare their preference to block companies from tracking them online and prohibit those who act in breach of these preferences. However, barring mass adoption of browsers to implement such preferences (which in turn would require market agreement on standard setting and sufficient levels of endorsing market demand), change seems unlikely in this area. Developing societal norms is clearly important, such as the acceptance of notions of personal data ownership and possibilities for its mass marketisation (such as intermediary organisations helping individuals pool and license out their personal data to companies at a cost). A pioneering example in the UK is the ‘Midata’ project, which aims to improve access by consumers to the electronic personal data that businesses hold about them via its supply in a re-usable, portable format.
 


Another aspect of shifting cultural attitudes relates to greater recognition of the roles of technology designers and their ability to give users more control over their digital identities, together with doing more to encourage self-governance and standard setting, possibly with formal regulatory oversight. An analogous process is ‘privacy by design’, where privacy-protective processes embed into systems architecture. The European Commission, for example, views privacy enhancing technologies as going hand-in-hand with complementary legal principles and advocates privacy impact assessment upon the adoption of new technologies. Similar thinking could resonate around the notion of ‘identity protection by design’. Current research into the potential for so-called ‘personal data stores’ – decentralised, often cloud-based technologies that aim to bolster the capabilities of its users “for managing, curating, sharing and using data themselves and for their own benefit” - is promising in this regard.
 The individual-centric nature of personal data stores, facilitating interactive identity management (and thus dynamic control over isolated elements of identity enabled through technology) by the user, is apt to set the right tone for framing a dialogue across technical and legal audiences in this context. The European Commission has declared that it will launch a consultation in this area imminently.
 

8.2 Adjusting to context and risk

Legal rules need to be more flexible to encompass modern conceptions of identity. As Van Zoonen points out, “a different concept of identity is needed” that goes beyond the conventionally static notion of identity as “the sum of different information about a human being”; a more dynamic paradigm encompasses identity as “doing in addition to being”.
 In a similar fashion, law must evolve beyond the constraints of traditional discourses around privacy and data protection with its emphasis on the point of data collection, towards an identity-centric one that is capable of taking into account varying levels of risk associated with usage and outcomes arising from data processing activities in different contexts.
 


Factors that could affect assessments of risk include – not just the type of data at issue and the wishes of the data subject – but also the likely permanence and severity of potential effects upon individuals from personal data misuse, such as might be the case if the security of biometric data is jeopardised. Legal rules must also be flexible enough to recognise an array of different types of possible detrimental effects to individuals that can flow from identity-intrusive behaviours online. The fact that profiling techniques can have quite different results when introduced into different contexts and under different circumstances suggests that profilers should be mandated legally to carry out upfront privacy impact assessments and (if negative effects on individuals are reasonably foreseeable) that they also be required to formulate and implement bespoke safeguards to mitigate such effects. 

Visual models of identity like the SuperIdentity model could potentially play some role in assisting such assessments by helping individuals to understand better the nature of the risks they might face by disclosing different types of personal data online. For example, given a particular context and the assumption that certain pieces of information are already in the public domain, a person may be able to assess more accurately the likelihood of new inferences being made about them and what these might be, as well as the type of personal data most likely valued highest in a targeted attack.

In line with the adoption of digital risk assessment, law must take into account how the very nature of identification and re-identification risk has changed. With ever-wider technological capabilities related to de-anonymisation emerging, alongside the advance of technology and transitioning from the offline to the digital world, the ability to identify someone from data is much more context-specific, depending upon who the identifier is and what methods are used. For that reason, another area of focus ripe for re-evaluation from an identity-centric and big data viewpoint is the legal definition of ‘personal data’ (more commonly referred to as ‘personally identifiable information’ from a US perspective) and, with it, the outer boundaries of legal and regulatory rules applying to its protection.
8.3 Greater data accountability 

Those who process personal data should bear greater legal accountability and responsibility for its misuse (even going so far as to attribute them with so-called ‘data controller stewardship’). In line with the thinking of Weitzner, information accountability “must become a primary means through which society addresses appropriate use”
 and, hence, also its misuse. Thus, greater accountability and responsibility may be required for some data controllers by establishing specific safeguards to protect subjects’ rights, such as by creating an obligation to anonymise personal data they process on their behalf. 


Accountability should be proportionate to the level of misuse. Severe cases of identity misuse should expose misusers to robust sanctions, including regulatory actions such as significant fines so that organisations will take data protection compliance more seriously than present and/or criminal prosecutions. Achieving this outcome may involve giving regulators stronger powers, with quick response times to create deterrence effects.

Also required is the creation of bespoke laws to address identity misuse directly, including specific criminal offences for identity-centric crimes.
 In the future, punishment for data offences related to illegally gathering and aggregating personal data, or de-anonymising individuals without their consent, may become the norm where such acts are shown to have caused significant harm. 

8.4 Greater transparency 

Transparency complements accountability. More information should be made available to individuals about who controls their personal data and to what ends. For instance, individuals can better appreciate the underlying value and the possible implications of sharing their personal data by understanding how its processing takes place, by whom, and what safeguards exist to reduce the likelihood of risks of harm occurring. 


There is a need to focus in particular on disclosure around the potential for data re-usage in order to help individuals understand how and when their data may be recycled for new purposes and the potential implications for them before this happens. For example, the EU’s Article 29 Working Party has published an advice paper on profiling recommending that more be done to explain and mitigate the various risks that profiling can pose, while advocating the introduction of specific requirements in order for profiling activities to be legitimated.
 These include suggestions that profilers be obliged to make data subjects aware when their personal data are used in profiling and requiring information to be provided about the context, purpose and underlying logic used for automatic processing. 


The practices involved in covert government surveillance of individuals, and accompanying legal checks and balances, would especially benefit from increased transparency. While the rationale of such surveillance and risk profiling requires a degree of opacity around case specific details, more openness would be beneficial in terms of providing clearer and more detailed information about the application of data analytics, as well as how exactly law and any built-in safeguards apply to protect individual interests in respect of automated identification mechanisms. 

A sector-specific example around the merits of greater transparency relates to organisations active in health and social care that provide explanations to patients around the anonymised uses of personal data collected about them, their rights to withhold or withdraw consent to its sharing and use, as well as the consequences of not providing consent. A number of recommendations to this effect were set out, for example, in a 2013 report commissioned by the UK Government into information governance in these sectors.
 Recommendations include that health and social care organisations should keep and record an audit trail of patient consent decisions, including revocations, and the steps taken to implement them when they apply to data in their control. Furthermore, such organisations should be required to publish details of all cases where there has been unlawful processing or sharing of patients’ personal data (accurate or inaccurate).  

8.5 More empowered users  

Greater transparency also engenders the ability for greater involvement by individuals. As the value of data becomes more tangible and their uses more dynamic, people may want to exercise control and choice in ways not relevant to offline identity-constitutive information. Again, we make reference to the possibility of personal data stores that can help individuals to specify exactly what data about themselves they are willing to share with others. Ease of usability, as well as security and portability, must lie at the heart of such initiatives. 


From a purely legalistic viewpoint, the EU Data Protection Article 29 Working Party Opinion 03/2013 on the purpose limitation principle singles out mention of big data analytics that lead to the formation of conclusions about individuals and states that opt-in consent would usually be required for these activities.
 Positively empowering individuals using legal mechanisms such as consent opt-ins, or the ability to contest any measure or decision based on profiling, should be enforceable in court. 

Greater user empowerment might also involve giving individuals more rights over the processing of their personal data of a type that go beyond those currently available under European data protection rules. The European Commission started in this direction of travel by proposing a data protection, legislative reform package in 2012, which heralds the laying of an important, new foundation for the potential development of European law. Included within the package are proposals to introduce practical measures and tools to protect privacy rights, which would strengthen online users’ control over their digital identities by enabling them to participate more fully in the data choices they make. For example, the draft General Data Protection Regulation includes a specific provision mandating data controllers to build in data protection ‘by design and default’, which it is hoped will facilitate creative technical solutions for protecting legal rights without losing the benefits of a big data project. Moreover, it is proposed to introduce a new data portability right would enable individuals to obtain a copy of the data held about them by organisations in a reusable, electronic format. While the full implications are still being considered of what recognising individuals legally as ‘data controllers’ of their personal data would involve, shifting to a new kind of legal thinking is essential to help promote and develop the idea that individuals can be endowed, not only with legal rights that are enforceable practically, but also responsibilities to manage their own data.    


When identity misuses occur, in general there should also be well-publicised, appropriate and easy ways for individuals to report them. Moreover, tasking agencies to review and pursue the most serious cases to enforcement proceedings should reinforce the desired deterrence effect related to the commission of identity crime currently missing in many countries.  

8.6 Identity-centric government programmes

Policy-led government initiatives specific to identity concerns could help individuals by placing their interests as consumers, citizens and users of governmental digital services at the heart of governmental reforms. For example, government-commissioned programmes (such as the UK Midata project and its vision of greater consumer empowerment mentioned above) can be designed to help individuals to have greater control over both the amount of personal data they reveal online and the awareness of who now holds their data.  


Of course, there is no single design best for governments to adopt and there are obvious risks involved in reliance upon a central government register of identity data. It is important that the design capabilities of identification systems be socially and ethically acceptable to be usable.
 One promising approach is a legislation-implemented, identity assurance scheme set up by a government advisory group and delivered by certified private sector online service providers. Identity service providers under such a scheme could contract to meet certain criteria, and help promote greater public trust in the safety of online interactions, similar to the Identity Assurance Programme and its Principles currently under proposal in the UK.
 If individuals trust in certified organisations to provide an identity service (such as identity authentication), operating according to transparent trust principles, they will have greater reassurance that their cyber-identifiers are secure when accessing government services and transacting online.  

8.7 Internationalism 

Legal jurisdiction based on national borders can create false limitations where the online world is concerned. Taken in conjunction with the global nature of the Internet, and despite the fact that identity policies are often culturally sensitive, the internationalisation of legal responses to online identity misuse is likely to become increasingly necessary. 

Reliance upon international laws and consortia favours non-binding guidelines and informal rules that have practical effect through shared understandings of mutual benefits, rather than as direct challenges to national sovereignty. By being more adaptive to changing circumstances, such ‘soft’ laws might also facilitate greater collaboration between private groups and public actors in the development and administration of rules regarding identity misuse. In turn, this would help promote wider participation in identity-centric policy and law formulation internationally (although ultimately these effects would be normative only).

An example of an  international legal instrument specifically focused on protection from harms arising from profiling technologies is a European Recommendation on the use of profiling in the public and private sector introduced in 2010.
 The Recommendation aims to ensure more transparency and access in profiling.  Although non-binding and therefore non-enforceable legally, the Recommendation signifies a step in the right direction towards providing essential protection against profiling risks to identity.  
9. Concluding thoughts 

Across many countries around the globe, it now abundantly clear that technological and cultural change has led to an identity crisis. The detail and the traceability of the ‘portraits’ that our digital identities provide - the exhaustive mapping and assemblage of our everyday lives in data - grow steadily and with it their value and potential for usurpation. Governments and law-makers increasingly find themselves embroiled with the consequences of digital identity misuse and mechanisms for policing it. 


Without effective safeguards to protect identity, we have argued that there are substantial risks to individuals. The time is ripe, therefore, to reconceptualise its protection in keeping with our richer understanding of modern identities mediated through digital technology. We need now to reflect upon how to ensure appropriate balances between private and public interests, and robust oversight of automated identification techniques (particularly those that rely on big data analytics and geo-location data). 


Against this backdrop, law must continue to “seek to balance the rights of individuals to liberty and freedom of expression (both online and offline), while protecting their privacy and their data”.
 At the same time, existing models need to adapt so as to embrace opportunities to evolve a protective capacity against emerging threats to identity, while recognising that there are no complete legal or technical fixes. An enhanced legal framework fit to meet new identity challenges must accommodate a risk-management approach to accountability that appreciates the multi-contextual nature of people’s identities. It must also empower individuals to recognise and take advantage of new opportunities to benefit from their identity data, including through greater data handling transparency. Furthermore, policy intended to underpin identity management initiatives needs to reflect what is socially acceptable, as well as technologically feasible, in its country of implementation.


As indicated, some steps are already underway in Europe and elsewhere around the world to meet such challenges. However, there is long way to go and the wise path will direct us towards an interdisciplinary approach to identity in which our relationship with data, machines and each other is inextricably linked to who we are today. 


As society’s appetite for digital technology, hyper-connectivity and big data shows no sign of abating, the identity crisis is destined to deepen still. In the next few decades, even the most mundane and unlikely records of day-to-day behaviour may become useable for unanticipated and ever-wider purposes. Increased use of mobile technology and remote biometric recognition further blurs the distinction between offline and online spaces. Consequently, the capacity for automated identification technologies to engage in real-time monitoring to deduce whether patterns of human behaviour diverge from a pre-defined normality (e.g. to monitor crowds or verify transactional identity automatically for digital payments) becomes an ever more stark reality.

In the more distant future, artificial intelligence advances could result in profiles of unnerving precision and persistence, even of absolute falsehoods, and pervasive automated decision-making. The way we interact with each other and our society is likely to change radically. The ‘internet of things’ (everyday objects with sensors linkable online) recording and tracking our movements, as well as ground-breaking developments in genetic research and mass bio-banks, may enable the federation of our identities
 into single digital identifiers running across multiple systems that follow us continuously throughout our lives. We must face the implications now because one day our virtual representations may become more important than who we truly are. 
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