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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF ENGINEERING AND APPLIED SCIENCE

School OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Coherent Versus Differential Multiple-Input Multiple-Ou tput Systems

by Peichang Zhang

In recent years, Multiple-Input-Multiple-Output (MIMO) techniques have attracted substantial

attention due to their capability of providing spatial diversity and/or multiplexing gains. Inspired

by the concept of Spatial Modulation (SM), the novel conceptof Space-Time-Shift-Keying (STSK)

was recently proposed, which is considered to have the following advantages: 1) STSK constitutes

a generalized shift keying architecture, which is capable of striking the required trade-off between

the required spatial and time diversity as well as multiplexing gain and includes SM and Space

Shift Keying (SSK) as its special cases. 2) Its high degree ofdesign-freedom, the above-mentioned

flexible diversity versus multiplexing gain trade-off can be achieved by optimizing both the num-

ber and size of the dispersion matrices, as well as the numberof transmit and receive antennas.

3) Similar to the SM/SSK schemes, the Inter-Antenna-Interference (IAI) may be eliminated and

consequently, the adoption of single-antenna-based Maximum Likelihood (ML) detection becomes

realistic in STSK schemes.

In this report, our investigation can be classified into two major categories, Coherent STSK

(CSTSK) and Differential STSK (DSTSK) schemes. For CSTSK, since Channel State Information

(CSI) is required for data detection, Channel Estimation (CE) techniques become necessary. To

be more explicit, we first briefly review the conventional Training Based CE (TBCE) and Semi-

Blind CE (SBCE) schemes for the CSTSK MIMO schemes. In addition, we develop a Block-

of-Bits Selection Based CE (BBSBCE) algorithm for CSTSK schemes for increasing the overall

system’s throughput, while improving the accuracy of the CE. Additionally, it has been widely

recognised that MIMO schemes are capable of achieving a diversity and/or multiplexing gain by

employing multiple Antenna Elements (AEs) at the transmitter and/or the receiver. However, it

should also noted that since MIMO systems utilize multiple RF chains, their power consumption

and hardware costs become substantial. Against this background, we introduce the concept of

(Antenna Selection) AS and propose a simple yet efficient AS algorithm, namely the Norm-Based

Joint Transmit and Receive AS (NBJTRAS) for assisting MIMO systems.

For DSTSK, since no CSI is required for differential detection schemes, it also draws our at-

tention. However, in the absence of CE, the Conventional Differential Detection (CDD) schemes

usually suffer from a 3 dB performance degradation and may exhibit an error-flow when Doppler

frequency is excessive. In order to mitigate this problem, we investigate Multiple-Symbol Dif-



ferential Sphere Detection (MSDSD) scheme and adopt it in our DSTSK scheme to improve the

system performance, while reducing the detection complexity. Furthermore, based on our MS-

DSD detected DSTSK scheme, we propose a DSTSK aided Multi-User Successive Relaying aided

Cooperative System (MUSRC), which is capable of supportingvarious number of users flexibly,

while covering the conventional 50% throughput loss due to the half-duplex transmit and receive

constraint of practical transceivers.
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Ĥ: Estimate of MIMO channel matrixH.

JMCE: Mean channel error.

JMSE: Mean square error.

Closs: Effective throughput loss.

xx



lp: a posteriori information vector.

Lp: a posteriori information matrix.
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Chapter 1
Introduction

1.1 Co-Located Multiple-Input Multiple-Output Systems

Recently, Multiple-Input Multiple-Output (MIMO) wireless communication systems, where both

the transmitters and receivers are equipped with multiple Antenna Elements (AEs) [1], have at-

tracted substantial attention due to their potential of providing spatial diversity and/or multiplexing

gains [2–5]. Explicitly, since in MIMO systems the signals are transmitted by a number of AEs and

are processed at each receive antenna, the transmission reliability and/or the data rate may be sig-

nificantly increased [6–8], resulting in a higher Quality ofService (QoS) and potentially increased

revenues. Depending on the specific performance gain sought, co-located MIMO techniques may

be classified into four categories, which are summarized in Fig. 1.1 [6].

Multiplexing

SDM/V−BLAST SDMA

Co−Located MIMO Techniques

Multiple−Access Beamforming

Designed for SNR Gain

Designed for Interference Suppression

Diversity

STTC
STBC

SC/MRC/EGC

LDC
SM

STSK

Figure 1.1: Classification of co-located MIMO systems.
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MIMO
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MIMO

Transmitter
M

1
1

N

Figure 1.2: Block diagram of a spatial diversity technique [6].

1.1.1 Diversity Techniques

It has been widely recognized that in wireless communications, the wireless channel may be gravely

faded and this may result in detection errors. A typical way of combating the fading effects is

constituted by the adoption of diversity techniques, whichare designed to provide the receiver with

several independently faded replicas of the same transmitted symbols. In this way, diversity gains

may be attained.

Generally, the diversity gains may be achieved in three domains, namely in the time-, frequency-

and spatial-domain. The classic Forward-Error-Correction (FEC) coding may be viewed as a typi-

cal example of a time diversity oriented scheme [1, 9]. More specifically, in FEC coding schemes,

redundant bits are introduced into the original information bits sequence, therefore the redundant

bits may experience independent fading at different time slots. The basic idea of frequency di-

versity is to activate different transmit frequencies at different time slots, for example by using

a Frequency-Hopping (FH) technique [10]. Since these activated frequencies are often separated

by more than the coherence bandwidth, independent fading isexperienced by each frequency at

different time instances, hence exhibiting frequency diversity [11].

As another type of diversity, the main idea of spatial diversity techniques is to employ multiple

antennas at the MIMO transmitter and/or receiver in order toenhance the reliability of the wireless

links, whilst relying on the condition that each link experiences independent fading. Fig. 1.2 shows

the block diagram of spatial diversity techniques, where itmay be seen that multiple copies of the

signals may be transmitted and/or received through multiple transmit and/or receive antennas. In

this way, if some wireless links are deeply faded, the othersmay not be, hence a spatial diversity

gain may be achieved for improving the system’s Bit Error Ratio (BER) performance compared to

conventional single link systems. Additionally, it has been mentioned that time diversity is achieved

by introducing redundancy in the time domain, while frequency diversity is achieved by using suf-

ficiently distant frequency bands and activating a single frequency band at a time. However, it may

be observed that both of these diversity techniques may impose a reduction in bandwidth efficiency,

which is one of the most important issues to be considered in any wireless system design. On the



1.1.1. Diversity Techniques 3

other hand, spatial diversity is achieved by adding more AEsat the transmitter and/or receiver

in order to create several independently fading channels, and therefore, no bandwidth efficiency

reduction is experienced. Moreover, in order to create independent fading channels, the AEs at

the transmitter and/or receiver should be sufficiently separated, ideally by multiples of the wave-

length [9]. In this case, the maximum achievable spatial diversity order that may be achieved is

(M × N), whereM andN correspond to the number of transmit and receive AEs, respectively.

Usually the spatial diversity order may be further classified into two types, namely receive

diversity and transmit diversity. Generally, receive diversity may be achieved by a Single-Input-

Multiple-Output (SIMO) system, which is more practical forthe mobile uplink rather than for the

downlink due to the limited physical size of mobile handsets. More specifically, the family of re-

ceive diversity combining techniques contains selection-, switched-, maximal-ratio-combining, and

equal gain combining, just to mention a few [6,12]. The main idea of the Selection Combining (SC)

technique is to select the received signal associated with the largest power to be demodulated. Even

though this technique is relatively easy to implement, it isobviously not optimal, since only one

out of N receive antennas is utilised. Another selection based combining technique is Switched

Combining (SwC), or scanning diversity. Unlike the alreadymentioned SC, SwC does not monitor

the status of all the branches all the time, it only combines asingle branch until its signal-to-noise

ratio (SNR) falls below the threshold. Therefore, comparedto the SC techniques, SwC is even

easier to implement at the cost of a modest performance loss [9]. When narrow-band frequency-

flat fading is considered, the well-known Maximal-Ratio Combining (MRC) achieves the optimal

performance by maximizing the receive SNR. This is accomplished by appropriately weighting

the individual signals fromN branches according to their own branch SNRs and then summing

the weighted signals. However, a critical aspect of MRC is that of estimating the channel’s fad-

ing amplitudes. To circumvent this high-complexity operation, the Equal Gain Combining (EGC)

was proposed, which is suboptimal, but it is often more attractive due to its reduced complexity

compared to optimal MRC [12].

Transmit diversity, as another type of spatial diversity technique, which employs multiple AEs

at the transmitter, implying that this type of diversity is mainly beneficial in a downlink scenario,

since the Base Station (BS) usually has enough room for sufficiently separated AEs. One of the

earlies transmit diversity schemes was proposed by Wittneben in 1991 [13], where multiple BSs

were employed for achieving transmit antenna diversity. Itwas shown that in the context of antenna

diversity, the diversity gain is improved as the number of transmit antennas increased. Alamouti’s

Space-Time Codes (STC), namely the Space-Time Block Codes (STBC) scheme, was proposed

in 1998 [4], which was shown to be capable of achieving the maximum attainable diversity or-

der using a MRC receiver, despite its low complexity. However, it should also be mentioned

that the maximum spectral efficiency of the full-rate orthogonal STBCs is limited to one bit per

symbol duration [5]. Roughly at the same time as Alamouti proposed STBC, Space-Time Trellis

Codes (STTCs) were proposed by Tarokhet al. in 1998 [14], where multiple copies of a trellis
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code or a convolutional code were transmitted via a number oftransmit antennas. Compared to

Alamouti’s STBC, STTC provides both a spatial diversity gain and a coding gain, at the cost of a

higher decoding complexity. Furthermore, for the sake of achieving a flexible tradeoff between the

achievable diversity and multiplexing gains, Hassibi and Hochwald proposed the unified space-time

transmission architecture of Linear Dispersion Codes (LDCs), which includes both the V-BLAST

and Alamouti’s STBC scheme in its ultimate form [15]. Additionally, the differentially encoded

counterpart of LDCs was developed in order to make non-coherent detection at the receiver feasi-

ble, when in the absence of Channel State Information (CSI),which is referred to as Differential

LDC (DLDC) [16].

As a more recent concept of MIMO systems, Spatial Modulation(SM) [3, 17, 18] and Space-

Shift Keying (SSK) [19] were proposed, where the basic idea is to activate one ofM AEs during

the transmission of each symbol. This leads to an additionalway of conveying source information,

potentially increasing the overall spectrum efficiency. Furthermore, since only a single antenna is

activated at each symbol period, the Inter-Channel Interference (ICI) is eliminated and the Inter-

Antenna Synchronization (IAS) specification can be relaxed. As a result, compared to the high

decoding complexity imposed by the ICI mitigation in V-BLAST, low-complexity single-antenna-

based Maximum-Likelihood (ML) detection becomes feasiblein SM/SSK systems. Additionally,

since only a single RF-chain is employed in SM, it is considered to be a promising transmission

concept for the large-scale (or massive) MIMO family [20]. However, since SM/SSK is designed

to achieve a multiplexing gain, instead of diversity gain, combating the effects of fading channels

has to rely on the employment of multiple AEs at the receiver [5], which becomes extremely chal-

lenging in downlink scenarios due to the limited size of mobile devices. In addition, even though

SM/SSK is capable of conveying additional source information, this throughput increase relies on

2M transmit antennas, implying that the number of transmit antennas has to be increased exponen-

tially for a linear increase in transmission rate [5].

Inspired by the above-mentioned MIMO systems, the novel concept of Space-Time Shift Key-

ing (STSK) was introduced in [5], which is considered to havethe following advantages over

conventional SM/SSK schemes:1) In STSK schemes, one ofQ appropriately indexed space-time

dispersion matrices is activated within each STSK signal block duration, as opposed to one of

M antennas in SM/SSK schemes. As a result, STSK fully exploitsboth the spatial- and time-

dimensions.2) Due to the high degree of design-freedom, a flexible diversity versus multiplexing

gain tradeoff can be realized by STSK scheme, which is achieved by optimizing both the number

and size of the dispersion matrices as well as the number receive antennas. Moreover, according

to [5,21], STSK is capable of achieving both transmit and receive diversity gains, which is different

from conventional SM/SSK schemes, where only receive diversity gain can be attained.3) Similar

to the family of SM/SSK schemes, the ICI in STSK schemes is also completely eliminated and

consequently, the adoption of single-antenna-based ML detection becomes realistic.

We have summarized the above-mentioned types of spatial diversity techniques in Table 1.1.
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Table 1.1: A brief summary of major contributions on spatialdiversity techniques.

Year Author(s) Contributions

1959 Brennan [22] Introduced three linear receive diversity techniques, namely

SC, MRC and EGC.

1991 Wittneben [13] Proposed a transmit diversity scheme for digital simucast

systems, where multiple transmit antennas were utilised for

transmitting the same signal.

1998 Alamouti [4] Proposed the STBC scheme associated withM = 2 transmit

antennas, which was demonstrated to be capable of achiev-

ing the maximum attainable diversity order using a MRC

aided reception.

1998 Tarokhet al. [14] Proposed the STTC scheme, which transmitted multiple, re-

dundant copies of a trellis code or a convolutional code via

a number of transmit antennas.

2006 Meslehet al. [3] Proposed SM which only activated one ofM AEs during the

transmission of each symbol.

2009 Jeganathanet al.

[19]

Proposed SSK, where only the antenna activation indexm

conveys source information.

2010 Sugiuraet al. [5] Proposed the novel STSK concept, which included SM/SSK

as its special cases and was demonstrated to be capable of

striking an arbitrary trade-off amongst the attainable spatial-

, time-, and multiplexing gains.

2011 Sugiura et

al. [21]

Proposed the novel generalized STSK architecture, acts as a

unified MIMO framework.

2013 Xu et al. [23] Proposed a pair of hard-decision and soft-decision aided

SM/STSK detectors at a reduced complexity.

2014 Kadir et al. [24] Provided a survey and tutorial on the subject of MIMO mul-

ticarrier systems based on STSK approach.

1.1.2 Multiplexing Techniques

The spatial diversity techniques reviewed in Section 1.1.1mainly aim for improving the system’s

achievable BER performance by achieving diversity gains. However, this BER performance im-

provement is often achieved at the cost of reducing the system’s overall throughput, since multiple

copies of the signals may be transmitted and/or received through multiple transmit and/or receive

antennas. On the other hand, as another type of co-located MIMO techniques, the multiplexing

MIMO scheme was designed for improving the system’s achievable throughput. The schematic



1.1.3. Multiple-Access Techniques 6

of multiplexing-type MIMOs is shown in Fig. 1.3, where it maybe seen that the improvement

of the system’s throughput is achieved by transmitting independent symbol streams via different

transmit antennas at the same frequency band and time. In this way, the overall throughput of the

multiplexing MIMO schemes is linearly proportional to the number of transmit antennas, and the

corresponding performance gain is referred to as the multiplexing gain.

MIMO

Receiver

MIMO

Transmitter
M

1
1

N

sM

s1

s1, s2, · · · , sM

Figure 1.3: Block diagram of a multiplexing MIMO technique.

A typical family of multiplexing MIMO schemes may be referred to as the class of Spatial

Division Multiplexing (SDM) schemes, which may be represented by the Bell Labs Layered Space-

Time (BLAST) schemes [2,25]. More specifically, the Diagonal BLAST (D-BLAST) scheme was

proposed by Foschini [25] in 1996, which utilized multiple antennas for transmitting symbols in

a diagonally layered coding structure. However, it was recognized by Wolnianskyet. al that the

implementation of D-BLAST may impose a high computational complexity. Therefore, the Vertical

BLAST (V-BLAST) scheme was proposed for mitigating its complexity [2]. In V-BLAST scheme,

at the transmitter, each antenna transmits an independent symbol stream in the same frequency band

and at the same time. As a result, the multiplexed signals have to be decomposed at the receivers.

The optimal ML detector may be invoked for the sake of achieving the highest possible performance

at the cost of an exponentially increased detection complexity, as the number of transmit antennas

or the number of bits per symbol conveyed by the modulation scheme increases. On the other

hand, if the number of receive antennas is higher than or equal to the number of transmit antennas,

low-complexity linear detectors, such as Minimum Mean Square Error (MMSE) [26] and Zero-

Forcing (ZF) detectors [6], may be adopted for the sake of reducing the detection complexity at

the expense of a certain performance loss. Additionally, some near-optimal detection schemes,

such as sphere detection schemes were proposed [27], which are capable of attaining a near-ML

performance at a moderate complexity. Additionally, it should be mentioned that a major limitation

of BLAST systems is that the diversity gain may only be achieved by employing multiple receive

antennas, since all transmit antennas are utilized for achieving a multiplexing gain.

1.1.3 Multiple-Access Techniques

From the discussions in Section 1.1.1 and 1.1.2 it may be seenthat multiple antennas may be

employed for achieving spatial diversity and/or multiplexing gains, in a single-user scenario. By
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contrast, multiple-access MIMO techniques are designed for supporting multiple spatially sepa-

rated users, which can be achieved by for example Space Division Multiple Access (SDMA) [28].

In an SDMA multi-user MIMO system, each single-antenna usersimultaneously transmits his/her

own signals to the BS in the same frequency band, and their unique user-specific Channel Impulse

Responses (CIR) may be used for user identification at the BS.In this way, the network’s overall

throughput may be increased. Note that the overall structure of SDMA is equivalent to that of the

BLAST-style SDM schemes introduced in Section 1.1.2, except that SDM aims for increasing the

overall capacity of point-to-point wireless links, while SDMA exploits its multiplexing gain for

supporting more users.

1.1.4 Beamforming Techniques

Apart from the above three types of co-located MIMOs, beamforming also constitutes an important

MIMO technique, which may be designed either for enhancing the system’s SNR or for achieving

angularly selective interference suppression in a multi-user scenario [6, 29, 30]. The block dia-

gram of the beamforming technique is shown in Fig. 1.4, whereit may be seen that the basic

idea of beamforming is to focus the transmit/receive beam pattern in the direction of the intended

antenna(s) or user. In this way, the transmit power may be concentrated on the specific users or

antennas, whilst less power will be dispersed in other directions and the corresponding SNR can be

enhanced. Additionally, since the data is transmitted through a directional beam, less interference

will be spread to other users, and in this way, the interference may be suppressed by beamforming

in multi-user scenarios.

Interfering user

Interfering user

MIMO

Transmitter

Desired user

Figure 1.4: Block diagram of a beamforming system.
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1.2 MIMO Channel Estimation

In Section 1.1, the concept of MIMO systems has been briefly introduced, where it has been shown

that various types of MIMO schemes may be capable of significantly increasing the reliability

and/or capacity of wireless communication systems. However, it has been widely recognized that

accurate knowledge of the CSI is required in coherent MIMO systems for the sake of achieving

the above-mentioned MIMO advantages. As a result, the system’s ability to approach its capacity

strongly depends on the accuracy of CSI and Channel Estimation (CE) becomes a core compo-

nent in a coherent MIMO communication system [31,32]. Additionally, CE schemes designed for

MIMO systems may be classified into three types, namely the Training Based CE (TBCE), Blind

CE (BCE), and Semi-Blind CE (SBCE).

1.2.1 Training Based Channel Estimation

The TBCE schemes excel in terms of their simplicity [33–36],where a specific training symbol

sequence may be employed for estimating the CSI for coherentcommunications systems. Fig.

1.5 illustrates the general transmit frame structure of a TBCE scheme, where it may be seen that

pilot symbols are attached to each frame and transmitted prior to the data at the transmitter. At the

receiver side, the CSI is firstly estimated relying on the received training pilots and then used for

coherent data detection.

Training Blocks Data

Figure 1.5: General transmit frame structure of TBCE.

More specifically, as one of the earliest contributions on TBCE scheme, the Pilot Symbol As-

sisted Modulation (PSAM) was proposed in 1991 [37] for conventional QAM/PSK modulation

schemes. Then the PSAM scheme was also applied for estimating doubly selective fading channels

in [38]. The ML method based TBCE scheme designed for BLAST MIMO systems was proposed

in [39], where it was pointed out that the length of training sequences has to be as high as half of

the frame length for the sake of achieving the maximum possible effective throughput. Moreover,

a Least Squares (LS) method based TBCE scheme was conceived for MIMO-aided Orthogonal

Frequency-Division Multiplexing (OFDM) systems by Li in 2000 [40], where an optimum training

sequence design was proposed, and the channel estimator wassimplified by avoiding any matrix

inversion operation, at the cost of a modest performance degradation. It was recognized that the

optimal training sequences must have impulse-like auto correlation and zero cross correlation. This

may impose a problem, since usually multiple training sequences are required for the estimation

of multiple wireless channels. A simplified optimal training sequence generation was proposed for

STCs in [35], where the problem of requiring multiple training sequences was solved by designing a
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single training sequence with impulse-like auto correlation. The Least Squares CE (LSCE) scheme

was conceived for the recent MIMO concept of STSK in [32], where it was shown that TBCE was

capable of achieving accurate CSI by employing a high numberof training pilots. Additionally, the

effects of MMSE based TBCE on SM was analyzed in [41].

Even though the TBCE scheme is capable of acquiring accurateMIMO CSI as long as the

training overhead is large enough, the system’s effective throughput may be significantly reduced.

Again, as it has been mentioned in [39] that ML-based TBCE scheme designed for BLAST MIMO

systems requires half of the frame to be training symbols, which reduces the system’s effective

throughput by 50%. Therefore, this throughput reduction problem has become the major limitation

of the TBCE scheme.

We have summarized the above-mentioned TBCE schemes in Table 1.2.

Table 1.2: A brief summary of major contributions on TBCE schemes.

Year Author(s) Contributions

1991 Cavers [37] Proposed the PSAM scheme for conventional PSK/QAM

modulations.

1999 Marzetta [39] Proposed a ML method based TBCE scheme for a BLAST

MIMO system.

2000 Li [40] Proposed the LS method based TBCE scheme for a MIMO-

OFDM system, along with a simplified CE scheme by avoid-

ing the high-complexity channel matrix inversion.

2003 Ma et al. [38] Applied PASM for estimating doubly selective fading chan-

nels.

2003 Fragouli et

al. [35]

Proposed a simplified optimal training sequence generation

for STCs.

2011 Zhanget al. [32] Proposed TBCE scheme for STSK MIMO scheme, pointing

out that TBCE was capable of achieving accurate CSI by

employing a high number of training pilots, at the cost of

reduced system’s throughput.

2012 Sugiura et

al. [41]

Studied the effects of MMSE based TBCE on SM MIMO

schemes.

2014 Nasiret al. [42] Proposed a TBCE scheme for assisting an amplify-and-

forward two way relaying network.
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1.2.2 Blind Channel Estimation

It has been mentioned in the Section 1.2.1 that TBCE schemes are capable of achieving accurate

MIMO CSI estimation provided that the training overhead is large enough, which will obviously

lead to a reduction in the overall system throughput. As a result, in order to eliminate this through-

put reduction problem, another category of CE algorithms referred to as BCE schemes was intro-

duced in [43–46], where no training sequence will be needed and therefore, no throughput loss will

be imposed.

Even though the concept of blind identification had long beenstudied, in the fields of statistics

and economics, it was only introduced into the wireless communication area by Tonget al. as late

as 1991 [43], where a fundamental mathematical structure ofblind identification was developed.

Later a BCE scheme was proposed for STBC by Stoicaet al. in [44], where the minimization of

the ML metric with respect to both of the channel and source data was carried out in an iterative

fashion. Then a closed-form BCE-aided STBC scheme was further proposed by Shahbazpanahi

et al. [45], which was capable of estimating the CSI by exploiting the orthogonality of the STBCs.

Additionally, a subspace based approach was conceived for BCE aided MIMO OFDM systems

in [46], which unified and generalized the existing single-input single-output OFDM BCE to the

case of MIMO OFDM scenarios. However, it is widely recognized that the BCEs impose a high

complexity and slow convergence, whilst suffering from unavoidable estimation and decision am-

biguities [47,48]. This significantly limits the applications of BCE schemes.

1.2.3 Semi-Blind Channel Estimation

It may be seen from the discussions in Section 1.2.1 and 1.2.2that the low-complexity TBCE

scheme may significantly reduce the system’s effective throughput, while the BCE, which does not

require training, may not only impose a high complexity and slow convergence, but also suffers

from unavoidable estimation and decision ambiguities. As amore recent concept, SBCE schemes

were proposed for solving these problems [31, 32, 36, 48–59], where only a small number of train-

ing symbols is employed for generating an initial CE. Initial data detection is then carried out

based on this initial LSCE. Then the channel estimator and data detector iteratively exchange their

information for updating the channel estimates.

One of the earliest contributions on SBCE may be referred to as the SBCE scheme proposed

for spatial multiplexing systems by Medleset al. in 2001 [50], which exploited both training and

blind principles. Stoicaet al. proposed an SBCE scheme for STBC MIMO schemes, demonstrat-

ing that compared to the TBCE scheme, SBCEs always achieved abetter BER performance at the

same data rate. As an appealing compromise, SBCE achieves a much better BER performance

than BCE at the cost of a slightly lower effective data rate [44]. Then the performance of the

SBCE scheme proposed in [44] was analyzed in [51] in both single- and multiple-antenna scenar-
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ios, where closed-form formulas were given for both MMSE andLS channel estimators. An SBCE

scheme was proposed for a BLAST MIMO system in [52], where theRepeated Weight Boosting

Search (RWBS) was employed for identifying MIMO channel, while the reduced-complexity ML

sphere detector was employed for the ensuring data detection. Another SBCE solution was pro-

posed for BLAST MIMOs in [53], where the RWBS global search utilised in [52] was replaced by

a low-complexity Particle Swarm Optimisation (PSO) aided CE. The decision-directed LSCE and

the low-complexity single-stream ML data detector form an iterative loop of joint CE and data de-

tection for the uncoded Coherent STSK (CSTSK) system of [31]and for the coded CSTSK system

of [32]. A similar joint CE and data detection strategy was employed for the coded Direct-Sequence

Code-Division Multiple-Access (DS-CDMA) system of [54]. An outer iterative loop involving a

channel estimator and a turbo detector/decoder was introduced in [55–59] to form a joint CE and

turbo detection/decoding scheme for MIMO aided OFDM systems.

In all the above-mentioned existing contributions, joint CE and turbo (or non-turbo) detec-

tion/decoding was carried out within an extra outer iterative loop, which may require a number of

additional iterations to achieve convergence and therefore imposes a considerable extra computa-

tional complexity. Additionally, all these contributionsemploy all the detected bits for updating

the channel estimate, which has the following effects. Firstly, the sequence of transmitted bits

is usually long and this may impose an unnecessarily high complexity on the CE. Secondly and

more profoundly, some of the detected bits may be erroneous,which will inflict a performance

degradation, particularly under low SNR conditions.

We have summarized the above-mentioned SBCE schemes in Table 1.3.

1.3 Antenna Selection

Recently, the large-scale MIMOs have attracted significantattention owing to their capability of

further increasing the reliability and/or bandwidth efficiency of MIMO systems [1, 63]. However,

conventional MIMO systems usually activate all the antennas all the time. Since each data stream

requires an individual Radio Frequency (RF) chain, multiple RF chains are necessitated by these

MIMO systems. This may lead to grave implementation issues in terms of both power consumption

and hardware costs. More specifically, in wireless communications systems, each RF chain contains

a certain number of circuit components, such as power amplifiers, mixers, synthesizers, filters, etc,

which may lead to substantial power consumption and hardware costs. Moreover, for large-scale

MIMO systems and particularly for millimetre-wave based MIMO systems [63–65], the number of

available antenna array elements that can be accommodated in a limited space increases massively

[66,67], while in practice the number of fiscally affordableRF chains is typically limited.

As a remedy, Antenna Selection (AS) offers a low-cost, low-complexity technique of reducing

the number of RF chains utilized at the transmitter and/or receiver, while retaining the significant
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Table 1.3: A brief summary of major contributions on SBCE schemes.

Year Author(s) Contributions

2001 Medleset al. [50] Proposed the SBCE concept for spatial multiplexing sys-

tems, which exploited both training and blind information.

2002 Stoicaet al. [44] Proposed an SBCE scheme for STBC MIMO schemes and

concluded that the SBCE struck a better compromise in

terms of BER vs complexity trade-off than TBCE and BCE.

2004 Buzzi et al. [51] Provided closed-form formulas for both MMSE and LS

channel estimators invoked in SBCE scheme.

2007 Jianget al. [55] Introduced turbo codes into the SBCE scheme for the sake

of achieving an improved BER performance.

2008 Abuthinien et al.

[52]

Combined RWBS and reduced-complexity ML sphere de-

tector for joint CE and data detection.

2009 Palallyet al. [53] Modified the SBCE of [52] by replacing RWBS with PSO

for the sake of achieving a reduced complexity.

2010 Chenet al. [31] Proposed a decision-directed LSCE and a low-complexity

single-stream ML data detector to form an iterative loop of

joint CE and data detection for the uncoded CSTSK.

2011 Zhanget al. [32] Improved the performance of the SBCE scheme of [31] by

employing a channel coding scheme.

2013 Zhanget al. [60] Proposed a low-complexity joint Block-of-Bits Selection

Based CE (BBSBCE) and three-stage iterative demapping-

decoding scheme for near-capacity CSTSK systems, which

does not impose an extra iterative loop between the channel

estimator and the three-stage turbo detector.

2014 Zhanget al. [61] Furhter extended BBSBCE scheme of [60] to the BBSB

Soft-decision aided CE (BBSB-SCE) scheme.

2014 Abdallah et al.

[62]

Proposed a SBCE aided two-way relaying networks, where

both transmitted pilots and received data samples were uti-

lized for CE.

advantages of MIMO systems. In AS aided MIMO systems, we onlyactive a subset of antennas

associated with the optimal or near-optimal channel conditions (e.g. a subset associated with the

highest equivalent SNR) from the entire antenna set to form the actual MIMO communication

system, which therefore provides significant performance gains for MIMO systems [68].Generally,

AS may be classified into three categories, namely Transmit AS (TxAS), Receive AS (RxAS) as

well as Joint Transmit and Receive AS (JTRAS) [68].
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1.3.1 Receive Antenna Selection

Table 1.4: A brief summary of major contributions on RxAS schemes.

Year Author(s) Contributions

1959 Brennan [22] Introduced the SC receive diversity technique, which may

be viewed as one of the earliest RxAS scheme utilising a

single RF chain at the receiver.

2002 Govokhov [69] Proposed a low-complexity RxAS scheme for maximizing

the system capacity by removing the antennas associated

with the lowest capacity contribution.

2004 Gharavi-

Alkhansari et

al. [70]

Modified Govokhov’s method by incorporating new anten-

nas associated with the highest capacity contribution.

2008 Hiwaleet al. [71] Proposed an optimal SNR based receive AS scheme for

STTCs, which selected the receive antennas associated with

the highest instantaneous SNR.

2009 Liu et al. [72] Proposed a performance based RxAS scheme for V-BLAST

MIMO systems.

2009 Xu et al. [73] analyzed the effects of spatial channel correlation on the

RxAS aided MIMO systems and provided a closed-form ex-

pression for both the outage probability and for an upper

bound for the average capacity.

2011 Hussaibi et al.

[74]

Proposed a RxAS scheme for uplink SDMA systems com-

municating over correlated Rayleigh fading channels.

2013 Yanget al. [75] Proposed the BER analysis for RxAS aided multiuser relay-

ing networks, where users were equipped multiple antennas,

while source and relays were equipped with single antenna.

2013 Stephen et

al. [76]

Proposed a Markov decision theoretic approach aided RxAS

scheme.

The basic idea of RxAS is to select the Rx antenna(s) to maximize either the system’s SNR or

the system’s capacity [69–74]. The history of RxAS scheme may be traced back to 1959, when

Brennan introduced the SC scheme of [22], where the main ideawas to select one out ofN receive

antennas associated with highest receive SNR. Then the SC scheme was expanded to the case,

where the receiver was equipped with multiple RF chains. In this situation, a subset of the receive

antennas had to be selected. More specifically, a low-complexity RxAS scheme was proposed in

[69]. The algorithm explores the full channel matrix, and every step of its operation it removes one

antenna associated with the lowest contribution to the overall system capacity. This algorithm was
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demonstrated to achieve a lower computational complexity than that of the full-search algorithm.

This algorithm was further improved in [70], where instead of commencing from a full matrix and

gradually removing antennas, the improved algorithm begins with an empty matrix and incorporates

one antennas per step. The authors of [71] proposed an optimal RxAS scheme for STTCs, which

selected receive antennas having the highest instantaneous SNR. The philosophy of RxAS was

proposed for V-BLAST MIMO systems in [72], where it was shownthat the system’s performance

was improved with the aid of AS in terms of its Block Error Ratio (BLER). Additionally, it has been

widely recognized that encountering spatial correlation between the AEs may reduce the diversity

gain, hence the performance of AS schemes may be degraded in the presence of spatial correlation.

The effects of spatial channel correlation on the RxAS aidedMIMO system’s capacity was analyzed

in [73], where a closed-form expression was derived for boththe outage probability and for an upper

bound of the average capacity. Additionally, a RxAS scheme was proposed for uplink SDMA

systems communicating over correlated Rayleigh fading channels [74], where it was shown that

RxAS provided an efficient solution for SDMA in correlated MIMO channel environments.

We have summarised the above-mentioned RxAS schemes in Table 1.4.

1.3.2 Transmit Antenna Selection

Similar to the idea of RxAS algorithms, the main idea of TxAS based on the norm of the channel

matrix is to select the transmit antenna(s) associated either with the highest SNR or maximizing

the system capacity [77–80]. More specifically, a TxAS scheme was proposed in [77] for assist-

ing the family of spatial multiplexing systems equipped with linear receivers, where it was shown

that the performance of low complexity linear receivers wassignificantly improved at the cost of

employing a modest number of extra transmit antennas. Two TxAS techniques were proposed and

compared in [78] for SM systems by Rajashekaret al, where it was shown that the proposed Ca-

pacity Optimised AS (COAS) scheme outperformed the Euclidean Distance Optimised AS (EDAS)

scheme. Additionally, three AS criteria (ASCs) were proposed for SSK systems in [79], which were

max-norm based AS (ASC1), maximum norm difference based AS (ASC2) and the hybrid scheme

combining ASC1 and ASC2. The corresponding simulation results showed that AS techniques im-

proved the performance of SSK-based MIMO systems, and ASC1 outperformed both ASC2 and the

hybrid design. Moreover, it should be noted that since the knowledge of the CSI is usually needed

for AS and it is often only available at the receiver side, TxAS relies on the CSI to be fed back to

transmitter side in order to carry out AS, while no feedback is required in RxAS scheme [68].

1.3.3 Joint Transmit and Receive Antenna Selection

In Section 1.3.1 and 1.3.2, the RxAS and TxAS schemes have been introduced, where the AS

only takes place at either the receiver or the transmitter side. However, often we have multiple

antennas at both the transmitter and the receiver. In this case, a hybrid version of TxAS and
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RxAS, namely the JTRAS may be applied for selecting both transmit and receive antennas. Di-

verse JTRAS schemes were investigated in [81–88], where it was observed that MIMO systems

employing JTRAS were capable of improving the achievable system performance, while maintain-

ing a low hardware complexity compared to the conventional MIMO systems employing the same

number of RF chains and operating without JTRAS.

Table 1.5: A brief summary of major contributions on JTRAS schemes.

Year Author(s) Contributions

2004 Sanayei et

al. [81]

Proposed a reduced-complexity sub-optimal JTRAS scheme

based on a two-step Incremental Successive Selection Algo-

rithm (ISSA).

2006 Kim et al. [82] Improved Sanayei’s ISSA [81] by selecting the specific an-

tennas associated with the largest gap between the maximum

and minimum values in the same column/row of the channel

matrix.

2006 Wei et al. [83] Invoked Sanayei’s two-step selection algorithm [81] in cor-

related fading environments.

2007 Gucluoglu et al.

[86]

Proposed a sub-optimal two-step successive selection algo-

rithm for STCs, which separately selected only a single re-

ceive antenna and multiple transmit antennas.

2008 Gucluoglu et al.

[88]

Analyzed the performance of JTRAS in the context of the

STCs of [86] in flat fading channel environments and de-

rived the PEP.

2009 Naeemet al. [85] Proposed a reduced-complexity near-optimal JTRAS algo-

rithm adopting Ant Colony Optimization (ACO).

2010 Yilmaz et al. [87] Proposed a JTRAS scheme for two-hop amplify-and-

forward relaying systems.

2013 Chakravartiet al.

[89]

Analyzed the transmit diversity of Alamouti’s STBC with

the aid of a sub-optimal JTRAS scheme.

2015 Zhanget al. [90] Proposed a simple yet efficient norm-based JTRAS algo-

rithm for MIMO systems.

Generally, there are two major types of AS algorithms – Capacity-Based AS (CBAS) and Norm-

Based AS (NBAS) [68]. The main idea of CBAS is to select those antennas that can maximize the

MIMO channel capacity [1]. However, it is well-known that the optimal CBAS requires exhaus-

tive search over all the possible subsets of the full channelmatrix, which becomes impractical for

systems having a large number of Transmit Antennas (TAs) and/or Receive Antennas (RAs) [70].

Diverse sub-optimal CBAS techniques were developed in [82–85], which were capable of reduc-
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ing the AS complexity at the cost of a performance loss. As another efficient yet low-complexity

category of AS algorithms, a range of NBAS techniques were studied in [81,86–88], which aim for

selecting those specific antennas that are capable of maximizing the system’s SNR. It was shown

that the family of NBAS algorithms is capable of approachingthe performance of CBAS tech-

niques, while imposing a lower AS complexity. More specifically, Sanayeiet al. [81] proposed a

reduced-complexity norm-based two-step sub-optimal JTRAS scheme, where the receive antennas

were firstly selected via norm-based ranking, and then the transmit antennas were selected using

incremental successive selection. A near-optimal JTRAS method was presented in [86], which first

selects the particular RA having the maximum receive SNR andthen selects some of the TAs that

are related to the selected RA. A major limitation of this near-optimal AS method is that it is re-

stricted to select a single RA. Then the performance of JTRASschemes designed for STCs [86]

operating in flat fading channels was analyzed in [88], wherea Pairwise Error Probability (PEP)

was derived, and it was demonstrated that the NBAS scheme wasindeed capable of achieving the

maximum attainable diversity gain, provided that the STC matrix had a fullrank. An enhanced

JTRAS algorithm was proposed for two-hop amplify-and-forward relaying systems in [87], where

only a single TA/RA pair is selected in each phase of relay communication.

We have summarized the above-mentioned JTRAS schemes in Table 1.5.

1.4 Differential Detection and Cooperative Communications

1.4.1 Differential Detection

In coherent MIMO schemes, accurate knowledge of the CSI is required for performing data de-

tection. In this case, the accuracy of CE may have a significant impact on the performance of

coherently detected MIMO systems. Since CE techniques [43,45–47] exploit the fact that the con-

secutive time-domain samples of each of the CIR taps are correlated, obeying a Doppler-frequency-

dependent correlation, which is commensurate with the velocity of the vehicle. Naturally, both the

pilot symbol overhead and the CE complexity increase, as thevehicular speed increases. This

implies having more rapidly fluctuating CIR taps. Additionally, for a MIMO system associated

with M Tx antennas andN Rx antennas, a total of(M × N) MIMO channels have to be esti-

mated, which may also lead to an excessive CE complexity, as the number of Tx and Rx antennas

increases.

By contrast to classic coherent detectors, the family of differentially encoded non-coherent

detectors requires no CSI at the receivers, hence they constitute an attractive design alternative

[104, 105]. It is widely recognized that Conventional Differential Detection (CDD) schemes,

where the decision of a single symbol/block is based on as fewas two (Nw = 2) adjacent re-

ceived symbols/blocks, usually suffer from a 3 dB performance loss. Additionally, Doppler fre-

quency also affects the performance of CDD schemes. To be more explicit, when the Doppler
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Table 1.6: A brief summary of major contributions on MSDD.

Year Author(s) Contributions

1990 Divsalar et

al. [91]

Proposed a MSDD scheme for MPSK in AWGN channel us-

ing the ML sequence estimation of the transmitted symbols.

1992 Ho et al. [92] Analyzed the performance of MSDD designed for PSK for

transmission over correlated Rayleigh fading channels and

found that MSDD was an effective strategy of eliminating

the irreducible error floor associated with CDD.

1994 Divsalar et

al. [93]

Derived metrics for ML-MSDD of both uncoded and trellis

coded MPSK and QAM modulation for transmission over

both Rayleigh and Rician fading channels.

1994 Mackenthun [94] Proposed a reduced-complexity MSDD conceived for

MPSK, which only imposed a complexity of orderNw ·
log(Nw) perNw symbol blocks.

2001 Fan [95] Applied the MSDD algorithm to differential G2 STC oper-

ating in slow fading channels.

2001 Simon [96] Employed multiple receive antennas in an MSDD scheme

designed for DPSK and derived its performance bound.

2002 Schober et

al. [97]

Proposed MSDD for DSTM operating in Rayleigh fading

channels.

2005 Lampeet al. [98] Designed MSDSD for DPSK, which introduced the SD al-

gorithm into MSDD schemes for the sake of reducing the

computational complexity.

2005 Pauliet al. [99] Proposed soft-decision aided MSDSD for the sake of incor-

porating turbo codes.

2007 Pauliet al. [100] MSDSD was conceived for DSTM based on the algorithm

of [98].

2011 Xu et al. [101] Extended MSDSD to DSTBC using QAM constellations.

2013 Zhang et

al. [102]

Proposed a MSDSD aided Multi-User Successive Relaying

assisted Cooperative (MUSRC) system.

2014 Kadir et al. [103] Proposed a soft-decision aided MSDSD for OFDM-aided

multicarrier Differential STSK (DSTSK) systems.

frequency increases, the system performance will be significantly degraded, leading to an error

floor in CDD schemes [106]. As a result, Multiple-Symbol Differential Detection (MSDD) was

proposed in [91–94, 96, 107, 108] for differential symbol detections, which was then extended to

G2 STCs and to Differential Space-Time Modulation (DSTM) in[95,97]. In MSDD schemes, more
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than two(Nw ≥ 2) consecutive received symbols/blocks are utilized for simultaneously making a

joint decision on(Nw − 1) symbols/blocks as opposed to symbol-by-symbol detection [96]. This

will lead to a narrower performance discrepancy between thecoherent and noncoherent schemes.

Additionally, for ML MSDD (ML-MSDD) the BER performance improves monotonically as the

observation window sizeNw increases. However, the detection complexity increases exponentially

with Nw [98].

In order to conceive low-complexity ML-MSDD for Rayleigh fading channels, Multiple-Symbol

Differential Sphere Detection (MSDSD) was designed for Differential Phase Shift Keying (DPSK)

in [98], which introduces the concept of Sphere Decoding (SD) [27] into MSDD schemes for the

sake of reducing the computational complexity from the order of LNw−1 in case of MSDD to an

order ofL(Nw − 1). Then the MSDSD scheme was extended to DSTM in [100] and to space-time

block codes in [101]. Moreover, Soft-Input Soft-Output MSDSD (SISO-MSDSD) was proposed

in [99], which was designed for accepting theapriori information to achieve power-efficient digital

communications, while maintaining the low-complexity of MSDSD schemes.

We have summarized the evolution of differential detectionin Table 1.6.

1.4.2 Cooperative Communications

It has been discussed in Section 1.1 that employing multipletransmit antennas is a beneficial

method for combating the effects of fading by providing diversity gains. Transmit diversity is

capable of improving the BER performance, if the channels spanning from transmit antennas to the

receive antenna(s) experience independent fading, which can be achieved by arranging the transmit

antennas to be sufficiently far apart–much farther than the carrier’s wavelength. However, due to

the limited size of hand-held mobile devices, it becomes impractical to separate the transmit an-

tennas far enough to experience independent fading [6]. Therefore, the received signals may suffer

from considerable correlation and hence both the BER performance and the achievable capacity

may be degraded. In order to mitigate this problem, the concept of distributed MIMOs, constituted

by cooperating single-antenna mobiles, was introduced in [109–113].

Generally speaking, the cooperative communication model consists of a Source Node (SN),

some Relay Nodes (RNs) and a Destination Node (DN). To be moreexplicit, in the broadcast phase,

the source information is transmitted from the SN, which is received by the RNs and/or the DN.

The data received at RN will be either Amplified-and-Forwarded (AF) [104,114,115] or Decoded-

and-Forwarded (DF) [105, 116] to the DN during the relaying phase. As a result, the DN will

receive multiple copies of the source information. Furthermore, since in mobile communication

systems the RNs can be carefully selected by the resource allocation to be sufficiently separated,

each copy of the source information received by the DN experiences an independent fading channel.

Hence the system benefits from a spatial diversity gain, therefore improving the system’s BER

performance. The concept of Virtual Antenna Array (VAA) wasconceived by Dohleret al. in
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[117], which relies on mutual communication amongst spatially separated RNs forming a virtual

MIMO channel. This special form of ad-hoc networks realizesdistributed STCs in cooperative

communication networks, such as Alamouti’s STBC [4] and therecently proposed STSK schemes

[21].

1.5 Novel Contributions

The novel research aspects provided by this report are summarized as follows:

• We propose a low-complexity joint BBSBCE and three-stage iterative demapping-decoding

scheme for near-capacity CSTSK systems, which does not impose an extra iterative loop

between the channel estimator and the three-stage turbo detector. Specifically, in order to

maintain a high system throughput, only a low training overhead is utilized for obtaining

an initial CE. Naturally, the number of training blocks is related to the number of transmit

antennas [31]. Then the low-complexity single-antenna based ML soft-demapping of [5] is

carried out and the soft decisions are exchanged between theUnity-Rate-Code (URC) de-

coder and CSTSK soft-demapper within the inner turbo loop, before they are forwarded to

the outer Recursive Systematic Convolutional (RSC) decoder. Moreover, the “high quality”

or “more reliable” blocks-of-bits are selected based on thea posteriori information produced

by the CSTSK soft-demapper within the original inner turbo loop of the URC decoder and

CSTSK soft-demapper, which are re-modulated concurrentlywith each outer iteration of the

original outer turbo loop for the sake of facilitating decision-directed-LSCE (DD-LSCE) up-

dates. Since the CE is naturally embedded into the original iterative three-stage demapping-

decoding scheme, no extra iterative loop is required between the CE and the three-stage

CSTSK demapper-decoder. Moreover, since our proposed BBSBCE scheme only selects a

sufficient number of high-quality decisions for CE, the complexity of our channel estimator

is dramatically lower than any existing Decision-DirectedCE (DDCE) scheme which em-

ploys the entire frame of the detected symbols. All these features result in a low system

complexity. In other words, the proposed joint BBSBCE and three-stage turbo demapping-

decoding scheme has a similar computational complexity to that of the original three-stage

turbo demapping-decoding scheme with the known CSI. Furthermore, the proposed semi-

blind joint CE and turbo detection-decoding scheme is capable of fully exploiting the “turbo

effects” of the joint CE and three-stage demapping-decoding for approaching the optimal per-

formance obtained by the idealised three-stage turbo demapping-decoding receiver furnished

with the perfect CSI, despite using the same low number of turbo iterations as the latter.-

These novel contributions were proposed in paper “Journal No.2” in the publication

list.

• We further extend our propose BBSBCE scheme to the BBSB-SCE scheme. In our BBSB-
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SCE scheme, only a ‘just-sufficient-number’ of the high-quality soft-estimated symbols are

utilised for CE. By contrast to the existing state-of-the-art solutions, it does not suffer from

the usual performance degradation imposed by erroneous decisions. Furthermore, this mea-

sure dramatically reduces the complexity of the DD-LSCE.- These novel contributions

were detailed in papers “Journal No.3” and “Conference No.1” in the publication list.

• Additionally, we propose a Norm-Based Joint Transmit and Receive Antenna Selection (NBJ-

TRAS) aided MIMO system relying on the assistance of a novel two-tier channel estimation

scheme. Specifically, a rough estimate of the full MIMO channel matrix is first generated

by a low-complexity, low-training-overhead based TBCE scheme, which relies on reusing

a modest number of RF chains. NBJTRAS is then carried out based on this initial CE.

The NBJTRAS aided MIMO system is capable of significantly outperforming conventional

MIMO systems equipped with the same modest number of RF chains, while dispensing with

the idealised simplifying assumption of having perfectly known CSI. Moreover, the initial

subset channel estimate associated with the selected subset MIMO channel matrix is then

used for activating a SBCE scheme, in which the channel estimate may be refined by BBSB-

SCE embedded in the iterative detection and decoding process. The joint channel estimation

and turbo detection-decoding scheme operating with the aidof the BBSB-SCE channel esti-

mator is capable of approaching the performance of the near-capacity ML turbo transceiver

associated with perfect CSI. This is achieved without increasing the complexity of the ML

turbo detection and decoding process.- These novel contributions were detailed in papers

“Journal No.4” and “Conference No.2” in the publication lis t.

• We propose a DSTSK aided MUSRC system. By exploiting the flexibility of the DSTSK

concept, our system becomes capable of supporting different number of users by appropri-

ately adjusting the constellation size of the Phase Shift Keying (PSK) modulation scheme

employed by DSTSK, and we opt for using Binary PSK (BPSK), Quadrature PSK (QPSK),

8-PSK, etc., in conjunction with a variable number of dispersion matrices. Additionally, our

system is capable of activating a different number of relaysby adjusting the dimensions of

each dispersion matrix. Since we apply the successive relaying philosophy in our system,

the 50% throughput loss of conventional two-phase relayingis recovered at the cost of sup-

porting less users. Finally, the DS-CDMA concept is adoptedfor suppressing the Multiple

Access Interference (MAI).- These novel contributions were detailed in paper “Journal

No.1” in the publication list.

1.6 Thesis Outline

Let us now highlight the outline of this thesis, which is organized as shown in Figure 1.6.

Chapter 2 : SDM/V-BLAST and STSK MIMO Review
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Figure 1.6: Organization of the thesis.

In Chapter 2, two MIMO systems, namely the SDM/V-BLAST and the STSK, will be

briefly reviewed. More specifically, the system model and performance of uncoded SDM/V-

BLAST are introduced and investigated in Section 2.1, whereit will be demonstrated that

a diversity gain may only achieved by increasing the number of receive antennas at the re-

ceiver side, while a multiplexing gain may be achieved by increasing the number of transmit

antennas. For the sake of achieving near-capacity performance, the powerful three-stage

serial-concatenated turbo coded SDM/V-BLAST MIMO scheme is introduced in Section

2.2, where it may be seen that with the aid of three-stage turbo coding scheme, the MIMO

systems are capable of achieving a near-capacity performance. In Section 2.3, the novel

concept of CSTSK scheme is introduced in terms of its system model, computational com-

plexity, maximum achievable diversity order, and dispersion matrix generation. We also pro-

pose a novel Maximum Minimum-Determinant Based Configuration Selection (MMBCS)

algorithm, which is capable of selecting the best STSK configuration, while avoiding the

time-consuming Monte-Carlo simulation based approach. The uncoded CSTSK MIMO sys-

tem’s performance is then intensively investigated based on various CSTSK configurations.

By analysing the results obtained, it may be concluded that the proposed CSTSK scheme is

capable of striking a flexible tradeoff between the MIMO’s diversity and multiplexing gains,

while facilitating the low-complexity single-antenna-based ML detection owing to the elim-

ination of ICI. Finally, a three-stage serial-concatenated turbo coding aided CSTSK MIMO

systems is developed in Section 2.4 for the sake of achievinga near-capacity performance.

Chapter 3: Channel Estimation for Coherent MIMO Systems

In Chapter 2, the family of coherent MIMO systems represented by the classic SDM/V-

BLAST and the recent CSTSK is reviewed under the idealized simplifying assumption of

perfectly known CSI. It has been widely recognized that the ability of a coherent MIMO

system to approach its attainable capacity heavily relies on the accuracy of the CSI. In or-

der to dispense with the assumption of perfectly known CSI, in Chapter 3, CE schemes for

MIMO systems will be discussed. We first briefly review the conventional TBCE and SBCE
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schemes based on the CSTSK MIMO scheme in Section 3.2 and Section 3.3, respectively.

It will be demonstrated that the conventional TBCE scheme iscapable of achieving accurate

CE by employing a high Pilot Overhead (PO), at a cost of reduced effective throughput. On

the other hand, the SBCE may acquire accurate CE in an iterative joint CE and data detec-

tion fashion associated with a low PO. Section 3.4 is dedicated to develop the SBCE aided

and three-stage serial-concatenation turbo coded scheme for near-capacity CSTSK MIMO

systems. More specifically, the novel BBSBCE scheme is proposed, which utilizes a low PO

for generating an initial CE. Most significantly, unlike theexisting methods, the proposed

BBSBCE scheme does not require an extra iterative loop between the CE and the turbo

detector-decoder, since the BBSB iterative CE was naturally embedded into the original it-

erative three-stage demapping-decoding turbo loop. This novel arrangement enables us to

maintain a low system complexity. Furthermore, since only high-confidence decision blocks

are selected in the BBSBCE based scheme, the error propagation problem existed in con-

ventional SBCE schemes is mitigated. Additionally, the novel BBSBCE scheme is further

developed into a soft version in Section 3.5, namely BBSB-SCE. The corresponding simula-

tion results demonstrate that the proposed BBSB-SCE based scheme is capable of achieving

the optimal ML performance bound associated with the perfect CSI, while maintaining a

high system throughput without imposing an excessive computational complexity.

Chapter 4: Norm-Based Joint Transmit/Receive Antenna Selection Aided MIMO Systems

In Chapter 4 we mainly focus on the AS scheme for MIMO systems.It has been discussed

in Chapter 2 that MIMO schemes are capable of achieving a diversity and/or multiplexing

gain by employing multiple AEs at the transmitter and/or thereceiver. However, it should

also noted that since MIMO systems utilize multiple RF chains, their power consumption

and hardware costs become substantial. Against this background, we introduce the concept

of AS in Section 4.1 and propose a simple yet efficient AS algorithm, namely the NBJTRAS

in Section 4.2. The corresponding simulation results basedon perfect CSI demonstrate that

the proposed NBJTRAS is capable of improving both the BER performnce and throughput of

the MIMO systems, compared to the conventional MIMO systemsutilizing the same number

of RF chains. We also propose a novel TTCE scheme for NBJTRAS aided MIMO systems,

which exploits the facts that the AS is relatively less sensitive to the CE errors than the data

detection. The corresponding simulation results demonstrate that the proposed TTCE scheme

is capable of achieving both high CE accuracy and a high system throughput.

Chapter 5: Multiple-Symbol Differential Sphere Detection Aided DSTSK

In this chapter, we focus on the MSDSD aided DSTSK scheme. Section 5.2 reviews the MS-

DSD aided DSTSK systems, where it will demonstrate that first, MSDSD is capable of miti-

gating the error floor exhibited by CDD in DSTSK schemes, especially when the fading rate

is relatively high, i.e. normalized Doppler frequencyfd = 0.03 in the simulation. Addition-
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ally, in relatively fast fading environments, the performance of MSDSD may be improved by

expanding the window sizeNw, at the cost of the increased computational complexity. Since

in differentially encoded systems CSI is no longer required, it is natural to consider apply-

ing differential schemes in cooperative communications. Consequently, the DSTSK aided

MUSRC system is proposed in Section 5.3. We demonstrate thatby exploiting the flexibility

of the concept of DSTSK schemes, our system is capable of supporting different number of

users by appropriately adjusting the constellation size ofthe PSK modulation scheme em-

ployed by DSTSK, we opted for using BPSK, QPSK, 8-PSK, etc., conceived with a variable

number of dispersion matrices. Additionally, our system iscapable of activating a different

number of relays by adjusting the dimensions of each dispersion matrix.

Chapter 6: Conclusions and Future Research

In this chapter, we summarize the major findings and contributions of this thesis. Specific

design guidelines are listed in Section 6.2 to show the rational of our design decisions, and

to provide further insights of the advanced technologies invoked in this thesis. We further

outline a range future research topics in Section 6.3.



Chapter 2
SDM/V-BLAST and Space-Time Shift

Keying MIMO Review

In this chapter, two MIMO systems that are used in this thesisare reviewed. It has been widely

recognised that MIMO systems are capable of achieving a multiplexing gain and/or diversity gain

by employing multiple antennas at the transmitters and/or receivers. To be more explicit, the family

of SDM/V-BLAST [2] MIMO systems is capable of achieving a multiplexing gain by employing

multiple Transmit (Tx) antennas. However, the SDM/V-BLASTMIMO system is only capable of

achieving a diversity gain by employing multiple Receive (Rx) antennas.

Unlike the above mentioned conventional SDM/V-BLAST MIMO systems, the recently pro-

posed STSK scheme [5,21] is capable of achieving both a Tx anda Rx diversity gain by employing

multiple Tx antennas and Rx antennas. Additionally, in STSK-aided MIMO systems, one of theQ

appropriately indexed space-time dispersion matrices is activated within each STSK signal block

duration and therefore, STSK fully exploits both the spatial- and time- dimensions. Moreover, due

to its high degree of design-freedom, a flexible diversity versus multiplexing gain tradeoff can be

realized by the STSK scheme, which is achieved by appropriately optimizing both the number and

size of the dispersion matrices as well as the number of transmit and receive antennas. Addition-

ally, the ICI encountered in STSK MIMO systems is also completely removed and consequently,

the adoption of single-antenna-based ML detection becomesrealistic.

The rest of this chapter is organised as follows. Section 2.1reviews the system model and the

achievable system performance of the conventional uncodedSDM/V-BLAST MIMO systems. For

the sake of achieving near-capacity performance, the powerful three-stage serial-concatenated turbo

coded SDM/V-BLAST MIMO system is introduced in Section 2.2.Additionally, the powerful tool

of EXtrinsic Information Transfer (EXIT) charts is adoptedfor predicting the BER performance of

turbo coded MIMO systems in this section. The system’s overview and the achievable performance

of both uncoded and three-stage serial-concatenated turbocoded coherent STSK systems are pro-
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vided in Section 2.3 and Section 2.4, respectively. Finally, Section 2.5 provides the summary of

this chapter. Since the objective of this chapter is to benchmark the achievable performance of the

SDM/V-BLAST and STSK MIMO systems, we assume that the MIMO CSI is known at receiver.

In the later chapters, we will dispense this idealised assumption.

2.1 Uncoded SDM/V-BLAST Systems

2.1.1 System Overview

S/P
mod.

Source

s1

s2

sM

L-PSK/QAM

Figure 2.1: Transmitter structure of uncoded SDM/V-BLAST MIMO scheme.

In this section, we consider an uncoded SDM/V-BLAST MIMO system relying onM Tx an-

tennas andN Rx antennas for communication in a frequency-flat Rayleigh fading environment.

Given a bits perL − PSK/QAM symbol throughput of BPS= log2(L), the number of Bits Per

Transmission Block (BPB) may be expressed asBPB = M · BPS. The corresponding transmit-

ter structure of a SDM/V-BLAST MIMO system is shown in Fig. 2.1, where it may be seen that

a block ofBPB binary source bits is firstly mapped into anL − PSK/QAM modulation scheme.

Then the modulated symbols are serial-to-parallel converted and mapped to a total number ofM

Tx antennas. This MIMO system model may be equivalently expressed as

y(i) = Hs(i) + v(i), (2.1)

wherei denotes the symbol index,s(i) = [s1 s2 · · · sM]T is the transmittedL-PSK/QAM symbol

vector with(·)T denoting the transpose operator and the MIMO channel matrixis given by

H =




h11 h12 · · · h1M

h21 h22
. . .

...
...

. . . . . .
...

hN1 hN2 · · · hNM




,

while y(i) = [y1 y2 · · · yN ]T denotes the received signal vector andv(i) = [v1 v2 · · · vN ]T rep-

resents the noise vector, whose elements obey the complex-valued zero-mean Gaussian distribu-

tion of CN (0, No), with a variance ofNo/2 per dimension. The system’s SNR is defined as
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SNR= Es/No, whereEs is the average symbol energy. The corresponding normalizedthroughput

R per time-slot of the SDM/V-BLAST MIMO system is given by

R = M · log2(L) [bits/symbol]. (2.2)

For instance, if a SDM/V-BLAST MIMO system adopts a MIMO setup of M = 2 Tx antennas and

QPSK as the modulation scheme, the corresponding normalized throughput may be expressed as

R = 2 · log2(4) = 4 bits/symbol.

At the receiver, since the multiple symbols of a transmittedsymbol vectors(i) have to be

decomposed, both the achievable performance and the detection complexity of SDM/V-BLAST

MIMO systems significantly depend on the detection algorithm employed. To be more explicit,

employing the well-known ML detection algorithm is capableof achieving the optimal perfor-

mance, albeit at a cost of exponentially increased computational complexity upon increasing the

number of symbols multiplexed in the transmitted symbol vector s(i). More specifically, the cor-

responding computational complexity of the optimal ML detection algorithm to detect a block of

BPB bits, which is evaluated by the number of real-valued multiplications, may be formulated as:

CML = (4MN + 2N)LM. (2.3)

Generally speaking, the conditional probability ofP (y(i)|s(i), H) in MIMO systems may be ex-

pressed as

P (y(i)|s(i), H) =
1

(πN0)
N

exp

(
−‖y(i) − Hs(i)‖2

N0

)
, (2.4)

where‖ · ‖ denotes the norm operator. Then, assuming that the CSI is known at the receiver, the

ML estimate [118] of a multiplexed symbol sequences(i) may be expressed as

l̂ = arg min
sl∈S

‖y(i) − Hsl‖2, (2.5)

whereS =
{

sl

}LM

l=1
represents the set of the legitimate transmitted symbol vectors.

As it has been mentioned above that even though the ML detector is capable of achieving the

optimal performance, its complexity increases exponentially with the total number of Tx antennas,

which may become excessive particularly when large-scale MIMO systems are considered. There-

fore, the family of classic linear detectors, such as the ZF and MMSE detectors, may be adopted

for the sake of maintaining low detection complexity, whichis achieved at the expense of a cer-

tain performance loss. Additionally, some near-optimal detection schemes, such as sphere detection

schemes [27], have also been proposed, which are capable of attaining a quasi-optimal performance

at a moderate complexity.

2.1.2 Simulation Results

In this section, the achievable performance of the uncoded SDM/V-BLAST MIMO system of Fig.

2.1 is presented. A frequency-flat Rayleigh fading environment was considered. The average trans-

mitted symbol energyEs was normalised to unity and, therefore, the SNR was given as1
N0

, with N0
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being the AWGN power. A SDM/V-BLAST MIMO system associated with M Tx antennas,N Rx

antennas and employingL − PSK/QAM may be represented as MIMO(M, N,L − PSK/QAM).

The well-known ML detection algorithm of Eq. (2.5) was adopted here for the sake of achieving

the optimal performance. The system parameters of uncoded SDM/V-BLAST MIMO system of

Fig. 2.1 are summarized in Table 2.1.

Table 2.1: System parameters of the uncoded SDM/V-BLAST MIMO system of Fig. 2.1.

Number of Tx antennas M

Number of Rx antennas N

Modulation L-QAM or L-PSK

Channels Frequency-flat Rayleigh fading

Detector ML detector of Eq. (2.5)
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M=2, N=2, 8-PSK, R=6 bits/symbol
M=2, N=2, 16-QAM, R=8 bits/symbol

Figure 2.2: Achievable BER performance of a SDM/V-BLAST MIMO system of Fig. 2.1

associated withM = 2 Tx antennas,N = 2 Rx antennas and various throughputs. All

other system parameters were summarized in Table 2.1.

Fig. 2.2 shows the achievable BER performance of the uncodedSDM/V-BLAST MIMO system

MIMO (2, 2,L− PSK/QAM). It may be seen that when the BPSK modulation scheme is adopted,

the system achieved the best BER performance, reaching a BERof 10−6 at about SNR= 27 dB,

associated with a corresponding throughput ofR = 2 [bit/symbol]. When 4-QAM is adopted, the

normalized throughput increases toR = 4 [bit/symbol], with a corresponding SNR loss of about
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3 dB at the BER of10−6 compared to the performance of the BPSK modulation scenario. Similarly,

when the throughput becomes higher, namely when 8-PSK and 16-QAM are used, the correspond-

ing normalized throughput increases toR = 6 and8 [bits/symbol], respectively. The corresponding

BER performance is degraded by about 8 and 11 dB, respectively, compared to that of the BPSK

performance benchmark. Therefore, we may see that in SDM/V-BLAST MIMO systems, the nor-

malized throughput may be increased by adopting higher-order modulation schemes, at the expense

of a BER performance loss. However, it has been mentioned that SDM/V-BLAST MIMO systems

mainly aim for achieving a multiplexing gain at the transmitter, whilst a diversity gain may only

be achieved at the receiver by employing multiple Rx antennas. Therefore, it may be seen in Fig.

2.2 that all the BER curves of various normalized throughputs share the same slope, implying that

the same diversity gain may be achieved in all scenarios, since the number of antennas employed

at MIMO receiver is the same, namelyN = 2 in this example.
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Figure 2.3: Achievable BER performance of a SDM/V-BLAST MIMO system of Fig. 2.1

associated withM = 4 Tx antennas,N = 4 Rx antennas and various throughputs. All

other system parameters were summarized in Table 2.1.

The performance of the uncoded SDM/V-BLAST MIMO system MIMO(4, 4,L−PSK/QAM)

is depicted in Fig. 2.3, where it may be seen that similar to the performance shown in Fig. 2.2, in

the case of using BPSK signalling, the system achieves the best BER performance, associated with

the lowest normalized throughput ofR = 4 [bits/symbol]. As the order of the modulation scheme

increases, the corresponding normalized throughput increases as well, but naturally, at the expense

of a degraded BER performance. However, it may also be seen that due to using the same MIMO

antenna setup, i.e. the same number of Rx antennas, the diversity gains are identical in all the four
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scenarios.
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Figure 2.4: Achievable BER performance of a SDM/V-BLAST MIMO system of Fig. 2.1

associated withN = 2 Rx antennas andM = 2, 4 and8 Tx antennas. BPSK signalling is

adopted. All other system parameters were summarized in Table 2.1.

Fig. 2.4 shows the effects of increasing the number of Tx antennas on the system’s BER perfor-

mance associated with the specific system configuration of MIMO(M, 2, BPSK). It may be seen

from Fig. 2.4 that as the number of Tx antennas increases, thethroughput increases at the expense

of a BER performance degradation. However, we may also find that even though the BER per-

formances are different for the three different configurations, the slopes of their BER curves are

the same, implying that the same diversity gain may be achieved by these three configurations.

Therefore, we may confirm that in SDM/V-BLAST MIMO systems, increasing the number of Tx

antennas has no effects on the attainable diversity gain of the system.

As it has been mentioned before that in SDM/V-BLAST MIMO systems, a diversity gain may

only be achieved at receiver side by employing multiple Rx antennas. Fig. 2.5 shows the effects

of employing various numbers of Rx antennas on the performance of the MIMO associated with

the configuration of MIMO(2, N, BPSK), with N ∈ {2, 4, 8} and at a throughput ofR = 2

[bits/symbol]. It may be seen from Fig. 2.5 that as the numberof Rx antennas increases, the slope of

the BER curve becomes sharper, implying that a higher diversity gain may be achieved. However,

it may also be observed that the performance gain becomes smaller, as the number of Rx antennas

keeps on increasing. To be more explicit, by changing the number of Rx antennas fromN = 2

to N = 4, the system’s diversity gain is significantly increased andan SNR gain of over 15 dB
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Figure 2.5: Achievable BER performance of a SDM/V-BLAST MIMO system of Fig. 2.1

associated withM = 2 Tx antennas andN = 2, 4 and8 Rx antennas. BPSK signalling is

adopted. All other system parameters were summarized in Table 2.1.
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Figure 2.6: Achievable BER performance of a SDM/V-BLAST MIMO system of Fig. 2.1

associated withM = 4 Tx antennas andN = 2, 4 and8 Rx antennas. 4-QAM signalling

is adopted. All other system parameters were summarized in Table 2.1.
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is achieved at the BER of10−6. However, when the number of Rx antennas is further increased

to N = 8, the diversity gain improvement becomes less obvious and the SNR gain is reduced to

less than 8 dB. Additionally, the effects of increasing the number of Rx antennas at receiver on the

diversity gain of the MIMO system MIMO(4, N, 4-QAM) are shown in Fig. 2.6, where it may also

be seen that increasing the number of Rx antennas may achievean improved receive diversity gain,

while imposing a higher hardware complexity, including an increased detection complexity.

2.2 Three-Stage Serial-Concatenated Turbo Coded SDM/V-BLAST

Systems

2.2.1 System Overview

In Section 2.1.1, uncoded SDM/V-BLAST MIMO systems were introduced. However, it may be

seen that without the aid of a channel coding scheme, SDM/V-BLAST MIMO systems fail to

achieve a near-capacity performance. As a result, in this section, a powerful three-stage serial-

concatenated turbo coding scheme is invoked for improving the performance of SDM/V-BLAST

MIMO systems. The corresponding structure of this three-stage serial-concatenated turbo encoder

and decoder invoked for a SDM/V-BLAST MIMO system is shown inFig. 2.7. We consider a

frequency-flat Rayleigh fading environment. Leti denote the SDM/V-BLAST symbol vector index.

At the transmitter, the binary source information bits{b} are firstly encoded by a half-rate RSC

outer encoder and interleaved by a random interleaver∏1. Then the interleaved bits{u1} are

encoded by a low-complexity memory-1 URC encoder [6], resulting in the bit sequence{x2},

which are further interleaved by a second random interleaver ∏2. Here, the reason for incorporating

a URC is to allow the system to beneficially spread theextrinsic information across the iterative

decoder components. As a benefit, a vanishingly low BER may beattained [1,119]. At the SDM/V-

BLAST modulator, the RSC-URC encoded bits{u} are modulated, mapped and transmitted, which

may be expressed by the equivalent MIMO system model formulated in Eq. (2.1).

The structure of the three-stage serial-concatenated turbo coding aided SDM/V-BLAST re-

ceiver is illustrated in Fig. 2.7, where it may be seen that the soft-input soft-output decoders and

symbol-to-bit demapper of the receiver iteratively exchange soft extrinsic information in the form

of Log Likelihood Ratios (LLRs). To be more explicit, the operations of the iterative three-stage

serial-concatenated decoder/demapper may be divided intotwo parts, namely, the inner iterations

and outer iterations. Within an inner iteration, the SDM/V-BLAST soft demapper shown in Fig. 2.7

firstly receives the transmitted signals over the MIMO channel and then combines the signals with

the extrinsic information output by the URC decoder. Meanwhile, the URC decoder of Fig. 2.7

receives the extrinsic information both from the MIMO soft-demapper and from the RSC decoder,

and also generates the extrinsic information for its neighbour blocks, i.e. for both the MIMO soft-

demapper and for the RSC decoder. On the other hand, within each outer iteration, the RSC decoder
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Figure 2.7: The structure of three-stage serial-concatenated turbo encoder/decoder for a

SDM/V-BLAST MIMO system.

of Fig. 2.7 receives its extrinsic information from the URC decoder of Fig. 2.7 and generates the

estimates of the decoded information bits after all the outer iterations have been completed. Here,

let us denote the numbers of inner iterations and outer iterations asIin and Iout, respectively. Since

Iin iterations occur per outer iteration, the total number of iterations implemented by the three-stage

serial-concatenated receiver becomesIin · Iout.

Again, we consider the SDM/V-BLAST MIMO system of Fig. 2.7 relying on M Tx antennas

andN Rx antennas for communication in a frequency-flat Rayleigh fading environment. Given that

the number of bits perL − PSK/QAM symbol is BPS= log2(L), the number of bits per block

may be expressed asBPB = M · BPS. At the MIMO soft-demapper of Fig. 2.7, upon obtaining the

a priori LLRs
{

La

(
uk

)}BPB

k=1
from the URC decoder, where

{
uk

}BPB

k=1
indicates the corresponding

bits that are mapped to the symbol vectors(i), thea posteriori LLRs produced by the ML MIMO

soft-demapper1 are expressed as [122]

Lp (uk) = Lp(k) = ln

∑
sn∈{suk=1}

exp(pn)

∑
sn∈{suk=0}

exp(pn)
, (2.6)

where{suk=1} and {suk=0} represent theL-QAM/PSK symbol vector sets associated with the

corresponding bituk = 1 and uk = 0, respectively. The probability metrics{pn}LM

n=1 for the

legitimateL-QAM/PSK symbol vectors
{

sn
}LM

n=1
are given as

pn = −‖y(i) − Hsn‖2

N0
+

BPB

∑
k=1

ũkLa(uk), (2.7)

1For large MIMO systems, we may opt for using reduced-complexity near-optimum detection schemes, e.g. the

K-best sphere detector [120,121], to avoid the exponentially increasing complexity imposed by the ML detector.
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where
{

ũk

}BPB

k=1
indicates the corresponding bits that are mapped to the specific symbol vectorsn.

2.2.2 Simulation Results

In this section, the achievable performance of the three-stage serial-concatenated turbo coding aided

SDM/V-BLAST MIMO system of Fig. 2.7 is presented. Again, a frequency-flat Rayleigh fading

environment was considered. An interleaver length of106 bits was used by the pair of random inter-

leavers in the three-stage serial-concatenated turbo encoder/decoder of Fig. 2.7. The binary gener-

ator polynomials of the RSC encoder wereGRSC = [1, 0, 1]2 andGr
RSC = [1, 1, 1]2, while those of

the URC encoder wereGURC = [1, 0]2 andGr
URC = [1, 1]2, whereGr

RSC andGr
URC indicated the

feedback polynomials of the RSC and URC encoders, respectively. The average transmitted symbol

energy was normalised to unity. Therefore, the SNR was givenby 1
N0

, with N0 being the AWGN

power. A SDM/V-BLAST MIMO system associated withM Tx antennas,N Rx antennas, and

employingL−PSK/QAM may be represented as MIMO(M, N,L−PSK/QAM). Three configu-

rations were considered in this section, which were MIMO(2, 2, BPSK), MIMO(4, 2, 4-QAM) and

MIMO (4, 4, 4-QAM). The system parameters of the three-stage serial-concatenated turbo coding

aided SDM/V-BLAST MIMO system of Fig. 2.7 are summarized in Table 2.2.

Table 2.2: System parameters of the three-stage serial-concatenated turbo coding aided

SDM/V-BLAST MIMO system of Fig. 2.7.

Number of Tx antennas M

Number of Rx antennas N

Modulation L-QAM or L-PSK

Channels Frequency-flat Rayleigh fading

Detector ML MIMO soft-demapper of Eq. (2.6)

Interleaver block-length 106 bits

Outer channel code Half-rate RSC

Generator polynomials (Gr
RSC, GRSC) = (7, 5)8

Precoder URC

Number of inner iterations Iin

Number of outer iterations Iout

2.2.2.1 MIMO(2, 2, BPSK)

The EXIT chart [1] is adopted as a tool for predicting the convergence behaviour of the iterative de-

coder. This is achieved by examining the evolution of the input/output mutual information between

the inner and outer decoders [123]. To be more explicit, an EXIT chart is said to have a closed

tunnel when the EXIT curves of the inner and outer decoders intersect each other. For example, in
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Fig. 2.8, when we have SNR= −3.8 dB, the EXIT curves of the half-rate RSC decoder and of the

MIMO Demapper-URC decoder are intersected, hence a closed tunnel is experienced. In this case,

a high BER is expected, because the iterative decoding trajectory is prevented from reaching the

point of perfect convergence to the (1.0, 1.0) at the top-right-hand corner of the EXIT chart. This

may be seen from the corresponding BER performance shown in Fig. 2.9, where at SNR= −3.8

dB, we observe that almost no iteration gain is achieved and aBER in excess of 0.1 is obtained.

By contrast, if an open tunnel exists between the EXIT curvesof the inner and outer decoders,

the decoding trajectory is capable of reaching the point of perfect convergence at (1.0, 1.0) in the

EXIT chart, where a vanishingly low BER may be achieved. Thismay be seen from the EXIT chart

shown in Fig. 2.8, where at SNR= −3.2 dB, an open tunnel exists between the EXIT curves of the

half-rate RSC decoder and the MIMO Demapper-URC decoder of Fig. 2.7, and the Monte-Carlo

simulation based decoding trajectory is capable of reaching the (1.0, 1.0) point withinIout = 9 outer

iterations, implying that a vanishingly low BER can be achieved and any potential error flow can be

eliminated [1]. This may be confirmed by the corresponding BER performance shown in Fig. 2.9,

where a vanishingly low BER is observed at SNR= −3.2 dB. Additionally, in order to clearly

show the effects of SNR on the EXIT chart characteristics of the three-stage serial-concatenated

turbo coding aided SDM/V-BLAST MIMO system, Fig. 2.10 is provided, which shows that as the
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Figure 2.8: EXIT chart of the three-stage serial-concatenated turbo coding aided

SDM/V-BLAST MIMO system of Fig. 2.7 associated with the configuration of

MIMO (2, 2, BPSK) at an effective throughput ofR = 2 bits/symbol. All other system

parameters were summarized in Table 2.2. The correspondingBER curves are seen in Fig.

2.9.
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SNR increases, the open tunnel between the half-rate RSC decode and the MIMO Demapper-URC

decoder becomes wider.
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Figure 2.9: Achievable BER convergence of the three-stage serial-concatenated turbo cod-

ing aided SDM/V-BLAST MIMO system of Fig. 2.7 associated with the configuration of

MIMO (2, 2, BPSK) at an effective throughput ofR = 2 bits/symbol. All other system

parameters were summarized in Table 2.2. The correspondingEXIT chart is seen in Fig.

2.8.

Fig. 2.9 depicts the corresponding achievable BER performance of the three-stage serial-concatenated

turbo coding aided SDM/V-BLAST MIMO system associated withthe configuration of MIMO(2, 2, BPSK),

where it is seen that the system’s BER performance improves,as the number of iterations increases.

Additionally, when the number of iterations reachesIout = 9, a ‘turbo cliff’ appears at approxi-

mately SNR= −3.2 dB, where a ‘near-error-free’ performance is achieved. This is in line with the

conclusions obtained from the EXIT chart seen in Fig. 2.8. Furthermore, the maximum achievable

rate2 of MIMO (2, 2, BPSK) is provided in Fig. 2.9, where it may be seen that the SNR gap isabout

1 dB between the SNR value required to attain an infinitesimally low BER by the system and the

SNR value required for reaching the maximum achievable rate, implying that the system is indeed

capable of attaining a near-capacity performance.

Our comparison between the achievable BER performance of both the uncoded and three-

stage serial-concatenated turbo coded SDM/V-BLAST systems is shown in Fig. 2.11, where it

may be seen that by employing the three-stage turbo coding scheme, the BER performance of

2The maximum achievable rate here is referred to as a SNR valuewhere the corresponding EXIT curve of MIMO

Demapper-URC decoder covers a lower region associated withan area that equals to coding rate of RSC codes [6].
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Figure 2.10: Effects of SNR on the EXIT chart characteristics of the three-stage serial-

concatenated turbo coding aided SDM/V-BLAST MIMO system ofFig. 2.7 associ-

ated with the configuration of MIMO(2, 2, BPSK) at an effective throughput ofR = 2

bits/symbol. All other system parameters were summarized in Table 2.2.

MIMO (2, 2, BPSK) is dramatically improved, although at the expense of a decreased bandwidth

efficiency due to the redundancy introduced by the channel coding scheme as well as at the cost of

imposing an increased receiver complexity. For example, the uncoded MIMO system is capable of

achieving a BER of10−6 at about SNR= 27 dB, while the three-stage turbo coded MIMO system

is capable of attaining a vanishingly low BER at about SNR= −3.2 dB. Therefore, a performance

gain of more than 30 dB is achieved by the latter. However, dueto the 1/2 coding rate of the RSC

code adopted, in order to convey the same number of information bits, the frame length of the

coded MIMO system should be twice as long as that of the uncoded scenario. Additionally, it may

also be noticed that the BER performance curves of the uncoded system and of the corresponding

coded system exhibit a crossover (threshold) at about SNR= −3.6 dB. This phenomenon is in fact

quite often observed in the performance comparison betweenchannel coded and uncoded systems.

The reason for a crossover is that a channel coding scheme maybe deemed to have a time-diversity

gain, which results in an improved error correction capability. However, when the number of errors

within a block becomes higher than the number of errors that can be corrected, the channel decoder

will be overwhelmed by these errors. In this case, the channel coding scheme makes an erroneous

detection, which results in erroneous ‘corrected’ bits andin an increased BER. However, it may

be worth mentioning that compared to the conventional channel coding schemes, such as Bose-

Chadhuri-Hocquenghem (BCH) and convolutional codes [9], the three-stage serial-concatenated
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Figure 2.11: Achievable BER performance of the three-stageserial-concatenated turbo

coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associatedwith the configuration

of MIMO (2, 2, BPSK), in comparison to that of the corresponding uncoded system of Fig.

2.1. The throughputs of both systems areR = 2 bits/symbol. All other system parameters

were summarized in Table 2.2.

turbo codes employed in this section exhibit a reduced crossover probability, hence implying an

error correction improvement at low SNRs.

2.2.2.2 MIMO(4, 2, 4-QAM )

Our investigations of the three-stage serial-concatenated turbo coding aided SDM/V-BLAST MIMO

system of Fig. 2.7 relying on the configuration of MIMO(4, 2, 4-QAM) were commenced with its

EXIT chart analysis and further results are also depicted inFig. 2.12. It may be seen that an open

tunnel exists between the EXIT curves of the inner MIMO soft-demapper-URC decoder and the

RSC outer decoder at about SNR= 4 dB. Additionally, the Monte-Carlo simulation based staircase

shaped decoding trajectory, which closely matches the EXITchart curves, was also provided at the

same SNR= 4 dB. The trajectory shows that the three-stage serial-concatenated turbo coding aided

MIMO (4, 2, 4-QAM) system is capable of reaching the point of perfect convergence of (1.0, 1.0)

at about SNR= 4 dB, with the aid ofIin = 3 inner iterations andIout = 5 outer iterations.

Fig. 2.13 illustrates the achievable BER performance of thethree-stage serial-concatenated

turbo coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associated with the configuration of

MIMO (4, 2, 4-QAM), where it can be seen that as the number of outer iterations increases from 1 to
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Figure 2.12: EXIT chart of the three-stage serial-concatenated turbo coding aided

SDM/V-BLAST MIMO system of Fig. 2.7 associated with the configuration of

MIMO (4, 2, 4-QAM) at an effective throughput ofR = 8 bits/symbol. All other sys-

tem parameters were summarized in Table 2.2. The corresponding BER curves are seen

in Fig. 2.13.

5, the system’s BER performance is substantially improved.To be more explicit, when the number

of iterations reachesIout = 5, a ‘turbo cliff’ appears at about SNR= 4 dB, where an infinitesimally

low BER is achieved. This is in line with the characteristicsof the EXIT chart shown in Fig. 2.12.

Furthermore, the maximum achievable rate of MIMO(4, 2, 4-QAM) is also provided in Fig. 2.13,

where it can be seen that the SNR gap between the SNR value required by the system to attain an

infinitesimally low BER and that needed for approaching the maximum achievable rate is just over

3 dB, implying that the system is indeed capable of achievinga near-capacity performance.

Fig. 2.14 compares the achievable BER performance of both the three-stage turbo coded and un-

coded MIMO(4, 2, 4-QAM) systems, where it is seen that similar to the case of MIMO(2, 2, BPSK),

the three-stage turbo coding scheme significantly improvesthe achievable BER performance, achiev-

ing a SNR gain of more than 30 dB at the BER of10−6, at a cost of a reduced bandwidth efficiency

and an increased computational complexity. Additionally,the classic crossover point for the coded

and uncoded BER curves may be found at about SNR= 3.2 dB.
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Figure 2.13: Achievable BER convergence of the three-stageserial-concatenated turbo

coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associatedwith the configuration

of MIMO (4, 2, 4-QAM) at an effective throughput ofR = 8 bits/symbol. All other system

parameters were summarized in Table 2.2. The correspondingEXIT chart is seen in Fig.

2.12.
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Figure 2.14: Achievable BER performance of the three-stageserial-concatenated turbo

coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associatedwith the configuration

of MIMO (4, 2, 4-QAM), in comparison to that of the corresponding uncoded system of

Fig. 2.1. The throughputs of both systems areR = 8 bits/symbol. All other system

parameters were summarized in Table 2.2.
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Figure 2.15: EXIT chart of the three-stage serial-concatenated turbo coding aided

SDM/V-BLAST MIMO system of Fig. 2.7 associated with the configuration of

MIMO (4, 4, 4-QAM) at an effective throughput ofR = 8 bits/symbol. All other sys-

tem parameters were summarized in Table 2.2. The corresponding BER curves are seen

in Fig. 2.16.

2.2.2.3 MIMO(4, 4, 4-QAM )

The EXIT chart of the three-stage serial-concatenated turbo coding aided MIMO(4, 4, 4-QAM)

scheme is depicted in Fig. 2.15. It may be seen that an open tunnel exists between the EXIT

curves of the inner MIMO soft-demapper-URC decoder and the RSC outer decoder at about SNR=

−2.5 dB. Additionally, the Monte-Carlo simulation based staircase shaped decoding trajectory,

which closely matches the EXIT chart curves, is also provided at about SNR= −2.5 dB. The trajec-

tory shows that the three-stage serial-concatenated turbocoding aided MIMO(4, 4, 4-QAM) system

is capable of reaching the point of perfect convergence of (1.0, 1.0) at about SNR= −2.5 dB, with

the aid ofIin = 3 inner iterations andIout = 6 outer iterations.

Fig. 2.16 presents the achievable BER performance of the three-stage serial-concatenated turbo

coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associatedwith the configuration of

MIMO (4, 4, 4-QAM), where it may be seen that as the number of outer iterations increases from

1 to 6, the system’s BER performance may be improved. More explicitly, when the number of

iterations reachesIout = 6, a ‘turbo cliff’ appears at about SNR= −2.5 dB, where an infinitesi-

mally low BER may be achieved. This is in line with the characteristics of the EXIT chart shown in

Fig. 2.15. Furthermore, the maximum achievable rate of the MIMO(4, 2, 4-QAM) is also depicted
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Figure 2.16: Achievable BER convergence of the three-stageserial-concatenated turbo

coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associatedwith the configuration

of MIMO (4, 4, 4-QAM) at an effective throughput ofR = 8 bits/symbol. All other system

parameters were summarized in Table 2.2. The correspondingEXIT chart is seen in Fig.

2.15.

in Fig. 2.16, which shows that the SNR gap between the SNR value required by the system to attain

an infinitesimally low BER and the SNR value required for approaching the maximum achievable

rate is just over 2 dB, again implying that this system is indeed capable of achieving a near-capacity

performance.

2.3 Uncoded Coherent STSK

2.3.1 System Overview

In the previous section, the classic SDM/V-BLAST MIMO system has been reviewed, where it has

been recognised that this type of MIMO systems are mainly designed for achieving a multiplexing

gain. In this section, a novel coherent MIMO scheme, known asthe Coherent STSK (CSTSK)

MIMO system is introduced, which is capable of achieving both a multiplexing gain and a diversity

gain, as well as offering a high degree of design freedom. Letus define the configuration of the

generic CSTSK MIMO system as CSTSK(M, N, T, Q,L−PSK/QAM), whereM andN indicate

the number of Tx antennas and Rx antennas, respectively, while T denotes the number of time slots

occupied by the CSTSK signal block andQ is the number of dispersion matrices employed. Leti
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denote the CSTSK block index. Again, a frequency-flat Rayleigh fading environment is considered.

Source
Space−Time
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1
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Step 2
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AQ
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Figure 2.17: Transmitter structure of the CSTSK based MIMO scheme [5].

The structure of a CSTSK transmitter is shown in Fig. 2.17, where it can be seen that the STSK

encoding process may be divided into four steps:

Step 1)The sequence of source bits is firstly converted to two parallel bit sequences. Specifically,

everyBPB = log2(Q) + log2(L) source bits of Fig. 2.17 is divided into a pair of parallel sub-

blocks, containinglog2(Q) source bits andlog2(L) source bits, respectively.

Step 2)For theith block, the firstlog2(Q) bits are used for choosing a single dispersion matrixA(i)

from theQ pre-assigned dispersion matrices
{

Aq ∈ CM×T, 1 ≤ q ≤ Q
}

, while the remaining

log2(L) bits are mapped to a complex-valued symbols(i) ∈ {sl , 1 ≤ l ≤ L} of a conventional

modulation scheme, such asL-PSK/QAM [5,21].

Step 3)A total number oflog2(Q · L) source bits are thus mapped to a single STSK signalling

block S(i) ∈ CM×T, which may be expressed as

S(i) = s(i)A(i). (2.8)

Step 4)Finally, the STSK signalling blocks are mapped to the corresponding Tx antennas and time

slots by the space-time mapper of Fig. 2.17. More explicitly, the mth row of S(i) is transmitted

through themth Tx antenna, and thetth column ofS(i) is transmitted during thetth time slot.

In a STSK based MIMO system, each block of signal is transmitted within T time slots, and

the average transmission power in each time slot is normalized to unity. Therefore, the dispersion

matrices are designed to obey the power constraints of tr
[
AH

q Aq

]
= T for 1 ≤ q ≤ Q [5, 21],

where(·)H and tr[·] denote the conjugate transpose and trace operators, respectively, while the

normalized throughputR per time-slot of this STSK system is given by

R =
log2(Q · L)

T
[bits/symbol]. (2.9)
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For instance, if the CSTSK MIMO system of Fig. 2.17 employs a signalling block size ofBPB =

log2(Q · L) = 3 bits and usesT = 2 time slots for transmitting one signalling block, then the

corresponding normalized throughput is given byR = 1.5 bits/symbol. A range of legitimate

combinations of the number of dispersion matricesQ and the constellation sizeL are listed in

Table 2.3, given the normalized throughput ofR = 1.5 bit/symbol. Let us now consider the

CSTSK system associated with the configuration of CSTSK(2, 2, 2, 4, BPSK), implying that we

have Q = 4 andL = 2. Then, if theith block of input source bits are “011”, according to

Table 2.3, the resultant CSTSK signalling block becomesS(i) = s(i)A(i) = ejπ · A2.

Input Bits Q = 1,L = 8 Q = 2,L = 4 Q = 4,L = 2 Q = 8,L = 1

A(i) s(i) A(i) s(i) A(i) s(i) A(i) s(i)

000 A1 1 A1 1 A1 1 A1 1

001 A1 ej π
4 A1 ej π

2 A1 ejπ A2 1

010 A1 ej 2π
4 A1 ej 2π

2 A2 1 A3 1

011 A1 ej 3π
4 A1 ej 3π

2 A2 ejπ A4 1

100 A1 ej 4π
4 A2 1 A3 1 A5 1

101 A1 ej 5π
4 A2 ej π

2 A3 ejπ A6 1

110 A1 ej 6π
4 A2 ej 2π

2 A4 1 A7 1

111 A1 ej 7π
4 A2 ej 3π

2 A4 ejπ A8 1

Table 2.3: Example of the CSTSK modulation scheme of Fig. 2.17 with Q dispersion

matrices and the constellation size ofL, whereQ · L = 8 andL-PSK signalling is adopted

as the conventional modulation scheme [5].

At the receiver, the received signal blockY(i) ∈ CN×T of this CSTSK system may be ex-

pressed as [5,21]

Y(i) = HS(i) + V(i), (2.10)

whereH ∈ CN×M is the corresponding MIMO channel matrix, whose elements obey the complex-

valued Gaussian distribution of zero mean and unit varianceCN (0, 1), while V(i) ∈ CN×T is the

Additive White Gaussian Noise (AWGN) matrix, whose components obeyCN (0, N0) with N0

being the corresponding AWGN variance.

Let us now introduce the detection scheme of the CSTSK schemeof Fig. 2.17. As one of

the most popular signal detection algorithms, the basic idea of the ML detection algorithm is to

choose the most probably transmitted symbol block by comparing the Euclidean distances between

the received signal block and every legitimate transmittedsymbol blocks in the entire legitimate

transmitted symbol block set. By applying the vector stacking operationvec(·), to the received

signal blockY(i) in Eq. (2.10), the equivalent system model can be expressed as [5,21]

y(i) = HΥk(i) + v(i), (2.11)
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where we have:

y(i) = vec
(
Y(i)

)
∈ C

NT×1, (2.12)

H = IT ⊗ H ∈ C
NT×MT, (2.13)

Υ =
[
vec(A1) vec(A2) · · · vec(AQ)

]
∈ C

MT×Q, (2.14)

v(i) = vec
(
V(i)

)
∈ C

NT×1, (2.15)

in which IT is the (T × T)-element identity matrix and⊗ represents the Kronecker product, while

the equivalent transmitted signal vectork(i) ∈ CQ×1 may be formulated as

k(i) =
[

0 · · · 0︸ ︷︷ ︸
q−1

s(i) 0 · · · 0︸ ︷︷ ︸
Q−q

]T
. (2.16)

Explicitly, the qth element ofk(i) in Eq. (2.16) is the conventionally modulated signals(i) and its

remaining elements are zero, whereq indicates the corresponding dispersion matrix that is activated

for theith STSK block. Since the constellation size isL and the number of the dispersion matrices

is Q, the total number of the legitimate transmit signal vectorsk(i) is L · Q. Therefore, we have

k(i) ∈ K = {kq,l, 1 ≤ q ≤ Q, 1 ≤ l ≤ L} (2.17)

with

kq,l =
[

0 · · · 0︸ ︷︷ ︸
q−1

sl 0 · · · 0︸ ︷︷ ︸
Q−q

]T, (2.18)

where sl denotes thelth symbol in theL-point constellation of the conventionalL-PSK/QAM

modulation scheme.

Similar to the SM based system of [18], the ICI has been completely eliminated in the above

CSTSK system, as clearly seen from Eq. (2.11). Thus, the receiver complexity can be significantly

reduced [18] and single-antenna-based ML detection can be adopted at a low complexity [5]. Let

us consider a generic fading environment, where the channelmatrix changes for every signal block,

and the channel matrix during theith signal block period is denoted byH(i). Then the correspond-

ing ML estimates(q̂, l̂) may be formulated as

(q̂, l̂) = arg min
1≤q≤Q,1≤l≤L

∥∥y(i) − H(i)Υkq,l

∥∥2
(2.19)

= arg min
1≤q≤Q,1≤l≤L

∥∥y(i) − sl

(
H(i)Υ

)
q

∥∥2
, (2.20)

where
(

H(i)Υ
)

q
represents theqth column of the matrixH(i)Υ.

2.3.2 Computational Complexity

In this section, the computational complexity of the CSTSK scheme of Fig. 2.17 is analyzed in

terms of the number of real-valued multiplications required. The computational complexity im-

posed by the ML detection in the CSTSK scheme for both fast andslow fading may be expressed
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by [5]

NTQ(4MT + 6L)/log2(Q · L) (fast fading), (2.21)

NTQ[(4MT + 4L)/τ + 2L]/log2(Q · L) (slow fading), (2.22)

whereτ is referred to as an integer factor that quantifies the coherence time asτ · T in slow fading

environments [5]. Furthermore, if the value ofτ equals to 1, the complexity becomes identical to

that of the fast fading case, implying that we assumeτ > 1 in slow fading environments. More

explicitly, according to Eq. (2.19), in fast fading environments, the ML detector of the CSTSK

scheme is required to calculateH(i)Υkq,l, 1 ≤ q ≤ Q and1 ≤ l ≤ L, for each CSTSK block,

with the corresponding complexity ofNTQ(4MT + 4L)/log2(Q · L) out of the total ML detec-

tion complexity expressed in Eq. (2.21). However, in a slow fading situation, since the associated

calculation can be reused within the channel’s coherence time, the complexity may be reduced

to NTQ[(4MT + 4L)/τ]/log2(Q · L) out of the total ML detection complexity that is given in

Eq. (2.22) [5]. Additionally, the complexity expressions of the SM/SSK scheme are also provided

in [5], which are given by

6MNL/log2(M · L) (fast fading), (2.23)

(4/τ + 2)MNL/log2(M · L) (slow fading). (2.24)

By comparing the above four equations, namely Eq. (2.21) to Eq. (2.24), it may be concluded

that the SM/SSK scheme usually has a lower complexity than the CSTSK scheme. However, com-

pared to the classic MIMO systems, such as SDM/V-BLAST, the complexity of the CSTSK MIMO

system is significantly lower, because just like the SM/SSK scheme, it also benefits from the elim-

ination of ICI [5]. Additionally, the ratio of the CSTSK’s complexity in Eq. (2.21) over that of the

SM/SSK shown in Eq. (2.23) is expressed byTQ(4MT + 4L)/6ML. Based on this ratio, it can

be seen that as the number of time slotsT in the CSTSK scheme increases, the complexity ratio

also increases. However, this also increases the attainable transmit diversity gain of the CSTSK

MIMO system [5]. The SM/SSK scheme is of course still unable to attain any transmit diversity.

2.3.3 Maximum Achievable Diversity Order of CSTSK Systems

Generally, for a CSTSK MIMO system model, the maximum achievable diversity order can be

formulated as [5]

N · min(M, T), (2.25)

wheremin(M, T) corresponds to the achievable transmit diversity gain. This implies that as the

CSTSK block durationT increases, the relative transmit diversity order will increase, assuming

that the number of transmit antennasM is higher than or equal to the block durationT. In other

words, increasingT beyond the value ofM does not help achieve a higher diversity at all. On the
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other hand, if the CSTSK block durationT is lower thanM, the increase ofM does not result in

any improvement of the diversity gain. Moreover, accordingto Eq. (2.25), a smallerT may lead

to a lower transmit diversity order, but it also results in a lower computational complexity and a

high transmission rate, which constitutes an important trade-off for any communication system and

further demonstrates the design flexibility of CSTSK [5].

2.3.4 Dispersion Matrix Generation

It can be seen from Fig. 2.17 that the choice of the dispersionmatrix set{Aq, 1 ≤ q ≤ Q} may have

significant effects on the system’s achievable performance[5,21]. In this section, we discuss how to

generate the STSK dispersion-matrix set. We assume that thenumber of Tx and Rx antennasM and

N as well as the number of time slotsT have been fixed by hardware implementation considerations

as well as according to other design requirements, such as the desired transmit diversity order.

Given the sizeQ of the dispersion matrix set, the design or generation of a near-optimum STSK

dispersion matrix set was proposed in [5], which is based on acarefully conducted random search

using the Objective Function (OF) of minimizing the so-called Pairwise Symbol Error Probabil-

ity (PSEP). To elaborate a little further, the dispersion matricesAq, 1 ≤ q ≤ Q, are first randomly

generated as unitary matrices, which obey the power constraint of

tr
[

AH
q Aq

]
= T, 1 ≤ q ≤ Q, (2.26)

hence leading to a unity average transmission power for eachSTSK symbol duration. Then these

initial dispersion matrices are optimized using a random search algorithm to minimize the PSEP

expressed as [124]

p
(

X → X̂
)
≤ 1

det

[
ITN +

Es

4N0
RX ⊗ IN

] , (2.27)

whereX andX̂ are an arbitrary pair of the legitimate ‘codewords’ selected from the STSK ‘symbol’

set{sl Aq, 1 ≤ l ≤ L, 1 ≤ q ≤ Q} having a size ofQ · L. Furthermore,Es denotes the symbol

energy andN0 the AWGN power, while we haveRX = (X − X̂)H(X − X̂) anddet[·] denotes the

matrix determinant operator.

We further propose the following alternative criterion fordesigning a near-optimum STSK

dispersion matrix set. To be more specific, ifRX has full rank in the PSEP expression, the error

probability is determined by the minimum value of the determinant of RX [125]. As a result, by

ensuring thatRX has full rank, the STSK dispersion-matrix set may be optimized by maximizing

the minimum-determinantdmin of RX for any pair of legitimate codewords, wheredmin is the

function of Aq, 1 ≤ q ≤ Q, andL, which can be expressed as

dmin

(
Aq, 1 ≤ q ≤ Q;L

)
= min {det [RX] , ∀RX} . (2.28)
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In other words, given a legitimate configurationQ andL that meets the throughput requirement

of R · T, the set of near-optimum STSK dispersion matrices can be determined by solving the

following optimization

dmax−min(Q,L) = max
Aq ,1≤q≤Q

log2(Q·L)=R·T

dmin

(
Aq, 1 ≤ q ≤ Q;L). (2.29)

According to the above minimum-determinant design criterion, for example, the dispersion

matrices designed for CSTSK(2,2,2,4) are obtained as

A1 =


 0.0002 + j0.1810 0.8053 + j0.0538

−0.1065 − j0.3093 − 0.2929 + j0.0047




A2 =


−0.0945 + j0.9968 − 0.6147 + j0.0826

0.1045 − j0.1268 − 0.7007 − j0.3077




A3 =


 −0.8263 − j0.2239 0.2992 + j0.6753

0.0804 − j0.0062 − 0.8362 + j0.1261




A4 =


−0.4286 − j0.1219 − 0.4714 − j0.2877

−0.5521 − j0.5868 − 0.0195 + j0.9203


 ,

(2.30)

where according to [5], 100,000 random dispersion-matrix sets were tentatively generated.

2.3.5 Maximum Minimum-Determinant Based Configuration Selection

It can readily be seen from Section 2.3.1 that a STSK MIMO system may achieve a required normal-

ized throughputR by various combinations of the number of dispersion matrices Q and of the size

of the conventional modulation schemeL. For example, for a CSTSK MIMO system associated

with the configuration of CSTSK(4, 2, 2, Q,L − PSK/QAM), given a normalized throughput of

R = 2 bits/symbol, there are three possible combinations ofQ andL, which are(Q,L) = (2, 8),

(Q,L) = (4, 4) and(Q,L) = (8, 2). Table 2.4 list all the legitimate CSTSK configuration combi-

nations(Q,L) that are capable of achieving the four different normalizedthroughput requirements

R = 1 bit/symbol R = 1.5 bits/symbol R = 2 bits/symbol R = 2.5 bits/symbol

Q = 2, L = 2 Q = 2, L = 4 Q = 2, L = 8 Q = 2, L = 16

N/A Q = 4, L = 2 Q = 4, L = 4 Q = 4, L = 8

N/A N/A Q = 8, L = 2 Q = 8, L = 4

N/A N/A N/A Q = 16, L = 2

Table 2.4: Combinations ofQ andL selected for achieving various normalized through-

puts ofR = 1, 1.5, 2 and 2.5 [bits/ symbol], with the number of time slots fixed toT = 2.
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R, assuming that the number of time slots is fixed toT = 2. Since the different configurations of

(Q,L) selected for achieving the same throughputR may have different values ofdmax−min(Q,L)

defined in Eq. (2.29), the resultant BERs may be different as well. It is therefore highly desired to

select the most appropriate STSK configuration(Q,L) that yields the best BER performance. One

way to choose the best configuration is to perform the Monte-Carlo simulation based BER calcula-

tions for all the legitimate configurations of the STSK system for a fixed throughputR. However,

the associated Monte-Carlo simulations are extremely time-consuming, hence this approach should

be avoided if possible. Below we propose an effective MMBCS algorithm for selecting the most

appropriate STSK configuration for the given throughput requirementR. Here, we again assume

that the other configuration parameters such asM, N andT have been determined based on other

considerations.

Q = 2 Q = 4 Q = 8 Q = 16

L = 2 dmax−min(2, 2) dmax−min(4, 2) dmax−min(8, 2) dmax−min(16, 2)

= 1.99846 = 1.70468 = 0.424595 = 0.092138

[1 bit/symbol] [1.5 bits/symbol] [2 bits/symbol] [2.5 bits/symbol]

L = 4 dmax−min(2, 4) dmax−min(4, 4) dmax−min(8, 4) N/A

= 1.94413 = 1.54174 = 0.21126

[1.5 bits/symbol] [2 bits/symbol] [2.5 bits/symbol]

L = 8 dmax−min(2, 8) dmax−min(4, 8) N/A N/A

= 0.343146 = 0.40317

[2 bits/symbol] [2.5 bits/symbol]

L = 16 dmax−min(2, 16) N/A N/A N/A

= 0.15224

[2.5 bits/symbol]

Table 2.5: The maximum minimum-determinantdmax−min(Q,L) of different combina-

tions of (Q,L) for achieving various normalized throughputs ofR = 1, 1.5, 2 and2.5

bits/symbol, associated with the CSTSK configuration of CSTSK(4, 2, 2, Q,L− PSK).

More explicitly, given a throughput requirementR, for each of the legitimate STSK configu-

rations(Q,L), the near-optimum set of dispersion matrices is generated by solving the optimiza-

tion problem formulated in Eq. 2.29, which also records the corresponding maximum minimum-

determinant valuedmax−min(Q,L). The optimal STSK configuration(Qopt,Lopt) is then simply

the solution of the following optimization problem:

(Qopt,Lopt) = arg max
Q,L:log2(Q·L)=R·T

dmax−min(Q,L). (2.31)

Table 2.5 lists the maximum minimum-determinant values ofdmax−min(Q,L) for the various

STSK configurations(Q,L) that are capable of meeting the throughput requirements ofR = 1, 1.5,
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R = 1 bit/symbol R = 1.5 bits/symbol R = 2 bits/symbol R = 2.5 bits/symbol

(Qopt,Lopt) (Qopt,Lopt) (Qopt,Lopt) (Qopt,Lopt)

= (2, 2) = (2, 4) = (4, 4) = (4, 8)

Table 2.6: Optimal combinations(Qopt,Lopt) for achieving the various normalized

throughputs ofR = 1, 1.5, 2 and2.5 bits/ symbol, associated with the CSTSK config-

uration of CSTSK(4, 2, 2, Q,L− PSK).

2 and2.5 bits/symbol and are associated with the CSTSK configurationof CSTSK(4, 2, 2, Q,L−
PSK). From Table 2.5, we arrive at the optimal STSK configurations(Qopt,Lopt) capable of

achieving the normalized throughputs ofR = 1, 1.5, 2 and 2.5 bits/ symbol, respectively, which

are summarized in Table 2.6. In the following simulation study, we will demonstrate that the most

appropriate STSK configuration selected by our proposed MMBCS algorithm is capable of outper-

forming other STSK configurations in terms of their BER performance.

2.3.6 Simulation Results

In this section, the BER performance of the uncoded CSTSK(M, N, T, Q,L−PSK/QAM) scheme

of Fig. 2.17 was evaluated. A frequency-flat Rayleigh fadingenvironment associated with the

coherence time ofT was considered, implying that the channels have a constant envelope over

a CSTSK block duration, but fade independently between consecutive CSTSK blocks [5]. The

transmitted signal power of all the simulated systems was normalized to unity and, therefore, the

SNR was defined as1N0
, with N0 being the AWGN power. The ML detector of Eq. (2.19) was

employed for the sake of achieving the optimal performance.The system parameters of the uncoded

CSTSK scheme of Fig. 2.17 are summarized in Table 2.7.

Table 2.7: System parameters of the uncoded CSTSK scheme of Fig. 2.17.

Number of Tx antennas M

Number of Rx antennas N

Symbol durations per block T

Number of dispersion matrices Q

Modulation L-QAM or L-PSK

Channels Frequency-flat Rayleigh fading

Channel’s coherence time T

Detector ML detector of Eq. (2.19)
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2.3.6.1 Effects of Conventional Modulation ConstellationSizeL

Since the size of conventional modulation alphabetL directly affects the achievable performance

of a CSTSK system, our study commenced with an investigationof the effects ofL, while fix-

ing the number of dispersion matricesQ. Specifically, the configurations of CSTSK(2, 2, 2, 4,L−
PSK/QAM), CSTSK(4, 2, 2, 4,L−PSK/QAM), and CSTSK(4, 4, 2, 4,L−PSK/QAM) were con-

sidered.
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Figure 2.18: Achievable BER performance comparison of CSTSK(2, 2, 2, 4,L −
PSK/QAM) of Fig. 2.17 associated with conventional modulations of QPSK, 8-PSK,

16-PSK and 16-QAM. The corresponding normalized system throughputs areR = 2, 2.5,

3 and 3 bits/symbol, respectively. All other system parameters were summarized in Table

2.7.

Fig. 2.18 compares the achievable BER performances of the CSTSK(2, 2, 2, 4,L−PSK/QAM)

systems, associated with four conventional modulation schemes. According to the normalized

throughput of Eq. (2.9), the corresponding normalized throughputs of these four systems associ-

ated with QPSK/4-QAM and 8-PSK areR = 2 bits/symbol,R = 2.5 bits/symbol, respectively,

while for 16-PSK and 16-QAM it isR = 3 bits/symbol. As expected, by increasing the size of

convectional modulation schemeL, the normalized throughput is increased, but at the cost of a

BER degradation. For example, at the BER of10−6, the CSTSK system associated with the config-

uration of CSTSK(2, 2, 2, 4, 8-PSK) is capable of achieving a SNR gain of about 3 dB compared to

that of CSTSK(2, 2, 2, 4, 16-QAM). Moreover, observe in Fig. 2.18 that all the BER curves associ-

ated with various values ofL generally share the same slope, implying that same diversity gain may
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be achieved. Therefore, we may conclude that as expected, changing the value of the conventional

modulation levelL directly affects the system’s normalized throughput and BER performance,

while the diversity gain may remain the same. Interestingly, the CSTSK(2, 2, 2, 4, 16-QAM) sys-

tem slightly outperforms CSTSK(2, 2, 2, 4, 16-PSK) in terms of its BER, despite the fact that these

two systems have the same normalized throughput.
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Figure 2.19: Achievable BER performance comparison of CSTSK(4, 2, 2, 4,L −
PSK/QAM) of Fig. 2.17 associated with conventional modulations of QPSK, 8-PSK,

16-PSK and 16-QAM. The corresponding normalized system throughputs areR = 2, 2.5,

3 and 3 bits/symbol, respectively. All other system parameters were summarized in Table

2.7.

Additionally, the achievable BER performances of the CSTSK(4, 2, 2, 4,L− PSK/QAM) and

CSTSK(4, 4, 2, 4,L− PSK/QAM) systems are depicted in Figs. 2.19 and 2.20, respectively. Sim-

ilar to the simulation results for the various CSTSK(2, 2, 2, 4,L− PSK/QAM) systems, a smaller

value ofL leads to a better BER performance, but at the cost of a lower system throughput. Ad-

ditionally, we also find that the systems’ diversity gain remains unaffected byL. Moreover, with

all the other configuration parameters kept identical, the CSTSK configuration associated with

16-QAM outperforms that associated with 16-PSK in terms of its achievable BER performance.

2.3.6.2 Effects of Number of Dispersion MatricesQ

The effects of the number of dispersion matricesQ on the system BER performances were also

investigated, while fixing the sizeL of the conventional modulation alphabet. The system configu-
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Figure 2.20: Achievable BER performance comparison of CSTSK(4, 4, 2, 4,L −
PSK/QAM) of Fig. 2.17 associated with conventional modulations of QPSK, 8-PSK,

16-PSK and 16-QAM. The corresponding normalized system throughputs areR = 2, 2.5,

3 and 3 bits/symbol, respectively. All other system parameters were summarized in Table

2.7.

rations of CSTSK(2, 2, 2, Q, QPSK), CSTSK(4, 2, 2, Q, QPSK) and CSTSK(4, 4, 2, Q, 16-QAM)

associated with various throughputs were studied in this section.

The BER performance of the CSTSK(2, 2, 2, Q, QPSK) systems of Fig. 2.17 associated with

Q = 4, 8 and 16 having throughputs ofR = 2, 2.5 and 3 bits/symbol are shown in Fig. 2.21,

where it may be seen that changingQ while fixing L produces similar effects as changingL
while fixing Q. Specifically, increasing the number of dispersion matrices employed by the system

increases the system’s throughput, but degrades the achievable BER performance. The reason

for this phenomenon is that asQ increases, the minimum value of the determinant of codeword

difference matrixRX = (X − X̂)H(X − X̂) will decrease, whereX andX̂ are an arbitrary pair of

the legitimate codewords. According to the expression of the PSEP in Eq. (2.27), a higher minimum

value of this determinant will result in a better BER performance and vise versa. The corresponding

minimum determinant valuesdmin of the CSTSK(2, 2, 2, Q, QPSK) systems associated withQ =

4, 8 and 16 dispersion matrices are shown in Table 2.8, where it can be seen that as the value

of Q increases, the value ofdmin decreases which leads to a degradation in the system’s BER

performance as shown in Fig. 2.21.

The BER performance of the CSTSK(4, 2, 2, Q, QPSK) systems for the three different values of
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Figure 2.21: Achievable BER performance comparison of CSTSK(2, 2, 2, Q, QPSK) of

Fig. 2.17 associated withQ = 4, 8 and 16. The corresponding normalized system

throughputs areR = 2, 2.5 and 3 bits/symbol, respectively. All other system parame-

ters were summarized in Table 2.7.

Table 2.8: Minimum determinant values of the CSTSK(2, 2, 2, Q, QPSK) systems associ-

ated withQ = 4, 8 and 16 dispersion matrices.

CSTSK(2, 2, 2, 4, QPSK) CSTSK(2, 2, 2, 8, QPSK) CSTSK(2, 2, 2, 16, QPSK)

dmin = 0.807703 dmin = 0.276201 dmin = 0.064366

[2 bits/symbol] [2.5 bits/symbol] [3 bits/symbol]

Q = 4, 8 and 16 having throughputs ofR = 2, 2.5 and 3 bits/symbol are shown in Fig. 2.22, where

the same conclusions to those observed from Fig. 2.21 can be drawn. Explicitly, given the same

conventional modulation scheme, as the number of dispersion matrices employed by the system

increases, the system’s throughput increases, but the corresponding BER performance degrades.

The minimum determinant valuesdmin of the CSTSK(4, 2, 2, Q, QPSK) systems associated with

Q = 4, 8 and 16 dispersion matrices are listed in Table 2.9, where it may also be seen that as the

value ofQ increases, the correspondingdmin decreases. Additionally, the BER performance and

minimum determinant valuesdmin of the CSTSK(4, 4, 2, Q, 16-QAM) associated withQ = 4, 8

and 16 dispersion matrices are shown in Fig. 2.23 and Table 2.10, respectively.
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Figure 2.22: Achievable BER performance comparison of CSTSK(4, 2, 2, Q, QPSK) of

Fig. 2.17 associated withQ = 4, 8 and 16. The corresponding normalized system

throughputs areR = 2, 2.5 and 3 bits/symbol, respectively. All other system parame-

ters were summarized in Table 2.7.
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Figure 2.23: Achievable BER performance of CSTSK(4, 4, 2, Q, 16-QAM) of Fig. 2.17

associated withQ = 4, 8 and 16. The corresponding normalized system throughputsare

R = 3, 3.5 and 4 bits/symbol, respectively. All other system parameters were summarized

in Table 2.7.
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Table 2.9: Minimum determinant values of the CSTSK(4, 2, 2, Q, QPSK) systems associ-

ated withQ = 4, 8 and 16 dispersion matrices.

CSTSK(4, 2, 2, 4, QPSK) CSTSK(4, 2, 2, 8, QPSK) CSTSK(4, 2, 2, 16, QPSK)

dmin = 1.54174 dmin = 0.241162 dmin = 0.067764

[2 bits/symbol] [2.5 bits/symbol] [3 bits/symbol]

Table 2.10: Minimum determinant values of the CSTSK(4, 4, 2, Q, 16-QAM) systems

associated withQ = 4, 8 and 16 dispersion matrices.

CSTSK(4, 4, 2, 4, 16-QAM) CSTSK(4, 4, 2, 8, 16-QAM) CSTSK(4, 4, 2, 16, 16-QAM)

dmin = 0.0352915 dmin = 0.00862591 dmin = 0.0023994

[3 bits/symbol] [3.5 bits/symbol] [4 bits/symbol]

2.3.6.3 Effects of Antenna Configurations
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Figure 2.24: Achievable BER performance of the CSTSK(M, N, 2, 4, QPSK) systems

associated with different antenna configurations of(M, N) = (2, 2), (4,2) and (4,4),

having a normalized throughput ofR = 2 bits/symbol. All other system parameters were

summarized in Table 2.7.

In this section, the effects of different antenna configurations on the system’s BER performance

was investigated, while fixing the other configuration parameters. Specifically, forT = 2 and

Q = 4, the corresponding results are shown in Fig. 2.24 associated with QPSK and in Fig. 2.25

associated with 16-QAM. According to Eq. (2.25), the maximum achievable diversity orders of

(M, N) = (2, 2), (4.2) and (4, 4) associated withT = 2 are 4, 4 and 8, respectively. It can
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be seen from Figs. 2.24 and 2.25 that the configuration of(M, N) = (4, 2) slightly outperforms

the configuration of(M, N) = (2, 2), although both systems have the same maximum achievable

diversity order. The configuration of(M, N) = (4, 4) achieves the best BER performance and has

the sharpest BER curve slope, because it has the highest diversity order.
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Figure 2.25: Achievable BER performance comparison of the

CSTSK(M, N, 2, 4, 16-QAM) systems associated with different antenna configura-

tions of (M, N) = (2, 2), (4,2) and (4,4), having a normalized throughput ofR = 3

bits/symbol. All other system parameters were summarized in Table 2.7.

2.3.6.4 Maximum Minimum-Determinant Based Configuration Selection for CSTSK Sys-

tems

In this section, we investigated the performance of the MMBCS algorithm of Section 2.3.5 for

selecting the CSTSK configuration parameters(Q,L). The CSTSK systems associated with the

configuration of CSTSK(4, 2, 2, Q,L− PSK/QAM) and having the normalized system’s through-

puts ofR = 1.5 bits/symbol andR = 2 bits/symbol were chosen in the study.

Our analysis commenced with the CSTSK(4, 2, 2, Q,L−PSK/QAM) systems associated with

a normalized throughput ofR = 1.5 bits/symbol. According to the details listed in Table 2.5, there

are two combinations of the number of dispersion matricesQ and of the conventional PSK/QAM

modulation alphabetL for this CSTSK scheme, which are the systems of CSTSK(4, 2, 2, 2, QPSK)

and CSTSK(4, 2, 2, 4, BPSK), associated with the minimum-determinant values ofdmax−min(2, 4) =

1.94413 and dmax−min(4, 2) = 1.70468, respectively. Sincedmax−min(2, 4) > dmax−min(4, 2),

CSTSK(4, 2, 2, 2, QPSK) is expected to outperform CSTSK(4, 2, 2, 4, BPSK), and our MMBCS

algorithm selects CSTSK(4, 2, 2, 2, QPSK) as the optimal configuration. The corresponding BER
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Figure 2.26: Achievable BER performance comparison of the CSTSK(4, 2, 2, Q,L −
PSK/QAM) systems associated with a normalized throughput ofR = 1.5 bits/symbol.

All other system parameters were summarized in Table 2.7.

performance comparison shown in Fig. 2.26 confirms that the CSTSK(4, 2, 2, 2, QPSK) system

outperforms the CSTSK(4, 2, 2, 4, BPSK) system by about 0.5 dB in SNR at the BER of10−6.

This demonstrates the power of our MMBCS algorithm in selecting the optimal configuration pa-

rameters(Q,L).

For the CSTSK(4, 2, 2, Q,L − PSK/QAM) scheme to achieve a normalized throughput of

R = 2 bits/symbol, there are three combinations, namely scheme(Q,L) = (2, 8), (Q,L) =

(4, 4) and (Q,L) = (8, 2), which correspond to the three systems of CSTSK(4, 2, 2, 2, 8-PSK),

CSTSK(4, 2, 2, 4, QPSK) and CSTSK(4, 2, 2, 8, BPSK). From Table 2.5, since we have

dmax−min(4, 4) = 1.54174 > dmax−min(8, 2) = 0.424595 > dmax−min(2, 8) = 0.343146,

we conclude that the CSTSK(4, 2, 2, 8, BPSK) system outperforms CSTSK(4, 2, 2, 2, 8-PSK), while

CSTSK(4, 2, 2, 4, QPSK) attains the lowest BER among the three configurations and hence it is

the optimal configuration selected by our proposed MMBCS algorithm. The BER comparison

of these three systems depicted in Fig. 2.27 confirms the above conclusions. To be more ex-

plicit, the optimal configuration of CSTSK(4, 2, 2, 4, QPSK) outperforms the configurations of

CSTSK(4, 2, 2, 8, BPSK) and CSTSK(4, 2, 2, 2, 8-PSK) by about 1 dB and 3 dB in SNR, respec-

tively, at the BER of10−6.
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Figure 2.27: Achievable BER performance comparison of the CSTSK(4, 2, 2, Q,L −
PSK/QAM) systems associated with a normalized throughput ofR = 2 bits/symbol. All

other system parameters were summarized in Table 2.7.

2.4 Three-Stage Serial-Concatenated Turbo Coding Aided CSTSK

Systems

In Fig. 2.7 of Section 2.2, the structure of a three-stage turbo coding aided MIMO scheme has

been introduced for the classic SDM/V-BLAST MIMO. For the sake of achieving near-capacity

performance, in this section the three-stage iterative turbo coding scheme is also applied to the

novel CSTSK MIMO discussed in Section 2.3. The three-stage serial-concatenated turbo coding

aided CSTSK MIMO scheme is depicted in Fig. 2.28, where we observe that its structure is identical

to the one shown in Fig. 2.7, except that the modulator of the transmitter and the soft-demapper at

the receiver in the SDM/V-BLAST system are replaced by the modulator and soft-demapper of the

CSTSK system. Since the CSTSK modulation process has been introduced in Section 2.3.1, in this

section we will mainly focus on the soft-demapper of the CSTSK MIMO system.

2.4.1 CSTSK Soft-Demapper

As discussed in Section 2.3.1, the CSTSK MIMO scheme is free from ICI, hence a low-complexity

single-stream ML detector/demapper can be employed [5,21]. Additionally, since we incorporate a

three-stage serial-concatenated turbo coding scheme for the sake of achieving a near-capacity per-

formance, a CSTSK soft-demapper is required. According to Eq. (2.11), the conditional probability
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The total number of channel-coded bits carried by the received signal vectory is Nc = log2(Q · L),
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whereLa(un) represents thea priori information expressed in terms of the LLR of the correspond-

ing bit un, Kn
1 = {kq,l ∈ K|un = 1} andKn

0 = {kq,l ∈ K|un = 0} are the sub-sets of the

legitimate equivalent signals, when the corresponding bits areun = 1 andun = 0, respectively.

Upon applying the max-log approximation [1], Eq. (2.33) canbe simplified to
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and thea posteriori information output by the CSTSK demapper is then given by

Lp(un) = Le(un) + La(un). (2.35)

2.4.2 Simulation Results

A frequency-flat Rayleigh fading environment was considered. An interleaver length of106 bits

was used by the three-stage serial-concatenated turbo encoder/decoder of Fig. 2.28. The binary

generator polynomials of the RSC encoder wereGRSC = [1, 0, 1]2 and Gr
RSC = [1, 1, 1]2, while

these of the URC encoder wereGURC = [1, 0]2 andGr
URC = [1, 1]2, whereGr

RSC andGr
URC are the

feedback polynomials of the RSC and URC encoders, respectively. The transmitted signal power

of all the simulated systems was normalized to unity, therefore, the SNR was defined as1N0
, with

N0 being the AWGN power. The system parameters of the three-stage serial-concatenated turbo

coding aided CSTSK system of Fig. 2.28 are summarized in Table 2.11.

Table 2.11: System parameters of the three-stage serial-concatenated turbo coding aided

CSTSK system of Fig. 2.28.

Number of Tx antennas M

Number of Rx antennas N

Symbol durations per block T

Number of dispersion matrices Q

Modulation L-QAM or L-PSK

Channels Frequency-flat Rayleigh fading

Channel’s coherence time T

Detector ML max-log soft-demapper of Eq. (2.34)

Interleaver blocklength 106 bits

Outer channel code Half-rate RSC

Generator polynomials (Gr
RSC, GRSC) = (7, 5)8

Precoder URC

Number of inner iterations Iin

Number of outer iterations Iout

2.4.2.1 CSTSK(4, 2, 2, 4, QPSK)

We first considered the CSTSK(4, 2, 2, 4, QPSK) system having a normalized throughput ofR = 2

bits/symbol. Our investigations commenced with the EXIT chart analysis and the corresponding

results are depicted in Fig. 2.29, where it may be seen that anopen tunnel exists between the

EXIT curves of the inner CSTSK soft-demapper-URC decoder and the RSC outer decoder at about
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SNR= 0 dB. Additionally, the Monte-Carlo simulation based staircase shaped decoding trajectory,

which closely matches the EXIT chart curves, was also provided at SNR= 0 dB. The trajectory

shows that the three-stage serial-concatenated turbo coding aided CSTSK(4, 2, 2, 4, QPSK) system

of Fig. 2.28 is capable of reaching the point of perfect convergence at about SNR = 0 dB with the

aid of Iin = 3 inner iterations andIout = 10 outer iterations.

The corresponding BER performance of this three-stage serial-concatenated turbo coding aided

CSTSK(4, 2, 2, 4, QPSK) system of Fig. 2.28 is shown in Fig. 2.30. It can be seen that the system’s

BER performance was improved as the number of iterations increased and a ‘turbo cliff’ appeared

at about SNR= −0.1 dB, indicating that a ‘near-error free’ performance is achieved. This is in

line with the conclusions drawn from the EXIT chart of Fig. 2.29. Furthermore, the maximum

achievable rate of this system is also included to prove thatthe system is capable of achieving a

near-capacity performance.

2.4.2.2 CSTSK(4, 4, 2, 4, 16-QAM)

Fig. 2.31 shows the EXIT chart characteristics of the CSTSK(4, 4, 2, 4, 16-QAM) system, in-

dicating that an open tunnel appears at about SNR= −1.2 dB, with the aid of Iin = 3 in-

ner iterations andIout = 9 outer iterations. Since the Monte-Carlo simulation based staircase

shaped decoding trajectory closely matches the EXIT chart curves at SNR= −1.2 dB, a vanish-

ingly low BER performance may be achieved by this CSTSK(4, 4, 2, 4, 16-QAM) scheme at about
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Figure 2.29: EXIT charts of the three-stage serial-concatenated turbo coding aided

CSTSK(4, 2, 2, 4, QPSK) system of Fig. 2.28 associated with various SNR values. The

corresponding BER curves are seen in Fig. 2.30.
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Figure 2.31: EXIT charts of the three-stage serial-concatenated turbo coding aided

CSTSK(4, 4, 2, 4, 16-QAM) system of Fig. 2.28 associated with various SNR values. The

corresponding BER curves are seen in Fig. 2.32.
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Figure 2.32: Achievable BER performance of the three-stageserial-concatenated turbo

coding aided CSTSK(4, 4, 2, 4, 16-QAM) systems of Fig. 2.28 and the system’s maximum

achievable rate. The system normalized throughput isR = 3 bits/symbol. All other

system parameters were summarized in Table 2.11. The corresponding EXIT chart is seen

in Fig. 2.31.

SNR = −1.2 dB. This may also be inferred from the Monte-Carlo simulation based BER perfor-

mance shown in Fig. 2.32, where it may be seen that a ‘near-error free’ performance is achieved at

about SNR= −1.2 dB. Additionally, the maximum achievable rate of this system is also provided

in Fig. 2.32 to demonstrate that the system is capable of achieving a near-capacity performance.

2.5 Chapter Summary and Conclusions

In this chapter, we have reviewed two MIMO systems, namely the conventional SDM/V-BLAST

and the novel CSTSK MIMO systems.

Our discussion related to the uncoded classic SDM/V-BLAST MIMO system of Fig. 2.1 were

provided in Section 2.1. To be more explicit, the uncoded SDM/V-BLAST MIMO was described

in Section 2.1.1, where it was pointed out that employing thewell-known ML detector is capable of

achieving the optimal performance at the cost of an exponentially increasing computational com-

plexity along with an increased number of multiplexed symbols in the transmitted symbol vector

s(i). For the sake of achieving a lower detection complexity, thefamily of classic linear detectors,

such as the ZF and MMSE detectors may be adopted, although at the expense of a certain perfor-

mance loss. Additionally, some near-optimal detection schemes, such as sphere detection schemes,
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Table 2.12: Performance summary of SDM/V-BLAST systems at BER= 10−6. Their

complexity is on the order of(4MN + 2N)LM.

MIMO Scheme Throughput SNR (Uncoded) SNR (Coded) Figure

[bits/symbol] [dB] [dB]

MIMO(2,2,BPSK) 2 27 -3.2 Fig. 2.2 and 2.9

MIMO(2,4,BPSK) 2 12 Fig. 2.5

MIMO(2,8,BPSK) 2 5 Fig. 2.5

MIMO(2,2,4-QAM) 4 30 Fig. 2.2

MIMO(4,2,BPSK) 4 27.5 Fig. 2.4

MIMO(4,4,BPSK) 4 12.5 Fig. 2.3

MIMO(2,2,8-PSK) 6 35 Fig. 2.2

MIMO(2,2,16-QAM) 8 37.5 Fig. 2.2

MIMO(4,2,4-QAM) 8 34 4 Fig. 2.6 and 2.13

MIMO(8,2,BPSK) 8 31 Fig. 2.4

MIMO(4,4,4-QAM) 8 16 -2.5 Fig. 2.3 and 2.16

MIMO(4,8,4-QAM) 8 8 Fig. 2.6

MIMO(4,4,8-PSK) 12 21 Fig. 2.3

MIMO(4,4,16-QAM) 16 24 Fig. 2.3

are capable of attaining a near-optimal performance at a moderate complexity. The performance

of the uncoded SDM/V-BLAST system was investigated in Section 2.1.2, where it was demon-

strated that in the SDM/V-BLAST system, a diversity gain mayonly be achieved by increasing the

number of Rx antennas, while increasing the number of Tx antennas is capable of improving the

multiplexing gain.

The three-stage serial-concatenated turbo coding aided SDM/V-BLAST MIMO of Fig. 2.7 was

introduced in Section 2.2 for the sake of achieving near-capacity performance, where a URC is em-

ployed for the sake of beneficially spreading theextrinsic information across the iterative decoder

components to avoid the well-known error-floor of the conventional two-stage turbo schemes [1].

The corresponding simulation results of the three-stage serial-concatenated turbo coding aided

SDM/V-BLAST system were portrayed in Fig. 2.8, Fig. 2.10, Fig. 2.12, and Fig. 2.15 of Sec-

tion 2.2.2, where EXIT chart was introduced as an efficient tool for predicting the convergence

behaviour of the iterative decoder. Additionally, the BER performance of the coded SDM/V-

BLAST was investigated in Fig. 2.9, Fig. 2.11, Fig. 2.13, Fig. 2.14, and Fig. 2.16, where it

was shown that with the aid of the powerful thee-stage serial-concatenated turbo coding scheme,

the MIMO systems were capable of achieving a near-capacity performance. We have summarized

the performance of uncoded SDM/V-BLAST MIMO system of Fig. 2.1 and the three-stage serial-

concatenated turbo coding aided SDM/V-BLAST MIMO of Fig. 2.7 in Table 2.12, including the
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throughput, required SNR for achieving BER= 10−6 and complexity order.

Table 2.13: Performance summary of CSTSK systems at BER= 10−6. Their complexity

is on the order ofNTQ(2MT + 4L).

MIMO Scheme Throughput SNR (Uncoded) SNR (Coded) Figure

[bits/symbol] [dB] [dB]

CSTSK(4,2,2,4,BPSK) 1.5 17.5 Fig. 2.26

CSTSK(4,2,2,2,QPSK) 1.5 17 Fig. 2.26

CSTSK(4,2,2,2,8-PSK) 2 21 Fig. 2.27

CSTSK(2,2,2,4,QPSK) 2 20 Fig. 2.18

CSTSK(4,2,2,8,BPSK) 2 19.7 Fig. 2.27

CSTSK(4,2,2,4,QPSK) 2 18.8 0 Fig. 2.19 and 2.30

CSTSK(4,4,2,4,QPSK) 2 10.5 Fig. 2.20

CSTSK(2,2,2,8,QPSK) 2.5 23.5 Fig. 2.21

CSTSK(2,2,2,4,8-PSK) 2.5 22.5 Fig. 2.18

CSTSK(4,2,2,4,8-PSK) 2.5 21 Fig. 2.19

CSTSK(4,2,2,8,QPSK) 2.5 20.5 Fig. 2.22

CSTSK(4,4,2,4,8-PSK) 2.5 12.5 Fig. 2.20

CSTSK(2,2,2,16,QPSK) 3 27 Fig. 2.21

CSTSK(2,2,2,4,16-PSK) 3 26 Fig. 2.18

CSTSK(4,2,2,4,16-PSK) 3 25.5 Fig. 2.19

CSTSK(2,2,2,4,16-QAM) 3 25 Fig. 2.18

CSTSK(4,2,2,4,16-QAM) 3 24 Fig. 2.19

CSTSK(4,2,2,16,QPSK) 3 21.5 Fig. 2.22

CSTSK(4,4,2,4,16-PSK) 3 18 Fig. 2.20

CSTSK(4,4,2,4,16-QAM) 3 16 -1.2 Fig. 2.20 and 2.32

CSTSK(4,4,2,8,16-QAM) 3.5 18 Fig. 2.23

CSTSK(4,4,2,16,16-QAM) 4 20 Fig. 2.23

In Section 2.3, the novel concept of CSTSK modulation was introduced in terms of its sys-

tem model, computational complexity, maximum achievable diversity order, and dispersion matrix

generation. We also proposed a novel MMBCS algorithm in Section 2.3.5, which is capable of se-

lecting the best STSK configuration, while avoiding the time-consuming Monte-Carlo simulation

based approach. The uncoded CSTSK MIMO system’s performance was then intensively inves-

tigated in Fig. 2.18, Fig. 2.19, Fig. 2.20, Fig. 2.21, Fig. 2.22, Fig. 2.23, Fig. 2.24, Fig. 2.25,

Fig. 2.26 and Fig. 2.27 of Section 2.3.6 based on various CSTSK configurations. By analysing

the results obtained, it was concluded that the proposed CSTSK scheme is capable of striking a
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flexible tradeoff between the MIMO’s diversity and multiplexing gains, while facilitating the low-

complexity single-antenna-based ML detection owing to theelimination of ICI. In particular, it was

found that the system’s throughput can be increased by either increasing the size of conventional

modulation alphabetL or by increasing the number of dispersion matricesQ, at the expense of

a degraded BER performance. Moreover, the simulation results also confirmed that the proposed

MMBCS of Section 2.3.5 algorithm was capable of selecting the optimal CSTSK configuration at

a given throughput.

Finally, the three-stage serial-concatenated turbo coding aided CSTSK MIMO systems of Fig.

2.28 was developed in Section 2.4 for the sake of achieving a near-capacity performance. The

corresponding simulation results confirmed that with the aid of the powerful thee-stage serial-

concatenated turbo coding scheme, the CSTSK MIMO system became capable of achieving near-

capacity performance. We have summarized the performance of uncoded CSTSK system of Fig.

2.17 and the three-stage serial-concatenated turbo codingaided CSTSK of Fig. 2.28 in Table 2.13,

including the throughput, required SNR for achieving BER= 10−6 and complexity order.

This chapter has characterized the attainable performanceof the coherently-detected SDM/V-

BLAST and CSTSK MIMO systems in both uncoded and three-stageserial-concatenated turbo

coded scenarios, assuming that the MIMO CSI is perfectly known at the receivers. However, in

practice, the challenge is to acquire accurate CSI estimates without imposing excessive complexity

and substantial pilot overhead. Therefore, in the next chapter, we will discuss the family of various

CE schemes for coherent MIMO schemes and propose an efficientyet low complexity semi-blind

CE scheme.



Chapter 3
Channel Estimation for Coherent

MIMO Systems

3.1 Introduction

In Chapter 2, the family of coherent MIMO systems represented by the classic SDM/V-BLAST

and the recent CSTSK have been reviewed under the idealized simplifying assumption of per-

fectly known CSI. It has been widely recognised that the ability of a coherent MIMO system to

approach its attainable capacity heavily relies on the accuracy of the CSI. In order to dispense with

the assumption of perfectly known CSI, in this chapter, CE schemes for MIMO systems will be

discussed.

As one of the most commonly used CE algorithms, the conventional TBCE schemes [33–

36] will be firstly reviewed. In this kind of CE schemes, training pilots are firstly sent for the

receiver to acquire the CSI, which are followed by the actualdata transmission. However, It may

be noticed that the TBCE schemes are capable of achieving accurate MIMO CSI as long as the

training overhead is sufficiently large, which will inevitably lead to a large reduction in the overall

system throughput [31]. A possible solution may be the BCE schemes, where no training pilots are

needed and, therefore, no throughput loss may be induced. However, the BCE schemes not only

impose high complexity and slow convergence, but also suffer from unavoidable estimation and

decision ambiguities [47, 48]. Against this background, another category of CE schemes, known

as SBCE algorithms [31, 32, 36, 48–59, 126], will be discussed in this chapter, where only a small

number of training symbols is employed for generating an initial TBCE. Data detection is initially

carried out based on this initial CE, and the data detector and the channel estimator iteratively

exchange their information for updating the channel estimate and improving the data detection

accuracy. In this way, the number of training symbols utilized for initial TBCE may be reduced,

while acquiring an accurate CE and achieving an accurate data detection.
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In particular, based on the SBCE approach, we propose a low-complexity BBSBCE and three-

stage turbo detection-decoding scheme for near-capacity coherent MIMO systems. In the proposed

scheme, only a minimum number of MIMO training blocks are employed for generating an ini-

tial TBCE, which is then used for initial data detection. As usual, the detected soft information

is first exchanged a number of times within the inner turbo loop between the URC decoder and

the MIMO soft-demapper, and the information gleaned from the inner URC decoder is then itera-

tively exchanged with the outer decoder in the outer turbo loop. Unlike the existing SBCE based

schemes, however, our channel estimation scheme is naturally embedded in the outer turbo loop of

the three-stage turbo detector and decoder, which exploitsthe a posteriori information produced

by the MIMO soft-demapper. In other words, our scheme does not impose an additional iterative

loop for exchanging information between the decision-directed channel estimator and the three-

stage turbo detector-decoder. Hence, the computational complexity of our joint channel estimation

and three-stage turbo detection remains similar to that of the three-stage turbo detection-decoding

scheme. Moreover, our proposed low-complexity BBSBCE scheme is capable of approaching the

optimal ML turbo detection performance attained with the aid of perfect CSI, as confirmed by our

simulation results. Additionally, it has been recognised that the effects of “bad” decisions may be

mitigated to certain extent and the system performance and robustness may be improved by employ-

ing the so-called soft CE schemes [127–131]. Therefore, we further propose a novel BBSB-SCE

scheme for MIMO systems.

The rest of this chapter is organised as below. Section 3.2 introduces the conventional TBCE

scheme for MIMO systems in both uncoded and three-stage serial-concatenated turbo coded sce-

narios. The system model and achievable performance of efficient SBCE scheme are provided

in Section 3.3 in the uncoded scenario. Then based on the novel BBSBCE approach, the reduced-

complexity joint channel estimation and three-stage iterative demapping-decoding scheme for near-

capacity coherent MIMO systems is proposed in Section 3.4. Additionally, the BBSB-SCE is dis-

cussed in Section 3.5 and its performance is investigated based on the SDM/V-BLAST MIMO

system. Finally, the chapter summary and conclusions are given in Section 3.6.

3.2 Training Based Channel Estimation for MIMO Systems

3.2.1 System Model

In this section, the performance of classic TBCE is characterized in the context of the CSTSK

MIMO system discussed in Chapter 2 associated with the configuration of CSTSK(M, N, T, Q,L-

PSK/QAM), whereM and N indicate the number of Tx and Rx antennas, respectively, while T

denotes the number of time slots occupied by the CSTSK signalblock andQ is the number of

dispersion matrices employed. Leti denote the CSTSK transmission block index. As in Chapter 2,

a quasi-static frequency-flat Rayleigh fading environmentis considered.
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Figure 3.1: Structure of a TBCE aided MIMO system.

The schematic diagram of the TBCE aided CSTSK system is shownin Fig. 3.1, where it may

be seen that at the CSTSK transmitter, the transmitted frameis formulated by two parts, namely,

the training blocks and the data. Both the training blocks and the data are modulated by the CSTSK

MIMO modulator and transmitted through the wireless channel H. The received signal block

Y(i) ∈ CN×T of the CSTSK system was given in Eq. (2.10), which is quoted below

Y(i) = HS(i) + V(i). (3.1)

Assume that the number of available training blocks isMT and if we arrange the training data as

Y tMT
=
[
Y(1) Y(2) · · · Y(MT)

]
, (3.2)

StMT
=
[
S(1) S(2) · · · S(MT)

]
, (3.3)

the training based LSCE of the MIMO channel matrixH is then given by

Ĥ = Y tMT
SH

tMT

(
StMT

SH
tMT

)−1
, (3.4)

associated with a complexity order ofO
(

MT
3
)
. In order to ensure thatStMT

SH
tMT

has the full rank

of M, it is necessary to guarantee that we haveMT · T ≥ M and this leads to a lower bound on the

number of training blocks, which is

MT ≥
⌈

M

T

⌉
, (3.5)

where⌈·⌉ denotes the integer ceiling operator. For instance, if we have M = 4 andT = 2, then

the lower bound isMT = 2 and we may choose to use as few as two CSTSK training blocks for

TBCE. However, it may be expected that with such a low number of training blocks, the accuracy

of the LSCE of Eq. (3.4) will be poor and hence the achievable BER performance based on this

channel estimate will also remain poor. The accuracy of TBCEmay be improved by increasing the

number of training blocksMT, at the expense of reducing the effective throughput of the system.



3.2.2. Simulation Results 70

Table 3.1: System parameters of the TBCE aided CSTSK system of Fig. 3.1.

Number of Tx antennas M

Number of Rx antennas N

Symbol durations per block T

Number of dispersion matrices Q

Modulation L-QAM or L-PSK

Channels Frequency-flat Rayleigh fading

Detector ML detector

Number of training blocks MT

Number of signal blocks per frame τ = 250

Pilot overhead Op of Eq. (3.7)

Interleaver blocklength 106 bits

Outer channel code Half-rate RSC

Generator polynomials (Gr
RSC, GRSC) = (7, 5)8

Precoder URC

Number of inner iterations Iin

Number of outer iterations Iout

3.2.2 Simulation Results

In this section, the performance of the TBCE aided CSTSK scheme is investigated in both the

uncoded scenario of Fig. 2.17 and three-stage serial-concatenated turbo coded scenario of Fig.

2.28. A quasi-static Rayleigh fading environment was considered. In the uncoded scenario, the

block-length was set toτ = 250 STSK symbol-blocks per frame. An interleaver length of106 bits

was used by the three-stage serial-concatenated turbo encoder and decoder of Fig. 2.28. The binary

generator polynomials of the RSC encoder wereGRSC = [1, 0, 1]2 and Gr
RSC = [1, 1, 1]2, while

these of the URC encoder wereGURC = [1, 0]2 andGr
URC = [1, 1]2. The transmitted signal power

of all the simulated systems was normalized to unity and, therefore, the SNR was defined as1N0
,

with N0 being the AWGN power. Two metrics were used for assessing theachievable performance,

namely the BER and the Mean CE Error (MCEE) defined by

JMCEE

(
Ĥ
)

=
1

N · M

∥∥H − Ĥ
∥∥2

, (3.6)

whereĤ represents the estimate of the channel matrixH. All the results were averaged over 10,000

channel realizations. We define the PO as

Op =
MT

τ
× 100%, (3.7)

for quantifying the throughput efficiency of the TBCE aided system. More specifically, a higher

value ofOp leads to a lower effective throughput and vice versa. The system parameters of the
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TBCE aided CSTSK system of Fig. 3.1 are summarized in Table 3.1.

3.2.2.1 Uncoded TBCE Aided CSTSK

This section characterizes the BER and MCEE performance of the uncoded TBCE aided CSTSK

systems associated with the configurations of CSTSK(2, 2, 2, 4, QPSK), CSTSK(4, 2, 2, 4, QPSK)

and CSTSK(4, 4, 2, 4, 16-QAM), which have normalized throughputs ofR = 2, 2 and 3 bits/symbol,

respectively, as seen in Table 3.5.
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Figure 3.2: Achievable BER performance of the TBCE aided CSTSK(2, 2, 2, 4, QPSK)

system of Fig. 3.1 having a normalized throughput ofR = 2 bits/symbol, associated

with different numbers of the STSK training blocks ofMT = 2, 5, 10 and 30, and the

corresponding POs ofOp = 0.8%, 2%, 4% and12%, in comparison to the performance

of the perfect CSI. All other system parameters were summarized in Table 3.1.

Fig. 3.2 shows the BER performance of the TBCE aided CSTSK(2, 2, 2, 4, QPSK) system of

Fig. 3.1, associated with the number of STSK training blocksMT ∈ {2, 5, 10, 30}, corresponding

to the POs ofOp = 0.8%, 2%, 4% and12%, respectively. The system’s normalized throughput is

R = 2 bits/symbol. The BER performance based on the perfect CSI isalso depicted as the bench-

mark. It may be seen from Fig. 3.2 that as the PO increases, theBER performance is improved,

although at the expense of a reduced effective system’s throughput. For example, when the number

of training blocks is set toMT = 2, the SNR gap between the perfect CSI case and the TBCE based

system is about 1.5 dB at the BER level of10−6, and the PO isOp = 0.8%. However, when the

number of training blocks is increased toMT = 30, the SNR gap between the perfect CSI based

system and the TBCE based system is reduced to a value below 0.8 dB, while the PO is increased
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to Op = 12%.

As expected, the results of Fig. 3.2 confirm that in the TBCE assisted MIMO scheme, increasing

the number of training blocks, i.e. having a higher PO, improves the BER performance. This BER

performance gain is the consequence of the improved CE accuracy owing to the increased PO,

which may be quantified by the MCEE defined in Eq. (3.6). The corresponding MCEE performance

of the TBCE aided CSTSK(2, 2, 2, 4, QPSK) system of Fig. 3.1 is depicted in Fig. 3.3 at the SNR

values of 6 dB, 12 dB and 18 dB, respectively. It may be seen that as the PO increases, the CE

accuracy is improved. For example, at SNR= 6 dB, the MCEE is approximatelyJMCEE = 0.1257

when the number of training blocks isMT = 2 (Op = 0.8%), while in the case ofMT = 30

(Op = 12%), the MCEE becomes approximatelyJMCEE = 0.0084, implying that a higher CE

accuracy may be achieved by increasing the number of STSK training blocks, i.e. having a higher

PO, at the expense of a reduced system’s effective throughput. In particular, the MCEE performance

associated with the case ofMT = τ = 250 STSK training blocks is also depicted in Fig. 3.3, which

corresponds to the best achievable MCEE performance, whereall the symbol blocks within a frame

are used as training blocks, implying that the PO becomesOp = 100%. Moreover, it may also be

found that when the PO increases beyond a certain value, almost no further CE quality improvement

is attained. For example, for the case of SNR= 6 dB, when the PO increases fromOp = 0.8% to

Op = 12%, the absolute MCEE reduction is about∆JMCEE = 0.117. However, when PO further
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Figure 3.3: Achievable MCEE performance of the TBCE aided CSTSK(2, 2, 2, 4, QPSK)

system of Fig. 3.1 as a function of the PO, at various SNR values. The system’s normal-

ized throughput isR = 2 bits/symbol. All other system parameters were summarized in

Table 3.1.
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Figure 3.4: Achievable BER performance of the TBCE aided CSTSK(4, 2, 2, 4, QPSK)

system of Fig. 3.1 having a normalized throughput ofR = 2 bits/symbol, associated

with different numbers of the CSTSK training blocks ofMT = 2, 5, 10 and 30, and the

corresponding POs ofOp = 0.8%, 2%, 4% and12%, in comparison to the performance

of the perfect CSI. All other system parameters were summarized in Table 3.1.
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Figure 3.6: Achievable BER performance of the TBCE aided CSTSK(4, 4, 2, 4, 16-QAM)

system of Fig. 3.1 having a normalized throughput ofR = 3 bits/symbol, associated

with different numbers of the STSK training blocks ofMT = 2, 5, 10 and 30, and the

corresponding POs ofOp = 0.8%, 2%, 4% and12%, in comparison to the performance

of the perfect CSI. All other system parameters were summarized in Table 3.1.
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increases fromOp = 12% to Op = 24%, the absolute MCEE reduction becomes insignificant,

which is just about∆JMCEE = 0.004. This implies that increasing the PO over a certain range, say

Op = 12%, may not be helpful in terms of improving the system’s performance, despite reducing

the system’s effective throughput. Additionally, it may also be seen from Fig. 3.3 that given a PO,

as the SNR increases, the accuracy of CE is improved. For example, given the PO ofOp = 12%,

at the SNR= 6 dB, the MCEE is aboutJMCEE = 0.0084, while at the SNR=12 dB, the MCEE is

reduced toJMCEE = 0.0021.

Fig. 3.4 depicted the achievable BER performance of the TBCEaided CSTSK(4, 2, 2, 4, QPSK)

system of Fig. 3.1, having a throughput ofR = 2 bits/symbol. Similar to the BER performance of

the TBCE aided CSTSK(2, 2, 2, 4, QPSK), as the PO increases, the BER performance is improved,

albeit at the expense of a reduced effective system throughput. When the PO is increased toOp =

12%, i.e. having a number of training blocks ofMT = 30, the BER performance of the TBCE

based system becomes capable of approaching the performance bound associated with the perfect

CSI scenario. The corresponding MCEE performance of the TBCE aided CSTSK(4, 2, 2, 4, QPSK)

is shown in Fig. 3.5, where it can also be seen that as PO increases, the CE accuracy is improved.

The BER and MCEE performance of the TBCE aided CSTSK(4, 4, 2, 4, 16-QAM) are shown

in Figs. 3.6 and 3.7, respectively, where the same conclusions may be gleaned as those drawn from

the above discussions on the CSTSK(2, 2, 2, 4, QPSK) and CSTSK(4, 2, 2, 4, QPSK) systems.

3.2.2.2 Three-stage Serial-Concatenated Turbo Coded and TBCE Aided CSTSK

This section provides the BER performance of the three-stage serial-concatenated turbo coded and

TBCE aided CSTSK systems of Fig. 2.28 associated with the configurations of CSTSK(4, 2, 2, 4, QPSK)

and CSTSK(4, 4, 2, 4, 16-QAM), relying on the system parameters of Table 3.1, having normalized

throughputs ofR = 2 and 3 bits/symbol, respectively.

The BER performance based on the CSTSK(4, 2, 2, 4, QPSK) scheme of Fig. 2.28 is depicted

in Fig. 3.8, where it may be seen that as the PO increases, the BER performance of the TBCE

based system gets closer to the performance bound associated with perfect CSI. For example, when

the PO isOp = 0.8%, the system becomes capable of achieving an infinitesimallylow BER at

approximately SNR= 3.1 dB, with a performance gap of about 3.3 dB compared to the perfect

CSI scenario. However, when the PO is increased toOp = 12%, the performance gap between

the TBCE assisted scheme and the perfect CSI case is reduced to 1.2 dB. Furthermore, when a

PO ofOp = 20% utilized, the performance gap is further reduced to about 0.2 dB. However, it is

worth mentioning again that although increasing the PO improves the system’s BER performance,

it also reduces the system’s effective throughput. Additionally, even with a high PO ofOp = 20%,

the three-stage serial-concatenated turbo coded and TBCE aided scheme of Fig. 2.28 still fails to

approach the optimal performance bound associated with perfect CSI.

Fig. 3.9 shows the BER performance of the TBCE aided CSTSK(4, 2, 2, 4, QPSK) system of
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Figure 3.8: Achievable BER performance of the three-stage serial-concatenated turbo

coding aided and TBCE assisted CSTSK(4, 2, 2, 4, QPSK) system of Fig. 2.28, hav-

ing a normalized throughput ofR = 2 bits/symbol, associated with the POs ofOp =

0.8%, 4%, 12% and20%, in comparison to the performance of the perfect CSI. The num-

ber of inner and outer iterations isIin = 3 and Iout = 10. All other system parameters

were summarized in Table 3.1.
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Figure 3.9: Achievable BER performance of the three-stage serial-concatenated turbo cod-

ing aided and TBCE assisted CSTSK(4, 4, 2, 4, 16-QAM) system of Fig. 2.28, having a

normalized throughput ofR = 3 bits/symbol, associated with the POs ofOp = 0.8%, 4%

and12%, in comparison to the performance of the perfect CSI. The number of inner and

outer iterations isIin = 3 and Iout = 9. All other system parameters were summarized in

Table 3.1.
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Fig. 2.28. Similar to the performance of the TBCE aided CSTSK(4, 2, 2, 4, QPSK) depicted in

Fig. 3.8, it may also be seen in Fig. 3.9 that as the PO increases, the BER performance of the

TBCE aided system gets closer to the performance bound associated with perfect CSI. To be more

explicit, when the PO isOp = 0.8%, the system becomes capable of achieving an infinitesimally

low BER at about SNR= 2.6 dB, where there exists a performance gap of about 4 dB compared

to the perfect CSI case. However, when the PO is increased toOp = 12%, the performance gap

between the TBCE assisted scheme and the perfect CSI case is reduced to approximately 0.5 dB.

3.3 Semi-Blind Channel Estimation for MIMO Systems

3.3.1 System Model

It may be seen from the discussions provided in Section 3.2 that the conventional TBCE aided sys-

tem is capable of achieving an accurate CE at the cost of reducing the system’s effective throughput.

For example, from the BER performance of the uncoded CSTSK(2, 2, 2, 4, QPSK) system depicted

in Fig. 3.2, it may be seen that when the PO isOp = 0.8%, an SNR gap in excess of 2 dB is ob-

served between the perfect CSI case and the TBCE aided system, while this gap is reduced to less

than 0.5 dB when the PO is increased toOp = 12%. Naturally this PO leads to the system through-

put loss increased from0.8% to 12%. In order to alleviate this throughput loss problem, while

achieving a high CE quality, semi-blind CE methods were proposed in [31,32,36,48–59,126]. The

corresponding system’s structure is shown in Fig. 3.10. It may be seen that unlike the conventional

TBCE aided system of Fig. 3.1, an iteration loop is formed by the MIMO demodulator, data detec-

tor, MIMO modulator and channel estimator. To be more explicit, at the receiver, only a low PO,

i.e. a small number of training blocks, is utilized for providing an initial TBCE. Then data detection

is carried out based on this initial CE. The detected information bits are then re-modulated and fed

into the CE for performing further DDCE. The data detector and CE iterate a number of times, until

the DDCE converges.
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Figure 3.10: Structure of a SBCE aided CSTSK system.
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Let us now discuss the iterative channel estimation and datadetection scheme in more detail

based on the CSTSK MIMO system of Section 2.3 of Chapter 2. Forthe CSTSK MIMO model of

Eq. (3.1) and with the number of data blocks per frameτ, the observation data for the MIMO ML

detector may be formulated as

Ydτ =
[
Y(1) Y(2) · · · Y(τ)

]
. (3.8)

Furthermore let us denote the maximum number of iterations between the channel estimator and

MIMO detector byIce. Then, given the initial TBCÊH, the semi-blind iterative algorithm may be

summarized as below:

Step 1)Set the iteration index tot = 0 and the initial CE aŝH
(t)

= Ĥ;

Step 2)Given the CE ofĤ
(t)

, perform ML MIMO detection onYdτ. The corresponding detected

information bits are re-modulated to yield

Ŝ
(t)
dτ =

[
Ŝ

(t)
dτ (1) Ŝ

(t)
dτ (2) · · · Ŝ

(t)
dτ (τ)

]
; (3.9)

Step 3)Update the CE with

Ĥ
(t+1)

= Ydτ

(
Ŝ

(t)
dτ

)H
(

Ŝ
(t)
dτ

(
Ŝ

(t)
dτ

)H
)−1

; (3.10)

Step 4)Set the iteration index tot = t + 1: if t < Ice, go back to Step 2); otherwise, stop.

The total complexity of this semi-blind iterative channel estimation and data detection process

is on the order ofIce ·
(
O
(
τ3
)
+ CML

)
, with O

(
τ3
)

andCML being the complexity order of CE

and ML MIMO detection. Our empirical results show that a small number of iterations is often

sufficient for the iterative procedure to converge, and typically Ice ≤ 5. For medium to high SNR

values, this iterative procedure is capable of converging to the optimal ML detection performance

obtained under perfect CSI. In fact, if the initial TBCÊH
(0)

can yield a relatively low BER, e.g.

BER below 0.1, the DDCE of Step 3) is capable of improving the accuracy of the CE. This in turn

significantly enhances the BER of the ML data detection in Step 2) of next iteration. Therefore, a

few iterations are sufficient to attain the optimal ML solution. For low SNR values, however, some

degradation from the optimal ML performance may be expected, particularly when the initial BER

is higher than 0.1. In such a situation, increasing the minimum training blocksMT of Eq. (3.5) by

a few blocks will often ensure the convergence to the ML solution.

3.3.2 Simulation Results

In this section, the performance of the SBCE aided CSTSK scheme was simulated in uncoded

scenarios. Again a quasi-static Rayleigh fading environment was considered. All the results were

averaged over 100 channel realisations. The transmitted signal power of all the simulated systems

was normalized to unity and, therefore, the SNR was defined as1
N0

, with N0 being the AWGN
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power. The BER and the MCEE defined in Eq. (3.6) were used as twometrics. The length of

STSK data blocks for performing ML detection wasτ = 250. The system parameters of the SBCE

aided CSTSK system of Fig. 3.10 are summarized in Table 3.2.

Table 3.2: System parameters of the SBCE aided CSTSK system of Fig. 3.10.

Number of Tx antennas M

Number of Rx antennas N

Symbol durations per block T

Number of dispersion matrices Q

Modulation L-QAM or L-PSK

Channels Frequency-flat Rayleigh fading

Detector ML detector

Number of training blocks MT

Number of signal blocks per frame τ = 250

Pilot overhead Op of Eq. (3.7)

Number of CE iterations Ice

3.3.2.1 CSTSK(2, 2, 2, 4, QPSK) associated withR = 2 bits/symbol

The achievable BER performance of the SBCE aided CSTSK(2, 2, 2, 4, QPSK) scheme of Fig. 3.10

associated with the PO ofOp = 0.8% is compared to those of the TBCE aided system associated

with POs ofOp = 0.8% andOp = 12%, corresponding toMT = 2 and 30 in Fig. 3.11, with

the BER performance obtained given the perfect CSI as the benchmark. The system’s normalized

throughput isR = 2 bits/symbol. It can be seen that for the TBCE based system, using only

MT = 2 CSTSK training blocks, i.e. a PO ofOp = 0.8%, is inadequate and, to approximate

the true ML performance, more than 30 CSTSK training blocks are required, which corresponds

to a PO of over12%. By contrast, the performance of the iterative SBCE based system with only

MT = 2 initial CSTSK training blocks, i.e. a PO ofOp = 0.8%, is capable of outperforming the

TBCE based system associated withMT = 30 training blocks (Op = 12%) and is even capable

of approaching the performance of the perfect CSI benchmarkfor SNR > 14 dB. Therefore, it

may be concluded that given a sufficiently high SNR, the SBCE scheme is capable of approaching

the optimal performance based on perfect CSI, while utilizing a low PO with the objective of

maintaining a high system throughput.

The MCEE performance of the SBCE aided CSTSK(2, 2, 2, 4, QPSK) scheme of Fig. 3.10

associated withMT = 2 initial training blocks andOp = 0.8% is depicted in Fig. 3.12, in

comparison to the MCEE performance of the TBCE based scheme associated withMT = 250

training blocks andOp = 100%, at the SNRs of 6 dB, 12 dB and 18 dB. It may be seen that the
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Figure 3.11: Achievable BER performance of the SBCE aided CSTSK(2, 2, 2, 4, QPSK)

system of Fig. 3.10 having a normalized throughput ofR = 2 bits/symbol, associated

with MT = 2 initial training blocks and a PO ofOp = 0.8%, in comparison to those of

the TBCE aided system of Fig. 3.1 associated withMT = 2 and 30 training blocks and

the POs ofOp = 0.8% andOp = 12%, respectively. The perfect CSI scenario is also

depicted as the benchmark. All other system parameters weresummarized in Table 3.2.

MCEE of the SBCE based scheme is capable of reaching a steady state within Ice = 5 iterations at

all the SNR values investigated. Furthermore, as the SNR increases, fewer CE and data detection

iterations may be required. More explicitly, given SNR= 6 dB, the steady state MCEE may be

achieved byIce = 5 iterations. When the SNR increases to12 dB, only Ice = 3 iterations are

required. Additionally, as expected, when the SNR increases, the MCEE value decreases. To be

more explicit, given SNR= 6 dB, the steady state of the MCEE isJMCEE = 0.0038. However, when

the SNR is increased to12 dB, the steady state of the MCEE becomesJMCEE = 0.00026, which

is significantly lower than that of the SNR= 6 dB scenario. Moreover, we also plot the MCEE

performance of the TBCE scheme associated withMT = 250 training blocks andOp = 100%

at the three SNRs seen in Fig. 3.12, for the sake of providing apertinent benchmark performance

for the SBCE aided CSTSK(2, 2, 2, 4, QPSK) associated withMT = 2 initial training blocks and

Op = 0.8%. Note that in our simulations, we set the number of data blocks for performing the

ML detection toτ = 250. Therefore, if most decisions are correct at a certain SNR range, the

DDCE associated withτ = 250 detected data blocks will be capable of approaching the optimal

CE accuracy of the TBCE associated withMT = 250 training blocks andOp = 100%. It may

be seen from Fig. 3.12 that given SNR= 6 dB, there exists an MCEE difference of approximately

∆JMCEE = 0.0024 between the optimal TBCE and the SBCE, whilst when the SNR is increased to

12 dB, the MCEE difference is reduced to less than∆JMCEE = 0.0001. When the SNR is further
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Figure 3.12: MCEE performance of the SBCE aided CSTSK(2, 2, 2, 4, QPSK) system

of Fig. 3.10 having a normalized throughput ofR = 2 bits/symbol, associated with

MT = 2 initial training blocks and the PO ofOp = 0.8%, in comparison to that of the

TBCE aided system of Fig. 3.1 associated withMT = 250 training blocks and the PO of

Op = 100%, given SNR values of 6 dB, 12 dB and 18 dB. All other system parameters

were summarized in Table 3.2.

increased to18 dB, the steady-state MCEE of the SBCE scheme converges exactly to the optimal

TBCE bound. Therefore, we may conclude that as the SNR increases, the difference between the

steady-state MCEE of the SBCE scheme and the optimal MCEE of the TBCE scheme associated

with τ = MT decreases. Moreover, the steady-state MCEE of the SBCE scheme is capable of

approaching to that of the optimal TBCE for sufficiently highSNR values, i.e. for SNRs over 12

dB for this example scenario.

3.3.2.2 CSTSK(4, 2, 2, 4, QPSK) associated withR = 2 bits/symbol

Fig. 3.13 shows the achievable BER performance of the SBCE aided CSTSK(4, 2, 2, 4, QPSK)

scheme of Fig. 3.10 associated withMT = 2 initial training blocks andOp = 0.8%, in comparison

to those of the TBCE based system withMT = 2 and 30 training blocks, having corresponding

POs ofOp = 0.8% andOp = 12%, respectively. The system’s normalized throughput isR =

2 bits/symbol. The BER performance based on perfect CSI is also provided as the benchmark.

Similar to the performance for the CSTSK(2, 2, 2, 4, QPSK) system, it can be seen that for the

CSTSK(4, 2, 2, 4, QPSK) arrangement, the TBCE scheme using onlyMT = 2 CSTSK training

blocks andOp = 0.8% is also inadequate for approaching the true ML detection performance. On

the other hand, the performance of the TBCE scheme associated with MT = 30 training blocks
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Figure 3.13: Achievable BER performance of the SBCE aided CSTSK(4, 2, 2, 4, QPSK)

system of Fig. 3.10 having a normalized throughput ofR = 2 bits/symbol, associated

with MT = 2 initial training blocks and a PO ofOp = 0.8%, in comparison to those of

the TBCE aided system of Fig. 3.1 associated withMT = 2 and 30 training blocks and

the POs ofOp = 0.8% andOp = 12%, respectively. The perfect CSI scenario is also

depicted as the benchmark. All other system parameters weresummarized in Table 3.2.
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Figure 3.14: Achievable BER performance of the SBCE aided CSTSK(4, 2, 2, 4, QPSK)

system of Fig. 3.10 having a normalized throughput ofR = 2 bits/symbol, associated

with MT = 5 initial training blocks and a PO ofOp = 2%, in comparison to those of

the TBCE aided system of Fig. 3.1 associated withMT = 2 and 30 training blocks and

the POs ofOp = 0.8% andOp = 12%, respectively. The perfect CSI scenario is also

depicted as the benchmark. All other system parameters weresummarized in Table 3.2.
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(Op = 12%) is capable of reaching the optimal performance bound basedon perfect CSI, but the

system’s throughput is significantly reduced. It may be seenfrom Fig. 3.13 that the SBCE scheme

with MT = 2 initial CSTSK training blocks andOp = 0.8% is capable of achieving a similar

performance to that of the SBCE based system associated withMT = 30 training blocks and

Op = 12%, and thus only capable of approaching the perfect CSI benchmark for SNR≥ 14 dB.

However, at low SNRs, the SBCE scheme fails to approach the optimal ML performance bound.

This is because for this CSTSK(4, 2, 2, 4, QPSK) system, there areM · N = 8 complex-valued

channel taps. Two training blocks corresponds to 8 trainingbits and toOp = 0.8%, yielding a

training overhead of 1 bit per channel use. The SBCE scheme under such a low training overhead

and the condition of SNR< 14 dB suffers from some degradation with regard to the optimal BER

performance. This performance degradation may be reduced by employing a slightly higher PO.

The corresponding BER performance of employingMT = 5 initial training blocks (Op = 2%)

is depicted in Fig. 3.14, where it may be seen that the SBCE scheme now becomes capable of

approaching the optimal BER performance for SNR≥ 6 dB.
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Figure 3.15: MCEE performance of the SBCE aided CSTSK(4, 2, 2, 4, QPSK) system

of Fig. 3.10 having a normalized throughput ofR = 2 bits/symbol, associated with

MT = 2 initial training blocks and the PO ofOp = 0.8%, in comparison to that of the

TBCE aided system of Fig. 3.1 associated withMT = 250 training blocks and the PO of

Op = 100%, given SNR values of 6 dB, 12 dB and 18 dB. All other system parameters

were summarized in Table 3.2.

The MCEE performance of the SBCE aided CSTSK(4, 2, 2, 4, QPSK) scheme of Fig. 3.10

associated withMT = 2 initial training blocks andOp = 0.8% is depicted in Fig. 3.15, in com-

parison to the MCEE of the TBCE scheme associated withMT = 250 training blocks and a PO of

Op = 100%, at the SNRs of 6 dB, 12 dB and 18 dB. It may be seen from Fig. 3.15that the MCEE

of the SBCE scheme is capable of reaching a steady state within Ice = 5 iterations at all the three
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SNRs, and as expected, as the SNR increases, the steady-state MCEE value decreases. Addition-

ally, we may also see that the steady-state MCEE of the SBCE scheme may converge to the optimal

MCEE of the TBCE scheme associated withMT = 250 (Op = 100%) at high SNRs, specifically,

the case of SNR= 18 dB in Fig. 3.15 for this example. This agrees with the corresponding BER

performance illustrated in Fig. 3.13.

3.3.2.3 CSTSK(4, 4, 2, 4, 16-QAM) associated withR = 3 bits/symbol

We also provide the achievable BER performance of the SBCE aided CSTSK(4, 4, 2, 4, 16-QAM)

scheme of Fig. 3.10 associated withMT = 2 (Op = 0.8%) and 3 (Op = 1.2%) initial train-

ing blocks in Fig. 3.16 and 3.17, respectively, in comparison to those of the TBCE based system

with MT = 2 and 30 training blocks, having POs ofOp = 0.8% andOp = 12%, respectively.

It may be seen that despite using an extremely low training overhead of justMT = 2 training

blocks, the SBCE based scheme becomes capable of approaching the optimal ML performance

based on perfect CSI for the SNR≥ 12 dB. However, by employing just one more training block,

i.e. MT = 3 andOp = 1.2%, the SBCE based scheme becomes capable of approaching the opti-

mal ML performance bound for SNR≥ 2 dB. The MCEE convergence performance of the SBCE
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Figure 3.16: Achievable BER performance of the SBCE assisted

CSTSK(4, 4, 2, 4, 16-QAM) system of Fig. 3.10 having a normalized throughput

of R = 3 bits/symbol, associated withMT = 2 initial training blocks and a PO of

Op = 0.8%, in comparison to those of the TBCE aided system of Fig. 3.1 associated with

MT = 2 and 30 training blocks and the POs ofOp = 0.8% andOp = 12%, respectively.

The perfect CSI scenario is also depicted as the benchmark. All other system parameters

were summarized in Table 3.2.
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Figure 3.17: Achievable BER performance of the SBCE assisted

CSTSK(4, 4, 2, 4, 16-QAM) system of Fig. 3.10 having a normalized throughput

of R = 3 bits/symbol, associated withMT = 3 initial training blocks and a PO of

Op = 1.2%, in comparison to those of the TBCE aided system of Fig. 3.1 associated with

MT = 2 and 30 training blocks and the POs ofOp = 0.8% andOp = 12%, respectively.

The perfect CSI scenario is also depicted as the benchmark. All other system parameters

were summarized in Table 3.2.
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Figure 3.18: MCEE performance of the SBCE assisted CSTSK(4, 4, 2, 4, 16-QAM) sys-

tem of Fig. 3.10 having a normalized throughput ofR = 3 bits/symbol, associated with

MT = 2 initial training blocks and the PO ofOp = 0.8%, in comparison to that of the

TBCE aided system of Fig. 3.1 associated withMT = 250 training blocks and the PO of

Op = 100%, given SNR values of 6 dB, 12 dB and 18 dB. All other system parameters

were summarized in Table 3.2.
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aided CSTSK(4, 4, 2, 4, 16-QAM) associated withMT = 2 (Op = 0.8%) initial training blocks is

depicted in Fig. 3.18, in comparison to the MCEE of the TBCE scheme associated withMT = 250

training blocks (Op = 100%), at the SNRs of 6 dB, 12 dB and 18 dB. It may be seen that the

MCEE of the SBCE based scheme is capable of reaching a steady state within Ice = 5 iterations at

all the three SNRs, similar to the previous two systems, and as the SNR increases, the steady-state

MCEE value decreases. Additionally, we may also see that thesteady-state MCEE of the SBCE

aided system may converge to that of the TBCE scheme associated with MT = 250 at high SNRs,

i.e. for the case of SNR= 12 dB in Fig. 3.18 for this example.

3.4 Joint Channel Estimation and Three-Stage Turbo Detection for

MIMO Systems

In Section 3.3, the semi-blind iterative CE and data detection scheme for uncoded MIMO systems

has been discussed, where the initial TBCE is carried out with the aid of a small number of MIMO

training blocks in order to maintain a high system throughput. The channel estimate is then further

refined within an iterative loop exchanging information between the DD channel estimator and

the MIMO detector, which requires several iterations to converge. As discussed in Chapter 2,

employing a three-stage serial-concatenated turbo codingscheme can significantly improve the

system performance, achieving near-capacity performance. In this section. we will introduce the

concept of three-stage serial-concatenated turbo coding scheme into our SBCE scheme discussed

in the last section.

3.4.1 Conventional Iterative Channel Estimation and TurboDetection MIMO

The state-of-the-arts [55–59, 127–137] can be representedby the conventional iterative CE and

three-stage turbo detector-decoder structure1 depicted in Fig. 3.19. As it has been discussed that

in the SBCE scheme, the number of initial training blocks is usually low in order to maintain a

high effective system throughput. Therefore, the accuracyof the initial TBCE is poor, and hence

the achievable BER based on this initial channel estimate isalso poor. However, the three-stage

turbo detector-decoder is capable of improving the reliability of the detected bits for assisting the

DDCE, which then provides a more accurate channel estimate.This iterative process results in

an increasingly more reliable turbo detector-decoder output, which in turn further enhances the

accuracy of the DDCE. Although the conventional iterative CE and three-stage turbo detector-

decoder structure of Fig. 3.19 is very powerful, it has certain drawbacks.

Observe from Fig. 3.19 that since all the detected bits are used by the channel estimator,

the DDCE update operation takes place after the convergenceof the three-stage turbo detection-

1Most of these schemes were originally designed for the two-stage turbo detector-decoder structure, but they can be

readily extended to the three-stage turbo detector-decoder structure discussed here.
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ĤŜdτ

Figure 3.19: Conventional iterative CE and three-stage turbo detector-decoder. Note that

all the detected bits are used by the decision-directed channel estimator. In order to benefit

from the full error correction capability of the three-stage turbo detection and decoding,

the updating of the DD channel estimate takes place after theconvergence of the outer

turbo loop.

decoding, in order to fully exploit the error correction capability of the three-stage turbo detector-

decoder. This introduces the additional CE loop shown in Fig. 3.19, which requiresIce iteration to

converge. Furthermore, a turbo coded frame typically contains a very large number of data blocks

τ, usually in thousands. Thus, the computational complexityof the LS based channel estimator is

extremely high, in the order ofO(τ3
)
. Consequently, the turbo coding and CE structure shown in

Fig. 3.19 requires extremely high computational complexity. To be more explicit, letCRSC, CURC

andCML denote the computational complexity of the RSC decoder, theURC decoder, and the ML

soft-demapper, respectively. Assume that given the CSI, the two-stage inner turbo loop requiresIin

iterations, while the outer turbo loop requiresIout iterations. Then, given the CSI, the computational

complexity of the three-stage turbo receiver can be formulated as

Cideal = Iout

(
CRSC + Iin

(
CML + CURC

))
. (3.11)

Given that the number of data blocks per frame isτ and the CE loop of Fig. 3.19 requiresIce

iterations to converge, the overall computational complexity of this conventional iterative CE and

three-stage turbo receiver can be expressed as

Cconventional = Ice · O
(
τ3
)
+ Ice · Cideal, (3.12)

which is significantly higher thanCideal. More importantly, the frame of the detected bits may

contain a large percentage of erroneous decisions, particularly at the low SNRs, which will degrade

the DDCE that utilize all the detected symbol blocksŜdτ corresponding to the received data frame.
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Therefore, the existing conventional iterative CE and three-stage turbo receivers fail to approach the

optimal BER performance bound of the idealised three-stageturbo ML detector-decoder associated

with the perfect CSI [127–129].

The above analysis of the disadvantages associated with this existing state-of-the-art motivates

us to propose a novel iterative BBSBCE and three-stage turbodetector-decoder structure, which

is capable of overcoming the drawbacks of the conventional iterative CE and three-stage turbo

detector-decoder structure.

3.4.2 Joint BBSBCE and Three-Stage Turbo Demapping/Decoding for MIMOs

From the above discussion, it may be concluded that there exist two main limitations of the con-

ventional joint CE and turbo detection based MIMO structures based on a low training overhead.

Firstly, the conventional turbo coded CE scheme utilizes the entire detected data frame for DDCE

and introduces an extra CE loop, all of these lead to significant increase in computational com-

plexity. Secondly and more importantly, the detected framecontains erroneous or “bad” decisions,

leading to potentially serious error propagation, particularly during the early turbo iterations under

poor SNR conditions, which will degrade the system’s achievable performance. As a result, the

conventional iterative CE and turbo detection based MIMO structures utilizing a low number of

initial training blocks are incapable of matching the optimal performance bound associated with

perfect CSI, despite of imposing a significantly higher complexity. In order for these iterative CE

and turbo detection structures to approach the optimal performance bound associated with perfect

CSI, it would be necessary to increase the training overhead, at the cost of reducing the effective

system throughput considerably.

In order to overcome these two limitations, we propose a low-complexity joint BBSBCE and

three-stage iterative demapping-decoding scheme for near-capacity CSTSK MIMO systems, which

does not impose an extra iterative loop between the channel estimator and the three-stage turbo

detector-decoder and which is capable of approaching the optimal performance bound associated

with perfect CSI, while only imposing a minimum training overhead. Specifically, in order to main-

tain a high system throughput, only the minimum number of CSTSK training blocks is utilized for

obtaining an initial TBCE. Naturally, the number of training blocks is related to the number of Tx

antennas [31]. Then the low-complexity single-antenna based ML soft-demapping of [5] is car-

ried out and the soft decisions are exchanged between the URCdecoder and MIMO soft-demapper

within the inner turbo loop, before they are forwarded to theouter RSC decoder. Moreover, the

“high quality” or “more reliable” blocks-of-bits are selected based on thea posteriori information

produced by the MIMO soft-demapper within the original inner turbo loop of the URC decoder and

MIMO soft-demapper, which are re-modulated after each outer iteration of the original outer turbo

loop for the sake of facilitating DDCE updates. Since the CE is naturally embedded into the orig-

inal iterative three-stage demapping/decoding scheme, noextra iterative loop is required between
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the CE and the three-stage MIMO demapper-decoder. This results in a low system complexity. In

other words, the proposed joint BBSBCE and three-stage turbo demapping/decoding scheme has

a similar computational complexity to that of the original three-stage turbo demapping-decoding

scheme, which relies on the CSI-estimate of a dedicated training based channel estimator. More-

over, the proposed semi-blind joint CE and turbo detection-decoding scheme is capable of fully

exploiting the “turbo effects” of the joint CE and three-stage demapping-decoding for approaching

the optimal performance obtained by the idealised three-stage turbo demapping-decoding receiver

furnished with perfect CSI, despite using only the same number of turbo iterations as the latter.

3.4.2.1 System Model

We begin by detailing the novel BBSBCE aided and three-stageserial-concatenated turbo coding

assisted CSTSK, which has the configuration of CSTSK(M, N, T, Q,L− PSK/QAM) discussed

in Section 2.4, whereM andN indicate the number of Tx antennas and Rx antennas, respectively,

while T denotes the number of time slots occupied by the CSTSK signalblock andQ is the number

of dispersion matrices employed. Leti denote the CSTSK block index. A quasi-static frequency-

flat Rayleigh fading environment is considered2.
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Figure 3.20: Joint BBSBCE aided and three-stage serial-concatenated turbo detection

assisted CSTSK MIMO system.

The block diagram of our proposed BBSBCE aided and three three-stage serial-concatenated

turbo coding assisted CSTSK system is shown in Fig. 3.20. It may be seen that thea posteriori

information lp output by the MIMO soft-demapper provides the confidence levels, i.e. the proba-

bilities of binary 1s and binary 0s [1]. Therefore, based on this confidence level, we may opt for

2Note that the proposed BBSBCE scheme may be appropriately modified and applied in OFDM aided MIMO systems

[24] for transmission over frequency-selective fading channels.
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Figure 3.21: The proposed block-of-bits selection based blind channel estimator.

selecting reliable decisions from the MIMO soft-demapper’s output sequence for the DDCE update.

Note that in contrast to the existing joint CE and turbo detection-decoding schemes [55–59], as a

benefit of selecting high-confidence decisions, the Block-of-Bits Selection Based (BBSB) blind

channel estimator in our proposed scheme of Fig. 3.20 does not have to wait for the accurate fi-

nal convergence of the turbo detector-decoder. Quite the contrary, our scheme updates the DDCE

within the original outer loop of the three-stage turbo demapper-decoder, as explicitly emphasized

in Figs. 3.20 and 3.21. In other words, unlike the existing schemes of [55–59], no additional itera-

tive loop involving the CE and the three-stage turbo demapper-decoder is required. Consequently,

the computational complexity of our joint scheme remains similar to that of the original three-stage

turbo demapper-decoder, which is furnished with the CSI-estimate. Moreover, as it will be con-

firmed later in our simulation study, our joint BBSBCE and three-stage turbo demapper-decoder is

capable of approaching the optimal near-capacity performance associated with perfect CSI. Let us

now detail our proposed scheme further.

According to the CSTSK system model presented in Section 2.3, the received signal block can

be expressed as

Y(i) = HS(i) + V(i), (3.13)

whereH ∈ CN×M is the corresponding MIMO channel matrix, whose elements obey the complex-

valued Gaussian distribution of zero-mean and unit variance CN (0, 1), while V(i) ∈ CN×T is the

AWGN matrix, whose components obeyCN (0, N0) with N0 being the AWGN variance. Similar

to the uncoded SBCE scheme discussed in Section 3.3, our proposed scheme also relies on a low

number of training blocks. Let us assume that the number of available training blocks isMT. If we

arrange the training data as

Y tMT
=
[
Y(1) Y(2) · · · Y(MT)

]
, (3.14)

StMT
=
[
S(1) S(2) · · · S(MT)

]
, (3.15)



3.4.2. Joint BBSBCE and Three-Stage Turbo Demapping/Decoding for MIMOs 91

the initial LSCE of the MIMO channel matrixH is then given by

Ĥ LSCE = Y tMT
SH

tMT

(
StMT

SH
tMT

)−1
. (3.16)

For the sake of maintaining a high system throughput, only a small number of STSK training blocks

should be used. On the other hand, in order to ensure forStMT
SH

tMT
to have the full rank ofM,

it is necessary to guarantee thatMT · T ≥ M and this leads to a lower bound of the number of

training blocks, which is given in Eq. (3.5). For instance, if we haveM = 4 andT = 2, then the

lower bound isMT = 2 and we may choose to use as few as two STSK training blocks for initial

CE. With such a low number of initial training blocks, the accuracy of the LSCE of Eq. (3.16)

will be poor and hence the achievable BER performance based on the initial channel estimate will

also remain poor. The task of the joint BBSBCE and three-stage turbo demapper-decoder is to

iteratively refine the channel estimate for the sake of achieving a near-capacity BER performance,

while imposing no excessive computational requirements.

Referring to Fig. 3.21, let the number of iterations in the two-stage inner turbo loop beIin and

the number of iterations in the outer turbo loop beIout, respectively. Let us further denote the

observation data at the output of the CSTSK soft-demapper ofFig. 3.21 as

Ydτ =
[
Y(1) Y(2) · · · Y(τ)

]
, (3.17)

whereτ is referred to as the number of data blocks in a transmitted CSTSK frame. The joint

BBSBCE and three-stage turbo demapper-decoder is described as follows.

Semi-Blind Iterative Algorithm

Step 1)Set the iteration index tot = 0 and the initial channel estimate tôH
(t)

= ĤLSCE.

Step 2)Given the channel estimatêH
(t)

, perform the ML soft-demapping on the observation data

Ydτ of Eq. (3.17). The CSTSK soft-demapper then exchanges its soft information with the URC

inner decoder forIin iterations, which yields theIin vectors of thea posteriori information arranged

as

Lp =
[
l1

p l2
p · · · l Iin

p

]T
, (3.18)

whereLp ∈ CIin×(BPB·τ) is referred to as the equivalenta posteriori information matrix andli
p =

[
Li

p(1) Li
p(2) · · · Li

p(BPB · τ)
]T ∈ C(BPB·τ)×1 denotes thea posteriori information vector obtained

by the CSTSK soft-demapper during theith inner iteration withLi
p(k) defined in Eq. (2.6), while

BPB = log2(Q) + log2(L) represents the bits per CSTSK symbol block. Based on the factthat

the nth column of Lp represents theIin soft decisions for thenth information bit, wheren ∈
{1, 2, · · · , (BPB · τ)}, thenth bit decision may be regarded as correct and it is selected for CE in

the following two cases:

Case 1: If the soft decisions in the same column share similar values, these soft decisions

may result in a reliable bit decision, which may hence be invoked for CE. Specifically, the
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criterion for thenth information bit to be selected is

|L1
p(n)− L2

p(n)|+ |L2
p(n)− L3

p(n)|+ · · · + |LIin−1
p (n) − LIin

p (n)|
|µ| ∈ (0, Th) , (3.19)

whereµ is the mean of the soft decisions in thenth column of the matrixLp, while Th denotes

the block-of-bits selection threshold used.

Case 2: If the absolute values of the soft decisions in thenth column ofLp are in monotoni-

cally ascending order and these soft decisions share the same sign, namely, we have,

|L1
p(n)| < |L2

p(n)| < · · · < |LIin
p (n)| and

sign{L1
p(n)} = sign{L2

p(n)} = · · · = sign{LIin
p (n)},

(3.20)

then thenth detected bit may be regarded as a correct one.

After checking through the columns ofLp, only “high confidence” decisions are selected and the

corresponding STSK symbol block indices may be obtained by asliding window based method

using a window size of BPB. More explicitly, if BPB consecutive information bits are all regarded

as correct, the corresponding information block will be selected for CE, while if a bit decision in

a block of BPB consecutive bits is regarded as low quality, the process moves to examine the next

block. This moving-window process yields a “high confidence” integer-valued index vector, which

is denoted asxt =
[
xt(1) xt(2) · · · xt(τt

s )
]T

, with the number of the selected elementsτt
s varying

within {0, 1, · · · , τsel}, whereτsel (≪ τ) is the imposed maximum number of selected decision-

based signal blocks. By using this index vector, the corresponding observation data can be selected

from Eq. (3.17), and they are re-arranged and combined with the training data to form

Y
(t)
sel =

[
Y tMT

Y(xt(1)) Y(xt(2)) · · · Y(xt(τt
s ))
]
. (3.21)

This sliding-window process used for selecting reliable detected symbol vectors is illustrated in

Fig. 3.22. Note that whenever the number of selected blocksτt
s reaches the maximum limitτsel, the

moving-window process will stop, leaving any remaining blocks unexamined. On the other hand,

at some extreme situation, it may be possible although unlikely that no reliable detected symbol

block is selected after examining all the columns ofLp, i.e. τt
s = 0. To guard against this extreme

case, we combine the training data with the detected data, asindicated in Eq. (3.21).

Step 3)By re-modulating the selected detected blocks-of-bits with the aid ofxt and combining

them with the training data, we have

Ŝ
(t)
sel =

[
StMT

Ŝ(xt(1)) Ŝ(xt(2)) · · · Ŝ(xt(τt
s ))
]
. (3.22)

The resultant decision-directed LSCE update is then given by

Ĥ
(t+1)

= Y
(t)
sel

(
Ŝ

(t)
sel

)H
(

Ŝ
(t)
sel

(
Ŝ

(t)
sel

)H
)−1

. (3.23)

At the same time the corresponding soft information is further exchanged with the outer RSC

decoder.
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Step 4)Sett = t + 1. If t < Iout, repeat steps 2) and 3); otherwise, stop.

The idea behind Case 1 is that, if the decisions are relatively stable during several consecutive

turbo iterations, it may be regarded as reliable decisions.This makes sense because a stable state

may be achieved for turbo coding after a few iterations and the stable decisions may be high-quality

ones. It can be seen that Case 1 mainly occurs during the laterouter turbo iterations. With regard

to Case 2, we note that if the soft values for a specific bit are in monotonically ascending order

and share the same polarity in consecutive iterations, the corresponding bit decision may also be

deemed reliable. This also makes sense, because the correctdecisions may experience a gradual

iteration gain and this will lead to increasing absolute values of the soft-decisions as the number of

iterations increases, especially during the early turbo outer iteration stages.

Selecting the high-confidence detected blocks of bits is carried out within the inner turbo loop

consisting of the CSTSK soft-demapper and the URC decoder ofFig. 3.20. This is because the se-

lectedxt(i)-th detected block of bits can be linked to the correspondingobservation blockY(xt(i))

after it is re-modulated to generate the detected CSTSK signal blockŜ(xt(i)). The selection cannot

be carried out within the outer turbo loop of Fig. 3.20, sincethe RSC encoder will disperse the bits

of the blocks. It is worth emphasising that the decision-directed LSCE update of Eq. (3.23) takes

place concurrently, when the information is exchanged between the two-stage inner CSTSK soft-

demapper/URC decoder and the outer RSC decoder. Therefore,no extra iterative loop is needed

between the CE and the three-stage turbo demapper-decoder.It is also worth pointing out that our

selection procedure is based on the information of the wholeturbo detection-decoding process, not

just relying on the single LLRLIin
p (n) information. Therefore, it is capable of selecting only reliable

detected symbol blocks for DDCE. This is crucial to ensure that our proposed BBSBCE aided and

three-stage turbo demapping-decoding scheme is capable ofapproaching the optimal performance

bound associated with perfect CSI, as will be demonstrated later in the simulation study.

The value of the block-of-bits selection thresholdTh employed in step 2)Case 1should be

carefully chosen. Too small a value may lead to an insufficient number of blocks selected for CE

even after examining the entire sequence ofBPB · τ bit decisions. By contrast, too large a value

may result in an excessive number of selected blocksτt
s , potentially approaching the maximum

affordable valueτsel after only examining a small initial portion of theBPB · τ bit decisions, and

the selected blocks may contain many “low confidence” decisions. Both of these situations will

result in a performance degradation. However, apart from these two extreme cases, there exists a

relatively wide range of values forTh, which allows our scheme to approach its optimal perfor-

mance without increasing the numbers of turbo iterationsIout andIin. Our experience suggests that

within the appropriate range of threshold values, the performance of our semi-blind scheme is fairly

insensitive to the value ofTh. Specifically, the limitτsel imposed on the number of data blocks se-

lected in step 2) is to avoid imposing an unnecessary CE complexity. The appropriate value ofτsel

depends on the size of the MIMO channel matrix and for an(N = 4) × (M = 4) MIMO system,

our empirical results show thatτsel = 100 is sufficient for converging to the optimal ML detection



3.4.2. Joint BBSBCE and Three-Stage Turbo Demapping/Decoding for MIMOs 95

performance associated with the perfect CSI.

Let us denote the complexity of the RSC decoder, the URC decoder and the CSTSK ML soft-

demapper byCRSC, CURC andCML, respectively. The overall system complexity of the idealised

three-stage turbo detector-decoder associated with the perfect CSI given in Eq. (2.11) is quoted

below again

Cideal = Iout

(
CRSC + Iin

(
CML + CURC

))
. (3.24)

Typically, Iin and Iout are small, i.e. a few inner turbo iterations and a few outer iterations are

often sufficient. Since our BBSBCE scheme selects no more than τsel data blocks for DDCE, our

decision-directed LSCE of Eq. (3.23) has a complexity upperbound on the order ofO(τ3
sel

)
. Fur-

thermore, as it will be confirmed later in our simulation study, our proposed amalgamated scheme

approaches the perfect-CSI based performance bound with the same numbers of turbo iterations,

Iin and Iout, while the decision-directed LSCE of Eq. (3.23) approachesthe Cramér-Rao Lower

Bound (CRLB) [138] associated with theτsel optimal training pilot blocks with the aid ofIout it-

erations. Therefore, the overall system complexity of our proposed joint BBSBCE and three-stage

turbo demapping-decoding scheme can be expressed as

Cproposed ≤ Iout · O
(
τ3

sel

)
+ Cideal. (3.25)

By contrast, all the existing conventional schemes utilizethe entire sequence ofτ detected data

blocks and, therefore, the complexity of the decision-directed LSCE in these conventional schemes

is on the order ofO
(
τ3
)
. Moreover, these conventional schemes introduce an extra iterative loop

between the channel estimator and the three-stage turbo detector-decoder, which takesIce iterations

to converge3. Let us make an optimistic assumption that the three-stage turbo detector-decoder

aided by these conventional DDCE schemes also requiresIin inner turbo iterations andIout outer

turbo iterations. Then the overall system complexity of these existing conventional joint CE and

three-stage turbo detector-decoder structures is given inEq. (3.12), which we quote blow again

Cconventional = Ice · O
(
τ3
)
+ Ice · Cideal. (3.26)

By comparing Eq. (3.25) with Eq. (3.26), it becomes obvious that our proposed joint BBSBCE

and three-stage turbo detector-decoder scheme requires a dramatically lower computational com-

plexity than the existing conventional joint CE and three-stage turbo detector-decoder schemes.

More specifically, since typicallyCideal ≫ Iout · O
(
τ3

sel

)
, it is clear that our proposed joint BB-

SBCE and three-stage turbo demapping-decoding scheme has acomplexity very close to that of

the idealised three-stage turbo demapping-decoding scheme associated with perfect CSI. By con-

trast, the complexity of the existing conventional joint CEand three-stage turbo detector-decoder

structures is dramatically higher thanCideal.

3We would like to emphasize that since a conventional joint CEand turbo receiver utilizes all the symbol decisions of

a transmitted frame in DDCE regardless whether they are reliable, it is necessary to wait until the turbo detector-decoder

converges before the channel update can take place, in orderto benefit from the error correction capability of the turbo

detection-decoding.
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Also note that the lengthτ of a turbo coded frame is typically in the thousands, while itis suf-

ficient to setτsel to be 10% ofτ in our scheme, i.e.τsel is typically in the hundreds. Consequently,

the complexity of the DDCE in our proposed scheme is at least three orders of magnitude lower

than that of the existing conventional schemes for the typical frame symbol block length in thou-

sands. Forτ = 100 to 260 symbol blocks, Fig. 3.23 illustrates the complexity order comparison

between the conventional DDCE which utilises all theτ detected symbol blocks and our proposed

BBSBCE scheme which only utilises at mostτsel = 100 “high quality” detected symbol blocks,

where as expected it can be seen that the complexity difference increases as the length of symbol

blocksτ increases.
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Figure 3.23: Channel estimation complexity order comparison between the conventional

DDCE schemes which utilises all theτ detected symbol blocks and the proposed BBSBCE

scheme which only utilises at mostτsel = 100 “high quality” detected symbol blocks.

3.4.3 Cramér-Rao Lower Bound

Since the CRLB provides the best attainable performance foran unbiased estimator [138–143],

we can also evaluate the achievable performance of our jointBBSBCE and three-stage turbo

demapping-decoding scheme by comparing the Mean Square Error (MSE) of its DD channel esti-

mator with the CRLB. Let the number of available signal blocks invoked for TBCE bẽτ = τsel.

Then the CSTSK model of Eq. (3.13) over theτ̃ signal blocks can be written as

Y tτ̃ = H Stτ̃ + V tτ̃, (3.27)

or equivalently

ỹτ̃ = S̃
T
τ̃ h̃ + ṽτ̃, (3.28)
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whereY tτ̃ =
[
Y(1) Y(2) · · · Y(τ̃)

]
, Stτ̃ andV tτ̃ are similarly defined, while

ỹτ̃ = vec
(
YT

tτ̃

)
∈ C

NTτ̃×1, (3.29)

S̃τ̃ = IN ⊗ Stτ̃ ∈ C
NM×NTτ̃, (3.30)

h̃ = vec
(

HT
) ∈ C

NM×1, (3.31)

ṽτ̃ = vec
(
VT

tτ̃

)
∈ C

NTτ̃×1. (3.32)

Given the training signal matrix̃Sτ̃, the conditional probabilityp
(
ỹτ̃

∣∣h̃
)

is expressed as

p
(
ỹτ̃

∣∣h̃
)

=
1

(πN0)NTτ̃
exp

(
−‖ỹτ̃ − S̃

T
τ̃ h̃‖2

N0

)
. (3.33)

The Fisher Information Matrix (FIM) [138] is defined as

F
(
S̃τ̃

)
= −E

{
∂2 log

(
p
(
ỹτ̃

∣∣h̃
))

∂h̃ ∂h̃
H

}
= −E





∂

∂h̃
H

(
∂ log

(
p
(
ỹτ̃

∣∣h̃
))

∂h̃
H

)H


 , (3.34)

where the expectation operationE{ } is with respect to the noisẽvτ̃. Substituting (3.33) into (3.34)

results in

F
(
S̃τ̃

)
=

1

N0
S̃τ̃ S̃

H
τ̃ . (3.35)

Let

S̃τ̃opt = arg max
S̃τ̃

tr
{

F
(
S̃τ̃

)}
. (3.36)

The ith diagonal element ofF−1
(
S̃τ̃opt

)
provides a lower bound of the variance for the unbiased

estimate of theith element of̃h based on the training signal block length ofτ̃, and

CRLB(τ̃) = tr
{

F−1
(
S̃τ̃opt

)}
(3.37)

is the minimum MSE achievable by an unbiased estimator basedon the training block length̃τ.

Note that we havẽSτ̃opt = IN ⊗ Stτ̃opt with

N0 · Stτ̃opt = arg max
Stτ̃

tr
{

Stτ̃SH
tτ̃

}
, (3.38)

where

tr
{

Stτ̃SH
tτ̃

}
= tr

{ τ̃

∑
i=1

S(i)S(i)H
}

. (3.39)

SinceS(i) = s(i)A(i) with s(i) ∈ {sl , 1 ≤ l ≤ L} and A(i) ∈
{

Aq, 1 ≤ q ≤ Q
}

, the

determination of the “optimal” training signal matrix̃Sτ̃opt is non-trivial. We therefore use the

CRLB for the given training signal matrix̃Sτ̃, defined as

CRLB
(
S̃τ̃

)
= tr

{
F−1

(
S̃τ̃

)}
, (3.40)

to approximateCRLB(τ̃). For a large block length of̃τ, this approximation is accurate.
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Let ̂̃h be an unbiased estimate ofh̃ produced by our semi-blind scheme with the selected deci-

sions limited to no more thanτsel. The MSE of the channel estimatễh is expressed as

JMSE

(̂̃
h
)

= E
{∥∥̂̃h − h̃

∥∥2
}
≈ 1

Krun

Krun

∑
k=1

∥∥̂̃h
(k)

− h̃
∥∥2

, (3.41)

where Krun is the number of estimation experiments and̂̃h
(k)

is the channel estimate obtained

during thekth experiment. Clearly, we have

JMSE

(̂̃
h
) ≥ CRLB

(
S̃τ̃

)
. (3.42)

In the following simulation study, we will demonstrate thatthe MSE of the channel estimate pro-

duced by our proposed semi-blind joint BBSBCE and three-stage demapping-decoding algorithm

associated with as few asMT = 2 initial training blocks and with the limit ofτsel = 100 imposed

on selected decision blocks attains the CRLB ofCRLB
(
S̃τ̃

)
with τ̃ = 100.

3.4.4 Simulation Results

Table 3.3: System parameters of the BBSBCE aided and three-stage serial-concatenated

turbo coding assisted CSTSK system of Fig. 3.20.

Number of Tx antennas M

Number of Rx antennas N

Symbol durations per block T

Number of dispersion matrices Q

Modulation L-QAM or L-PSK

Channels Frequency-flat Rayleigh fading

Detector ML detector

Number of training blocks MT

Number of signal blocks per frame τ = 1000

Number of selected reliable STSK symbol blocks τsel = 100

Pilot overhead Op of Eq. (3.7)

Block-of-bits selection threshold Th

Interleaver blocklength 106 bits

Outer channel code Half-rate RSC

Generator polynomials (Gr
RSC, GRSC) = (7, 5)8

Precoder URC

Number of inner iterations Iin

Number of outer iterations Iout
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We investigated the achievable performance of our proposedBBSBCE and three-stage turbo

demapping-decoding scheme of Fig. 3.20 under a quasi-static Rayleigh fading environment. An

interleaver length of106 bits was used by the three-stage serial-concatenated turboencoder/decoder

of Fig. 3.20. The binary generator polynomials of the RSC encoder wereGRSC = [1, 0, 1]2 and

Gr
RSC = [1, 1, 1]2, while these of the URC encoder wereGURC = [1, 0]2 andGr

URC = [1, 1]2. The

number of inner iterations was set toIin = 3. The transmitted signal power of all the simulated

systems was again normalized to unity and, therefore, the SNR was defined as1
N0

with N0 being

the AWGN power. The achievable performance was assessed in terms of three metrics: the MSE

of the CE defined in Eq. (3.41), the achievable BER, and the EXIT charts [1]. All the results

were averaged overKrun = 100 channel realisations. The maximum number of selected reliable

detected STSK symbol blocks was set toτsel = 100, which corresponded to 10% of a data frame,

i.e. τsel = 0.1τ. The system parameters of the BBSBCE aided and three-stage serial-concatenated

turbo coding assisted CSTSK scheme of Fig. 3.20 are summarized in Table 3.3.

3.4.4.1 CSTSK(4, 2, 2, 4, QPSK) having a normalized throughput of R = 2 bits/symbol
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Figure 3.24: EXIT chart analysis of our proposed semi-blindBBSBCE and three-stage

turbo demapping-decoding aided CSTSK(4, 2, 2, 4, QPSK) system of Fig. 3.20 having

a normalized throughput ofR = 2 bits/symbol, usingMT = 2 initial training blocks

and a PO ofOp = 0.2%. A block-of-bits selection threshold ofTh = 0.2 is used. The

performance is compared to the perfect-CSI scenario. All other system parameters were

summarized in Table 3.3. The corresponding BER curves are seen in Fig. 3.26.

We first considered the semi-blind BBSBCE and three-stage turbo demapping-decoding aided

CSTSK(4, 2, 2, 4, QPSK) system of Fig. 3.20 associated withL = 4. Our investigation com-
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Figure 3.25: BER performance of our proposed semi-blind BBSBCE and three-stage turbo

demapping-decoding aided CSTSK(4, 2, 2, 4, QPSK) system of Fig. 3.20 associated with

a normalized throughput ofR = 2 bits/symbol, usingIout = 10 outer turbo iterations,

MT = 2 initial training blocks (Op = 0.2%) and a block-of-bits selection threshold of

Th = 0.2, in comparison to a) the training-based cases usingMT = 2 (Op = 0.2%)

and 50 (Op = 5%) training blocks, respectively, b) the existing conventional joint CE

and three-stage turbo demapping-decoding scheme usingMT = 2 (Op = 0.2%) initial

training blocks and utilizing all the detected signal blocks for the decision-directed LSCE,

as well as c) the perfect-CSI case. All other system parameters were summarized in Table

3.3.

menced with the EXIT chart analysis of the proposed semi-blind iterative scheme in conjunction

with the block-of-bits selection threshold ofTh = 0.2, in comparison to the perfect-CSI scenario.

It can be seen from the EXIT charts shown in Fig. 3.24 that opentunnels exist between the EXIT

curves of the amalgamated inner CSTSK soft-demapper-URC decoder and the outer RSC decoder

for both the proposed semi-blind scheme and the optimal ML detection based on the perfect CSI at

SNR= −0.1 dB. The actual Monte-Carlo simulation based stair-case shaped decoding trajectories,

which closely match the EXIT curves, are also provided at SNR= −0.1 dB. Both the trajectories

show that the perfect convergence point at(1.0, 1.0) can be reached with the aid ofIout = 10

iterations, implying that the proposed semi-blind scheme is capable of achieving the optimal ML

detection performance at the same number of turbo iterations. Additionally, due to the poor-quality

initial training based LSCE used during the first iteration,the starting point of the EXIT curve of

the inner CSTSK soft-demapper-URC decoder of the semi-blind scheme is lower than that of the
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optimal ML detection based on the perfect CSI. However, thea priori information is improved

as the number of iterations increased, and the two curves gradually become overlapped. In other

words, an accurate CE is obtained by the semi-blind BBSB iterative CE scheme, even though the

initial LSCE based onMT = 2 training blocks (Op = 0.2%) is very poor.

The BER performance achieved by the semi-blind BBSBCE and three-stage turbo demapping-

decoding aided CSTSK(4, 2, 2, 4, QPSK) system of Fig. 3.20 relying onMT = 2 initial train-

ing blocks and a PO ofOp = 0.2% is shown in Fig. 3.25, where the near-capacity optimal

performance obtained with the aid of perfect CSI is also included as the benchmark. For the

CSTSK(4, 2, 2, 4, QPSK) system, there areM · N = 8 complex-valued channel taps.MT = 2

initial training blocks correspond to 8 training bits, leading to an extremely low training overhead

of 1 bit per channel. Observe that our semi-blind joint BBSBCE and three-stage turbo demapping-

decoding scheme associated withMT = 2 (Op = 0.2%) initial training blocks approaches the

perfect-CSI based performance bound, as predicted by the EXIT chart analysis of Fig. 3.24, while

maintaining a high system throughput and imposing no excessively additional complexity. The

ML detection performance of the three-stage turbo demapping-decoding scheme operating with

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

B
E

R

-5 -4 -3 -2 -1 0 1 2 3 4 5

SNR (dB)

BBSB Semi-blind Iterative
Perfect CSI

1st

3rd

5th
7th
9th

10th

System capacity

Figure 3.26: BER convergence performance of our proposed semi-blind BBSBCE and

three-stage turbo demapping-decoding aided CSTSK(4, 2, 2, 4, QPSK) scheme of Fig.

3.20 associated with a normalized throughput ofR = 2 bits/symbol, usingIout = 10

outer turbo iterations,MT = 2 initial training blocks (Op = 0.2%) and a block-of-bits

selection threshold ofTh = 0.2, in comparison to the perfect-CSI case. All other system

parameters were summarized in Table 3.3. The correspondingEXIT chart is seen in Fig.

3.24.
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the aid of the Training-Based LSCE (TB-LSCE) [144] as well asrelying on 2 (Op = 0.2%) and

50 (Op = 5%) training blocks, respectively, are also depicted in Fig. 3.25. It can be seen that

when using only 2 training blocks andOp = 0.2%, as expected, the performance of the TB-

LSCE scheme is extremely poor. Even with 50 training blocks,the TB-LSCE scheme still suffers

from a 0.2 dB SNR loss in comparison to the perfect-CSI based bound. Additionally, we also

designed a convectional semi-blind joint CE and three-stage turbo demapping-decoding scheme

using MT = 2 (Op = 0.2%) initial training blocks as well as utilizing all the detected signal

blocks for the decision-directed LSCE to represent the existing conventional approaches. The cor-

responding BER performance is portrayed in Fig. 3.25. Observe that unlike our proposed scheme,

this conventional scheme cannot attain the perfect-CSI based performance bound, despite using the

entire sequence of detected data blocks for DDCE and, therefore, imposing a substantially higher

complexity than our scheme.
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Figure 3.27: Effects of the block-of-bits selection threshold Th on the BER performance of

our proposed semi-blind joint BBSBCE and three-stage turbodemapping-decoding aided

CSTSK(4, 2, 2, 4, QPSK) system of Fig. 3.20 associated with a normalized throughputof

R = 2 bits/symbol, usingMT = 2 initial training blocks andOp = 0.2%. The number

of outer turbo iterations isIout = 10. All other system parameters were summarized in

Table 3.3.

The BER convergence performance of the semi-blind BBSBCE and three-stage turbo demapping-

decoding aided CSTSK(4, 2, 2, 4, QPSK) system of Fig. 3.20 is illustrated in Fig. 3.26, in compar-

ison to that of the perfect-CSI scenario. Note that unlike all the other existing semi-blind schemes,

our scheme does not impose an extra iterative CE loop, since our channel estimator is naturally em-
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bedded into the original three-stage serial-concatenatedturbo loop. It can be seen from Fig. 3.26

that for both the semi-blind and perfect CSI based cases,Iout = 10 outer iterations are sufficient

for achieving near-capacity performance. In addition, it can be seen that the BER performance

gap between the proposed semi-blind scheme and the optimal ML detection using the perfect CSI

reduces, as the number of outer iterations increases. More specifically, during the third iteration,

the SNR gap is still about 0.8 dB, but at the fifth iteration, the semi-blind iterative scheme has

converged to the optimal ML detection performance. In otherwords, the decision-directed channel

estimate in the semi-blind BBSBCE scheme has converged to the true channel within five iterations

for this CSTSK(4, 2, 2, 4, QPSK) system.
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Figure 3.28: MSE convergence performance of the channel estimator in our pro-

posed semi-blind joint BBSBCE and three-stage turbo demapping-decoding aided

CSTSK(4, 2, 2, 4, QPSK) system of Fig. 3.20 associated with a normalized throughput

of R = 2 bits/symbol, usingMT = 2 initial training blocks andOp = 0.2%, a block-

of-bits selection threshold ofTh = 0.2 and the maximum number of selected decision

blocksτsel = 100, in comparison to the CRLB associated with the training block length

τ̃ = 100. All other system parameters were summarized in Table 3.3.

The effects of the block-of-bits selection thresholdTh on the achievable BER performance

were also investigated by varying the value ofTh in the set{0.02, 0.1, 0.2, 0.3, 0.4} under the same

system configuration. The corresponding results are shown in Fig. 3.27, where it can be seen that

for Th = 0.1, 0.2 and 0.3, the BER performance of the proposed semi-blind iterative scheme

all converge to that of the perfect-CSI case. However, for a threshold value ofTh = 0.02, a



3.4.4. Simulation Results 104

performance degradation occurred, since the number of selected decision blocks for CE is probably

insufficient for such a low threshold. On the other hand, given a relatively high value ofTh = 0.4,

some unreliable decision blocks may have been selected for CE and this may lead to a performance

degradation from the perfect-CSI case. The results of Fig. 3.27 clearly demonstrate that as long as

the threshold value is not chosen to be too high or too low, theperformance of the proposed semi-

blind iterative scheme is not sensitive to the actual value of Th. Indeed, there exists a wide range of

values forTh, which allow our scheme to approach the optimal performanceof the perfect-CSI case

even without the need of increasing the number of turbo iterations. For this system,Th ∈ [0.1, 0.3]

are all appropriate.

The MSE performance of the channel estimator in the proposedsemi-blind iterative scheme is

depicted in Fig. 3.28 in comparison to the CRLB. It can be seenthat the MSE of the DD channel es-

timate approaches the CRLB, once the number of iterations reachesIout = 10 for SNR≥ −0.2 dB.

This corresponds to the BER “turbo cliff” at SNR= −0.2 dB andIout = 10 shown in Fig. 3.26,

implying that the DDCE in our scheme is most efficient for SNR≥ −0.2 dB, since it approaches

the CRLB. However, it can also be seen that for SNR< −0.2 dB, the MSE of the DDCE was

slightly degraded. This is expected because for such low SNRvalues, the open EXIT tunnel shown

in Fig. 3.24 becomes closed and hence the BER remains practically to be 50% even for the perfect-

CSI case. Under such adverse conditions, the number of actually selected decision blocksτt
s may

be far smaller thanτsel = 100 and, consequently, our DD channel estimator, although remaining

most efficient, cannot converge to the CRLB(τ̃ = 100). It is worth emphasizing that under such

adverse conditions, any existing semi-blind DDCE scheme utilising the whole sequence of deci-

sion blocks would divergence, i.e. the MSE of its DD channel estimator would be even larger than

the MSE of the initial TBCE, owing to the serious error propagation. By contrast, observe from

Fig. 3.28 that under such low SNR conditions, our DD channel estimator is still capable of con-

verging to a MSE value very close to the CRLB(τ̃ = 100). This demonstrates the effectiveness of

our proposed strategy of only selecting reliable decision blocks.

3.4.4.2 CSTSK(4, 4, 2, 4, 16-QAM) having a normalized throughput of R = 3 bits/symbol

We also considered the CSTSK(4, 4, 2, 4, 16-QAM) system of Fig. 3.20 withL = 16 and a nor-

malized throughput ofR = 3 bits/symbol. Fig. 3.29 depicts our EXIT chart analysis, where it

can be seen that an open tunnel existed at SNR= −1.2 dB. The stair-case shaped decoding tra-

jectories recorded for the proposed semi-blind BBSBCE based iterative scheme usingMT = 2

(Op = 0.2%) initial training blocks and the optimal ML detection relying on perfect CSI are also

plotted in Fig. 3.29 to show that for this CSTSK(4, 4, 2, 4, 16-QAM) system, the perfect conver-

gence point (1.0, 1.0) may be reached by our proposed semi-blind iterative algorithm for the same

Iout = 9 iterations as for the perfect-CSI case.

Fig. 3.30 shows the BER performance of our joint BBSBCE and three-stage turbo detection-
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Figure 3.29: EXIT chart analysis of our proposed semi-blindBBSBCE and three-stage

turbo demapping-decoding aided CSTSK(4, 4, 2, 4, 16-QAM) system of Fig. 3.20 having

a normalized throughput ofR = 3 bits/symbol, usingMT = 2 initial training blocks

and a PO ofOp = 0.2%. A block-of-bits selection threshold ofTh = 0.2 is used. The

performance is compared to the perfect-CSI scenario. All other system parameters were

summarized in Table 3.3. The corresponding BER curves are seen in Fig. 3.31.

decoding scheme usingMT = 2 (Op = 0.2%) initial training blocks and a block-of-bits selection

threshold ofTh = 0.2, in comparison to those of the three-stage turbo detector-decoder algorithm

relying on the TB-LSCE based on 2 and 50 training blocks, respectively. Fig. 3.30 also includes

the performance of the existing conventional semi-blind joint CE and three-stage turbo detection-

decoding scheme usingMT = 2 (Op = 0.2%) initial training blocks and invoking the entire

detected data sequence for the decision-directed LSCE. It can be seen from Fig. 3.30 that the TB-

LSCE scheme suffers from a performance loss of 0.4 dB in comparison to the perfect-CSI based

bound even withMT = 50 (Op = 5%) training blocks. By contrast, our semi-blind joint BBSBCE

scheme using only 2 initial training blocks (Op = 0.2%) is capable of approaching the perfect-CSI

based performance bound at the same number of turbo iterations. The results shown in Fig. 3.30

also confirm that the existing conventional semi-blind joint scheme suffers from a performance

degradation of 0.2 dB with respect to the perfect-CSI based performance bound, despite of utiliz-

ing the entire detected data sequence for the DDCE and therefore imposing a considerably higher

complexity than our proposed scheme.

The BER convergence performance of our semi-blind BBSB iterative scheme is depicted in

Fig. 3.31, where it can be seen that a near-capacity performance may be achieved by our semi-

blind BBSB iterative algorithm using the sameIout = 9 turbo iterations as the perfect-CSI case.
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Figure 3.30: BER performance of our proposed semi-blind BBSBCE and three-stage turbo

demapping-decoding aided CSTSK(4, 4, 2, 4, 16-QAM) system of Fig. 3.20 associated

with a normalized throughput ofR = 3 bits/symbol, usingIout = 9 outer turbo iterations,

MT = 2 initial training blocks (Op = 0.2%) and a block-of-bits selection threshold of

Th = 0.2, in comparison to a) the training-based cases usingMT = 2 (Op = 0.2%)

and 50 (Op = 5%) training blocks, respectively, b) the existing conventional joint CE

and three-stage turbo demapping-decoding scheme usingMT = 2 (Op = 0.2%) initial

training blocks and utilizing all the detected signal blocks for the decision-directed LSCE,

as well as c) the perfect-CSI case. All other system parameters were summarized in Table

3.3.

Additionally, Fig. 3.32 investigates the effects of the block-of-bits selection thresholdTh on the

BER performance of our semi-blind BBSBCE and three-stage turbo demapping-decoding scheme.

Similar to the results recorded for the CSTSK(4, 2, 2, 4, QPSK) system, usingTh ∈ [0.1, 0.3]

enables our scheme with as few asMT = 2 (Op = 0.2%) initial training blocks to approach the

near-capacity performance of the perfect CSI case using thesameIout = 9 iterations. Finally, the

MSE convergence of the CE used in our semi-blind scheme is portrayed in Fig. 3.33, in comparison

to the CRLB for this CSTSK(4, 4, 2, 4, 16-QAM) system. The results of Fig. 3.33 confirm that the

MSE of our DD channel estimator converges to the CRLB usingIout = 9 iterations over the range

of SNR≥ −1.2 dB.



3.4.4. Simulation Results 107

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

B
E

R

-5 -4 -3 -2 -1 0 1 2 3 4 5

SNR (dB)

BBSB Semi-blind Iterative
Perfect CSI

1st

3rd

5th

7th
9th

System capacity

Figure 3.31: BER convergence performance of our proposed semi-blind BBSBCE and

three-stage turbo demapping-decoding aided CSTSK(4, 4, 2, 4, 16-QAM) scheme of Fig.

3.20 associated with a normalized throughput ofR = 3 bits/symbol, usingIout = 9 outer

turbo iterations,MT = 2 initial training blocks (Op = 0.2%) and a block-of-bits selection

threshold ofTh = 0.2, in comparison to the perfect-CSI case. All other system parameters

were summarized in Table 3.3. The corresponding EXIT chart is seen in Fig. 3.29.
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Figure 3.32: Effects of the block-of-bits selection threshold Th on the BER performance of

our proposed semi-blind joint BBSBCE and three-stage turbodemapping-decoding aided

CSTSK(4, 4, 2, 4, 16-QAM) system of Fig. 3.20 associated with a normalized throughput

of R = 3 bits/symbol, usingMT = 2 initial training blocks andOp = 0.2%. The number

of outer turbo iterations isIout = 9. All other system parameters were summarized in

Table 3.3.



3.5. Soft-Decision Aided Channel Estimation for MIMO-Aided Turbo Transceivers 108

6

7

8

9

1

2

3

M
ea

n
S

qu
ar

e
E

rr
or

(M
S

E
)

-2 -1 0 1 2

SNR (dB)

Iterative LSCE, 2 training blocks
CRLB

Iterations 1,3,5 and 9

Figure 3.33: MSE convergence performance of the channel estimator in our pro-

posed semi-blind joint BBSBCE and three-stage turbo demapping-decoding aided

CSTSK(4, 4, 2, 4, 16-QAM) system of Fig. 3.20 associated with a normalized through-

put of R = 3 bits/symbol, usingMT = 2 initial training blocks andOp = 0.2%, a

block-of-bits selection threshold ofTh = 0.2 and the maximum number of selected de-

cision blocksτsel = 100, in comparison to the CRLB associated with the training block

lengthτ̃ = 100. All other system parameters were summarized in Table 3.3.

3.5 Soft-Decision Aided Channel Estimation for MIMO-AidedTurbo

Transceivers

In the previous section, an effective yet low-complexity BBSBCE scheme has been proposed for

aiding three-stage serial-concatenated turbo coded CSTSKsystems, which is capable of selecting

just-sufficient reliable or high-qualityhard-decision STSK data blocks for DDCE. In this way,

the effects of erroneous decisions can be mitigated and, consequently, the system performance

and robustness are improved. A well-known alternative way of reducing the effects of erroneous

decisions in DDCE is to employsoft-decision based CE schemes [130], which are also known as

turbo CE schemes. Instead of using hard-decision estimatesof data symbols, this kind of channel

estimators utilise the soft estimates of data symbols as theinput of channel estimator. Additionally,

due to the nature of soft-decision aided CE schemes, they arecommonly incorporated with turbo

coding schemes to form a joint soft CE and turbo detection-decoding structure. For example,
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an iterative CE scheme using soft-decision feedback was proposed in [127], which weights the

probabilities of decisions from the equalizer for aiding the channel estimator. In [128], a soft-input

Kalman channel estimator and a weighted turbo Recursive Least Squares (RLS) channel estimator

were proposed. In [129], a soft-decision aided iterative CEand symbol detection technique was

proposed for coded CDMA systems. These existing works show that the soft DDCE schemes

are capable of achieving better performance than the corresponding hard-decision aided DDCE

schemes.

Against this background, it is natural to exploit employingthe effective soft-decision aided

scheme in DDCE for the CSTSK based MIMO system introduced in Section 3.4. However, it may

be demonstrated that the soft-decision aided CE scheme may not be appropriate for CSTSK sys-

tems. Recall that in a CSTSK system, the symbol block is generated by the two parts, namely,

the conventionalL-PSK/QAM symbols(i) and the activated dispersion matrixA(i). More specif-

ically, given the number of bits per block of BPB= log2(Q) + log2(L), the firstlog2(Q) bits

are used to choose a single dispersion matrixA(i) from the Q pre-assigned dispersion matrices
{

Aq ∈ CM×T, 1 ≤ q ≤ Q
}

, while the remaininglog2(L) bits are mapped to a complex-valued

symbols(i) ∈ {sl , 1 ≤ l ≤ L} of a conventional modulation scheme, such asL-PSK/QAM [5].

Hence, the transmitted signal block is given by

S(i) = s(i)A(i), (3.43)

which takes value from the set{Sn}Q·L
n=1. According to [136], a soft estimated symbol blockŜ(i)

of the transmitted CSTSK symbol blockS(i) could be expressed as

Ŝ(i) =
Q·L
∑
n=1

SnPr{S(i) = Sn}. (3.44)

Let {b̃j}BPS
j=1 represent the bit mapping corresponding to the specific CSTSK symbol block{Sn}Q·L

n=1

andLp(bj) be referred to as thea posteriori information of bitbj. Then the corresponding proba-

bility of Pr{S(i) = Sn} might be expressed as

Pr{S(i) = Sn} =
exp

(
∑

BPB
j=1 b̃jLp(bj)

)

∏
BPB
j=1

{
1 + exp

(
Lp(bj)

)} . (3.45)

We now demonstrate that the soft estimate of Eq. (3.44) is inappropriate for DDCE.

In Fig. 3.30, we have the BER performance of the proposed BBSBCE and three-stage turbo

demapping-decoding scheme as well as the conventional joint CE and three-stage turbo demapping-

decoding scheme utilizing all the detected signal blocks for the CSTSK(4, 4, 2, 4, 16-QAM) system

associated with a normalized throughput ofR = 2 bits/symbol, both of these two schemes employ-

ing a hard-decision based channel estimator. We re-plot theBER performance of these two schemes

in Fig. 3.34. For the same CSTSK system, we design a conventional joint CE and three-stage turbo

demapping-decoding scheme utilizing all the soft detectedsignal blocks for the soft-decision based

LSCE, which employs the soft estimate of the transmitted STSK symbol block given in Eq. (3.44).
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Figure 3.34: BER performance of the proposed hard-decisionbased BBSBCE and three-

stage turbo demapping-decoding scheme usingMT = 2 (Op = 0.2%) initial CSTSK

training blocks and a block-of-bits selection threshold ofTh = 0.2, in comparison to

a) the conventional joint CE and three-stage turbo demapping-decoding scheme using

MT = 2 (Op = 0.2%) initial training blocks and utilizing all the hard detected signal

blocks for the hard-decision based LSCE, and b) the conventional joint CE and three-stage

turbo demapping-decoding scheme usingMT = 2 (Op = 0.2%) initial training blocks

and utilizing all the soft detected signal blocks for the soft-decision based LSCE, for the

CSTSK(4, 4, 2, 4, 16-QAM). All other system parameters were summarized in Table 3.3.

The corresponding BER performance obtained is also shown inFig. 3.34, where it can be observed

that both the hard-decision based schemes outperform this soft-decision aided scheme. The rea-

son for this phenomenon is that in the soft-decision based channel estimator, the weighted CSTSK

decisions of Eq. (3.44) cause the distortion to the dispersion matrix. To be more explicit, recall

that the CSTSK transmit symbol block is generated by two parts – the dispersion matrix part and

the conventionalL-PSK/QAM symbol part. The conventionalL-PSK/QAM symbol part may be

weighted by Eq. (3.44), which in fact is designed specifically for conventional modulation. How-

ever, for the dispersion matrix part, it is the dispersion matrix index q that is used to represent the

block of log2(Q) bit values, and the soft-estimate of Eq. (3.44) is inappropriate for this part. For

example, if we have a total number ofQ = 4 dispersion matrices for a CSTSK system, then the

matrix index may only take value of 1, 2, 3 or 4. Therefore, thesoft-estimate of Eq. (3.44) is in

appropriate for STSK systems.
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3.5.1 Semi-Blind Soft-Decision Aided and Three-Stage Turbo Coded MIMO Transceiver

It has been demonstrated above that the soft-decision aidedDDCE scheme is inappropriate for the

CSTSK MIMO system due to its special bit mapping scheme. However, for many other MIMO

schemes, such as the classic SDM/V-BLAST MIMO system, we canexpect that appropriately

weighting detected data symbols helps to alleviate the error propagation owing to erroneous deci-

sions and, therefore to improve the attainable system performance. In this section, we develop a

novel soft-decision aided CE and three-stage turbo detection-decoding based scheme for SDM/V-

BLAST MIMO systems, which is capable of approaching the optimal perfect-CSI based MIMO

performance bound with the aid of a very modest training overhead and without a significant in-

crease in computational complexity. To be more explicit, wecombine the highly effective BBSBCE

strategy proposed in Section 3.4 with an appropriate soft-decision weighting method to form a soft-

decision aided BBSBCE scheme, referred to as the BBSB-SCE, which selects a “just-sufficient”

number of high-quality detected symbol blocks based on thea posteriori information produced

by the MIMO soft-demapper within the original inner turbo loop of the URC decoder and MIMO

detector. Since our proposed BBSB-SCE scheme only utilizeshigh-quality detected symbol blocks

for soft-decision CE, in contrast to the existing state-of-the-art soft-decision CE solutions, it does

not suffer from the usual performance degradation imposed by erroneous decisions. Furthermore,

this measure dramatically reduces the complexity of the soft-decision CE.

3.5.1.1 Soft Symbol Estimation

Before we proceed with discussing the BBSB-SCE scheme, let us first elaborate a little further on

the soft symbol estimation invoked for the conventionalL-QAM/PSK modulation schemes utilized

in the SDM/V-BLAST MIMO systems of Fig. 2.7.

Q

I

BPSK Symbol s = −1

Information bit b = 1 Information bit b = 0

BPSK Symbol s = +1

Figure 3.35: Conventional BPSK signalling constellation.

We commence by reviewing the basic soft symbol estimation procedure of BPSK symbols used

in [145]. The constellation diagram of a BPSK modulation scheme is shown in Fig. 3.35. In the

hard-decision turbo coded BPSK modulation scheme, an information bit is estimated on the basis

of its a posteriori LLR output by the soft data detector, as introduced in Eq. (2.6) of Chapter 2.
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Additionally, due to the specific “one bit per symbol” natureof BPSK, thea posteriori LLR Lp

of a bit can be equivalently used for estimating the corresponding symbols, and the nonlinear

demapping operation is given by

s =





+1, if Lp > 0,

−1, if Lp ≤ 0.
(3.46)

In this case, the demapped hard-decision of the BPSK symbol will fall exactly onto one of the

two constellation points of Fig. 3.35. However, if soft-decisions of BPSK symbols are desired, the

following operation may be needed

ŝ = tanh
( Lp

2

)
. (3.47)

The soft symbol estimation process of Eq. (3.47) is graphically illustrated in Fig. 3.36, where it

may be seen that the estimateŝ of a symbols depends on the magnitude of its corresponding LLR

Lp. This is plausible, because in view of turbo coding theory, ahigh LLR value indicates a high

confidence level of the corresponding decision and vice versa [1]. In other words, if the magnitude

of an LLR value is relatively small, the confidence level of the corresponding decision will be low.

In this case, the position of soft-estimated symbolŝ may be far away from the related reference

constellation pointsr in the standard constellation map, causing a relatively large estimation error.

On the other hand, if the magnitude of the LLR value is relatively large, the decision may have

quite a high confidence level, and the corresponding soft-estimated symbol̂s may be located close

to the corresponding constellation pointsr, thus leading to a small estimation error. Naturally, the

sign of the LLRLp determines the sign of the soft estimateŝ, namely, which of the two reference

points ofsr = ±1 that ŝ is close to.

An example of how the LLR value affects the soft estimation ofthe corresponding BPSK sym-

bol is illustrated in Fig. 3.37, where it may be seen that if wehave an LLR ofLp = −4, which

represents a high magnitude, then the soft estimation of this BPSK symbol iŝs = −0.9640 accord-

ing to Eq. (3.47), which is quite close to the reference constellation point ofsr = −1. If we define

the soft symbol estimation error as the distance between thesoft estimated symbol̂s and its closest

Lp
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Figure 3.36: Soft symbol estimate according to the bit’s LLRfor BPSK signalling.
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BPSK reference constellation sr = +1

Soft-estimated symbol ŝ with Lp = 1
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Figure 3.37: The effects of the LLR value to the soft-estimation of a BPSK symbol.

reference constellation point given by

de =
∥∥sr − ŝ

∥∥2
, (3.48)

then the soft symbol estimation error in this case is a relatively small value ofde = 1.296 × 10−3.

However, if we have an LLR associated with a small magnitude,say Lp = 1, the soft estimate

of this BPSK symbol iŝs = 0.4621, which is relatively far away from the reference constellation

point of sr = +1, leading to a relatively large estimation error ofde = 2.893 × 10−1.

It may be seen from the above discussion that for the BPSK signalling, the soft estimation of a

specific symbol may be obtained by the LLR of the corresponding information bit due to the “one

bit per symbol” nature of BPSK signalling. For a high-order PSK/QAM signalling, however, the

direct soft estimation operation of Eq. (3.47) no longer works because each symbol now contain

more than one information bit. In this situation, an appropriate way of accomplishing soft estima-

tion of a symbol must be considered. A close examination of the BPSK soft symbol estimatês

of Eq. (3.47) and its graphical illustration of Fig. 3.36 reveals that the magnitude
∣∣ŝ
∣∣ may be used

as the estimated probability of̂s belonging to the corresponding reference constellation point sr.

By extending this idea to high-order modulation, an efficient way of carrying out soft symbol es-

timation was proposed in [136], where the main idea is to estimate a soft symbol based on the

probabilities of its legitimate reference constellation points. This soft symbol estimate based on

the associated probabilities of all legitimate “constellation points” is in fact what we attempt to

achieve in Eq. (3.44) for the STSK MIMO system. However, thisis inappropriate for STSK sys-

tems because its bit mapping is not specified solely by the conventional modulation used for the

other MIMO systems, which employ conventional modulation signalling, such asL-PSK/QAM,

the soft symbol estimation proposed in [136] is entirely appropriate.

To be more explicit, given the constellation size ofL and the bits per symbol of throughput of

BPS= log2 L, the soft symbol estimation can be accomplished within the following two steps.

Step 1)Calculate the probabilityPl of each of theL symbol points{sl}Ll=1 in the constellation

diagram based on thea posteriori LLRs Lp(uj) of each of the BPS information bits{ũj}BPS
j=1 that
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s3 s4

P2 = 0.01 P1 = 0.97

P4 = 0.01P3 = 0.01

Figure 3.38: Soft estimation example of a QPSK symbol for Case 1: one constellation

point has significantly higher probability than the others have.

I
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Soft-estimated symbol ŝ

Figure 3.39: Soft estimation example of a QPSK symbol for Case 2: all constellation

points share similar probabilities.

map to a symbolsl, where we havel = 1, 2, · · · L. More specifically,Pl is calculated according to

Pl = Pr{s = sl} =
exp

(
∑

BPS
j=1 ũjLp(uj)

)

∏
BPS
j=1

(
1 + exp

(
Lp(uj)

)) . (3.49)

Step 2)The soft-estimate of a symbol is then calculated by summing up the product of each of the
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L constellation points with its corresponding probability obtained from Eq. (3.49), yielding

ŝ =
L
∑
l=1

sl Pl. (3.50)

Figs. 3.38 and 3.39 show two examples of accomplishing soft symbol estimation for QPSK

signalling: Case 1). One of the constellation points has significantly higher probability than the

others, as exemplified byP1 = 0.97, P2 = 0.01, P3 = 0.01, andP4 = 0.01; andCase 2). All the

constellation points share similar probabilities, specifically, P1 = 0.3, P2 = 0.25, P3 = 0.23, and

P4 = 0.22, respectively. It may be seen from Fig 3.38 that in Case 1, theresultant soft-estimated

symbolŝ is dominated bys1 due to its high probability ofP1 = 0.97, leading to an estimation error

as small asde = 0.0396. This implies that the LLRs output from the soft data detector are relatively

reliable. By contrast, it may be seen from Fig. 3.39 that whentheL constellation points have similar

probability values, none of the constellation points coulddominate the soft-estimated symbolŝ,

which leads to a large estimation errorde = 0.965 between̂s and its “reference” constellation point

s1, which implies that the LLRs output by the soft data detectorare less reliable.

3.5.1.2 BBSB Soft Channel Estimation

By understanding how the soft symbol estimator works, we cannow detail our novel BBSB-SCE

scheme for assisting classic SDM/V-BLAST MIMO systems. Again we consider a three-stage

serial-concatenated turbo coded MIMO system discussed in Section 2.2 of Chapter 2, relying on

M Tx antennas andN Rx antennas and employing high-orderL-PSK/QAM modulation for com-

municating over a frequency-flat Rayleigh fading environment.

The structure of our proposed BBSB-SCE and three-stage turbo detector-decoder is shown in

Fig. 3.40, which looks similar to that of the BBSBCE based scheme proposed for CSTSK depicted

in Fig. 3.20 of Section 3.4, except for that the “CSTSK Modulator”, “CSTSK Soft-demapper” and

“BBSB Channel Estimator” are now replaced by “MIMO Modulator”, “MIMO Soft-demapper’ and

“Soft BBSB Channel Estimator”, respectively. Note that similar to the BBSBCE based scheme, in

a BBSB-SCE scheme aided SDM/V-BLAST MIMO system, there is also no additional iterative

loop involving the soft-decision CE and the three-stage turbo detector-decoder. In other words, our

soft-decision aided channel estimator is embedded in the original outer loop of the three-stage turbo

structure, and the soft-decision CE update occurs concurrently with the original outer turbo decod-

ing iteration. Moreover, our CE does not use the entire frameof the detected bits. Rather, it only

selects the high-quality or reliable decisions. Specifically, thea posteriori information output by the

MIMO soft-demapper provides the confidence levels of binary1s and 0s [1]. Therefore, based on

this confidence level, we can select the reliable decisions from the MIMO soft-demapper’s output

sequence for CE. Removing most of the erroneous decisions from the CE leads to a much more ac-

curate channel estimate, which in turn enhances the performance of the three-stage turbo detection-

decoding process. Additionally, by employing the soft symbol estimation scheme discussed in
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Figure 3.40: Joint BBSB-SCE aided and three-stage serial-concatenated turbo detection-

decoding assisted MIMO system. Note that different to Fig. 3.20, the ‘BBSB Channel Es-

timator’ and ‘CSTSK Modulator’ of Fig. 3.20 have been replaced by ‘Soft BBSB Channel

Estimator’ and ‘MIMO Modulator’ in Fig. 3.40.

Section 3.5.1.1, the effects of a few erroneous decisions that might have been selected mistakenly

can further be reduced. Consequently, our joint BBSB-SCE and three-stage turbo detector-decoder

is capable of attaining the optimal performance bound of theidealised three-stage turbo detector-

decoder associated with perfect CSI, as will be confirmed in our simulation study. As a further

benefit of only selecting reliable decisions, the complexity of our soft-decision aided LSCE is dra-

matically lower than that of the conventional soft-decision based LSCE scheme utilizing the whole

data blocks. Let us now elaborate our scheme further.
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Figure 3.41: Block diagram of the proposed BBSB-SCE.
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The details of the proposed BBSB-SCE procedure is illustrated in Fig. 3.41. Note that compared

to Fig. 3.21 of Section 3.4, the main difference is that the “CSTSK Re-modulation” in Fig. 3.21

is replace by “Soft Symbol Estimator”. This means that the proposed BBSB-SCE scheme for

SDM/V-BLAST MIMO systems is exactly identical to the BBSBCEscheme for CSTSK presented

in Section 3.4, except for that the only difference corresponding to Step 3) of the BBSBCE al-

gorithm. To be more explicit, in Step 3) of the BBSBCE scheme for CSTSK systems, by only

obtaining reliable decision block-of-bits, the selected CSTSK blocks of hard bits are re-modulated

and further involved for DDCE. However, in the BBSB-SCE for SDM/V-BLAST MIMO systems,

since soft symbol estimation is invoked for the sake of further reducing the effects of erroneous

decisions, the soft symbol estimator introduced in Section3.5.1.1 is employed instead. Therefore,

the detailed Steps 1), 2) and 4) of the proposed BBSBCE adidedand three-stage turbo detection-

decoding assisted scheme are omitted here, since they are identical to Steps 1), 2) and 4) of the

BBSBCE scheme which are detailed in Section 3.4.2.1, and only its Step 3) is described below.

For the notational consistency, denote theMT blocks of the training data that are used to obtain

the initial training-based LSCE of the MIMO channel matrix by Y tMT
∈ CN×MT and StMT

∈
CM×MT . Further denote the observation data to the MIMO receiver by

Ydτ =
[
y(1) y(2) · · · y(τ)

]
, (3.51)

whereτ is the number of symbol blocks in a transmitted MIMO frame.

Step 3)By completing Steps 1) and 2), we have the selected symbol index vectorxt =
[
xt(1) xt(2)

· · · xt(Mt
s)
]T

in which xt(i) is the position or index of theith selected symbol vector in the trans-

mitted symbol vector sequence. The number of the selected symbol vectorsMt
s varies within

{0, 1, · · · , Msel}, whereMsel ≪ τ is the maximum number of blocks imposed for CE. Specif-

ically, whenever the number of selected reliable symbol vectors Mt
s reaches the limitMsel, the

sliding-window process ends; otherwise, the sliding-window process examines all the possible bit

blocks and outputs theMt
s selected symbol vectors. Then based on the selected high-confidence

blocks of soft-decision bits, generate the soft-estimate of each symbol element as [136]

ŝm(xt(n)) =
L
∑
l=1

sl Pr{sm(xt(n)) = sl} =
L
∑
l=1

sl ·
exp

(
∑

BPS
j=1 ũjLp(uj)

)

∏
BPS
j=1

(
1 + exp

(
Lp(uj)

)) , (3.52)

for 1 ≤ n ≤ Mt
s, where{sl}Ll=1 denotes theL-PSK/QAM symbol set,m ∈ {1, 2, · · · , M} indi-

cates the symbol index in the soft-estimated symbol vectorŝ(xt(n)), and{ũj}BPS
j=1 represents the

bit mapping corresponding tosl. Combining the initial training inputStMT
with the soft-estimated

symbol vectors
[
ŝ(xt(1)) ŝ(xt(2)) · · · ŝ(xt(Mt

s))
]

yields

Ŝ
(t)
sel =

[
StMT

ŝ(xt(1)) ŝ(xt(2)) · · · ŝ(xt(Mt
s))
]
. (3.53)

Similarly, the symbol index vectorxt allows us to select the corresponding observation blocks from

Ydτ of Eq. (3.51), which are combined withY tMT
to produce

Y
(t)
sel =

[
Y tMT

y(xt(1)) y(xt(2)) · · · y(xt(Mt
s))
]
, (3.54)



3.5.2. Simulation Results and Discussions 118

The soft decision-directed LSCE is readily given by

Ĥ
(t+1)

= Y
(t)
sel

(
Ŝ

(t)
sel

)H
(

Ŝ
(t)
sel

(
Ŝ

(t)
sel

)H
)−1

. (3.55)

This update occurs as the soft information is exchanged between the two-stage inner decoder and

the outer RSC decoder, as indicated in Fig. 3.41. Then go to Step 4).

3.5.1.3 Computational Complexity of the BBSB-SCE Based MIMO System

The computational complexity of our soft-decision CE is upper bounded byO(M3
sel

)
which is

dramatically smaller thanO
(
τ3
)
. For example, considering a reasonable case ofτ = 1000 and

Msel = 100, the complexity of our CE is more than 1000 times smaller thanthat of the conventional

scheme which utilizes the entire soft detected sequence ofτ symbol blocks. The total complexity

of our proposed BBSB-SCE aided and three-stage turbo detection-decoding based scheme satisfies

Cproposed ≤ Iout · O
(

M3
sel

)
+ Cideal, (3.56)

whereCideal represents the computational complexity of the idealised three-stage turbo receiver

associated with perfect CSI, as expressed in Eq. (3.24). Since Iout · O
(

M3
sel

)
≪ Cideal, we have

Cproposed ≈ Cideal. By contrast, the existing state-of-the-art soft-decision CE and three-stage turbo

detection-decoding scheme has the computational complexity of

Cconventional = Ice · O
(
τ3
)
+ Ice · Cideal, (3.57)

because it utilizes the entire sequence ofτ soft estimated symbol vectors for CE and, therefore,

imposes an additional CE loop which requiresIce iterations to converge.

3.5.2 Simulation Results and Discussions

3.5.2.1 Example One

A quasi-static Rayleigh fading MIMO system usingM = N = 4 and 16-QAM was simulated. An

interleaver length ofLF = 16, 000 bits was used, yieldingτ = 1000 16-QAM symbol vectors per

frame. The binary generator polynomials of the half-rate RSC encoder wereGRSC = [1, 0, 1]2 and

Gr
RSC = [1, 1, 1]2, while those of the URC encoder wereGURC = [1, 0]2 andGr

URC = [1, 1]2. The

transmitted signal power was normalised to unity and, therefore, the SNR was given as1No
. The

number of initial training data blocks was chosen to beMT = 6, yielding a PO ofOp = 0.6%,

while the maximum number of selected blocks for our BBSB-SCEwas limited toMsel = 100. At

the beginning of each frame, a new MIMO channel matrixH was generated by randomly draw-

ing the channel taps according to the complex-valued Gaussian distributionCN (0, 1), andH was

kept constant in the frame duration. Two metrics were used toassess the achievable performance,

namely, the BER and the MSE of the CE. The CRLB, which is known to provide the best attainable
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performance for an unbiased estimator, was used for lower-bounding the MSE of a channel estima-

tor. The system parameters of the joint BBSB-SCE and three-stage turbo receiver of Fig. 3.40 are

summarized in Table 3.4.

Table 3.4: System parameters of the joint BBSB-SCE and three-stage turbo receiver of

Fig. 3.40.

Number of Tx antennas M = 4

Number of Rx antennas N = 4

Modulation 16-QAM

Channels Frequency-flat Rayleigh fading

Detector ML detector

Number of training blocks MT = 6

Number of signal blocks per frame τ

Number of selected reliable MIMO symbol blocks Msel = 100

Pilot overhead Op = 0.6%

Block-of-bits selection threshold Th

Interleaver blocklength LF

Outer channel code Half-rate RSC

Generator polynomials (Gr
RSC, GRSC) = (7, 5)8

Precoder URC

Number of inner iterations Iin = 3

Number of outer iterations Iout = 5

Fig. 3.42 shows the EXIT chart of our proposed joint BBSB-SCEand three-stage turbo receiver

associated with a block-of-bits selection threshold ofTh = 1.0, in comparison to that of the perfect-

CSI case. The corresponding system’s throughput isR = 16 bits/symbol. It can be seen that

open tunnels exist between the EXIT curves of the amalgamated inner MIMO soft-demapper-URC

decoder and the outer RSC decoder for both the proposed semi-blind BBSB-SCE based scheme and

the idealised optimal ML detection based on the perfect CSI,at SNR= 5.0 dB. The Monte-Carlo

simulation based stair-case shaped decoding trajectories, which closely match the EXIT curves,

are also provided at SNR= 5.0 dB. It is seen that the both trajectories are capable of reaching the

perfect convergence point of(1.0, 1.0), implying that the proposed semi-blind BBSB-SCE based

scheme with an initial training overhead ofMT = 6 (Op = 0.6%) is capable of achieving the

optimal performance bound associated with the idealised three-stage receiver with the same number

of turbo iterations. Additionally, it can also be seen that the starting point of the EXIT curve of

the semi-blind BBSB-SCE based scheme is lower than that of the perfect CSI scenario. This is

expected because a poor initial CE quality leads to a lower extrinsic information. However, as the

a priori information value increases, the EXIT curve of the BBSB-SCEbased scheme is capable of
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Figure 3.42: EXIT chart analysis of our proposed semi-blindjoint BBSB-SCE and three-

stage turbo receiver ofExample 1 quasi-static MIMO system of Fig. 3.40 having a

throughput ofR = 16 bits/symbol, usingMT = 6 initial training blocks and a PO of

Op = 0.6%. A block-of-bits selection threshold ofTh = 1.0 is used. The performance is

compared to the perfect-CSI scenario. All other system parameters were summarized in

Table 3.4. The corresponding BER curves are seen in Fig. 3.44.

converging to that of the perfect CSI scenario, implying that an accurate channel estimate has been

obtained.

The BER performance of the proposed joint BBSB-SCE and three-stage turbo receiver is shown

in Fig. 3.43, in comparison to that of the perfect CSI bound and those of the conventional semi-

blind joint CE and three-stage turbo schemes utilizing the entire detected data sequence for the soft

and hard decision aided CE, respectively. Our semi-blind joint BBSB-SCE and three-stage turbo

detector-decoder employedIin = 3 inner turbo iterations andIout = 5 outer turbo iterations, which

were identical to those employed by the idealised three-stage turbo detector-decoder associated

with perfect CSI. It can be seen from Fig. 3.43 that the proposed semi-blind BBSB-SCE scheme

is capable of attaining the near-capacity optimal ML performance associated with the perfect CSI,

with the same “turbo-cliff” occurring before SNR= 5 dB. The conventional joint CE and three-

stage turbo receiver combined with the soft-decision aidedCE employing the entire detected data

sequence cannot attain the perfect CSI performance bound, and there is a 2 dB gap between the

BER turbo-cliffs of the two receivers. The conventional scheme employing the hard-decision aided

CE based on the entire detected data sequence exhibits a further 1.5 dB degradation from its soft-

decision assisted counterpart.

Fig. 3.44 illustrates the convergence behaviour of the proposed joint BBSB-SCE and three-
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stage turbo scheme. It can be seen that the BER gap between theproposed BBSB-SCE based

scheme and the perfect CSI case reduces, as the number of outer iterations increases. Specifically,

after the initial iteration there is a large BER gap, while during the third iteration the BER gap is

reduced to around 1 dB. Finally, at the fifth iteration there is no BER gap, indicating that the BBSB-

SCE scheme has converged to the true MIMO CIR. This is very significant, since our semi-blind

BBSB-SCE based scheme has as low a PO as 0.6% and yet it attainsthe optimal performance of the

idealised three-stage turbo receiver associated with perfect CSI, while only imposing a complexity

similar to the latter, as evidence by our complexity comparison given in (3.56).

The effects of the block-of-bits selection thresholdTh on the achievable performance of our pro-

posed semi-blind scheme were investigated by varying the value ofTh in the set{0.2, 0.5, 1.0, 2.0, 3.0}.

The results obtained are shown in Fig. 3.45, where it is seen that Th ∈ [0.5, 1.0] for this example

allows our scheme to approach the perfect CSI performance bound.

The MSE performance of the channel estimator in our proposedscheme is compared to the

CRLB associated with the optimal training sequence of length M
opt
T = 100 in Fig. 3.46, where

it can be seen that the MSE of our DDCE approaches the CRLB, once the number of outer turbo

iterations reachesIout = 5 for SNR≥ 5.0 dB. This corresponds to the BER cliff at SNR≈ 5.0 dB

and Iout = 5 shown in Fig. 3.43.
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Figure 3.43: BER performance comparison: a) perfect CSI case, b) proposed joint BBSB-

SCE and three-stage turbo receiver withTh = 1.0, and c) conventional joint CE and

three-stage turbo receivers employing the entire detecteddata sequence for the soft and

hard decision aided channel estimators, respectively, forExample 1of quasi-static MIMO

system. The number of initial training blocks for all the three CE schemes isMT = 6,

corresponding to a PO ofOp = 0.6%. The system’s throughput isR = 16 bits/symbol.

All other system parameters were summarized in Table 3.4.
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Figure 3.44: Convergence performance of the proposed jointBBSB-SCE and three-stage

turbo detector-decoder withTh = 1.0, in comparison to the perfect-CSI case, forExample

1 of quasi-static MIMO system of Fig. 3.40 having a throughputof R = 16 bits/symbol,

usingMT = 6 initial training blocks and a PO ofOp = 0.6%. All other system parameters

were summarized in Table 3.4. The corresponding EXIT chart is seen in Fig. 3.42.
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Figure 3.45: Effects of the block-of-bits selection threshold Th on the achievable BER

performance of our proposed BBSB-SCE and three-stage turboscheme, forExample 1

of quasi-static MIMO system of Fig. 3.40 having a throughputof R = 16 bits/symbol,

usingMT = 6 initial training blocks and a PO ofOp = 0.6%. All other system parameters

were summarized in Table 3.4.
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Figure 3.46: MSE convergence performance of the channel estimator in our semi-blind

joint BBSB-SCE and three-stage turbo detection-decoding scheme usingMT = 6 initial

training blocks, a block-of-bits selection threshold ofTh = 1.0 and the maximum number

of selected blocksMsel = 100, for Example 1of quasi-static MIMO system of Fig. 3.40

having a throughput ofR = 16 bits/symbol, usingMT = 6 initial training blocks and a

PO ofOp = 0.6%. All other system parameters were summarized in Table 3.4.
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Figure 3.47: Comparison of the MSE performance of our joint BBSB-SCE and three-

stage turbo detector-decoder, which selectsMt
s ≤ 100 high-quality soft detected symbol

vectors for the channel estimator, with that of the conventional joint CE and three-stage

turbo detector-decoder, which uses all theτ = 1000 soft detected symbol vectors for the

channel estimator, forExample 1 of quasi-static MIMO system of Fig. 3.40 having a

throughput ofR = 16 bits/symbol, usingMT = 6 initial training blocks and a PO of

Op = 0.6%. All other system parameters were summarized in Table 3.4.
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Fig. 3.47 compares the achievable MSE performance of our joint BBSB-SCE and three-stage

turbo receiver, which only selectsMt
s ≤ 100 high-quality soft detected symbol vectors for aiding

the channel estimator, with that of the conventional joint CE and three-stage turbo receiver, which

uses all theτ = 1000 soft detected symbol vectors for the CE. Observe that for SNR≥ 7.0 dB, the

soft-DDCE utilizing all theτ = 1000 detected symbol vectors approaches the CRLB associated

with the optimal training sequence of lengthM
opt
T = 1000, because at this level of SNR there exists

no decision error and all the detected symbol vectors are correct. However, the operational SNR of

this system is around 5 dB, and at the operational SNR region,the initial BER is practically 50%,

which leads to the “failure” of the conventional joint CE andthree-stage turbo receiver, as can be

clearly seen from Figs. 3.43 and 3.47.

3.5.2.2 Example Two
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Figure 3.48: BER performance comparison: a) proposed jointBBSB-SCE and three-stage

turbo receiver of Fig. 3.40 withTh = 1.0, and b) conventional joint CE and three-stage

turbo receiver employing the entire detected data sequencefor the soft decision aided

channel estimator, forExample 2 of time-varying MIMO system with the normalised

Doppler frequencyfd = 10−5 as well as the interleaver lengths ofLF = 16, 000 bits,

8, 000 bits and4, 000 bits, yielding the POs ofOp = 0.6%, 1.2% and 2.4%, respec-

tively. The system’s throughput isR = 16 bits/symbol. All other system parameters were

summarized in Table 3.4.

The system setup was identical to that ofExample 1 as shown in Table 3.4, except for that

the MIMO channels were time-varying. Specifically,H was faded at the symbol-rate during each
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Figure 3.49: BER performance comparison: a) proposed jointBBSB-SCE and three-stage

turbo receiver Fig. 3.40 withTh = 1.0, and b) conventional joint CE and three-stage turbo

receiver employing the entire detected data sequence for the soft decision aided channel

estimator, forExample 2 of time-varying MIMO system with the normalised Doppler

frequencyfd = 10−4 as well as the interleaver lengths ofLF = 16, 000 bits, 8, 000 bits

and4, 000 bits, yielding the POs ofOp = 0.6%, 1.2% and2.4%, respectively. The sys-

tem’s throughput isR = 16 bits/symbol. All other system parameters were summarized

in Table 3.4.

frame according to the normalized Doppler frequency offd, which may be formulated as

fd = fm · Ts, (3.58)

whereTs is the symbol period. Given the carrier frequency offc, the maximum Doppler frequency

fm is given by

fm =
v · fc

c
, (3.59)

wherev andc are the velocity of mobile and the speed of light, respectively. For example, in the

LTE standard, the carrier frequency is aboutfc = 2.5 GHz and the symbol period isTs = 66.7 µs.

Then a normalized Doppler frequency offd = 10−4 corresponds to a walking speed of about 0.5

m/s and hence slow fading is experienced. When the normalized Doppler frequency isfd = 10−2,

the corresponding mobile velocity increases to 50 m/s, where fast fading is experienced. Note that

for the time-varying MIMO channels, there exists a trade-off between the Time-Varying Channel’s

Estimation (TVCE) performance and the turbo channel decoder’s performance. To be more explicit,

for turbo channel coding, a long interleaver lengthLF is preferred for the sake of achieving a near-

capacity performance [1]. However, a short frame block length τ, i.e. a short interleaver lengthLF,
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is preferred for the sake of achieving a good TVCE performance. In our simulations, we variedfd

and investigated the effect of different interleaver lengths to the achievable BER performance4.
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Figure 3.50: BER performance comparison: a) proposed jointBBSB-SCE and three-stage

turbo receiver Fig. 3.40 withTh = 1.0, and b) conventional joint CE and three-stage turbo

receiver employing the entire detected data sequence for the soft decision aided channel

estimator, forExample 2 of time-varying MIMO system with the normalised Doppler

frequencyfd = 5 × 10−4 and the interleaver length ofLF = 4, 000 bits, yielding a PO of

2.4%. The system’s throughput isR = 16 bits/symbol. All other system parameters were

summarized in Table 3.4.

Fig. 3.48 shows the results obtained for the case of the normalised Doppler frequencyfd =

10−5 with LF = 16, 000 bits, 8, 000 bits and4, 000 bits, respectively, where it can be seen that for

each given interleaver lengthLF the proposed semi-blind joint BBSB-SCE and three-stage turbo

receiver outperforms the conventional semi-blind joint CEand three-stage turbo scheme utilizing

the entire detected data sequence. Specifically, our schemeachieves SNR gains of 3.1 dB, 1.5 dB

and 0.5 dB over the conventional one forLF = 16, 000 bits, LF = 8, 000 bits andLF = 4, 000 bits,

respectively. As expected, our proposed semi-blind BBSB-SCE scheme achieves its best BER

performance for the long interleaver length ofLF = 16, 000 bits. This is because the normal-

ized Doppler frequency offd = 10−5 represents a relatively slowly fluctuating channel. Hence the

achievable system performance is dominated by the performance of iterative channel decoder which

favours a highLF value. Furthermore, as the interleaver length of our schemereduces, the num-

ber of potential high-quality candidates may also be reduced, which may hence contribute to the

degradation of the system’s performance. A similar conclusion may be drawn for the conventional

semi-blind CE scheme that utilises the entire soft detecteddata sequence from Fig. 3.48, where the

4In practice, Doppler spread may be estimated using the schemes proposed in [146–148].
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performance of the conventional scheme is degraded by about0.6 dB, when the interleaver length

is reduced from 16,000 bits to 8,000 bits. However, unlike for our proposed semi-blind BBSB-SCE

scheme, in this particular case, the performance of the conventional semi-blind CE based scheme

recorded forLF = 4, 000 bits is better than that of theLF = 8, 000-bit scenario.

Fig. 3.49 compares the achievable BER performance of our proposed scheme to that of the

conventional scheme for the case of the normalised Doppler frequency fd = 10−4 with LF =

16, 000 bits, 8, 000 bits and4, 000 bits, respectively. As seen from Fig. 3.49, the best performance

is achieved with the interleaver length ofLF = 4, 000 bits, while the worst performance is obtained

for the interleaver length ofLF = 16, 000 bits for both our proposed scheme and the conventional

one. At the normalised Doppler frequency offd = 10−4 the MIMO system’s overall performance

is dominated by the TVCE performance, which favours a short interleaver. Evidently, there exists

a trade off between the turbo channel coding performance andthe TVCE performance in choosing

the best interleaver length. Observe furthermore in Fig. 3.49 that for a given interleaver lengthLF,

our proposed scheme always outperforms the conventional one.

When considering an even higher normalised Doppler frequency of fd = 5 × 10−4, both our

proposed semi-blind joint BBSB-SCE and three-stage turbo receiver as well as the conventional

semi-blind joint CE and three-stage turbo scheme utilizingthe entire detected data sequence for the

soft-decision aided CE cannot converge (there exists no open tunnel between the EXIT curves of

the inner and outer decoders) for the interleaver lengths ofLF = 16, 000 bits andLF = 8, 000 bits

associated with an SNR as high as 30 dB. Evidently, usingLF = 16, 000 bits orLF = 8, 000 bits is

excessively long, which degrades the TVCE performance to anunacceptable level. However, when

the interleaver length was reduced toLF = 4, 000, both schemes become capable of achieving

convergence, as seen from Fig. 3.50. Observe from Fig. 3.50 that the proposed semi-blind BBSB-

SCE scheme outperforms the conventional semi-blind CE scheme by about 0.4 dB.

3.5.2.3 Example Three

We also considered a quasi-static Rayleigh fading BPSK MIMOsystem associated withM = N =

2. The system’s throughput isR = 2 bits/symbol and a interleaver length ofLF = 16, 000. The

initial training block length was set toMT = 6, yielding a PO ofOp = 0.075%. The other system

settings were the same as given inExample 1. The purpose of this simulation investigation was

to compare our proposed BBSB-SCE based scheme to the decision selection scheme for soft CE

proposed by Abe and Matsumoto [149]. The simulation resultsare shown in Fig. 3.51, where again

the perfect CSI performance bound is used as the benchmark. It can be clearly seen from Fig. 3.51

that as expected, our BBSB-SCE scheme approaches the optimal performance bound associated

with the perfect CSI and it outperforms the scheme proposed by Abe and Matsumoto by about

0.5 dB.
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Figure 3.51: BER performance comparison: a) perfect CSI case, b) proposed joint BBSB-

SCE and three-stage turbo receiver of Fig. 3.40 withTh = 0.5, and c) Abe and Mat-

sumoto’s BPSK decision selection scheme based soft CE [149], for Example 3of quasi-

static BPSK MIMO system withM = N = 2, having a system throughput isR = 2

bits/symbol. All other system parameters were summarized in Table 3.4.

3.6 Chapter Summary and Conclusions

In this chapter, we have discussed a pair of CE approaches designed for coherently detected MIMO

systems, namely, the TBCE and SBCE. Our challenging objective has been to construct a CE

based MIMO system that is capable of approaching the perfectCSI performance bound without

implanting a substantial number of training pilots and without imposing a significant increase in

computational complexity.

The widely used TBCE scheme designed for uncoded and three-stage serial-concatenated turbo

coded MIMO systems was discussed in Section 3.2. To be more explicit, the system model of a

TBCE aided MIMO system of Fig. 3.1 was introduced in Section 3.2.1, where the LSCE algorithm

was discussed and the lower bound of the number of training blocks was given in Eq. (3.5). The

performance of the TBCE scheme was investigated and the corresponding simulation results were

portrayed in Fig. 3.2, Fig. 3.3, Fig. 3.4, Fig. 3.5, Fig. 3.6,Fig. 3.7, Fig. 3.8 and Fig. 3.9

of Section 3.2.2, based on the CSTSK MIMO system of Fig. 2.17,both in uncoded and three-

stage serial-concatenated turbo coded scenarios. Two metrics, namely the BER and the MCEE of

Eq. (3.6) were adopted for assessing the performance the CE based schemes. As expected, the

simulation results confirmed that in order for the TBCE basedscheme to approach the performance

of the perfect CSI benchmark, a large number of training blocks are required, at the cost of a

higher PO and substantially reducing the system’s effective throughput. We have summarized the
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Table 3.5: Performance summary of TBCE aided CSTSK systems of Fig. 3.1 at BER=

10−6. Their CE complexity is on the order ofO
(

MT
3
)
.

MIMO Scheme Throughput MT PO SNR (Uncoded) SNR (Coded) Figure

[bits/symbol] [dB] [dB]

CSTSK(2,2,2,4,QPSK) 2 2 0.8% 21.5 Fig. 3.2

5 2% 21.2

10 4% 20.8

30 12% 20.7

CSTSK(4,2,2,4,QPSK) 2 2 0.8% 21 3.1 Fig. 3.4

5 2% 20 1.6 and

10 4% 19.5 1 Fig. 3.8

30 12% 19 0

CSTSK(4,4,2,4,16-QAM) 3 2 0.8% 26 2.6 Fig. 3.6

5 2% 18 and

10 4% 16 1.2 Fig. 3.9

30 12% 16 -0.8

performance of TBCE scheme of Fig. 3.1 in Table 3.6, including the throughput, number of training

blocks, PO, required SNR for achieving BER= 10−6 and complexity order.

Table 3.6: Performance summary of SBCE aided uncoded CSTSK systems of Fig. 3.10

at BER= 10−6. Their CE complexity is on the order ofO
(
τ3
)
.

MIMO Scheme Throughput MT PO SNR Figure

[bits/symbol] [dB]

CSTSK(2,2,2,4,QPSK) 2 2 0.8% 20 Fig. 3.11

CSTSK(4,2,2,4,QPSK) 2 2 0.8% 18.8 Fig. 3.13

5 2% 18.8 Fig. 3.14

CSTSK(4,4,2,4,16-QAM) 3 2 0.8% 16 Fig. 3.16

3 1.2% 16 Fig. 3.17

In order to overcome the above-mentioned limitation of TBCEschemes, the SBCE scheme

designed for MIMO systems of Fig. 3.10 was introduced in Section 3.3 for an uncoded scenario.

In contrast to a TBCE scheme, a relatively accurate CE may be achieved by employing a low PO,

i.e. just a few training blocks. The detailed system model ofSBCE was provided in Section 3.3.1,

where the iterative SBCE algorithm was detailed. The corresponding simulation results were dis-

cussed in Section 3.3.2, in terms of the BER and MCEE performance. It was found from the BER
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simulation results of Fig. 3.11, Fig. 3.13, Fig. 3.14, Fig. 3.16 and Fig. 3.17 that the SBCE based

scheme was capable of approaching the performance of the perfect CSI scenario at a low PO, hence

substantially outperforming the TBCE scheme utilising thesame PO. Additionally, it can be clearly

seen from the MCEE simulations portrayed in Fig. 3.12, Fig. 3.15 and Fig. 3.18 that typically as

few as Ice = 5 iterations are sufficient for the MCEE to converge to its minimum. Furthermore,

above a certain SNR threshold, the SBCE based scheme is capable of reaching the ultimate perfor-

mance bound associated with perfect CSI. We have summarizedthe performance of SBCE scheme

of Fig. 3.10 in Table 3.6, including the throughput, number of training blocks, PO, required SNR

for achieving BER= 10−6 and complexity order.

Section 3.4 was dedicated to developing the novel SBCE aidedand three-stage serial-concatenated

turbo coded scheme for near-capacity CSTSK MIMO systems. Tobe more explicit, Section 3.4.1

discussed the existing state-of-the-art semi-blind jointCE and three-stage turbo detection-decoding

scheme of Fig. 3.19, which explored the entire frame of detected bits for DDCE. Its limitations were

also characterized in Section 3.4.1. Specifically, it imposes an excessive computational complexity

and it is incapable of approaching the optimal performance bound associated with perfect CSI. In

order to overcome these limitations, the efficient yet low-complexity BBSBCE based scheme of

Fig. 3.20 was proposed in Section 3.4.2. Observed in Fig. 3.20 and Fig. 3.21 that a high system

throughput was maintained, since the proposed scheme only utilized a low PO for generating an ini-

tial CE. Most significantly, in contrast to the existing methods, the proposed BBSBCE scheme did

not require an extra iterative loop between the CE and the turbo detector-decoder, since the BBSB

iterative CE was naturally embedded into the original iterative three-stage demapping-decoding

turbo loop. This novel arrangement enabled us to maintain a low system complexity. Further-

more, since only high-confidence decision blocks were selected in the BBSBCE based scheme,

the error propagation problem of the conventional SBCE schemes was mitigated. Extensive sim-

ulation results provided in Fig. 3.24, Fig. 3.24, Fig. 3.25,Fig. 3.26, Fig. 3.27, Fig. 3.29, Fig.

3.30, Fig. 3.31 and Fig. 3.32 of Section 3.4.4 confirmed that the proposed semi-blind BBSBCE

and three-stage turbo demapping-decoding scheme was capable of approaching the near-capacity

performance bound of the idealised three-stage turbo detector-decoder at low number of turbo iter-

ations. Additionally, the CRLB was also introduced to demonstrate the capability of the proposed

BBSBCE scheme. The corresponding simulation results are depicted in Fig. 3.28 and Fig. 3.33.

We have summarized the performance of BBSBCE based scheme ofFig. 3.20 in Table 3.7, includ-

ing the throughput, number of training blocks, PO, block-of-bits selection thresholdTh, required

SNR for achieving BER= 10−6 and complexity order.

In Section 3.5, another effective way of reducing the effects of erroneous decisions in the soft-

decision based CE scheme was introduced. Firstly, we demonstrated in Fig. 3.34 that the soft-

decision aided CE was inappropriate for the STSK MIMO systemowing to its specific signal block

mapping scheme. Therefore, the novel semi-blind joint BBSB-SCE and three-stage turbo detection-

decoding scheme was proposed for near-capacity SDM/V-BLAST MIMO systems in Section 3.5.1.
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Table 3.7: Performance summary of BBSBCE aided CSTSK systems of Fig. 3.20 at

BER= 10−6. Their CE complexity is on the order ofO
(
τ3

sel

)
.

MIMO Scheme Throughput MT PO Th SNR Figure

[bits/symbol] [dB]

CSTSK(4,2,2,4,QPSK) 2 2 0.2% 0.02 1.2 Fig. 3.27

0.1 -0.1

0.2 -0.1

0.3 -0.1

0.4 0.4

CSTSK(4,4,2,4,16-QAM) 3 2 0.2% 0.02 1 Fig. 3.32

0.1 -1.2

0.2 -1.2

0.3 -1.2

0.4 1.6

Table 3.8: Performance summary of BBSB-SCE aided SDM/V-BLAST systems of Fig.

3.40 in quasi-static channel environment at BER= 10−6. Their CE complexity is on the

order ofO
(

M3
sel

)
.

MIMO Scheme Throughput MT PO Th SNR Figure

[bits/symbol] [dB]

MIMO(4,4,16-QAM) 16 6 0.6% 0.2 6.5 Fig. 3.45

0.5 5

1.0 5

2.0 5.5

3.0 6

To be more explicit, the soft symbol estimation invoked for soft-decision based CE was first re-

viewed in Section 3.5.1.1. Then the system model of the BBSB-SCE aided scheme is detailed in

Fig. 3.40 of Section 3.5.1.2 for near-capacity MIMO system.The corresponding simulation results

were portrayed in Fig. 3.42, Fig. 3.43, Fig. 3.44, Fig. 3.45,Fig. 3.46 and Fig. 3.47 of Sec-

tion 3.5.2, where it was confirmed that with the aid of selecting just-sufficient number of reliable

decision blocks and by employing the soft-decision based CEof Section 3.5, the proposed BBSB-

SCE based scheme was capable of achieving the optimal ML performance bound associated with

perfect CSI, while maintaining a high effective throughputwithout imposing an excessive com-

putational complexity. We have summarized the performanceof the BBSB-SCE aided scheme of

Fig. 3.40 in Table 3.8 and Table 3.9, under quasi-static and time-varying channel environment,
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Table 3.9: Performance summary of BBSB-SCE aided SDM/V-BLAST systems of Fig.

3.40 in time-varying channel environment at BER= 10−6. The number of initial training

blocks isMT = 6 and system’s throughput isR = 16 bits/symbol. Their CE complexity

is on the order ofO
(

M3
sel

)
.

MIMO Scheme CE Scheme fd PO LF SNR Figure

[bits] [dB]

MIMO(4,4,16-QAM) BBSB-SCE 10−5 0.6% 16,000 5.3 Fig. 3.48

1.2% 8,000 7.6

2.4% 4,000 8.1

Whole sequence 10−5 0.6% 16,000 8.4

1.2% 8,000 9.1

2.4% 4,000 8.6

MIMO(4,4,16-QAM) BBSB-SCE 10−4 0.6% 16,000 19.2 Fig. 3.49

1.2% 8,000 8.7

2.4% 4,000 8

Whole sequence 10−4 0.6% 16,000 21.5

1.2% 8,000 10.2

2.4% 4,000 9.2

MIMO(4,4,16-QAM) BBSB-SCE 5 × 10−4 2.4% 4,000 27.8 Fig. 3.50

Whole sequence 5 × 10−4 2.4% 4,000 28.2

respectively.

This chapter focused on the design of CE schemes for assisting coherent MIMO systems in ef-

ficiently exploring the “MIMO advantages”, such as achieving diversity and/or multiplexing gains.

However, it was also demonstrated that since MIMO systems rely on multiple RF chains at the

transmitter and receiver, their power consumption and hardware costs are substantial. Moreover,

for large-scale MIMO (LS-MIMO) systems and particularly for millimetre-wave based MIMO

systems, the number of available antenna array elements increases massively, while in practice the

affordable number of available RF chains is typically limited. As a remedy, AS offers a low-cost,

low-complexity technique of reducing the number of RF chains utilised at the transmitter and/or

receiver, while retaining the significant advantages of MIMO systems. Therefore, in the next chap-

ter, AS designed for MIMO systems will be discussed and a simple yet efficient CE scheme will be

proposed for AS aided MIMO systems.



Chapter 4
Norm-Based Joint Transmit/Receive

Antenna Selection Aided MIMO

Systems

4.1 Introduction

Recently, MIMO concepts, especially LS-MIMO, have attracted significant attention owing to their

capability of substantially increasing the reliability and/or bandwidth efficiency of communication

systems substantially [1,63]. However, since MIMO systemsutilize multiple RF chains, their power

consumption and hardware costs are considerable. Moreover, for LS-MIMO systems and particu-

larly for millimetre-wave based LS-MIMO systems [63–65], the number of antenna array elements

that can be accomodated is increased [66, 67], but the affordable number of RF chains remains

limited. As a remedy, AS offers a low-cost, low-complexity technique of reducing the number of

RF chains utilized at the transmitter and/or receiver, while retaining the significant advantages of

MIMO systems. In AS aided MIMO systems, a high number of AEs can be employed, which may

be beneficially combined with AS techniques to select a specific subset of antennas associated with

the best channel condition. Explicitly, this may be the particular subset associated with the highest

equivalent SNR, carefully selected from the whole set of antennas to form a reduced-dimentional,

yet improved-quality MIMO communication system, which therefore provides significant perfor-

mance gains for MIMO systems [68].

4.1.1 Two Antenna Selection Optimization Criteria

Generally, there are two popular optimization criteria forAS algorithms, namely, the CBAS and

NBAS [68].
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4.1.1.1 Capacity-Based Antenna Selection

According to [1], a MIMO system with the channel matrix̃Hsub ∈ CLR×LT and the channel noise

powerNo has the channel capacity given by

CMIMO

(
H̃sub, LT, LR; No

)
= log

(
det

{
ILR

+
No

LT
H̃subH̃

H
sub

})
, (4.1)

where it may be seen that the overall channel capacity heavily relies on the product
(

H̃subH̃
H
sub

)
.

Hence, the main idea of CBAS is to find the most appropriate channel matrixH̃sub to maximize

the channel capacity. More specifically, letM and N be the number of available Tx and Rx an-

tennas, respectively, while the number of available Tx and Rx RF chains is denoted byLT andLR,

respectively. Since we haveLT < M and LR < N, we can only select an(LR × LT)-element

subset MIMO channel matrix̃Hsub from the full MIMO channel matrixH ∈ CN×M for actual

data transmission.
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Figure 4.1: Capacity-based antenna selection.

The basic process of implementing the CBAS algorithm is illustrated in Fig. 4.1, where it can

be seen that for a selected combination of Tx antennas and/orRx antennas, the corresponding

MIMO channel’s capacity is calculated according to Eq. (4.1). After obtaining the MIMO capacity

values of all the possible combinations of Tx antennas and/or Rx antennas, the specific combination

associated with the highest MIMO capacity value is the optimal combination in terms of the CBAS

criterion. However, this exhaustive search over all the possible subsets of the full channel matrix

may become impractical for systems having a large numbers ofTx antennas and/or Rx antennas
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[70]. Diverse sub-optimal CBAS techniques have been developed in [68,70], which are capable of

reducing the AS complexity at the cost of a certain performance loss.

4.1.1.2 Norm-Based Antenna Selection

In contrast to the above-mentioned CBAS criterion, as an efficient yet low-complexity category of

AS algorithms, NBAS techniques mainly focus on the BER performance of a MIMO system [86,

87]. Generally speaking, higher channel gains may reduce the influence of the channel noise, and

in turn, they enhance the equivalent SNR. As a result, Tx and/or Rx antennas related to the subset

of the full channel matrix, which has the highest norm, are selected in NBAS. The corresponding

NBAS criterion may be formulated as

Hsub = arg max
H̃sub∈H

{
LT

∑
nt=1

LR

∑
nr=1

∣∣H̃sub(nr, nt)
∣∣
}

, (4.2)

whereH̃ sub(nr, nt) denotes the channel element at thenrth row andntth column ofH̃sub, where

| | represents the magnitude operator. The selectedHsub ∈ CLR×LT has the highest channel norm

among all the subset channel matrices and hence it is used foractual transmission. A conceptual

illustration of the basic NBAS algorithm is given in Fig. 4.2. For the sake of clarity, only the direct

links represented by the diagonal elements of the full channel matrix H are shown. It may be seen

from Fig. 4.2 that for the specific time slot, indicated by thevertical line the pair of channel links

associated with the two highest power are selected. Since ithas been shown that NBAS algorithms

are capable of approaching the performance of CBAS techniques, while imposing a lower AS

complexity [68], we will mainly consider the NBAS criterionin this chapter.
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Figure 4.2: Norm-based antenna selection.
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4.1.2 Antenna Selection Classifications

The family of AS techniques may be classified into one of threecategories, namely, TxAS, RxAS

and JTRAS, respectively, according to the corresponding antenna configurations [68].

4.1.2.1 Transmit Antenna Selection

The main idea of TxAS based on the channel’s norm is to select the specific Tx antennas associated

with the highest channel norm (or equivalently the highest channel power or the highest system

SNR) [78–80]. The schematic of TxAS schemes conceived for MIMO systems is shown in Fig. 4.3,

where it may be seen that AS only takes place at the transmitter of the MIMO system. Additionally,

a feedback containing the index of the AE selected has to be fed back from the receiver to the

transmitter, since the CSI is usually only known at the receiver. Fig. 4.4 shows an example of the
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Figure 4.3: Transmit antenna selection, where the selectedAE index is fed back from

receiver to the transmitter.
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Figure 4.4: An example of the norm-based transmit antenna selection scheme.
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norm-based TxAS scheme. Without loss of generality, we consider a full channel matrix associated

with M = 4 Tx antennas as well asN = 4 Rx antennas and we selectLT = 2 Tx antennas, namely,

two columns of the full channel matrixH. More specifically, according to the NBAS criterion of

Eq. (4.2),LT = 2 columns associated with the highest total norm values of thefull channel matrix

are selected. It may be seen from Fig. 4.4 that theLT = 2 highest accumulated column-norm

values are 5.9 and 4.3, which correspond to the fourth and first column, respectively. Therefore, the

first and fourth Tx antennas are selected, resulting in a selected subset channel matrix, as illustrated

at the right hand side of Fig. 4.4. The corresponding full MIMO links and selected links of the

example of Fig. 4.4 is illustrated in Fig. 4.5.
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Figure 4.5: Selection of wireless links of the example shownin Fig. 4.4.
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4.1.2.2 Receive Antenna Selection

Similar to the TxAS scheme based on the NBAS criterion, the idea of RxAS based on the NBAS

criterion is to select the Rx antenna(s) associated with thehighest channel norm (or equivalently

the channel power) [71–74]. The corresponding block diagram of the RxAS schemes conceived

for MIMO systems is shown in Fig. 4.6. It may be seen that unlike the TxAS scheme of Fig. 4.3,

no feedback of AS information is required in RxAS aided MIMO systems. This is because AS

only takes place at the receiver side of the MIMO system, and the CSI required for AS is usually

available at the receiver as well.
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Figure 4.6: Receive antenna selection. In contrast to TxAS of Fig. 4.3, no antenna selec-

tion information feedback is required.

4.1.2.3 Transmit/Receive Antenna Selection

As a hybrid version of TxAS and RxAS, JTRAS schemes were proposed in [68, 70, 86, 87], where

it was observed that MIMO systems employing JTRAS were capable of improving the achievable

system performance, while maintaining a low hardware complexity compared to the family of

conventional MIMO systems employing the same number of RF chains and operating without

JTRAS. Unlike the above-mentioned TxAS and RxAS schemes, the JTRAS scheme jointly selects

the Tx and Rx antenna(s). It has been recognised that the optimal JTRAS can be constructed with

the aid of a full-search method, which however, may impose a high computational complexity.

Therefore, in this chapter, we propose a low-complexity yetefficient NBJTRAS algorithm. The

system is capable of significantly outperforming the non-ASaided conventional MIMO systems

utilizing the same number of RF chains, both in terms of its BER and throughput. Additionally, the

proposed NBJTRAS aided MIMO system is capable of achieving extra diversity gains over that of

the conventional MIMO system relying on the same number of RFchains and operating without

AS, albeit this gain is achieved at the cost of employing moreAEs than the latter.
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4.1.3 Channel Estimation for AS aided MIMO Systems

It has been widely recognised [68, 70–72, 78, 79, 86, 87] thatAS techniques are capable of signifi-

cantly improving the performance of coherently detected MIMO systems based on the assumption

of perfectly known CSI, in comparison to the conventional MIMO systems equipped with the same

number of RF chains. However, in practice, CSI has to be acquired, and a standard CE technique

is the TBCE, where pilot symbols are used for acquiring an estimated CSI prior to actual data

transmission. An analytical framework that enables the evaluation of the performance of multiple-

branch diversity systems with the aid of TBCE was developed in [150], where the TBCE scheme

was shown to be capable of preserving the diversity order of aMIMO system at the cost of a SNR

penalty. The conventional TBCE channel estimator was employed in [151] for RxAS aided space-

time coded MIMO systems communicating over Rayleigh flat fading channels, which however

only considered selecting a single RA. The performance of the training-based channel estimator

was investigated in [152] for employment in OFDM based MIMO systems using RxAS, where

AS was simply performed based on the received signal power quantified prior to CE. However,

the conventional TBCE schemes adopted in [151, 152] are capable of generating accurate MIMO

CSI only at the cost of imposing a potentially excessive PO, which not only significantly erodes

the system’s throughput, but also results in an excessive CEcomplexity. Additionally, it has been

shown in [153,154] that for AS aided MIMO systems, AS requires a less accurate CSI, while data

detection must rely on a very accurate channel estimate. According to this observation, an efficient

CE method was proposed for RxAS in [153], where just-sufficient training pilots are firstly sent for

RxAS and then extra pilots are sent for further refining the channel estimate associated with the

selected antennas. Similarly, a dual pilot-based trainingscheme was proposed in [154] for an AS

aided multi-user Orthogonal Frequency-Division MultipleAccess (OFDMA) system, where an up-

link user firstly transmits a reference signal to the base station for acquiring the CSI for AS as well

as for frequency-domain transmission scheduling. Then theuplink user sends a second reference

signal for further refining the channel estimate for supporting data detection. Both these two novel

schemes are capable of improving the attainable system performance at the cost of transmitting

extra pilots. Therefore, the challenge here is also the acquisition of accurate MIMO CSI without

imposing an excessive training overhead.

Against the above background, we propose a novel Two-Tier CE(TTCE) scheme relying on

a low training overhead for assisting the NBJTRAS aided MIMOsystem to approach the near-

capacity optimal MIMO performance bound associated with perfect CSI, which maintains a high

system throughput, while imposing a low computational complexity. To be more explicit, in tier one

of the proposed TTCE scheme, a low-complexity low-PO based TBCE scheme relying on RF chain

reuse generates a coarse initial estimate of the full MIMO channel matrix using only a low number

of training symbol blocks. Then NBJTRAS is carried out basedon this rough CE, and the selected

TAs and RAs are activated for actual data transmission. In tier two of the proposed scheme, a pow-

erful semi-blind BBSB-SCE and three-stage turbo detection-decoding structure is employed. This
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scheme relies on the selected subset channel matrix, obtained in the tier-one NBJTRAS stage, as

the initial MIMO CE for activating the turbo detection and decoding process invoked for detecting

the data as well as for refining the CE.

The rest of this chapter is organised as below. Section 4.2 provides the system model and

achievable system performance of the NBJTRAS aided MIMO system, where perfectly known

CSI is assumed. The CE schemes for NBJTRAS aided MIMO systemsis discussed in Section 4.3.

To be more explicitly, the conventional TBCE for NBJTRAS is introduced in Section 4.3.1, while

the novel TTCE scheme for NBJTRAS is proposed in Section 4.3.2. Finally, Section 4.4 provides

the chapter summary of this chapter.

4.2 NBJTRAS Aided MIMO System Based on Perfect CSI

We consider the MIMO system employingM Tx antennas andN Rx antennas, as well asLT Tx

RF chain andLR Rx RF chains. If the hardware resources are affordable and wehaveLT = M

and LR = N, a full (N × M)-element MIMO system described in Chapter 2 may be realized.

In practice, however, the number of affordable RF chains is often limited, and we haveLT < M

and LR < N, particularly for large-scale MIMO systems. For a MIMO system of LT < M

and LR < N, the full MIMO system is ‘virtual’, i.e. the full channel matrix H ∈ CN×M is

‘virtual’, since the communications only occur over an(LR × LT)-element subset channel matrix

H sub ∈ CLR×LT . The conventional MIMO system operating without the aid of AS refers to the

MIMO system that only employsLT Tx antennas andLR Rx antennas. In the generic case of

LT < M andLR < N, in order to efficiently utilize the available hardware resources, it is desirable

to choose the most appropriateLT Tx antennas from the full set ofM Tx antennas and the most

appropriateLR Rx antennas from the full set ofN Rx antennas to form a desired(LR × LT)-

element MIMO channel for actual data communications. Now let us detail our proposed NBJTRAS

aided MIMO system.

4.2.1 System Description

Our proposed NBJTRAS aided MIMO system is depicted in Fig. 4.7, where we assume for the

time being that the ‘virtual’ full channel matrixH is perfectly known at both transmitter and re-

ceiver. Additionally, it may also be seen that electronic switches are required at both transmit-

ter and receiver to connect the available RF chains to the activated antennas. RSC-URC channel

encoder/decoder may be added to the proposed NBJTRAS aided MIMO system for the sake of

achieving near-capacity performance. In this NBJTRAS aided MIMO system, our proposed NBJ-

TRAS algorithm constructs a MIMO system where MIMO symbol blocks are transmitted over the

activated subset channel matrixH sub ∈ CLR×LT with Hsub ⊂ H.

It has been mentioned previously that increasing the channel gain is equivalent to reducing the



4.2.1. System Description 141

Switch
Selection

Antenna

Tx Antenna 1

Tx Antenna 2

Tx Antenna 3

Tx Antenna

Transmit

RF Chain 1

RF Chain 2

RF Chain

MIMO

Transmitter

Switch
Selection

Antenna

Rx Antenna 1

Rx Antenna 2

Rx Antenna 3
RF Chain 2

RF Chain

Receive

RF Chain 1

Rx Antenna

MIMO

Receiver

NBJTRAS

Tx Antenna Selection Information

Perfect CSI
Wireless Channel 

Detected Data

Source

URC−RSC

Decoder

Rx Antenna Selection Information

Two−stage

URC−RSC

Encoder

LT

LR

M

N

Figure 4.7: Proposed NBJTRAS aided MIMO system.

effects of noise, which yields an improved system performance. This motivates our NBAS approach

that selects the specific Tx antennas and Rx antennas relatedto the subset channel matrix having the

highest channel norm, which may be accomplished by solving the NBAS optimisation of Eq. (4.2).

To be more explicit, solving this optimisation problem by exhaustive search requires us to evaluate

the norms of theCLR
N × CLT

M candidate subset matrices, whereCn
k = k!

n!(k−n)!
, CLR

N andCLT
M are

the row-dimension and column-dimension combinations ofHsub, respectively. This will impose

an extremely high computational complexity, particularlyfor large-scale MIMO systems associated

with high M and/orN. We propose a novel NBJTRAS scheme for solving the optimisation problem

of Eq. (4.2) at a substantially reduced complexity. We now detail our NBJTRAS scheme.

4.2.1.1 NBJTRAS Algorithm

Given the full channel matrixH ∈ CN×M, without loss of generality, we assumeCLR
N ≤ CLT

M . The

algorithm accomplishes the optimisation of Eq. (4.2) in thefollowing two steps.

Step 1): Row Dimension Operations.

Let ir ∈
{

1, 2, · · · , CLR
N

}
be the row combination index and let us denote the row indices



4.2.1. System Description 142

corresponding to theirth sub-matrixH ir
∈ CLR×M by lir

=
[
l1
ir

l2
ir
· · · lLR

ir

]T
. Then we have

H ir
=




hT
l1
ir

hT
l2
ir
...

hT
l
LR
ir




=




H ir
〈1, 1〉 · · · H ir

〈1, M〉
H ir

〈2, 1〉 · · · H ir
〈2, M〉

... · · · ...

H ir
〈LR, 1〉 · · · H ir

〈LR, M〉




, (4.3)

wherehT
x is thexth row of H. The evaluation of

mx
ir

=
LR

∑
j=1

∣∣H ir
〈j, x〉

∣∣, 1 ≤ x ≤ M, (4.4)

wheremx
ir

represents the magnitude of thexth column inH ir
, yields the norm metric vector

mT
ir

=
[
m1

ir
m2

ir
· · · mM

ir

]
. (4.5)

Applying the operations of Eqs. (4.4) and (4.5) to all theCLR
N possible combinations leads to the

norm metric matrixMNorm ∈ CC
LR
N ×M given by

MNorm =




mT
1

mT
2

...

mT
C

LR
N




=




m1
1 m2

1 · · · mM
1

m1
2 m2

2 · · · mM
2

...
... · · · ...

m1

C
LR
N

m2

C
LR
N

· · · mM

C
LR
N




. (4.6)

Step 2): Column Dimension Operations.

Find the largestLT elements in theirth row of MNorm and sum them up, which is denoted

asmir
max, as well as record the column indices of theseLT elements in the index vectorl ic

(
ir
)

=
[
l1
ic

(
ir
)

l2
ic

(
ir
)
· · · lLT

ic

(
ir
)]T

. This produces the max-norm metric vector

mT
max =

[
m1

max m2
max · · · m

C
LR
N

max

]
. (4.7)

Next find

īr = arg max
1≤ir≤C

LR
N

mir
max. (4.8)

Then the selected TA and RA indices are specified byl ic

(
īr
)

and l īr
, respectively, and the corre-

sponding subset channel matrixHsub is the optimal solution of Eq. (4.2).

4.2.1.2 An Example of NBJTRAS

We use an example presented in Fig. 4.8 to illustrate how the proposed NBJTRAS algorithm works.

We consider a full channel matrixH associated withM = 8 Tx antennas andN = 4 Rx antennas.

The number of Tx and Rx RF chains is set toLT = LR = 2. In this case, the number of row
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combinations isCLR
N = 6, which is lower than the number of column combinations ofCLT

M = 28.

Therefore, our NBJTRAS commences with the row-based operations and followed by the column-

based operations, as depicted in Fig. 4.8. Let us now describe the proposed NBJTRAS in more

detail:

• In Step 1 of the row-based operations, by applying the norm operation, we have the full

channel matrix with its associated norm values as shown in the top-left of Fig. 4.8.

• Then we apply Eq. (4.5) to each row combination, in order to form the norm metric matrix

MNorm of Eq. (4.6) in the top-right of Fig. 4.8, with each row ofMNorm representing a

combination ofLR = 2 rows of the original full channel matrix. For instance, the first row

of MNorm represents the combination of the first and second rows of thefull channel matrix,

as indicated in Fig. 4.8.

• After obtaining the norm metric matrixMNorm, we may start Step 2 of the column-based

operations. First, we find the largestLT = 2 elements in each row ofMNorm and sum them

up, yielding the max-norm metric vectormmax of Eq. (4.7).

• Then we find the largest element inmmax which has a value of 7.5 of Fig. 4.8, and the

corresponding combination is the winning combination. To be more explicit, the winning

element is the fourth element of the max-norm metric vector,which corresponds to the second

and fifth elements of the fourth row of the norm metric matrix of Fig. 4.8. Since the fourth

row of the norm metric matrix corresponds to the combinationof the second and third row of

the original full channel matrix, we find that the combination of the second and fifth elements

in the second and third rows of the original full channel matrix is the optimal combination,

which are selected by our NBJTRAS algorithm for actual communication.

4.2.1.3 Complexity Analysis

In the case ofCLR
N ≤ CLT

M , the complexity of the above NBJTRAS algorithm can be shown to be

on the order of

CNBJTRAS ≈ O
((

M · (LR + 1
)
+ 1
) · CLR

N

)
. (4.9)

Additionally, if CLR
N > CLT

M , our NBJTRAS algorithm starts withStep 1)of the Column Dimension

Operations followed byStep 2)of Row Dimension Operations, and the complexity of this algorithm

is given by

CNBJTRAS ≈ O
((

N ·
(

LT + 1
)
+ 1
)
· CLT

M

)
. (4.10)

By contrast, the complexity of the exhaustive search is given by

CES ≈ O
((

LR · LT

) ·
(

CLT
M · CLR

N

))
. (4.11)
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ClearlyCNBJTRAS is much lower thanCES. Consider the AS example of Section 4.2.1.2 again. The

corresponding computational complexity order of NBJTRAS according to Eq. (4.9) isCNBJTRAS ≈
150 , while that of the exhaustive search of Eq. (4.11) isCES ≈ 672.

Fig. 4.9 explicitly compares the complexity of the proposedNBJTRAS algorithm with that of

the exhaustive search method, where without loss of generality, we assume that the numbers of

Tx and Rx RF chains areLT = LR = 2. It can be clearly seen from Fig. 4.9 thatCNBJTRAS is

significantly lower thanCES, especially when the numbers of Tx and/or Rx antennas are large.
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Figure 4.9: Complexity comparison of the proposed NBJTRAS and exhaustive search

method, where the numbers of Tx and Rx RF chains are set toLT = LR = 2.

4.2.1.4 Additional Diversity Order Attained

Given LR andLT, the achievable multiplexing gain of the MIMO system is determined. We define

the loading factor of AS as

fAS

(
M, N

)
=

M + N

LT + LR
, (4.12)

which determines the additional diversity order attainable by JTRAS schemes, such as our NBJ-

TRAS algorithm, over the conventional MIMO system formed byemployingLT TAs andLR RAs

as well as operating without AS.

4.2.2 Simulation Results

This section provides the simulation results of the proposed NBJTRAS algorithm of Fig. 4.7.

In our simulation study, the transmitted signal power was normalised to unity, and therefore the
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SNR was given as1
No

, with No being the power of the channel AWGN. Two MIMO systems

were considered, which were the uncoded CSTSK system and thethree-stage serial-concatenated

turbo coded SDM/V-BLAST MIMO system. The CSTSK MIMO system,having M Tx anten-

nas andN Rx antennas as well as employingLT Tx RF chains andLR Rx RF chains, was de-

noted by CSTSK(M, N; LT, LR; T, Q,L−PSK/QAM), while the SDM/V-BLAST MIMO system,

having the same antenna and RF chain configuration, was denoted as MIMO(M, N; LT, LR;L −
PSK/QAM). In order to keep both the hardware complexity and the power consumption at the

same level, the numbers of RF chains employed, namely,LT and LR, were equal in both the

NBJTRAS aided MIMO systems and in the conventional MIMO systems operating without AS,

implying that the MIMO channel matrix activated for data communication had the same dimen-

sion of Hsub ∈ CLR×LT for the both systems. More specifically, the conventional MIMO system

operating without AS had the “M = LT and N = LR” arrangement, while the NBJTRAS aided

MIMO system employed the “M > LT andN > LR” structure along with the AS loading factor of

fAS(M, N) of Eq. (4.12). The achievable BER and the MIMO channel’s throughput were used as

two main metrics of evaluating the performance of the proposed NBJTRAS algorithm. The MIMO

channels’ throughput [1] is given in Eq. (4.1) and is quoted below again

CMIMO (H sub, LT, LR; No) = E

{
log

(
det

{
ILR

+
No

LT
H subHH

sub

})}
, (4.13)

with Hsub ∈ CLR×LT denoting the corresponding MIMO channel matrix for actual communication.

4.2.2.1 Uncoded NBJTRAS Aided CSTSK Systems

Three CSTSK configurations, CSTSK(M, N; 2, 2; 2, 4, QPSK), CSTSK(M, N; 4, 2; 2, 4, QPSK) and

CSTSK(M, N; 4, 4; 2, 4, 16-QAM), were simulated in a quasi-static independent Rayleigh fading

environment, having corresponding normalized throughputs of R = 2, 2 and 3 bits/symbol, re-

spectively. We have summarized the system parameters of theNBJTRAS aided CSTSK system of

Fig. 4.7 in Table 4.1.

4.2.2.1.1 CSTSK(M, N; 2, 2; 2, 4, QPSK) associated withR = 2 bits/symbol

Let us first consider the CSTSK(M, N; 2, 2; 2, 4, QPSK) system, of which the numbers of Tx and

Rx chains wereLT = LR = 2. The corresponding system’s normalized throughput isR = 2

bits/symbol. The BER performance of the NBJTRAS aided CSTSK(M, N; 2, 2; 2, 4, QPSK) sys-

tem of Fig. 4.7 is depicted in Fig. 4.10, in comparison to the performance of the conventional

CSTSK(2, 2; 2, 2; 2, 4, QPSK) system of Fig. 2.17 operating without AS. It may be seen that with

the aid of perfectly known CSI, the BER performance of the NBJTRAS aided CSTSK system is sig-

nificantly improved, compared to that of the conventional CSTSK system. To be more explicit, the

BER of the non-AS aided CSTSK(2, 2; 2, 2; 2, 4, QPSK) reaches the BER of10−4 at approximately

SNR of 14.5 dB, while the BER of the NBJTRAS aided CSTSK(4, 4; 2, 2; 2, 4, QPSK) system with
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Table 4.1: System parameters of the NBJTRAS aided CSTSK system of Fig. 4.7.

Number of Tx antennas M

Number of Rx antennas N

Number of Tx RF chains LT

Number of Rx RF chains LR

Symbol durations per block T

Number of dispersion matrices Q

Modulation L-QAM or L-PSK

AS loading factor fAS

(
M, N

)
of Eq. (4.12)

Channels Frequency-flat Rayleigh fading

Detector ML detector of Eq. (2.19)

the AS loading factor offAS(4, 4) = 2 reaches the BER of10−4 at approximately SNR= 8.5 dB,

yielding a significant SNR gain of about 6 dB. Additionally, it may also be seen that the NBJTRAS

aided CSTSK(4, 4; 2, 2; 2, 4, QPSK) system associated withfAS(4, 4) = 2 achieves a higher diver-

sity gain (a steeper slope of the BER curve) than the conventional CSTSK system operating without

AS. Moreover, as the value of the AS loading factor increasesfrom 2 to 3, a further SNR gain of

about 1.5 dB is obtained. However, when the AS loading factorincreases from 3 to 11, only an

additional SNR gain of 1.4 dB is achieved. Further increasing the value of the AS factor leads to

negligible “diversity” gain attained.

The achievable MIMO channels’ throughput performance of the uncoded NBJTRAS aided

CSTSK(M, N; 2, 2; 2, 4, QPSK) system Fig. 4.7 recorded at three different AS loading factors

are compared to that of the conventional CSTSK(2, 2; 2, 2; 2, 4, QPSK) operating without AS in

Fig. 4.11. It may be seen that generally, the higher the AS loading factor, the larger the achiev-

able throughput gain the proposed NBJTRAS scheme may have. This trend is similar to the

BER performance enhancements attained by the NBJTRAS scheme depicted in Fig. 4.10. Specif-

ically, given the AS loading factor offAS(4, 4) = 2 and the SNR value of10 dB, the through-

put obtained by the NBJTRAS aided MIMO system is approximately 2 [bits/symbol/Hz] higher

than that of the conventional MIMO system operating withoutAS, while the gain becomes about

2.5 [bits/symbol/Hz] for the AS loading factor offAS(6, 6) = 3, yielding a further throughout

gain of about 0.5 [bit/symbol/Hz]. However, when the AS loading factor further increases from

fAS(6, 6) = 3 to fAS(40, 4) = 11, the further throughput gain is still about 0.5 [bit/symbol/Hz].

Therefore, it may be concluded that increasing the AS loading factor over a certain range may lead

to negligible throughput gain.
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Figure 4.10: Achievable BER performance of the proposed NBJTRAS aided

CSTSK(M, N; 2, 2; 2, 4, QPSK) system of Fig. 4.7 associated with a system’s throughput

of R = 2 bits/symbol and various AS loading factors, in comparison to the performance of

the conventional CSTSK(2, 2; 2, 2; 2, 4, QPSK) system of Fig. 2.17 operating without AS.

CSI is assumed to be perfectly known at both transmitter and receiver. All other system

parameters were summarized in Table 4.1.
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Figure 4.11: MIMO channels’ throughput performance of our NBJTRAS aided

CSTSK(M, N; 2, 2; 2, 4, QPSK) system of Fig. 4.7 associated with a system’s throughput

of R = 2 bits/symbol and various AS loading factors, in comparison to the performance of

the conventional CSTSK(2, 2; 2, 2; 2, 4, QPSK) system of Fig. 2.17 operating without AS.

CSI is assumed to be perfectly known at both transmitter and receiver. All other system

parameters were summarized in Table 4.1.
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Figure 4.12: Achievable BER performance of the proposed NBJTRAS aided

CSTSK(M, N; 4, 2; 2, 4, QPSK) system of Fig. 4.7 associated with a system’s throughput

of R = 2 bits/symbol and various AS loading factors, in comparison to the performance of

the conventional CSTSK(4, 2; 4, 2; 2, 4, QPSK) system of Fig. 2.17 operating without AS.

CSI is assumed to be perfectly known at both transmitter and receiver. All other system

parameters were summarized in Table 4.1.
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Figure 4.13: MIMO channels’ throughput performance of our NBJTRAS aided

CSTSK(M, N; 4, 2; 2, 4, QPSK) system of Fig. 4.7 associated with a system’s throughput

of R = 2 bits/symbol and various AS loading factors, in comparison to the performance of

the conventional CSTSK(4, 2; 4, 2; 2, 4, QPSK) system of Fig. 2.17 operating without AS.

CSI is assumed to be perfectly known at both transmitter and receiver. All other system

parameters were summarized in Table 4.1.
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Figure 4.14: Achievable BER performance of the proposed NBJTRAS aided

CSTSK(M, N; 4, 4; 2, 4, 16-QAM) system associated with a system’s throughput ofR =

3 bits/symbol and various AS loading factors, in comparison to the performance of the

conventional CSTSK(4, 4; 4, 4; 2, 4, 16-QAM) system of Fig. 2.17 operating without AS.

CSI is assumed to be perfectly known at both transmitter and receiver. All other system

parameters were summarized in Table 4.1.
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Figure 4.15: MIMO channels’ throughput performance of our NBJTRAS aided

CSTSK(M, N; 4, 4; 2, 4, 16-QAM) system system of Fig. 4.7 system associated with a

system’s throughput ofR = 3 bits/symbol and various AS loading factors, in comparison

to the performance of the conventional CSTSK(4, 4; 4, 4; 2, 4, 16-QAM) system of Fig.

2.17 operating without AS. CSI is assumed to be perfectly known at both transmitter and

receiver. All other system parameters were summarized in Table 4.1.
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4.2.2.1.2 CSTSK(M, N; 4, 2; 2, 4, QPSK) associated withR = 2 bits/symbol

We also consider the NBJTRAS aided CSTSK(M, N; 4, 2; 2, 4, QPSK) system withLT = 4 Tx RF

chains andLR = 2 Rx RF chains, having a normalized throughput ofR = 2 bits/symbol. The

achievable BER performance of the proposed NBJTRAS aided CSTSK(M, N; 4, 2; 2, 4, QPSK)

system given three different AS loading factors are shown inFig. 4.12, in comparison to the per-

formance of the conventional CSTSK(4, 2; 4, 2; 2, 4, QPSK) system operating without AS. Similar

to the results shown in Fig. 4.10, it may be seen that with the aid of the NBJTRAS, the per-

formance of the CSTSK system is significantly improved. To bemore explicit, the BER of the

conventional CSTSK reaches the BER level of10−4 at approximately SNR= 13.5 dB, while the

BER of the NBJTRAS aided CSTSK(8, 4; 4, 2; 2, 4, QPSK) system with the AS loading factor of

fAS(8, 4) = 2 reaches the BER level of10−4 at about SNR= 10 dB, yielding an SNR gain of over

3 dB. Moreover, as the value of the AS loading factor increases from 2 to 3, a further SNR gain

of about 1 dB is obtained. However, when the AS loading factorincreases from 3 to 11, only an

additional SNR gain of 1.8 dB is achieved.

We provide the achievable throughputs of the NBJTRAS aided CSTSK(M, N; 4, 2; 2, 4, QPSK)

system associated with various AS loading factors and a normalized throughput ofR = 2 bits/symbol

in Fig. 4.13, in comparison to that of the non-AS aided conventional CSTSK(4, 2; 4, 2; 2, 4, QPSK)

system. Similar to the conclusions drawn from Fig. 4.11, theresults in Fig. 4.13 also show that the

proposed NBJTRAS is capable of significantly improving the MIMO channels’ throughput.

4.2.2.1.3 CSTSK(M, N; 4, 4; 2, 4, 16-QAM) associated withR = 3 bits/symbol

We also provide the achievable BER performance and the MIMO channels’ throughput perfor-

mance of the proposed NBJTRAS aided CSTSK(M, N; 4, 4; 2, 4, 16-QAM) system having a nor-

malized throughput ofR = 3 bits/symbol in Figs. 4.14 and 4.15, respectively, in comparison to the

performance of the conventional CSTSK system operating without AS. It can be seen again that

with the aid of the NBJTRAS, both the BER and MIMO channels’ throughput performance of the

CSTSK MIMO system are improved significantly.

4.2.2.2 Three-Stage Turbo Coded and NBJTRAS Aided SDM/V-BLAST MIMO Systems

This section presents the performance of the three-stage serial-concatenated turbo coded and NBJ-

TRAS aided SDM/V-BLAST MIMO systems. In the simulation, thegenerator polynomials of the

half-rate RSC encoder were expressed in binary format asGRSC = [1, 0, 1]2 andGr
RSC = [1, 1, 1]2,

while those of the URC encoder wereGURC = [1, 0]2 and Gr
URC = [1, 1]2, whereGr

RSC and

Gr
URC denoted the feedback polynomials of the RSC and URC encoders, respectively. An in-

terleaver length of160, 000 bits was used by the three-stage serial-concatenated turboencoder-

decoder. Two SDM/V-BLAST systems were considered, which were MIMO(M, N; 2, 2; BPSK)
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and MIMO(M, N; 4, 2; 4-QAM). Additionally, both the independent Rayleigh fading environment

and spatially correlated environment1 were considered. The channels’ spatial correlation factor

was set toρ = 0, 0.3, 0.6 and 0.9, whereρ = 0 implied fully independent fading andρ = 1

indicated fully correlated fading. We have summarized the system parameters of the three-stage

serial-concatenated turbo coded and NBJTRAS aided SDM/V-BLAST MIMO systems of Fig. 4.7

in Table 4.2.

Table 4.2: System parameters of the three-stage serial-concatenated turbo coded and NBJ-

TRAS aided SDM/V-BLAST MIMO systems of Fig. 4.7.

Number of Tx antennas M

Number of Rx antennas N

Number of Tx RF chains LT

Number of Rx RF chains LR

Modulation L-QAM or L-PSK

AS loading factor fAS

(
M, N

)
of Eq. (4.12)

Channels Frequency-flat Rayleigh fading

Channel’s spatial correlation factor ρ

Detector ML MIMO soft-demapper of Eq. (2.6)

Interleaver blocklength 160,000 bits

Outer channel code Half-rate RSC

Generator polynomials (Gr
RSC, GRSC) = (7, 5)8

Precoder URC

Number of inner iterations Iin

Number of outer iterations Iout

4.2.2.2.1 MIMO(M, N; 2, 2; BPSK) associated withR = 2 bits/symbol under Independent

Fading Environments

We first considered the independent Rayleigh fading environment associated with a channel’s spa-

tial correlation factor ofρ = 0. Our investigations commenced with the EXIT chart analysisof the

proposed three-stage serial-concatenated turbo coded andNBJTRAS aided MIMO(4, 4; 2, 2; BPSK)

system of Fig. 4.7 having a system’s throughput ofR = 2 bits/symbol, in comparison to that of

the conventional three-stage serial-concatenated turbo coded MIMO(2, 2; 2, 2; BPSK) system of

Fig. 2.7, assuming again the CSI was perfectly known at both the transmitter and receiver. It can

be seen from the EXIT charts shown in Fig. 4.16 that for the proposed NBJTRAS aided MIMO

system having an AS loading factor offAS(4, 4) = 2, an open EXIT-tunnel exists between the

1The generation of spatially correlated fading channels maybe found in [155,156].
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EXIT curve of the amalgamated inner MIMO soft-demapper-URCdecoder and the outer RSC

decoder at SNR= −6.6 dB. The actual Monte-Carlo simulation based stair-case shaped decod-

ing trajectory, which closely matches the EXIT curves, is also shown at SNR= −6.6 dB for this

NBJTRAS aided MIMO system. The trajectory shows that the point of perfect convergence at

(1.0, 1.0) may be reached with the aid ofIout = 7 outer iterations, implying that the proposed NBJ-

TRAS aided MIMO scheme is capable of achieving a vanishinglylow BER at SNR= −6.6 dB.

This is confirmed by the BER performance shown in Fig. 4.17, where it can be seen that for the

case of fAS(4, 4) = 2, the ‘turbo-cliff’ of the BER curve is observed just before the point of

SNR= −6.6 dB. Fig. 4.16 also shows the EXIT curve of the conventional MIMO system operating

without AS. Unlike the NBJTRAS aided MIMO system, the conventional MIMO system without

AS fails to achieve an open tunnel between the EXIT curve of the amalgamated inner MIMO soft-

demapper-URC decoder and the outer RSC decoder. This implies that the conventional MIMO

system operating without AS cannot attain a vanishingly lowBER at SNR= −6.6 dB, which is

confirmed by its BER performance shown in Fig. 4.17, where theactual convergence point of this

conventional MIMO system using no AS is near SNR= −3 dB.
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Figure 4.16: EXIT chart analysis of the NBJTRAS aided MIMO(4, 4; 2, 2; BPSK) sys-

tem of Fig. 4.7 relying on the three-stage turbo detection-decoding scheme under the

independent Rayleigh fading environment, in comparison tothat of the conventional

MIMO (2, 2; 2, 2; BPSK) system of Fig. 2.7 operating without AS. The systems’ through-

put is R = 2 bits/symbol. All other system parameters were summarized in Table 4.2.

The corresponding BER curves are seen in Fig. 4.17.

The BER performance of our NBJTRAS aided three-stage turbo MIMO(M, N; 2, 2; BPSK)

system of Fig. 4.7 having a system’s throughput ofR = 2 bits/symbol is depicted in Fig. 4.17
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Figure 4.17: Achievable BER performance of the proposed NBJTRAS aided

MIMO (M, N; 2, 2; BPSK) system of Fig. 4.7 associated with various AS loading fac-

tors under the independent Rayleigh fading environment, incomparison to that of the

conventional MIMO(2, 2; 2, 2; BPSK) system of Fig. 2.7 operating without AS. The sys-

tems’ throughput isR = 2 bits/symbol. All other system parameters were summarized in

Table 4.2. The corresponding EXIT chart is seen in Fig. 4.16.

associated with various AS loading factors, in comparison to the performance of the conventional

three-stage turbo MIMO(2, 2; 2, 2; BPSK) system of Fig. 2.7 operating without AS. It can be seen

from Fig. 4.17 that the BER performance of the NBJTRAS aided MIMO system is significantly

better than that of the conventional MIMO system operating without AS. More specifically, the

BER of the conventional MIMO system operating without AS achieves an infinitesimally low BER

at about SNR= −3 dB, while the BER of the NBJTRAS aided MIMO system usingfAS(4, 4) = 2

reaches the same infinitesimally low BER at about SNR= −6.6 dB, representing an SNR gain of

3.6 dB. The BERs of our NBJTRAS aided MIMO system associated with the AS loading factors of

fAS(6, 6) = 3, fAS(8, 8) = 4 and fAS(36, 4) = 10 are also shown in Fig. 4.17, which converge to a

vanishingly low BER at about SNR= −7.7 dB, -8.3 dB and -9.1 dB, achieving SNR gains of about

4.7 dB, 5.3 dB and 6.1 dB, respectively, compared to the conventional MIMO system operating

without AS. It can be seen that for the NBJTRAS aided MIMO system, high performance gains

are achieved by increasing the AS loading factor, at the costof requiring more antennas. Most

interestingly, although the rate of the gain enhancement does appear to slow down as the AS loading

factor increases, further significant gains are achieved, as the AS loading factor tends to large

values. This is dissimilar to the standard diversity order trends, where the achieved gain tends to

saturate upon increasing the diversity order to large values.
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4.2.2.2.2 MIMO(M, N; 2, 2; BPSK) associated withR = 2 bits/symbol under Spatially Cor-

related Fading Environments

The investigations carried out so far assumed an independent fading channel environment, an as-

sumption that is commonly made in the literature of AS techniques. However, in practice, the

MIMO channels are often spatially correlated, because the antenna spacing may not be sufficiently

high to experience independently fading MIMO channels. Hence, we investigated the impact of

spatial correlation on the BER performance of the proposed NBJTRAS algorithm.

The NBJTRAS aided MIMO(4, 4; 2, 2; BPSK) system of Fig. 4.7 usingfAS(4, 4) = 2 was first

considered associated with a throughput ofR = 2 bits/symbol. Furthermore, a perfectly known

full MIMO CSI was assumed and again all the results were averaged over 100 channel realisations.

The simulation results obtained are shown in Fig. 4.18, in comparison to those of the conventional

MIMO (2, 2; 2, 2; BPSK) system of Fig. 2.7 operating without AS. As expected, the BERperfor-

mance of both the NBJTRAS aided MIMO system and the conventional MIMO degrade, as the

spatial correlation between the MIMO channels increases, because increasing the channel’s spatial

correlation is expected to reduce the diversity gain of the MIMO system. It can also be observed

that the NBJTRAS aided MIMO system is capable of outperforming the conventional MIMO sys-

tem operating without AS in a spatially correlated channel environment. To be more explicit, in the

independent fading environment, an SNR gain of about 3.6 dB is achieved by the NBJTRAS aided

MIMO system over the conventional MIMO system operating without AS. At the spatial correla-

tion value ofρ = 0.3, the NBJTRAS aided MIMO still outperforms the conventionalMIMO by

approximately 3.2 dB in the SNR gain. As the spatial correlation value is increased toρ = 0.6 and

ρ = 0.9, the SNR gain is reduced to approximately 2.1 dB and 1.6 dB, respectively. Based on these

results, we may conclude that at a low spatial correlation level of sayρ < 0.3, the NBJTRAS aided

MIMO system is capable of achieving the same performance gain over the conventional MIMO

system without AS as in the independent fading environment,while in the highly correlated chan-

nel environment of sayρ > 0.6, the NBJTRAS aided MIMO is still capable of outperforming the

conventional MIMO, but provides a smaller SNR gain.

We also provided the BER performance of NBJTRAS aided MIMO(8, 8; 2, 2; BPSK) system

of Fig. 4.7 associated with a throughput ofR = 2 bits/symbol andfAS(8, 8) = 4 in Fig. 4.19,

in comparison to those of the conventional MIMO(2, 2; 2, 2; BPSK) system of Fig. 2.7 operating

without AS. Comparing Fig. 4.19 with Fig. 4.18, it may be seenthat in the spatially correlated

fading environment, the performance gain of the NBJTRAS aided MIMO system can be further

enhanced by increasing the AS loading factor, at the cost of employing more AEs.
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Figure 4.18: Achievable BER performance of the proposed NBJTRAS aided

MIMO (4, 4; 2, 2; BPSK) system of Fig. 4.7 associated withfAS(4, 4) = 2 and

a throughput ofR = 2 bits/symbol, in comparison to those of the conventional

MIMO (2, 2; 2, 2; BPSK) system of Fig. 2.7 operating without AS, under various spa-

tially correlated channel environments. All other system parameters were summarized in

Table 4.2.
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Figure 4.19: Achievable BER performance of the proposed NBJTRAS aided

MIMO (8, 8; 2, 2; BPSK) system of Fig. 4.7 associated withfAS(8, 8) = 4 and

a throughput ofR = 2 bits/symbol, in comparison to those of the conventional

MIMO (2, 2; 2, 2; BPSK) system of Fig. 2.7 operating without AS, under various spa-

tially correlated channel environments. All other system parameters were summarized in

Table 4.2.
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Figure 4.20: EXIT chart analysis of the NBJTRAS aided MIMO(8, 4; 4, 2; 4-QAM)

system of Fig. 4.7 relying on the three-stage turbo detection-decoding scheme un-

der the independent Rayleigh fading environment, in comparison to that of the conven-

tional MIMO(4, 2; 4, 2; 4-QAM) system of Fig. 2.7 operating without AS. The systems’

throughput isR = 8 bits/symbol. All other system parameters were summarized in Table

4.2. The corresponding BER curves are seen in Fig. 4.21.

4.2.2.2.3 MIMO(M, N; 4, 2; 4-QAM ) associated withR = 8 bits/symbol under Independent

Fading Environments

We next focused on the EXIT chart analysis of our NBJTRAS aided MIMO(8, 4; 4, 2; 4-QAM)

system of Fig. 4.7 associated withfAS(8, 4) = 2 and a system’s throughput ofR = 8 bits/symbol,

under the independent Rayleigh fading environment, in comparison to that of the conventional

MIMO (4, 2; 4, 2; 4-QAM) system of Fig. 2.7, assuming again that the CSI was perfectlyknown

at both the transmitter and receiver. Similar to the EXIT chart results shown in Fig. 4.16 for the

MIMO (4, 4; 2, 2; BPSK) system, it can be seen from the EXIT charts shown in Fig. 4.20 that for

the NBJTRAS aided MIMO(8, 4; 4, 2; 4-QAM) system having an AS loading factor of 2, an open

EXIT-tunnel exists between the EXIT curve of the amalgamated inner MIMO soft-demapper-URC

decoder and the outer RSC decoder at SNR= 1.4 dB. The actual Monte-Carlo simulation based

stair-case shaped decoding trajectory, which closely matches the EXIT curves, is also shown at

SNR= 1.4 dB for this NBJTRAS aided MIMO system. The trajectory shows that the point of

perfect convergence at(1.0, 1.0) may be reached with the aid ofIout = 5 iterations, implying that

the proposed NBJTRAS aided MIMO scheme is capable of achieving a vanishingly low BER at

SNR= 1.4 dB. This is confirmed by the BER performance shown in Fig. 4.21, where it can be seen
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Figure 4.21: Achievable BER performance of the proposed NBJTRAS aided

MIMO (M, N; 4, 2; 4-QAM) system of Fig. 4.7 associated with various AS loading factors

under the independent Rayleigh fading environment, in comparison to that of the conven-

tional MIMO(4, 2; 4, 2; 4-QAM) system of Fig. 2.7 operating without AS. The systems’

throughput isR = 8 bits/symbol. All other system parameters were summarized in Table

4.2. The corresponding EXIT chart is seen in Fig. 4.20.

that for the case offAS(8, 4) = 2, the ‘turbo-cliff’ of the BER curve is observed just before the

point of SNR= 1.4 dB. Fig. 4.20 also shows the EXIT curve of the conventional MIMO system

operating without AS. Unlike the NBJTRAS aided MIMO system,the conventional MIMO system

dispensing with AS fails to achieve an open tunnel between the EXIT curve of the amalgamated

inner MIMO soft-demapper-URC decoder and the outer RSC decoder. This implies that the conven-

tional MIMO system operating without AS cannot attain a vanishingly low BER at SNR= 1.4 dB,

which is confirmed by its BER performance shown in Fig. 4.21, where the actual convergence point

of this conventional MIMO system using no AS is approximately at SNR= 4 dB.

The BER performance of our NBJTRAS aided three-stage turbo MIMO(M, N; 4, 2; 4-QAM)

system of Fig. 4.7 having a system’s throughput ofR = 8 bits/symbol is depicted in Fig. 4.21,

in comparison to the performance of the conventional three-stage turbo MIMO(4, 2; 4, 2; 4-QAM)

system of Fig. 2.7 operating without AS, where it can be seen that the BER performance of the

NBJTRAS aided MIMO system is significantly improved compared to that of the conventional

MIMO system without AS. More specifically, the conventionalMIMO system operating without

AS achieves an infinitesimally low BER at approximately SNR= 4 dB, while the NBJTRAS aided

MIMO system usingfAS(8, 4) = 2 reaches an infinitesimally low BER at about SNR= 1.4 dB,

which represents a significant SNR gain of 2.6 dB. As also shown in Fig. 4.21, our NBJTRAS

aided MIMO system associated with the AS loading factors offAS(12, 6) = 3, fAS(16, 8) = 4

and fAS(52, 8) = 10 converge to a vanishingly low BER at approximately SNR= 0.2 dB, -0.4 dB



4.2.2. Simulation Results 159

and -1.5 dB, respectively, achieving the SNR gains of about 3.8 dB, 4.4 dB and 5.5 dB, compared

to the conventional MIMO system operating without AS.
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Figure 4.22: Achievable BER performance of the proposed NBJTRAS aided

MIMO (8, 4; 4, 2; 4-QAM) system of Fig. 4.7 associated withfAS(8, 4) = 2 and

a throughput ofR = 8 bits/symbol, in comparison to those of the conventional

MIMO (4, 2; 4, 2; 4-QAM) system of Fig. 2.7 operating without AS, under various spa-

tially correlated channel environments. All other system parameters were summarized in

Table 4.2.

4.2.2.2.4 MIMO(M, N; 4, 2; 4-QAM ) under Spatially Correlated Fading Environments

Fig. 4.22 shows the achievable BER performance of the NBJTRAS aided MIMO(8, 4; 4, 2; 4-QAM)

system of Fig. 4.7 associated withfAS(8, 4) = 2 and a system’s throughput ofR = 8 bits/symbol,

in comparison to those of the conventional MIMO(4, 2; 4, 2; 4-QAM) system of Fig. 2.7 using

no AS. Similar to the results shown in Fig. 4.18 for the MIMO(4, 4; 2, 2; BPSK) system, the

BER performance of both the NBJTRAS aided MIMO(8, 4; 4, 2; 4-QAM) and the conventional

MIMO (4, 2; 4, 2; 4-QAM) degrade as the correlation between the MIMO channels increases. It

can also be observed that the NBJTRAS aided MIMO system is capable of outperforming the con-

ventional MIMO system operating without AS in a spatially correlated channel environment. To

be more explicit, in the independent fading environment, anapproximate SNR gain of 2.6 dB is

achieved by the NBJTRAS aided MIMO system over the conventional MIMO system operating

without AS. At the spatial correlation value ofρ = 0.3, the NBJTRAS aided MIMO still outper-

forms the conventional MIMO with an approximate SNR gain of 2.6 dB. As the spatial correlation

value is increased toρ = 0.6 andρ = 0.9, respectively, the SNR gain achieved by the NBJTRAS

aided MIMO over the conventional MIMO is reduced to approximately 1.8 dB.

We also provide the BER performance of the NBJTRAS aided MIMO(16, 8; 4, 2; 4-QAM) sys-
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Figure 4.23: Achievable BER performance of the proposed NBJTRAS aided

MIMO (16, 8; 4, 2; 4-QAM) system of Fig. 4.7 associated withfAS(16, 8) = 4 and

a throughput ofR = 8 bits/symbol, in comparison to those of the conventional

MIMO (4, 2; 4, 2; 4-QAM) system of Fig. 2.7 operating without AS, under various spa-

tially correlated channel environments. All other system parameters were summarized in

Table 4.2.

tem of Fig. 4.7 associated with afAS(16, 8) = 4 and a system’s throughput ofR = 8 bits/symbol

in Fig. 4.23 under various spatially correlated fading environments, in comparison to the perfor-

mance of the conventional MIMO(4, 2; 4, 2; 4-QAM) system of Fig. 2.7 operating without AS. By

comparing Fig. 4.23 with Fig. 4.22, it can be seen again that the performance gain of the NBJTRAS

aided MIMO system can be enhanced by increasing the AS loading factor, at the cost of employing

more AEs.

4.3 Channel Estimation for NBJTRAS

In the previous section, we have assumed having a perfect knowledge of the CSI for the NBJTRAS

aided MIMO system. However, in practice, the CSI required for both AS operation and data detec-

tion must be estimated. Additionally, it has been mentionedin Section 4.1.3 that AS operation may

rely on a less accurate CSI estimate, while data detection must rely on a very accurate CSI estimate.

Therefore, in this section let us focus on the CE schemes for our proposed NBJTRAS algorithm.
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4.3.1 Conventional TBCE for NBJTRAS

4.3.1.1 System Description

The TBCE schemes of [151, 152] may be preferred for estimating the MIMO CSI owing to their

algorithmic simplicity, albeit they impose a substantial PO. Fortunately, it has been shown in [157]

that the achievable diversity order obtained under the assumption of perfect CSI is not reduced,

when an imperfect CE is used for AS. In other words, AS is relatively insensitive to the CE error.

Consequently, a simple TBCE scheme relying on a small to modest PO may be sufficient for as-

sisting our proposed NBJTRAS aided MIMO system in its AS operation. However, the full MIMO

channel matrixH ∈ CN×M must be estimated by a MIMO channel estimator for the NBJTRAS

algorithm to carry out AS, but we can only configure an(LR × LT)-element MIMO physically.

Therefore, a way must be found to estimate the ‘virtual’ fullMIMO channel matrix based on the

limited affordable hardware resources. An attractive solution is toreuse the available RF chains for

estimating all the(LR × LT)-element subset MIMO channel matrices and consequently to form the

estimate of this full MIMO channel matrix based on these estimated subset channel matrices. The

resultant full MIMO estimate can then be adopted for NBJTRAS. Moreover, the selected subset

MIMO CE can be further employed in data detection. The equivalent system block diagram of this

TBCE assisted NBJTRAS is shown in Fig. 4.24.

For the sake of simplicity and without loss of generality, weassume that the ratiosMLT
and

N
LR

are both integers. Then the number of the subset channel matrices that have to be estimated

is M
LT

× N
LR

. More specifically, we have to estimate the subset channel matrices H(i,j) ∈ CLR×LT

for i ∈
{

1, 2, · · · , N
LR

}
and j ∈

{
1, 2, · · · , M

LT

}
in order to form the full MIMO channel matrix

H ∈ CN×M. For an illustrative purpose, we further assume that the MIMO system considered is

the SDM/V-BLAST type, and the number of the training blocks available for TBCE isMT. Then
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Figure 4.24: TBCE scheme relying on RF chain reuse for the NBJTRAS aided MIMO.
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the training data for estimatingH (i,j) can be arranged as

Y
(i,j)
tMT

=
[
y(i,j)(1) y(i,j)(2) · · · y(i,j)(MT)

]
, (4.14)

S
(i,j)
tMT

=
[
s(i,j)(1) s(i,j)(2) · · · s(i,j)(MT)

]
, (4.15)

wherey(i,j)(q) ∈ CLR is the received signal vector corresponding to the transmitted symbol vector

s(i,j)(q) ∈ CLT for 1 ≤ q ≤ MT. The estimate ofH(i,j) based on the training data of Eqs. (4.14)

and (4.15) is readily obtained as

Ĥ
(i,j)

= Y
(i,j)
tMT

((
S

(i,j)
tMT

)H
S

(i,j)
tMT

+ No · IMT

)−1 (
S

(i,j)
tMT

)H
, (4.16)

and the estimate of the full channel matrixH ∈ CN×M can be formed according to

Ĥ =




Ĥ
(1,1)

Ĥ
(1,2) · · · Ĥ

(
1, M

LT

)

Ĥ
(2,1)

Ĥ
(2,2) · · · Ĥ

(
2, M

LT

)

...
... · · · ...

Ĥ

(
N

LR
,1
)

Ĥ

(
N

LR
,2
)

· · · Ĥ

(
N

LR
, M

LT

)




. (4.17)

Then the NBJTRAS described in Section 4.2 is carried out based on this estimated full channel

matrix Ĥ ∈ CN×M, which also yields the estimatêHsub ∈ CLR×LT of the subset channel matrix

H sub ∈ CLR×LT for the selected subset MIMO system over which the actual data transmission will

take place.
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submatrix
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Figure 4.25: An example of the TBCE relying on RF chain reuse,which is related to the

“RF Chain Reuse Channel Estimator” component of Fig. 4.24.

Fig. 4.25 shows an example of the TBCE for NBJTRAS relying on RF chain reuse. Without

loss of generality, we consider a full channel matrixH associated withM = 4 Tx antennas and

N = 4 Rx antennas. The number of Tx and Rx RF chains is set toLT = LR = 2, respectively. In

this case, the total number of the subset channel matrices that have to be estimated isMLT
× N

LR
= 4,

which may be seen from the structure of the virtual full channel matrix in Fig. 4.25. However, due

to the limited number of available RF chains, the RF chains have to be reused in order to estimate

this virtual full channel matrix. To be more explicit, an actual MIMO system is associated with the
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subset channel matrixH(i,j) ∈ C2×2, which is constructed with the aid of the available RF chainsof

Fig. 4.24, and the estimated subset channel matrixĤ
(i,j) ∈ C2×2 is obtained by the TBCE scheme,

for i ∈
{

1, 2
}

and j ∈
{

1, 2
}

. After four-fold RF chain reuse, four subset channel matrices are

estimated, and the estimated full channel matrixĤ ∈ C4×4 can readily be formed according to

Eq. (4.17).

For CSTSK MIMO systems, the TBCE scheme relaying on RF chain reuse is exactly the same

as given above, except for that the training data for estimating H(i,j) are given by

Y
(i,j)
tMT

=
[
Y (i,j)(1) Y (i,j)(2) · · · Y (i,j)(MT)

]
, (4.18)

S
(i,j)
tMT

=
[
S(i,j)(1) S(i,j)(2) · · · S(i,j)(MT)

]
, (4.19)

whereY (i,j)(q) ∈ CLR×T is the received signal matrix corresponding to the transmitted symbol

matrix S(i,j)(q) ∈ CLT×T for 1 ≤ q ≤ MT, andT is the number of time slots occupied by the

CSTSK signal block.

4.3.1.2 Simulation Results

This section provides the simulation results of using the TBCE scheme to aid the NBJTRAS al-

gorithm. The simulation setup used in this section was the same as the setup employed in Sec-

tion 4.2.2. In particular, an independent Rayleigh block fading environment was considered, and

two types of MIMO were considered, which were the uncoded CSTSK MIMO system and the

three-stage serial-concatenated turbo coded SDM/V-BLASTMIMO system. Two metrics were

used for assessing the achievable performance, namely, theBER and the MCEE of the channel

estimator. The MCEE for NBJTRAS aided MIMO systems is definedby

JMCEE

(
Ĥ sub

)
=

∥∥Hsub − Ĥsub

∥∥2

∥∥Hsub

∥∥2
, (4.20)

whereHsub ∈ CLR×LT denotes the true channel matrix of the activated MIMO systemand Ĥ sub

its estimate. All the results were averaged over 100 channelrealisations. We have summarized

the system parameters of uncoded NBJTRAS aided CSTSK MIMO system in Table 4.3 and of the

three-stage serial-concatenated turbo coded and NBJTRAS aided SDM/V-BLAST MIMO system

of Fig. 4.24 in Table 4.4.

4.3.1.2.1 TBCE for NBJTRAS Aided Uncoded CSTSK Systems

We first applied the conventional TBCE scheme relaying on RF chain reuse, presented in Fig.

4.24 of Section 4.3.1.1, to NBJTRAS aided uncoded CSTSK MIMOsystems. For the NBJTRAS

aided CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.24 associated with the AS loading factor

fAS(4, 4) = 2 and a system’s normallized throughput ofR = 2 bits/symbol, the achievable BER

performance is shown in Fig. 4.26, where it may be seen that asthe number of CSTSK training
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Table 4.3: System parameters of the TBCE aided NBJTRAS assisted CSTSK system of

Fig. 4.24 and the TTCE aided NBJTRAS assisted CSTSK system ofFig. 4.32.

Number of Tx antennas M

Number of Rx antennas N

Number of Tx RF chains LT

Number of Rx RF chains LR

Symbol durations per block T

Number of dispersion matrices Q

Modulation L-QAM or L-PSK

AS loading factor fAS

(
M, N

)
of Eq. (4.12)

Number of training blocks MT

Number of signal blocks per frame τ = 250

Pilot overhead Op of Eq. (3.7)

Channels Frequency-flat Rayleigh fading

Detector ML detector of Eq. (2.19)

Number of CE iterations Ice

blocks increases, i.e. have a higher PO, the BER performanceis improved due to the improved CE

accuracy. When the number of training blocks is increased toMT = 30 (Op = 12%), the SNR gap

between the BER curve of the perfect CSI based system and thatof the CE based system becomes

smaller than 0.1 dB. Additionally, it is worth mentioning that for a NBJTRAS aided MIMO system,

the CE error may cause two errors, namely, the AS error due to the inaccurate CE used by the

NBJTRAS and the detection error owing to the inaccurate CE used by the MIMO data detector.

The combination of these two errors leads to the overall performance degradation. However, it is

widely recognized that the data detector is much more sensitive to the CE error.

Fig. 4.27 compares the MCEE performance of the TBCE scheme for the NBJTRAS aided

CSTSK(4, 4; 2, 2; 2, 4, QPSK) system system of Fig. 4.24 given the AS factor offAS(4, 4) = 2

and a system’s normallized throughput ofR = 2 bits/symbol with those of the TBCE scheme

for the conventional CSTSK(2, 2; 2, 2; 2, 4, QPSK) operating without AS, obtained given different

POs. It can be seen from Fig. 4.27 that for the cases ofOp = 0.8% (MT = 2) and SNR< −1 dB

as well asOp = 2% (MT = 5) and SNR< −5 dB, the MCEE of the training based NBJTRAS

aided CSTSK system is slightly worse than that of the training based conventional CSTSK system

operating without AS. Note that for the non-AS based conventional CSTSK system, the MCEE is

purely the CE error, but for the NBJTRAS aided CSTSK system, the MCEE also includes the AS

error. However, despite the fact that the CE error may degrade the performance of the NBJTRAS,

the MCEE of the TBCE scheme for the NBJTRAS aided CSTSK is significantly lower than the

MCEE of the TBCE scheme for the conventional non-AS CSTSK in general. More specifically,
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Figure 4.26: BER performance of the TBCE scheme assisted andthe NBJTRAS aided

CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.24 associated withfAS(4, 4) = 2 and a

system’s normallized throughput ofR = 2 bits/symbol. The number of CSTSK training

blocks isMT = 2, 5, 10 and 30 and the corresponding POs areOp = 0.8%, 2%, 4%

and12%, respectively. The BER performance is compared to that of the NBJTRAS aided

CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.7 based on perfect CSI. All other system

parameters were summarized in Table 4.3.

with SNR> −1 dB andOp < 4% (MT < 5) as well as withOp > 4% (MT > 5) for all the range

of SNR values, the TBCE for the NBJTRAS aided CSTSK(4, 4; 2, 2; 2, 4, QPSK) significantly out-

performs the TBCE for the conventional non-AS aided CSTSK(2, 2; 2, 2; 2, 4, QPSK). This clearly

demonstrates that with the aid of the NBJTRAS scheme, the CE accuracy is significantly enhanced,

which is remarkable considering the fact that both the channel estimators employ the same number

of training blocks and rely on the same CE scheme.

It has been mentioned in the discussion for the results of Fig. 4.26 that the overall perfor-

mance degradation of the TBCE assisted NBJTRAS-MIMO systemfrom the optimal perfect CSI

based performance bound is caused by the two error sources, the AS error and the data detec-

tion error due to an inaccurate CE. In order to quantify the effects of these two errors, we de-

signed a simulation study where the NBJTRAS was based on the perfect CSI, and the TBCE

scheme withMT training blocks was only used to estimate the selected subset channel matrix

which was then used in data detection. The performance degradation of such a perfect NBJ-

TRAS aided MIMO system from the perfect CSI bound was purely due to the data detection error

caused by an inaccurate CE. Fig. 4.28 shows the BER performance comparison between this per-

fect NBJTRAS aided CSTSK(4, 4; 2, 2; 2, 4, QPSK) system and the TBCE based NBJTRAS aided

CSTSK(4, 4; 2, 2; 2, 4, QPSK) system, given the two different numbers of CSTSK training blocks,
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Figure 4.27: MCEE performance of the TBCE scheme assisted and the NBJTRAS aided

CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.24 associated withfAS(4, 4) = 2 and a

system’s normallized throughput ofR = 2 bits/symbol. The number of CSTSK training

blocks isMT = 2, 5, 10 and 30 and the corresponding POs areOp = 0.8%, 2%, 4% and

12%, respectively. The MCEE performance is compared to that of the TBCE scheme for

the conventional CSTSK(2, 2; 2, 2; 2, 4, QPSK) system of Fig. 2.17 operating without AS.

All other system parameters were summarized in Table 4.3.

MT = 2 and 10, associated with the corresponding POs ofOp = 0.8% and4%. It may be seen

from Fig. 4.28 that in the case ofOp = 0.8% (MT = 2), there exists an SNR gap of about 0.4 dB

between the imperfect and perfect NBJTRAS scenarios, whichquantifies the effect of the AS er-

ror. Since the TBCE based NBJTRAS aided CSTSK(4, 4; 2, 2; 2, 4, QPSK) has a 2 dB performance

degradation from the perfect CSI performance bound, the effect of the data detection error caused

by the inaccurate CE accounts for about 1.6 dB SNR degradation. This confirms that AS is less

sensitive to the CE error than MIMO data detection is. Moreover, when the PO is increased to

Op = 4% (MT = 10), the BER performance of the imperfect NBJTRAS aided systemconverges

to the perfect NBJTRAS aided system, implying that the AS error becomes negligibly small.

Fig. 4.29 compares the achievable MCEE performance of the TBCE scheme for the imper-

fect TBCE based NBJTRAS aided CSTSK(4, 4; 2, 2; 2, 4, QPSK) system with those of the TBCE

scheme for the perfect CSI based NBJTRAS aided CSTSK(4, 4; 2, 2; 2, 4, QPSK) system, given

different POs. Again for the latter, the TBCE scheme is only used to estimate the selected subset

channel matrix. It can be seen that as the SNR increases, the MCEE of the imperfect TBCE based

NBJTRAS converges to that of the perfect NBJTRAS system, implying that increasing the SNR is

capable of reducing the AS error. Additionally, increasingthe number of CSTSK training blocks

also reduces the performance gap between the imperfect training based NBJTRAS and the perfect
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Figure 4.28: BER performance comparison between the imperfect TBCE based NBJ-

TRAS and the perfect NBJTRAS for the CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig.

4.24 associated withfAS(4, 4) = 2 and a system’s normallized throughput ofR = 2

bits/symbol, given the numbers of CSTSK training blocksMT = 2 and 10 and the cor-

responding POs areOp = 0.8%, 2%, 4% and12%. The optimal perfect CSI based BER

performance bound is included as the benchmark. All other system parameters were sum-

marized in Table 4.3.

NBJTRAS. For example, at the SNR= −6 dB, the MCEE performance gap between these two sys-

tems is approximately 4.0 for the case ofOp = 0.8% (MT = 2), while the MCEE gap is reduced

to as small as 0.2 for the case ofOp = 4% (MT = 10). This corresponds to the BER performance

shown in Fig. 4.28, where there exists a clear SNR gap in the case ofOp = 0.8% (MT = 2), while

in the case ofOp = 4% (MT = 10) there exists a negligible performance loss. Additionally, from

Fig. 4.29 it may be seen that withOp = 12% (MT = 30), the MCEE of the imperfect training

based NBJTRAS converges to the MCEE of the perfect NBJTRAS system, with a MCEE gap of

0.02 at the SNR= −6 dB.

4.3.1.2.2 TBCE for NBJTRAS Aided Three-Stage Turbo Coded SDM/V-BLAST Systems

The three-stage serial-concatenated turbo coded SDM/V-BLAST MIMO system was considered

using the MIMO configuration of MIMO(8, 4; 4, 2; 4-QAM) system of Fig. 4.24 associated with

an AS factor of fAS(8, 4) = 2 and a throughput ofR = 8 bits/symbol. The BER perfor-

mance of the TBCE scheme assisted and NBJTRAS aided MIMO(8, 4; 4, 2; 4-QAM) is depicted

in Fig. 4.30, using the optimal performance bound associated with the perfect CSI based NBJ-

TRAS aided MIMO(8, 4; 4, 2; 4-QAM) as the benchmark. It can be seen from Fig. 4.30 that when



4.3.1. Conventional TBCE for NBJTRAS 168

10
-3

2

5

10
-2

2

5

10
-1

2

5

1

2

5

10

M
C

E
E

-6 -4 -2 0 2 4 6 8 10 12 14

SNR (dB)

2 STSK training blocks
5 STSK training blocks
10 STSK training blocks
30 STSK training blocks

Perfect antenna selection
Training based antenna selection

Figure 4.29: MCEE performance comparison between the imperfect TBCE based NBJ-

TRAS and the perfect NBJTRAS for the CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig.

4.24 associated withfAS(4, 4) = 2 and a system’s normallized throughput ofR = 2

bits/symbol, given the numbers of CSTSK training blocksMT = 2 and 10 and the cor-

responding POs areOp = 0.8%, 2%, 4% and12%. The optimal perfect CSI based BER

performance bound is included as the benchmark. All other system parameters were sum-

marized in Table 4.3.

PO isOp = 0.04% (MT = 8) is employed by the TBCE scheme, the system’s BER converges

to a vanishingly low value at the SNR value of 5 dB, while an infinitesimally low BER is attained

at the SNR of 4.6 dB, when the PO increases toOp = 0.06% (MT = 12). When the CE uti-

lizes the PO ofOp = 0.15% (MT = 30), it becomes capable of assisting the NBJTRAS aided

MIMO (8, 4; 4, 2; 4-QAM) scheme to achieve a vanishingly low BER at the SNR value of 2.1dB,

but there still exists a performance gap of approximately 0.7 dB with respect to the benchmark as-

sociated with perfect CSI. Evidently, the NBJTRAS aided MIMO system assisted by the standard

TBCE scheme having a PO up toOp = 0.15% is incapable of approaching the performance bound

of the idealised NBJTRAS aided MIMO system associated with perfect CSI.

We further investigated the achievable MCEE performance ofthe standard TBCE scheme, when

assisting the NBJTRAS aided MIMO system as well as when assisting the conventional MIMO

system operating without AS. The MCEE results obtained for the both systems are compared in

Fig. 4.31, where the POs were set toOp = 0.04% (MT = 8), 0.06% (MT = 12) and 0.15%

(MT = 30), respectively. It can readily be seen from Fig. 4.31 that the MCEE of the training based

CE for the NBJTRAS aided MIMO(8, 4; 4, 2; 4-QAM) scheme associated withfAS(8, 4) = 2 is

approximately 3 dB lower than the MCEE of the same training based CE for the conventional
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Figure 4.30: BER performance of the TBCE scheme assisted andthe NBJTRAS aided

three-stage turbo coded MIMO(8, 4; 4, 2; 4-QAM) system of Fig. 4.24 associated with

fAS(8, 4) = 2 and a throughput ofR = 8 bits/symbol, given different POs, in compar-

ison with the perfect CSI based performance bound. All othersystem parameters were

summarized in Table 4.4.
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Figure 4.31: MCEE performance of the TBCE scheme for the NBJTRAS aided three-

stage turbo coded MIMO(8, 4; 4, 2; 4-QAM) system of Fig. 4.24 associated with

fAS(8, 4) = 2 and a throughput ofR = 8 bits/symbol, given different POs, in

comparison to the MCEE performance of the TBCE scheme for theconventional

MIMO (4, 2; 4, 2; 4-QAM) of Fig. 2.7 operating without AS. All other system parame-

ters were summarized in Table 4.4.
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Table 4.4: System parameters of the TBCE and TTCE based three-stage serial-

concatenated turbo coded and NBJTRAS aided SDM/V-BLAST MIMO systems of

Fig. 4.24 and Fig. 4.32, respectively.

Number of Tx antennas M

Number of Rx antennas N

Number of Tx RF chains LT

Number of Rx RF chains LR

Modulation L-QAM or L-PSK

AS loading factor fAS

(
M, N

)
of Eq. (4.12)

Number of training blocks MT

Number of selected reliable MIMO symbol blocks Msel = 500

Number of signal blocks per frame τ = 20, 000

Pilot overhead Op of Eq. (3.7)

Channels Frequency-flat Rayleigh fading

Detector ML MIMO soft-demapper of Eq. (2.6)

Interleaver blocklength 160,000 bits

Outer channel code Half-rate RSC

Generator polynomials (Gr
RSC, GRSC) = (7, 5)8

Precoder URC

Number of inner iterations Iin

Number of outer iterations Iout

MIMO (4, 2; 4, 2; 4-QAM) operating without AS. This clearly demonstrates that the proposed NBJ-

TRAS scheme is capable of improving the TBCE accuracy, whichsupports a widely recognised

observation that AS is generally beneficial in terms of enhancing the accuracy of TBCE.

4.3.2 TTCE for NBJTRAS

In Section 4.3.1, we have discussed the conventional TBCE for assisting the NBJTRAS aided

MIMO system, where it has been found that a low PO may be sufficient for AS operation since

it is relatively insensitive to CE errors. However, unlike AS operation, data detection is relatively

more sensitive to CE errors, and the coarse CE obtained by theTBCE scheme based on a low

PO is insufficiently accurate for the system to attain the optimal ML performance associated with

perfect CSI. To obtain an accurate estimate of the MIMO CSI based on a TBCE scheme would

impose a substantial PO and hence would erode the system’s effective throughput quite consider-

ably. Therefore, the challenge here is to design a CE scheme for NBJTRAS aided MIMO systems,

which is capable of approaching the optimal MIMO performance bound associated with perfect
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CSI, without increasing the training overhead and the associated computational complexity. These

two considerations motivate the design of our novel TTCE scheme, illustrated in Fig. 4.32, for

assisting the NBJTRAS aided MIMO system.

4.3.2.1 System Description

The equivalent system diagram of our proposed TTCE scheme for NBJTRAS aided MIMO systems

is described in Fig. 4.32, where it can be seen that differingfrom the conventional TBCE scheme

for NBJTRAS depicted in Fig. 4.24, the proposed TTCE scheme consists of two parts or two tiers.

The first part or tier one, which is in fact the conventional TBCE scheme of Fig. 4.24, generates an

initial estimate of the full channel matrix utilizing only alow number of training blocks. The rough

initial estimate of the full channel matrix is used for NBJTRAS, and the selected subset channel

estimate is then used in initial data detection. The motivation for this tier-one arrangement is based

on the fact that AS operation is less sensitive to CE errors, and the conventional TBCE scheme

employing a few training blocks is sufficient for AS operation to select a near optimal antenna

combination according to the NBAS optimisation criterion of Eq. (4.2). The second part or tier

two includes a DDCE scheme to assist iterative joint channelestimation and data detection. The

motivation for this tier-two arrangement is based on our novel joint channel estimation and turbo

detection scheme for MIMOs, detailed in Section 3.4, which is capable of approaching the optimal

ML performance bound associated with perfect CSI, while only relying on a low training overhead

and without increasing computational complexity.
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Ĥ
(0)

sub

Ĥ
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Figure 4.32: Proposed two-tier channel estimation scheme for NBJTRAS aided MIMO

systems.
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4.3.2.1.1 Tier One

Now let us first recap the operation of tier one. By completingthe RF chain reuse based TBCE

in tier one, as detailed in Section 4.3.1.1, we have the initial coarse channel estimate of the full

channel matrix aŝH ∈ CN×M. Based on this coarse estimate, we perform the NBJTRAS to

select the specific subset MIMO system over which the actual data transmission will take place.

This process also yields the coarse estimateĤsub ∈ CLR×LT of the actual subset channel matrix

H sub ∈ CLR×LT for data transmission. Additionally, the coarse estimate of the subset channel

matrix Ĥsub will be used for both initial data detection and further CE refinement in tier two.

4.3.2.1.2 Tier Two

It has been demonstrated previously that even though an inaccurate channel estimate delivered

by the conventional TBCE relying only on a small training overhead may not have significant

impact on AS operation, it affects data detection seriously. Therefore, the coarse estimatêH sub is

insufficient for the receiver detector to attain an adequateperformance, not to say to approach the

optimal performance bound associated with perfect CSI. In tier two, a CE scheme that is capable of

improving the CE accuracy is necessary, and such a CE estimation can only be a blind one or based

on decision-directed updating. One straightforward and efficient way of achieving this purpose is

to employ the Decision-Directed SBCE (DDSBCE) scheme introduced in Chapter 3.

We now ready to provide the details of tier two in the proposedTTCE scheme. Generally, given

the initial CE of the subset channel matrix obtained in the tier one, we may perform the DDSBCE

to further refine it in an iterative joint CE and data detection process. To be more explicit, for the

uncoded MIMO system, the SBCE scheme introduced in Section 3.3 of Chapter 3 can be invoked.

Moreover specifically, given the initial estimate of the subset channel matrix aŝHsub ∈ CLR×LT ,

let the observation data be

Ydτ = [Y(1) Y(2) · · ·Y(τ)] (4.21)

for the STSK MIMO, or

Ydτ = [y(1) y(2) · · · y(τ)] (4.22)

for the SDM/V-BLAST MIMO, whereτ is referred to as the number of received data blocks in

one frame. Assuming the maximum number of CE iterations to beIce, the semi-blind iterative CE

algorithm consists of Steps 1 to 4 described in Section 3.3 ofChapter 3.

Furthermore, for near-capacity MIMO systems, the joint CE and three-stage turbo detection

schemes introduced in Sections 3.4 and 3.5 of Chapter 3 can beemployed. More explicitly, for

the near-capacity CSTSK MIMO system of Fig. 2.28, the joint BBSBCE scheme discussed in

Section 3.4.2 can be invoked, while for the SDM/V-BLAST MIMOsystem of Fig. 2.7, the soft-

decision aided BBSBCE scheme introduced in Section 3.5.1 can be employed.
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We summarize the above discussions in Table 4.5.

Table 4.5: TTCE arrangements for various MIMO systems.

NBJTRAS Aided System Tier One Tier Two

Uncoded MIMO System Conventional TBCE SBCE (Section 3.3.1 of Chapter 3)

Near-Capacity CSTSK Conventional TBCE BBSBCE (Section 3.4.2 of Chapter 3)

Near-Capacity SDM/V-BLAST Conventional TBCE BBSB-SCE (Section 3.5.1 of Chapter 3)

4.3.2.2 Simulation Results and Discussions

This section provides the simulation results of the proposed TTCE scheme for NBJTRAS aided

MIMO systems of Fig. 4.32. The simulation setup was as given in Section 4.2.2. Specifically,

independent Rayleigh block fading environment was considered. Two MIMO systems considered

were the uncoded CSTSK and the three-stage serial-concatenated turbo coded SDM/V-BLAST

MIMO system. Two metrics were used for assessing the achievable performance, namely, the BER

and the MCEE of the channel estimator. All the results were averaged over 100 channel realisations.

4.3.2.2.1 TTCE for NBJTRAS Aided Uncoded CSTSK System

For the NBJTRAS assisted uncoded CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.32 associated

with fAS(4, 4) = 2 and a normalized throughput ofR = 2 bits/symbol, the achievable BER

performance of the proposed TTCE scheme associated with a POof Op = 2% (MT = 5) is shown

in Fig. 4.33, in comparison to the performance of the conventional TBCE scheme of Fig. 4.24

given POs ofOp = 2% (MT = 5) and4% (MT = 10). It may be seen that in the low SNR region

of SNR < 3 dB, the TTCE assisted system fails to converge to the perfectCSI bound. However,

for the SNR range of SNR> 3 dB, the BER of the TTCE assisted system is capable of converging

to the perfect CSI based performance. The results of Fig. 4.33 also indicates that the conventional

TBCE assisted NBJTRAS aided CSTSK system withOp = 4% (MT = 10) is unable to attain the

BER performance bound associated with perfect CSI.

Fig. 4.34 shows the MCEE convergence behaviour of the proposed TTCE scheme given dif-

ferent SNRs, where it can be seen thatIce = 3 iterations are sufficient for the TTCE scheme of

Fif. 4.32 to reach the convergence state. Fig. 4.35 depicts the MCEE performance comparison be-

tween the TTCE scheme and the conventional TBCE scheme when assisting the NBJTRAS aided

uncoded CSTSK(4, 4; 2, 2; 2, 4, QPSK) system. As expected, with a PO ofOp = 2% (MT = 5),

the conventional TBCE scheme has the same performance as theinitial CE performance of the pro-

posed TTCE scheme which also employsOp = 2%. When PO increases toOp = 4% (MT = 10),

in the extremely low SNR range of SNR< −4 dB, the conventional TBCE scheme is capable of

outperforming the proposed TTCE. This agrees with the BER performance comparison shown in
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Figure 4.33: BER performance of the proposed TTCE based NBJTRAS aided uncoded

CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.32 givenMT = 5 initial training blocks

and a PO ofOp = 2%, in comparison to those of the conventional TBCE assisted NBJ-

TRAS aided uncoded CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.24 given POs of

Op = 2% (MT = 5) and4% (MT = 10). The systems’ normalized throughput isR = 2

bits/symbol. All other system parameters were summarized in Table 4.3.

Fig. 4.33. However, as SNR increases, the TTCE scheme is capable of refining the channel estimate

and outperforming the conventional TBCE scheme.

Fig. 4.35 also provides the MCEE performance of the conventional TBCE scheme of Fig. 4.24

associated with a PO ofOp = 100% (MT = 250) as a performance bound for the proposed TTCE

scheme. This is because in our simulation, each frame contains 250 CSTSK symbol blocks. If the

symbol decisions are correct, the proposed TTCE should be able to converge to this performance

bound. It can be seen from Fig. 4.35 that in the region of SNR< 6 dB, a performance degradation

from this performance bound exists due to the relatively high BER. However, when SNR> 6 dB,

the BER becomes lower than10−3 and the decisions becomes reliable, which may be used for

significantly refining the channel estimates. In another word, these decisions may be equivalently

seen as training blocks. Therefore, the proposed TTCE scheme with τ = 250 blocks per frame is

capable of approaching the performance bound of the conventional TBCE withMT = τ CSTSK

training blocks in the high SNR range which corresponds to SNR> 6 dB in this example.
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Figure 4.34: MCEE convergence performance of the proposed TTCE scheme for the NBJ-

TRAS aided uncoded CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.32 associated with

fAS(4, 4) = 2 and givenMT = 5 training blocks and a PO ofOp = 2%, at different SNR

values of 0 dB, 2 dB and 6 dB. The systems’ normalized throughput is R = 2 bits/symbol.

All other system parameters were summarized in Table 4.3.

4.3.2.2.2 TTCE for NBJTRAS Aided Three-Stage Turbo Coded SDM/V-BLAST MIMO

System

Now we are ready to present the achievable performance of ourproposed TTCE assisted NBJTRAS

aided near-capacity three-stage turbo coded MIMO(8, 4; 4, 2; 4-QAM) system of Fig. 4.32 having

a throughput ofR = 8 bits/symbol and employingfAS(8, 4) = 2. According to Table 4.5, for near-

capacity SDM/V-BLAST MIMO systems, the tier-two DDSBCE scheme is the BBSB-SCE scheme

given in Section 3.5.1 of Chapter 3. The maximum number of theselected symbol blocks invoked

for the DDSBCE scheme in the tier two of the TTCE was set toMsel = 500 blocks, and we tested

the effects ofMT = 12 and 30 MIMO training blocks, corresponding to POs ofOp = 0.06% and

Op = 0.15%. The achievable BER performance of the TTCE assisted NBJTRAS aided three-stage

turbo coded MIMO(8, 4; 4, 2; 4-QAM) scheme is shown in Fig. 4.36 as solid curves, in compar-

ison to those of the standard TBCE assisted same MIMO(8, 4; 4, 2; 4-QAM) arrangement, which

are depicted as dashed curves in Fig. 4.36. The optimal performance bound of the idealised NBJ-

TRAS aided near-capacity MIMO(8, 4; 4, 2; 4-QAM) associated with perfect CSI is also included

in Fig. 4.36 as a benchmark. It can be seen from Fig. 4.36 that the proposed TTCE assisted NBJ-

TRAS aided MIMO(8, 4; 4, 2; 4-QAM) system is capable of achieving an infinitesimally low BER

at SNR≈ 1.9 dB, givenOp = 0.06% (MT = 12). Hence it outperforms the standard TBCE

assisted NBJTRAS aided MIMO system by approximately 2.7 dB in the SNR. This clearly demon-
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Figure 4.35: MCEE performance of the proposed TTCE scheme for the NBJTRAS aided

uncoded CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.32 givenMT = 5 initial training

blocks and a PO ofOp = 2%, in comparison to those of the conventional TBCE assisted

NBJTRAS aided uncoded CSTSK(4, 4; 2, 2; 2, 4, QPSK) system of Fig. 4.24 given POs of

Op = 2% (MT = 5), 4% (MT = 10) and100% (MT = 250). The systems’ normalized

throughput isR = 2 bits/symbol. All other system parameters were summarized in Table

4.3.

strates the power of the tier-two DDSBCE scheme in improvingthe accuracy of the MIMO CE.

Additionally, we note that there exists a small SNR gap of approximately 0.5 dB between the TTCE

aided MIMO system usingOp = 0.06% (MT = 12 initial training data blocks) and the perfect

CSI performance bound. The reason for this performance degradation can be explained as follows.

The CE error of the tier-one TBCE scheme has two effects. Firstly, the full channel matrix estimate

Ĥ contains the CE error which in turn will cause AS errors. Secondly, the initial estimatêHsub of

the selected subset MIMO system used for actual communication also contains the CE error. Even

though the effects of the CE error in the initial estimateĤsub on the system’s achievable perfor-

mance will be completely eliminated by the tier-two DDSBCE scheme, the effects of the AS error

cannot be dealt with by the tier-two DDSBCE scheme. Given a low number of initial training data,

such as in the case ofMT = 12 (Op = 0.06%), the AS error will be noticeable, and this leads to

a slight degradation of the overall performance observed inFig. 4.36. By increasing the number

of initial training data, we will be able to reduce the AS error and consequently to mitigate this

performance loss. Observe in Fig. 4.36 that the TTCE assisted NBJTRAS aided MIMO system

is capable of closely approaching the the optimal performance bound associated with perfect CSI

with the aid ofMT = 30 (Op = 0.15%) initial training data blocks.
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The effects of the block-of-bits selection thresholdTh on the achievable BER performance of

the BBSB-SCE were also investigated by varying the value ofTh in the set{0.01, 0.03, 0.05, 0.1}
under the same system configuration. The corresponding results are shown in Fig. 4.37, where it

can be seen that forTh = 0.03 and0.05, the same system performance is attained with the aid of

the BBSB-SCE scheme. However, for a threshold value ofTh = 0.01, a performance degradation

occurs, since the number of the decision blocks selected forCE is probably insufficient for such

a low threshold. On the other hand, given a high value ofTh = 0.1, some unreliable decision

blocks may have been selected for CE and this may lead to a performance degradation. The results

of Fig. 4.37 clearly confirm that as long as the threshold value is not chosen to be too high or

too low, the performance of the BBSB-SCE scheme remains insensitive to the actual value ofTh.

Indeed, there exists a range of values forTh, which allow the BBSB-SCE scheme to attain its full

performance potential. For this system, values in the interval Th ∈ [0.03, 0.05] are all appropriate.

Fig. 4.38 characterizes the MCEE convergence performance of the proposed TTCE assisted

NBJTRAS aided MIMO(8, 4; 4, 2; 4-QAM) system of Fig. 4.32 givenMT = 12 initial training

blocks (Op = 0.06%) and a throughput ofR = 8 bits/symbol. Additionally, the MCEE per-

formance of the standard TBCE scheme based NBJTRAS aided MIMO(8, 4; 4, 2; 4-QAM) given

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

B
E

R

-10 -8 -6 -4 -2 0 2 4 6 8 10 12 14 16 18 20

SNR (dB)

TTCE, MT=12, Op=0.06%
TTCE, MT=30, Op=0.15%
TBCE, MT=12, Op=0.06%
TBCE, MT=30, Op=0.15%
Perfect CSI

M
axim

um
A

chievable
R

ate

Figure 4.36: Achievable BER performance of the proposed TTCE assisted NBJTRAS

aided three-stage turbo coded MIMO(8, 4; 4, 2; 4-QAM) system of Fig. 4.32 associated

with MT = 12 and 30 initial training blocks and POs ofOp = 0.06% andOp = 0.15%, in

comparison to those of the standard TBCE scheme assisted NBJTRAS aided three-stage

turbo coded MIMO(8, 4; 4, 2; 4-QAM) system of Fig. 4.24 associated with the same POs.

The systems’ normalized throughput isR = 8 bits/symbol. All other system parameters

were summarized in Table 4.4.
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Figure 4.37: Effects of the block-of-bits selection thresholdTh to the achiev-

able performance of the TTCE assisted NBJTRAS aided three-stage turbo coded

MIMO (8, 4; 4, 2; 4-QAM) system of Fig. 4.32 associated withMT = 12 initial train-

ing blocks and a PO ofOp = 0.06%. The system’s normalized throughput isR = 8

bits/symbol. All other system parameters were summarized in Table 4.4.

MT = 12 (Op = 0.06%) and 500 (Op = 2.5%) training blocks are also presented in Fig. 4.38

for comparison. From the results shown in Fig. 4.38, it can beseen that the tier-two BBSB-SCE

scheme is capable of substantially improving the accuracy of the CE by approximately 15 dB, and

its MCEE converges in 5 iterations from the initial MCEE of the TBCE scheme associated with

MT = 12 (Op = 0.06%) training data to that of the TBCE scheme with the aid ofMT = 500

(Op = 2.5%) training data for SNR> 1.8 dB. This is because in our simulations the BBSB-SCE

scheme selects no more thanMsel = 500 high-quality data blocks per frame for the DDCE and,

furthermore, with the aid of the tier-two BBSB-SCE scheme, our TTCE assisted and NBJTRAS

aided MIMO(8, 4; 4, 2; 4-QAM) arrangement attains a vanishingly low BER at the SNR value of

1.8 dB, as shown in Fig. 4.36. Therefore, under the operational conditions of SNR> 1.8 dB the

selected data symbols are all correct and they are as “good” as the training data symbols.

4.4 Chapter Summary and Conclusions

In Section 4.1, we reviewed the concept of AS and in Section 4.2 we proposed a simple yet effi-

cient AS algorithm, referred to as the NBJTRAS. Moreover, weproposed a novel TTCE scheme

for NBJTRAS aided MIMO systems in Section 4.3.2, which was demonstrated to be capable of

achieving both high CE accuracy and high system throughput,while maintaining a low computa-

tional complexity.



4.4. Chapter Summary and Conclusions 179

10
-4

2

5

10
-3

2

5

10
-2

2

5

10
-1

2

5

1

M
C

E
E

0 2 4 6 8 10

SNR (dB)

TTCE, initial CE, MT=12, Op=0.06%
TTCE, iteration 1, 3 and 5, MT=12, Op=0.06%
TBCE, MT=12, Op=0.06%
TBCE, MT=500, Op=2.5%

Iteration 1, 3 and 5

Figure 4.38: Achievable MCEE performance of the proposed TTCE assisted NBJTRAS

aided three-stage turbo coded MIMO(8, 4; 4, 2; 4-QAM) system of Fig. 4.32 givenMT =

12 training blocks (Op = 0.06%), in comparison to those of the standard TBCE scheme

assisted NBJTRAS aided three-stage turbo coded MIMO(8, 4; 4, 2; 4-QAM) system of

Fig. 4.24 givenMT = 12 and 500 training blocks, corresponding to POs ofOp = 0.06%

and2.5%. The systems’ normalized throughput isR = 8 bits/symbol. All other system

parameters were summarized in Table 4.4.

A general introduction of AS and CE schemes for AS was provided in Section 4.1. To be more

explicit, a pair of popular AS optimization criteria were discussed in Section 4.1.1, namely, the

CBAS optimization of Fig. 4.1 and NBAS optimization of Fig. 4.2. It was pointed out that the main

idea of CBAS was to select the specific antenna combination that maximizes the MIMO system’s

channel capacity. The optimal exhaustive search based process was illustrated in Fig. 4.1. However,

it was widely recognized that the exhaustive search over allthe possible subsets of the full channel

matrix may imposed an excessive system complexity and it became impractical for systems having

a large number of Tx and/or Rx antennas. Therefore, another popular AS optimization criterion –

the NBAS was introduced in Section 4.1.1.2, where the main idea was to select the particular subset

channel matrix combination that captures the maximum channel power or equivalently maximizes

the system’s SNR, so as to attain a better BER performance. Asit was also demonstrated that

in contrast to the CBAS algorithms of Section 4.1.1.1, the NBAS algorithms of Section 4.1.1.2

were capable of approaching the performance of CBAS, while imposing a reduced AS complexity.

Hence this chapter mainly focused on the NBAS criterion. Section 4.1.2 further discussed three

types of AS, namely, the TxAS of Fig. 4.3, RxAS of Fig. 4.6 and JTRAS. Since TxAS and RxAS

can be regarded as special cases of JTRAS, we mainly considered JTRAS. Additionally, since the

full CSI was required for AS aided MIMO systems, in Section 4.1.3 we briefly introduced the
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relevant background of CE schemes in a depth necessary for AS.

Section 4.2 provided the system description and simulationresults for the proposed simple yet

efficient NBJTRAS algorithm conceived for MIMO systems, assuming that the full channel matrix

was available. More specifically, the system description was given in Fig. 4.7 of Section 4.2.1,

where an example was provided for illustrating the NBJTRAS algorithm. Additionally, the com-

plexity analysis of our proposed NBJTRAS algorithm was given in Section 4.2.1.3, while the AS

loading factor was defined in Section 4.2.1.4. Our simulation results characterizing NBJTRAS

aided MIMO systems were presented in Section 4.2.2, where both uncoded CSTSK and three-stage

turbo coded SDM/V-BLAST MIMO systems were considered. It was found from the simulation

results depicted in Fig. 4.10, Fig. 4.11, Fig. 4.12, Fig. 4.13, Fig. 4.14, Fig. 4.15, Fig. 4.17 and Fig.

4.21 that the NBJTRAS was indeed capable of improving both the BER and throughput perfor-

mance of MIMO systems, compared to the conventional MIMO systems utilizing the same number

of RF chains operating without AS. Additionally, apart fromthe independent Rayleigh flat fading

environment, we also considered the spatially correlated fading environment for the simulation of

three-stage turbo coded SDM/V-BLAST MIMO systems in Fig. 4.18, Fig. 4.19, Fig. 4.22 and Fig.

4.23,. The results obtained demonstrated that at a low spatial correlation level, the NBJTRAS aided

MIMO system was capable of achieving the same performance gain over the conventional MIMO

system operating without AS as in the independent fading environment, while in a highly correlated

channel environment, the NBJTRAS aided MIMO was still capable of outperforming the conven-

tional MIMO without AS, but providing a smaller performancegain than in the independent fading

environment. We have summarized the performance of NBJTRASaided MIMO system of Fig.

4.7 in Table 4.6 under independent fading channel environments, and in Table 4.7 under spatially

correlated fading environment, including the throughput,AS loading factorfAS(M, N), required

SNR for achieving BER= 10−4 and AS complexity order.

Our detailed discussions of CE schemes designed for aiding the proposed NBJTRAS algorithm

were included in Section 4.3, where it was pointed out that generally, a TBCE scheme was pre-

ferred due to its simplicity. Therefore, we first developed the RF chain reused-based TBCE aided

NBJTRAS systems of Fig. 4.24 in Section 4.3.1, where it was shown in Fig. 4.26 and Fig. 4.28

that since the AS operation was relatively insensitive to the CE error, conventional TBCE relying

on a low number of training blocks is adequate for the purposeof obtaining an estimate of the full

channel matrix to carry out AS. However, since the CE error has a more significant impact on the

attainable data detection performance, there may exist considerable performance gap between the

TBCE aided NBJTRAS system and the perfect CSI based scenario, if the PO is insufficiently high.

In order to eliminate this performance gap without imposinga high PO, in Section 4.3.2 we pro-

posed the novel TTCE scheme , which consists of two tiers. More specifically, tier one adopts the

TBCE scheme only utilizing a low number of training blocks for generating a rough estimate of the

full channel matrix for NBJTRAS, while the tier two adopts the DDSBCE for refining the accuracy

of the selected subset CE for data detection. In this way, a low training overhead and hence a high
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Table 4.6: Performance summary of NBJTRAS aided uncoded CSTSK and three-stage

turbo coded SDM/V-BLAST MIMO systems of Fig. 4.7 under independent fading en-

vironments at BER= 10−4. Their AS complexity is on the order ofCNBJTRAS ≈
O
((

M ·
(

LR + 1
)
+ 1
)
· CLR

N

)
.

MIMO Scheme Throughput fAS(M, N) SNR Figure CNBJTRAS

[bits/symbol] [dB]

CSTSK(2, 2; 2, 2; 2, 4, QPSK) 2 1 14.5 Fig. 4.10 N/A

CSTSK(4, 4; 2, 2; 2, 4, QPSK) 2 2 8.5 Fig. 4.10 96

CSTSK(6, 6; 2, 2; 2, 4, QPSK) 2 3 7.0 Fig. 4.10 360

CSTSK(40, 4; 2, 2; 2, 4, QPSK) 2 11 5.6 Fig. 4.10 960

CSTSK(4, 2; 4, 2; 2, 4, QPSK) 2 1 13.5 Fig. 4.12 N/A

CSTSK(8, 4; 4, 2; 2, 4, QPSK) 2 2 10 Fig. 4.12 192

CSTSK(12, 6; 4, 2; 2, 4, QPSK) 2 3 9 Fig. 4.12 720

CSTSK(60, 6; 4, 2; 2, 4, QPSK) 2 11 7.2 Fig. 4.12 3600

CSTSK(4, 4; 4, 4; 2, 4, 16-QAM) 3 1 12.5 Fig. 4.14 N/A

CSTSK(8, 8; 4, 4; 2, 4, 16-QAM) 3 2 9.6 Fig. 4.14 3360

CSTSK(12, 12; 4, 4; 2, 4, 16-QAM) 3 3 8.6 Fig. 4.14 35640

CSTSK(80, 8; 4, 4; 2, 4, 16-QAM) 3 11 7.6 Fig. 4.14 5040

MIMO (2, 2; 2, 2; BPSK) 2 1 -3 Fig. 4.17 N/A

MIMO (4, 4; 2, 2; BPSK) 2 2 -6.6 Fig. 4.17 96

MIMO (6, 6; 2, 2; BPSK) 2 3 -7.7 Fig. 4.17 360

MIMO (8, 8; 2, 2; BPSK) 2 4 -8.3 Fig. 4.17 896

MIMO (36, 4; 2, 2; BPSK) 2 10 -9.1 Fig. 4.17 864

MIMO (4, 2; 4, 2; 4-QAM) 8 1 4 Fig. 4.21 N/A

MIMO (8, 4; 4, 2; 4-QAM) 8 2 1.4 Fig. 4.21 192

MIMO (12, 6; 4, 2; 4-QAM) 8 3 0.2 Fig. 4.21 720

MIMO (16, 8; 4, 2; 4-QAM) 8 4 -0.4 Fig. 4.21 1792

MIMO (52, 8; 4, 2; 4-QAM) 8 10 -1.5 Fig. 4.21 5824

system throughput is maintained, while the accuracy of CE and hence the system’s achievable BER

performance is significantly enhanced. The extensive simulation results of Fig. 4.33 and Fig. 4.36

showed that with only a small training overhead, the system’s achievable BER performance of this

novel TTCE aided NBJTRAS scheme was capable of converging tothe perfect CSI based perfor-

mance bound. We have summarized the performance of TBCE aided NBJTRAS assisted MIMO

system of Fig. 4.24 and TTCE aided NBJTRAS assisted MIMO system of Fig. 4.32 in Table 4.8,

including the throughput, AS loading factorfAS(M, N), required SNR for achieving BER= 10−4
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Table 4.7: Performance summary of NBJTRAS aided uncoded CSTSK and three-stage

turbo coded SDM/V-BLAST MIMO systems of Fig. 4.7 under spatially correlated fad-

ing environments at BER= 10−4. Their AS complexity is on the order ofCNBJTRAS ≈
O
((

M ·
(

LR + 1
)
+ 1
)
· CLR

N

)
.

MIMO Scheme Throughput ρ fAS(M, N) SNR Figure

[bits/symbol] [dB]

MIMO (2, 2; 2, 2; BPSK) 2 0 1 -3 Fig. 4.18

2 0.3 1 -1

2 0.6 1 -0.1

2 0.9 1 3.3

MIMO (4, 4; 2, 2; BPSK) 2 0 2 -6.6 Fig. 4.18

2 0.3 2 -4.2

2 0.6 2 -2.2

2 0.9 2 1.7

MIMO (8, 8; 2, 2; BPSK) 2 0 4 -8.2 Fig. 4.19

2 0.3 4 -5.8

2 0.6 4 -3.5

2 0.9 4 1.5

MIMO (4, 2; 4, 2; 4-QAM) 8 0 1 4 Fig. 4.22

8 0.3 1 7.1

8 0.6 1 8.6

8 0.9 1 13.8

MIMO (8, 4; 4, 2; 4-QAM) 8 0 2 1.4 Fig. 4.22

8 0.3 2 4.5

8 0.6 2 6.8

8 0.9 2 12

MIMO (16, 8; 4, 2; 4-QAM) 8 0 4 -0.1 Fig. 4.23

8 0.3 4 3.2

8 0.6 4 5.9

8 0.9 4 11.5

and AS complexity order.

This chapter focused on the concept of AS for MIMO systems. Itwas shown that AS tech-

niques were capable of efficiently achieving the advantagesof MIMO systems with an affordable

number of RF chains. Therefore, this promising concept was deemed to be capable of finding

wide employment in future mobile communication systems, particularly in massive MIMOs and

millimetre-wave communications. However, it has been recognised by researchers that due to the
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Table 4.8: Performance summary of TBCE and TTCE aided NBJTRAS assisted uncoded

CSTSK and three-stage turbo coded SDM/V-BLAST MIMO systemsof Fig. 4.24 and Fig.

4.32, respectively, at BER= 10−4. Their AS complexity is on the order ofCNBJTRAS ≈
O
((

M ·
(

LR + 1
)
+ 1
)
· CLR

N

)
.

MIMO Scheme Throughput CE Scheme PO fAS(M, N) SNR Figure

[bits/symbol] [dB]

CSTSK(4, 4; 2, 2; 2, 4, QPSK) 2 TBCE 0.8% 2 10.5 Fig. 4.26

2 TBCE 2% 2 9.5

2 TBCE 4% 2 9

2 TBCE 12% 2 8.6

2 TTCE 2% 2 8.5 Fig. 4.33

MIMO (8, 4; 4, 2; 4-QAM) 8 TBCE 0.04% 2 5.1 Fig. 4.30

8 TBCE 0.06% 2 4.6

8 TBCE 0.15% 2 2.1

8 TTCE 0.06% 2 1.9 Fig. 4.36

8 TTCE 0.15% 2 1.4

limited size of mobile handsets, it is impractical to accommodate a relatively large number of

AEs. In this case, MIMO-aided transmit diversity in the mobile uplink becomes difficult to real-

ize. Against this background, the more recent concept of cooperative communications is advocated

for the sake for allowing the nodes to assist each other by forwarding messages to the destination.

The diversity gain of cooperative communications is achieved by forming a VAA for each node in

a cooperative communication network, where several single-antenna-aided nodes (users) coopera-

tively share their antennas. As a benefit, their random locations will result in mutually uncorrelated

Rayleigh fading. Therefore, in the next chapter, we will focus our attention on cooperative virtual

MIMO systems and propose a Differential STSK (DSTSK) aided and successive relaying assisted

cooperative multi-user system.



Chapter 5
Multiple-Symbol Differential Sphere

Detection Aided Differential Space-Time

Shift Keying

5.1 Introduction

5.1.1 Differential MIMO Systems

The MIMO systems discussed in Chapters 2, 3 and 4 are coherentMIMO schemes, which generally

require CSI for performing data detection or antenna selection. In this case, the accuracy of CE

has a significant impact on the performance of coherently detected MIMO systems. Since CE

techniques [43, 45–47] exploit the fact that the consecutive time-domain samples of each of the

CIR taps are correlated, obeying a correlation that is commensurate with the velocity of the vehicle,

both the pilot symbol overhead and the CE complexity increase commensurately, as the vehicular

speed increases. This implies having more rapidly fluctuating CIR taps. Additionally, for a MIMO

system associated withM Tx antennas andN Rx antennas, a total of(M × N) MIMO channels

have to be estimated, which may also lead to increasingly high CE complexity, as the number of

Tx and Rx antennas increases.

In contrast to classic coherent detectors, the family of differentially encoded non-coherent

detectors requires no CSI at the receivers, hence they constitute an attractive design alternative

[104, 105]. Furthermore, since non-coherent receivers usually suffer from the well-known 3 dB

SNR penalty, the MSDD algorithm [91] can be applied for mitigating the associated performance

degradation, albeit at the cost of an exponentially increased complexity upon extending the MSDD

detection window sizeNw on the order ofCMSDD = L(Nw−1). The concept of MSDSD was

proposed by Lampeet al. [98] for reducing the detection complexity to an order ofCMSDSD =

L · (Nw − 1), while enhancing the attainable BER performance. As a further advance, the SISO-
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MSDSD is capable of achieving substantial iteration gains [99].

5.1.2 Cooperative Communication Systems

It has been widely recognised that in order to achieve a diversity gain, the distance between multiple

AEs of MIMO systems has to be sufficiently high for the sake of experiencing independent fading.

However, due to the critical limitation of physical size andhardware cost, it may become hard to

accommodate co-located antennas on mobile devices. Additionally, these co-located antennas may

experience spatially correlated fading, which may lead to the erosion of diversity gain.

RN1

RN2SN DN

VAA

Broadcasting Relaying

RNNr

Figure 5.1: Block diagram of cooperative communication system.

As a more recent concept, cooperative communication systems were proposed [109–113] for

allowing the RNs (or mobile nodes) to assist each other by forwarding messages from the SN

to the DN. Fig. 5.1 illustrates the block diagram of a cooperative communication system, where

it may be seen that in cooperative systems, a number of RNs that are sufficiently far apart may

be selected to form a VAA [117]. In this way, a distributed MIMO system may be constructed

relying on the spatially distributed single antennas of themobile devices. Since the correlation

between AEs can be avoided, “cooperative diversity” may be realized. Additionally, the operation

of a conventional cooperative communication system is based on a two-phase principle, namely,

the broadcasting phase followed by the relaying phase. To bemore explicit, the SN transmits its

source information to the RNs in the broadcasting phase and then the RNs forward the information

to the DN during the relaying phase. However, it may be observed that in conventional two-phase

cooperative communication systems [112, 113, 158, 159], a 50% multiplexing loss is encountered

due to the half-duplex transmit and receive constraint of practical transceivers. Therefore, the

concept of successive relaying was proposed in [160] for recovering the half-duplex multiplexing

loss.

Generally, the cooperative protocols may be classified as the AF protocol [104, 114, 115] and

the DF protocol [105, 116, 161, 162]. In AF cooperative communications, the noisy signals trans-

mitted from the SN are amplified by the RNs and then forwarded to the DN, while in a DF relaying
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network, the noisy source signals are first decoded and re-encoded at the RNs, and then they are

forwarded to the DN. As it has been discussed before, coherently detected MIMO systems have to

estimate the CSI and this may become impractical, because firstly, in cooperative communication

systems, the number of wireless links may be significantly increased, which may lead to an ex-

cessive CE complexity. Secondly, it is unrealistic to expect that the RNs dedicate precious battery

power to the complex CE operations in addition to the relaying task. Therefore, differential MIMO

schemes might be preferred in cooperative communication systems, since no CSI is required.

5.1.3 Novel Contributions

Against the above background, in this chapter, we will first briefly review the MSDSD aided

DSTSK system. Then we will propose a DSTSK aided MUSRC system. By exploiting the flexibil-

ity of the DSTSK concept, our system becomes capable of supporting different number of users by

appropriately adjusting the constellation size of the PSK modulation scheme employed by DSTSK,

and we opt for using BPSK, QPSK, 8-PSK, etc., in conjunction with a variable number of dis-

persion matrices. Additionally, our system is capable of activating a different number of relays

by adjusting the dimensions of each dispersion matrix. Since we apply the successive relaying

philosophy of [160] in our system, the 50% throughput loss ofconventional two-phase relaying

is recovered at the cost of supporting less users. Finally, the DS-CDMA concept is adopted for

suppressing the MAI.

The rest of this chapter is organized as follows. The discussion of MSDSD aided DSTSK

systems is provided in Section 5.2, while the proposed DSTSKaided MUSRC system is detailed

in Section 5.3. Our chapter summary and conclusions are presented in Section 5.4.

5.2 MSDSD for DSTSK

Again, the CDD schemes usually suffer from a 3 dB SNR penalty compared to their coherently

detected MIMO counterparts associated with perfect CSI in case of a low Doppler frequency, i.e.

slow fading. Additionally, when the fading channel fluctuates rapidly due to a high vehicular speed,

an error-floor may formed by CCD. In order to combat these problems, MSDD was proposed, which

makes joint decisions based onNw − 1(> 1) information symbols/blocks, whereNw is referred

to as detection window size [92, 93, 95–97, 107, 108]. In thisway, the effects of fading channels

may be readily mitigated and the performance degradation compared to coherent schemes may be

compensated. However, a major problem faced by MSDD is the exponentially increased detection

complexity associated with an increased window sizeNw. For example, in anL-DPSK scheme,

MSDD has to detectL(Nw−1) legitimate combinations of(Nw − 1) information symbols. As a

remedy, MSDSD was proposed for reducing the detection complexity toL · (Nw − 1) while retain

the system performance with the aid of sphere detection [98]. In this section, we will briefly review



5.2.1. DSTSK Transmitter Structure 187

the MSDSD aided DSTSK philosophy.

5.2.1 DSTSK Transmitter Structure

We consider a Rayleigh fading environment. The DSTSK systememployingL-PSK is denoted

as DSTSK(M, N, T, Q,L), whereM andN are the numbers of Tx and Rx antennas, respectively,

while T = M is the number of time slots occupied by the DSTSK signal blockandQ is the number

of dispersion matrices employed.

Space−Time
Mapping

1Source

S/P

Delay

MXn

L-PSK

A1

AQ

An

xn

Sn−1

Sn

Figure 5.2: Transmitter structure of the DSTSK based MIMO scheme.

Fig. 5.2 illustrates the transmitter structure of a DSTSK MIMO system, which is similar to that

of the CSTSK scheme shown in Fig. 2.17, except for the differential encoding operation invoked for

DSTSK. More specifically, in the DSTSK scheme, the information bit sequence is firstly converted

to a number of blocks with the number of BPB given by BPB= log2(Q) + log2(L). The first

log2(Q) bits of thenth block are used for selecting a specific dispersion matrixAn from the Q

pre-assigned dispersion matrices
{

Aq ∈ CT×T, 1 ≤ q ≤ Q
}

, while the remaininglog2(L) bits

are mapped to the complex-valuedL-PSK symbolsn ∈ {sl , 1 ≤ l ≤ L} [5]. In this way, a total of

BPB source bits are mapped to a unitary1 DSTSK signal blockXn ∈ CT×T as

Xn = sn An. (5.1)

Given the condition that in DSTSK systems the number of transmit antennas and the number of

time slots should be identical [5], i.e. we haveM = T, the signal blocks are differentially encoded

as

Sn =





IT, n = 0,

XnSn−1, n > 0,
(5.2)

whereSn ∈ CT×T is the DSTSK transmission matrix. The corresponding received signal block

Yn ∈ CT×N can be expressed as [5]

Yn = SnHn + V n, (5.3)

1The dispersion matricesAq are designed to be unitary in order to ensureXn to be unitary matrices [124].
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where Hn ∈ CM×N is the MIMO channel matrix, whose elements are generated according to

Clarke’s fading model [163] of zero-mean and unit variance,while each element of the AWGN

matrix V n ∈ CN×T obeys the complex-valued Gaussian distribution ofCN (0, N0) with N0 being

the AWGN power.

5.2.2 Hard-Decision Aided MSDSD

Since MSDSD relies on a sliding-window model associated with a window size ofNw > 2, the

Nw received MSDSD signal blocks of Eq. (5.3) may be formulated as

Y = S H + V , (5.4)

where we haveY =
[
YT

n YT
n−1 · · ·YT

n−Nw+1

]T
, S = diag{Sn, Sn−1, · · · , Sn−Nw+1}, H =

[
HT

n

HT
n−1 · · · HT

n−Nw+1

]T
andV =

[
VT

n VT
n−1 · · · VT

n−Nw+1

]T
. Based on theNw-symbol signal blocks

of Y , we detect the(Nw − 1) transmitted DSTSK signal blocks{Xn, Xn−1, · · · , Xn−Nw+2}.

According to the differential encoding process of Eq. (5.2), it may be seen that each trans-

mission matrixS(n+1)−i for 1 ≤ i ≤ Nw contains a common multiplierS(n+1)−Nw
which is the

oldest transmission matrix in the observation window. In order to avoid the effects of the common

multiplier S(n+1)−Nw
, we define an accumulated information matrix of

Di = S(n+1)−iS
H
(n+1)−Nw

=





∏
Nw−1
j=i X (n+1)−j, 1 ≤ i < Nw

IT, i = Nw.
(5.5)

Then the equivalent baseband received MSDSD signal blocks of Eq. (5.4) may be rewritten as

Y = D S̄Nw H + V , (5.6)

where the accumulated information block-diagonal matrixD = diag{D1, D2, · · · , DNw}, and the

common multiplier block-diagonal matrix̄SNw = diag{S(n+1)−Nw
, S(n+1)−Nw

, · · · , S(n+1)−Nw
}.

Note that both̄SNw andD are unitary matrices since we haveS̄Nw S̄
H
Nw

= ITNw andDDH = ITNw.

The MSDSD aims for maximizing thea posteriori probability of [92]

Pr(Y |S) =
exp

(
−NR · tr

{
YH (RYY)−1 Y

})

(πNwdet(RYY))NR
, (5.7)

where the correlation matrixRYY is expressed as

RYY = E
{

Y · YH
}

= DRHH DH + RVV = DCDH, (5.8)

whereC = IT ⊗
(

RHH + RVV

)
= IT ⊗ C̄ is also a correlation matrix, and the fading channel’s

correlation matrixRHH is given by

RH H =




ρ0 ρ1 · · · ρNw−1

ρ1 ρ0 · · · ρNw−2

...
...

. . .
...

ρNw−1 ρNw−2 · · · ρ0




, (5.9)
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whose elements constituted by the correlation factors may be obtained by the temporal fading cor-

relation function defined in Clarke’s fading model asρk = J0 (2πk fd) [163], while the correlation

matrix of the equivalent AWGN matrix is given by

RVV =N0 · INw . (5.10)

Then the trace operation of thea posteriori probability based decision metric of in Eq. (5.7) can be

further formulated as

tr
{

YH (RYY)−1 Y
}

=tr

{
YH
(

DCDH
)−1

Y

}
. (5.11)

SinceD is a unitary matrix, we haveD−1 = DH. Let L denote the lower triangular matrix, which is

created by decomposing the inversion of the channel’s correlation matrix, namely, byC−1 = LLH,

we may then reformulate the trace operation in Eq. (5.11) as

tr
{

YH (RYY)−1 Y
}

= tr
{

YHDC−1DHY
}

=
∥∥∥LHDHY

∥∥∥
2

, (5.12)

whereL ∈ CTNw×TNw is a block lower triangular matrix taking the form of

L =




L1,1 0 · · · 0

L2,1 L2,2 · · · 0
...

...
.. .

...

LNw,1 LNw,2 · · · LNw,Nw




, (5.13)

with each sub-matrixLi,j, 1 ≤ i ≤ Nw and1 ≤ j ≤ Nw having a size of(T × T). Furthermore,

eachLi,i is a lower triangular matrix. Then the decision metric of Eq.(5.12), which is a part of Eq.

(5.7) can be rewritten as

∥∥∥LHDHY
∥∥∥

2
=

Nw

∑
i=1

∥∥∥∥∥
Nw

∑
j=i

Lj,iD
H
j Y (n+1)−j

∥∥∥∥∥

2

. (5.14)

Note that maximizing Eq. (5.7) is equivalent to minimizing Eq. (5.14) which is a “shortest vector

problem” [108]. In this case, we may invoke MSDSD for examining the accumulated information

matrices
{

Di

}Nw

i=1
of Eq. (5.5) that lie within the sphere radius ofRSD, which is given as

Nw

∑
i=1

∥∥∥∥∥
Nw

∑
j=i

Lj,iD
H
j Y (n+1)−j

∥∥∥∥∥

2

≤R2
SD. (5.15)

Note that the accumulated information matrices
{

Di

}Nw−1

i=1
contain the transmitted DSTSK signal

blocks
{

X (n+1)−i

}Nw−1

i=1
to be detected in the current observation window, while we have DNw =

IT.

Additionally, if we defineC̄
−1

= L̄L̄
H, we have the(Nw × Nw)-element lower triangular

matrix

L̄ =




l1,1 0 · · · 0

l2,1 l2,2 · · · 0
...

...
. ..

...

lNw,1 lNw,2 · · · lNw,Nw




, (5.16)
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then we have the relationship of

L =IT ⊗ L̄ (5.17)

and the MSDSD of Eq. (5.15) may be further simplified to

Nw

∑
i=1

∥∥∥∥∥
Nw

∑
j=i

lj,iD
H
j Y (n+1)−j

∥∥∥∥∥

2

≤R2
SD. (5.18)

Let us now define the Partial Euclidean distance (PED) of Eq. (5.18) as

d2
i =

Nw

∑
t=i

∥∥∥∥∥
Nw

∑
j=t

lj,tD
H
j Y (n+1)−j

∥∥∥∥∥

2

= d2
i+1 + δi, (5.19)

for i = Nw − 1, Nw − 2, · · · , 1, where the PED incrementδi can be expressed as

δi =d2
i − d2

i+1 =

∥∥∥∥∥
Nw

∑
j=i

lj,iD
H
j Y (n+1)−j

∥∥∥∥∥

2

=

∥∥∥∥∥li,iD
H
i Y (n+1)−i +

Nw

∑
j=i+1

lj,iD
H
j Y (n+1)−j

∥∥∥∥∥

2

=

∥∥∥∥∥li,iX
H
(n+1)−iY (n+1)−i + Di+1

(
Nw

∑
j=i+1

lj,iD
H
j Y (n+1)−j

)∥∥∥∥∥

2

. (5.20)

Based on the PED increment of Eq. (5.20), the hard-decision aided MSDSD may be implemented

by the SD algorithm of [98] to examine the set of candidates
{

X (n+1)−i

}Nw−1

j=1
that lie within the

decoding sphere radiusRSD. Additionally, it may be seen from Eq. (5.20) that in the MSDSD,

for a specific indexi, all the previously tested accumulated symbol blocks
{

Dj

}Nw

j=i+1
have been

determined and, therefore, only the current symbol block ofX (n+1)−i has to be tested. For further

details please refer to [98].

5.2.3 Soft-Decision Aided MSDSD

For the sake of achieving a near-capacity performance in this section, the soft-decision aided MS-

DSD principle is introduced. In order to assist the MSDSD receiver to accept soft information, the

a priori probability of theNw-block-diagonal accumulation matrixD may be expressed as

ln
(
Pr{D}) =

Nw−1

∑
i=1

ln
(
Pr{X (n+1)−i}

)
, (5.21)

where the “probabilities” ofln
(
Pr{X (n+1)−i}

)
for 1 ≤ i ≤ Nw − 1 may be calculated from the

a priori LLRs and the corresponding binary bit combinations. Similar to the hard-decision aided

MSDSD, the soft-decision aided MSDSD aims for minimizing the Euclidean distance of

Nw

∑
i=1

∥∥∥∥∥
Nw

∑
j=i

lj,iD
H
j Y (n+1)−j

∥∥∥∥∥

2

−
Nw−1

∑
i=1

ln
(
Pr{X (n+1)−i}

)
≤R2

SD. (5.22)

If we define the PED of the soft-decision MSDSD as

d2
i =

Nw

∑
t=i

∥∥∥∥∥
Nw

∑
j=t

lj,tD
H
j Y (n+1)−j

∥∥∥∥∥

2

−
Nw−1

∑
i=1

ln
(
Pr{X (n+1)−i}

)
= d2

i+1 + δi, (5.23)
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then the PED increment is given by

δi =

∥∥∥∥∥li,iX
H
(n+1)−iY (n+1)−i + Di+1

(
Nw

∑
j=i+1

lj,iD
H
j Y (n+1)−j

)∥∥∥∥∥

2

−
Nw−1

∑
i=1

ln
(
Pr{X (n+1)−i}

)
. (5.24)

Note that the corresponding hard-decision-based formulaecan be seen in Eq. (5.20). By obtaining

the PED of Eq. (5.23) and the PED incremental of Eq. (5.24), the SD algorithm of hard-decision

aided MSDSD may be invoked to get the soft-decisions which can further be incorporated with the

powerful near-capacity three-stage serial-concatenatedturbo coding scheme of Fig. 2.7 discussed

in Chapter 2.

5.2.4 Simulation Results

The achievable performance of both the uncoded hard-decision aided and of the three-stage turbo

coded soft-decision aided MSDSD for DSTSK MIMO systems of Fig. 5.2 were investigated in

frequency-flat Rayleigh fading environments, where the normalized Doppler frequency was cho-

sen asfd = 0.01 for simulating a relatively slow fading environment andfd = 0.03 for a fast

fading environment. The average transmitted symbol power was normalised to unity and, there-

fore, the SNR was1
N0

, with N0 being the AWGN power. A pair of DSTSK MIMO systems,

DSTSK(2, 1, 2, 4, QPSK) and DSTSK(2, 2, 2, 4, QPSK), were considered, which have a normal-

ized throughput ofR = 2 bits/symbol. The system parameters of the uncoded MSDSD aided

DSTSK scheme of Fig. 5.2 are summarized in Table 5.1.

Table 5.1: System parameters of the uncoded hard-decision MSDSD aided DSTSK

scheme of Fig. 5.2.

Number of Tx antennas M

Number of Rx antennas N

Symbol durations per block T

Number of dispersion matrices Q

Modulation L-PSK

Channels Frequency-flat Rayleigh fading

Normalized Doppler frequency fd

Detector MSDSD

Detection window size Nw
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5.2.4.1 Uncoded Hard-Decision aided MSDSD for DSTSK

DSTSK(2, 2, 2, 4, QPSK) associated withR = 2 bits/symbol

We first consider the hard-decision aided MSDSD for DSTSK(2, 2, 2, 4, QPSK) scheme of Fig. 5.2

under the normalized Doppler frequency offd = 0.01. The system’s normalized throughput is

R = 2 bits/symbol. The achievable BER performance is shown in Fig. 5.3, in comparison to the

benchmark BER performance of the CSTSK(2, 2, 2, 4, QPSK) scheme of Fig. 2.17 based on the

perfect CSI as well as the BER of the CDD scheme associated with Nw = 2. It may be seen that

at fd = 0.01, the CDD BER curve falls below10−6 at just over SNR= 23 dB, while the CSTSK

scheme reached the same BER level at about SNR= 20 dB, where the characteristic 3 dB SNR

penalty of CDD is clearly observed. However, when the MSDSD associated with a window size of

Nw = 4 is considered, the performance of the DSTSK is slightly improved, while increasing the

window size toNw = 6 shows no further performance improvement.
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Figure 5.3: Achievable BER performance of the hard-decision aided MSDSD for the

DSTSK(2, 2, 2, 4, QPSK) system of Fig. 5.2 under fading condition offd = 0.01, in com-

parison to that of the CDD aided DSTSK(2, 2, 2, 4, QPSK) and CSTSK(2, 2, 2, 4, QPSK)

of Fig. 2.17. The system’s normalized throughput isR = 2 bits/symbol. All other system

parameters were summarized in Table 5.1.

We further show the achievable BER performance of MSDSD for the DSTSK(2, 2, 2, 4, QPSK)

scheme of Fig. 5.2 under the normalized Doppler frequency offd = 0.03 in Fig. 5.4, in comparison

to the performance of the CDD and the CSTSK. It may be seen thatas the fading rate increases,

resulting in more rapidly fluctuating CIR taps, the CDD experiences an error-floor at about BER

of 10−5. By contrast, the MSDSD does not exhibit such an error-floor.Furthermore, the MSDSD
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Figure 5.4: Achievable BER performance of the hard-decision aided MSDSD for the

DSTSK(2, 2, 2, 4, QPSK) system of Fig. 5.2 under fading condition offd = 0.03, in com-

parison to that of the CDD aided DSTSK(2, 2, 2, 4, QPSK) and CSTSK(2, 2, 2, 4, QPSK)

of Fig. 2.17. The system’s normalized throughput isR = 2 bits/symbol. All other system

parameters were summarized in Table 5.1.

associated with the window size ofNw = 4 achieves the BER of10−6 at about SNR= 26 dB,

while the MSDSD associated with the window size ofNw = 6 achieves the same BER at about

SNR= 24 dB, where a SNR gain of about 2 dB is attained by increasing thewidow size from 4

to 6. Note that this is different from the BER performance under fd = 0.01 depicted in Fig. 5.3,

where no further performance gain is achieved upon increasing the window size.

It may be concluded from the above discussion that as the normalized Doppler frequency in-

creases, the CDD experiences an irreducible error-floor, while the MSDSD is capable of mitigating

this error-floor. Secondly, in a relatively slow-fading environment, no obvious performance gain

can be achieved by increasing the detection window size of the MSDSD, but in a relatively fast

fading environment, a performance gain can be attained by expanding the window size.

DSTSK(2, 1, 2, 4, QPSK) associated withR = 2 bits/symbol

We also considered the hard-decision aided MSDSD for the DSTSK(2, 1, 2, 4, QPSK) system of

Fig. 5.2 under the normalized Doppler frequencies offd = 0.01 and 0.03. The system’s normalized

throughput isR = 2 bits/symbol. The corresponding achievable BER performance of the case

fd = 0.01 are depicted in Fig. 5.5, where it may be seen that firstly, unlike the case of the CDD

aided DSTSK(2, 2, 2, 4, QPSK), the CDD aided DSTSK(2, 1, 2, 4, QPSK) experienced an error-
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Figure 5.5: Achievable BER performance of the hard-decision aided MSDSD for the

DSTSK(2, 1, 2, 4, QPSK) system of Fig. 5.2 under fading condition offd = 0.01, in

comparison to that of the CDD aided DSTSK(2, 1, 2, 4, QPSK). The system’s normalized

throughput isR = 2 bits/symbol. All other system parameters were summarized in Table

5.1.
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Figure 5.6: Achievable BER performance of the hard-decision aided MSDSD for the

DSTSK(2, 1, 2, 4, QPSK) system of Fig. 5.2 under fading condition offd = 0.03, in

comparison to that of the CDD aided DSTSK(2, 1, 2, 4, QPSK). The system’s normalized

throughput isR = 2 bits/symbol. All other system parameters were summarized in Table

5.1.
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floor. This implies that increasing the number of receive antennas is capable of reducing the error-

floor. Additionally, it may be seen from Fig. 5.5 that again, with the aid of MSDSD, the error-floor

experienced by CDD may be mitigated. The achievable BER performance of the MSDSD aided

DSTSK(2, 1, 2, 4, QPSK) under fd = 0.03 are depicted in Fig. 5.6, where it may be seen that the

error-floor of the CDD scheme tends to become higher upon increasing the normalized Doppler

frequency, while the MSDSD only experiences a modest performance loss and no error-floor is

observed.

5.2.4.2 Soft-Decision aided MSDSD for DSTSK

The achievable BER performance of the soft-decision MSDSD aided three-stage turbo coded DSTSK

systems of Fig. 5.2 was investigated. An interleaver lengthof 10,000 bits was used by the three-

stage serial-concatenated turbo encoder/decoder. The generator polynomials of the RSC encoder

represented in a binary format wereGRSC = [1, 0, 1]2 andGr
RSC = [1, 1, 1]2, while those of the

URC encoder wereGURC = [1, 0]2 andGr
URC = [1, 1]2. The numbers of inner iterations and outer

iterations wereIinn = 2 and Iout = 4. The system parameters of the soft-decision MSDSD aided

three-stage turbo coded DSTSK scheme of Fig. 5.2 are summarized in Table 5.2.

Table 5.2: System parameters of the soft-decision MSDSD aided three-stage turbo coded

DSTSK scheme of Fig. 5.2.

Number of Tx antennas M

Number of Rx antennas N

Symbol durations per block T

Number of dispersion matrices Q

Modulation L-PSK

Channels Frequency-flat Rayleigh fading

Normalized Doppler frequency fd

Detector MSDSD

Detection window size Nw

Interleaver blocklength 10, 000 bits

Outer channel code Half-rate RSC

Generator polynomials (Gr
RSC, GRSC) = (7, 5)8

Precoder URC

Number of inner iterations Iin = 2

Number of outer iterations Iout = 4

We first considered the DSTSK(2, 2, 2, 4, QPSK) system of Fig. 5.2 associated withfd = 0.01.

The system’s normalized throughput isR = 2 bits/symbol. The corresponding BER performance
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Figure 5.7: Achievable BER performance of the soft-decision MSDSD aided three-stage

turbo coded DSTSK(2, 2, 2, 4, QPSK) system of Fig. 5.2 under fading condition of

fd = 0.01. The system’s normalized throughput isR = 2 bits/symbol. All other sys-

tem parameters were summarized in Table 5.2.
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Figure 5.8: Achievable BER performance of the soft-decision MSDSD aided three-stage

turbo coded DSTSK(2, 2, 2, 4, QPSK) system of Fig. 5.2 under fading condition of

fd = 0.03. The system’s normalized throughput isR = 2 bits/symbol. All other sys-

tem parameters were summarized in Table 5.2.

is depicted in Fig. 5.7, where it can be seen that the MSDSD is capable of improving the perfor-

mance of the DSTSK system relying on the CDD. For example, a “near-error-free” performance is

achieved by the CDD at SNR= 4.9 dB, while the MSDSD associated a window size ofNw = 4 is
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capable of achieving an infinitesimally low BER at SNR= 3.9 dB. Moreover, it may also be seen

that by employing the SISO-MSDSD and three-stage turbo coding scheme of Fig. 2.7, the BER per-

formance of DSTSK is significantly improved, compared to theuncoded BER performance shown

in Fig. 5.3. Additionally, we also considered the DSTSK(2, 2, 2, 4, QPSK) system associated with

fd = 0.03. Recall thatfd = 0.03 represents a relatively fast-fading environment, therefore an

error-floor may exist in the case of CDD, as seen from the BER performance recorded for the un-

coded DSTSK(2, 1, 2, 4, QPSK) shown in Fig. 5.4. By contrast, it may be observed from Fig. 5.8

that there is no visible error-floor, implying that the irreducible error-floor experienced by the CDD

can be mitigated by employing the three-stage turbo codes architecture of Fig. 2.7.

5.3 DSTSK aided MUSRC System

In the previous section, we have introduced the MSDSD for DSTSK systems. It has also been

mentioned previously that in cooperative communication systems, differential schemes are pre-

ferred since no CSI is required. Against this background, wepropose a DSTSK aided and succes-

sive relaying assisted multi-user DF cooperative system. We employ low-complexity non-coherent

detection, which does not require any CSI, neither at the RNsnor at the DN. Specifically, the

SNs employ differentially encoded PSK modulation, while the RNs perform SISO-MSDSD based

DF relaying during the relaying phase. Similarly, DSTSK transmission is employed at the RNs,

which is detected with the aid of the SISO-MSDSD at the DN. More explicitly, three-stage serial-

concatenated turbo encoding/decoding is employed throughout the system in order to enhance the

attainable performance. Additionally, the MMBCS algorithm introduced in Section 2.3.5 of Chap-

ter 2 is employed to select the optimal DSTSK configuration for supporting a specific number of

users. Moreover, we adopt a successive relaying architecture for recovering the conventional 50%

half-duplex relaying-induced throughput loss, at the costof supporting less users.

5.3.1 System Model

Let us now focus on the system model of the proposed MUSRC system whose schematic is depicted

in Fig. 5.9, where the two-phase relaying network consists of K SNs (users),2Nr RNs and a DN.

Due to the limited size of the shirt-pocket mobile devices, the SNs and RNs are all limited to have a

single antenna. By contrast, the number of antenna elementsat the DN depends on the configuration

of the DSTSK scheme adopted. DS-CDMA is adopted as the multiple access technique [11]. Since

two-phase successive relaying is employed, the number of VAAs in the network isNVAA = 2. The

number of RNs in each of the two VAA groups isNr = 2.
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Figure 5.9: Block diagram of the DSTSK aided MUSRC system, which implements the

two-phase successive relaying with the aid of two virtual antenna arrays. In this example,

the number of RNs in each VAA isNr = 2.

5.3.1.1 System Operation Overview

The operation of our MUSRC system is based on a two-phase (Phase 1 andPhase 2) alternating

principle, where each operating phase contains two concurrent transmissions referred to as broad-

casting and relaying transmissions, which are outlined as follows.

1) Phase 1

The operation ofPhase 1 is represented in Fig. 5.9 by the solid-line arrows. During the broadcast

phase, the information bits of each of theK SNs are firstly channel encoded by the two-stage serial-

concatenated RSC-URC encoder of Fig. 5.10 at the SNs. The channel coded bits are mapped to

the DPSK constellation symbols for generatingK differentially encoded symbol sequences, which

are spread by theK user-specific spreading codes. The CDMA-spread signals aretransmitted from

each of theK SNs to the first VAA (VAA1), which is formed byNr RNs. At the RNs of VAA1,

the signals received from the SNs are firstly de-spread, and then decoded by the three-stage serial-

concatenated decoder of Fig. 5.10, generating theK decoded signals of theK users.

During the relaying transmission, the decoded users’ signals, which are acquired from the most

recent broadcast slot, are encoded by the two-stage RSC-URCencoder of Fig. 5.10 at the VAA2,

which are further modulated by the DSTSK modulator before being spread by the VAA-specific

spreading codes, and finally transmitted to the DN. At the DN,the signal received from the VAA2

is de-spread and then decoded by the three-stage serial-concatenated decoder of Fig. 5.10. Finally,

the hard decisions are generated for theK users to completePhase 1.
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Figure 5.10: Structure of three-stage serial-concatenated turbo encoder/decoder.

2) Phase 2

The operations ofPhase 2 are depicted in Fig. 5.9 by the dashed-line arrows, which areexactly

identical to those inPhase 1, except for the roles of the VAA1 and VAA2, which are swapped.

More explicitly, in Phase 2, the VAA2 is in the broadcast mode, while the VAA1 is in the relay-

ing transmission mode. In this way, the successive relayingbecomes capable of recovering the

conventional 50% throughput loss.

In order to suppress the successive relaying-induced Inter-VAA-Interference (IVI), the classic

DS-CDMA technique is adopted at the RNs, where each VAA is assigned a specific spreading code,

which implies thatNVAA spreading codes will be adopted by the VAAs in the network. Asa result,

the number of users supported is reduced byNVAA, albeit in reality only the users roaming at the

cell-edge will rely on relaying.

5.3.1.2 Relay Architecture Overview

We assume that the proposed MUSRC has a symmetric topology asillustrated in Fig. 5.11. By

exploiting the fact that the RNs in each VAA are geometrically close to each other, and the distances

between them are significantly smaller than the distances from the SNs to RNs and from the RNs

to DN, we can reasonably assume that the distances from the SNs to the RNs in a VAA are equal

and the distances spanning from the RNs in a VAA to the DN are also equal, which are denoted as

Dsr andDrd, respectively. Then the average path-loss reduction of thesource-to-relay (SR) links

and relay-to-destination (RD) links can be expressed as

Gsr =

(
Dsd

Dsr

)α

and Grd =

(
Dsd

Drd

)α

,
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Figure 5.11: Topology of the proposed MUSRC system. The system is symmetric in the

sense that the distance from the SNs to the VAA1 is approximately equal to the distance

from the SNs to the VAA2, while the distance between the VAA1 and the DN is approxi-

mately equal to the distance between the VAA2 and the DN.

respectively, whereDsd is the distance between the SNs and DN, which is normalized tounity.

Additionally, the average path-loss reduction between thetwo VAAs is denoted as

Gvv =

(
Dsd

Dvv

)α

,

whereDvv is the distance between the two VAAs. Throughout this paper,the path-loss exponent

is given byα = 3, which represents a typical urban area. Naturally, the above assumptions do not

affect the general applicability of our analysis.

Since the direct signals transmitted from the SNs to the DN are attenuated by the pathloss, es-

pecially in high-carrier-frequency mobile broadband systems, such as millimetre-wave communi-

cation and free-space optical mobile systems [164,165], weonly consider the SR and RD transmis-

sions. For the SR transmission, we adopt the DPSK signalling(e.g. DBPSK and DQPSK), while

for the RD transmission, we adopt the DSTSK(Nr, N, T, Q,L) system associated withNr = T.

Naturally, increasingT improves the achievable BER performance at the cost of reducing the sys-

tem throughput, while imposing a higher complexity in forming a VAA [5]. Having a higher

complexity is due to the fact that, sinceNr = T, the designer has to choose more RNs and the syn-

chronisation of the RNs also becomes more of a challenge. Therefore, we limit the number of the

time slots toT = 2 and mainly consider two configurations, namely, the DSTSK(2, 1, 2, Q,L) and

DSTSK(2, 2, 2, Q,L), associated withN = 1 andN = 2 receive antennas at the DN, respectively.

Since no CSI is required by our MUSRC, no CSI is available for selecting RNs. Hence the

selection of RNs can only be based on their geometric location information [117]. Referring to
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Fig. 5.11, let us now discuss how to select the RNs and how to arrange the selected RNs into

the two VAAs, based on the RNs’ geometric location information. It is plausible that having a

symmetric topology as illustrated in Fig. 5.11 is reasonable, because the two VAAs may be treated

identically. In this symmetric topology, we can denote the distance from the SNs to each of the two

VAAs as Dsr, while denoting the distance between each of the two VAAs andthe DN asDrd. In

order to benefit from collaborative relaying, we have

Dsr < Dsd andDrd < Dsd. (5.25)

The distance between any pair of RNs in a VAA, which is denotedasDrr, satisfies

Drr ≪ Dsr andDrr ≪ Drd. (5.26)

Furthermore, we should haveDrr ≥ 10× λ, whereλ is the carrier’s wavelength, in order to ensure

that we fully exploit the spatial diversity, but this condition is usually automatically met for the

mobile relays. Regarding how to divide the selected RNs intotwo VAAs, we note that the distance

between the two VAAs, which is denoted asDvv, should be sufficiently large, so that the inter-VAA

interference is minimised. On the other hand,Dvv should not be excessive so that the condition

Eq. (5.25) is satisfied. Lastly, the question arises, whether we should place a VAA closer to the

SNs or closer to the DN. Since the RD links employ DSTSK, whichhas an inherent diversity

capability and it is more powerful than the DPSK scheme employed by the SR links, therefore, we

may appoint a VAA closer to the SNs, for the sake of achieving abalance of performance for the

SR and RD links. This would also mitigate the error propagation inflicted by the DF scheme. More

explicitly, we arrange for

Dsr < Drd. (5.27)

Let us now detail the operations involved in SNs, RNs and DN.

5.3.1.3 Source Nodes

During the broadcast interval, the information bit sequence bk of the kth user is encoded by the

two-stage serial-concatenated channel encoder of Fig. 5.10, and the encoded bit sequenceuk is

mapped to a PSK symbol sequencexk = {xk
n}, which is then differentially encoded according to

sk
n =





1, n = 0,

xk
n · sk

n−1, n > 0.
(5.28)

The system employs a set of spreading codes{ck}K+NVAA

k=1 , each having a spreading factor ofLs,

whereNVAA = 2 is the number of VAAs. The firstK spreading codes are used for supporting the

K users, and the spreading operation at thekth SN is expressed as

ek
n =

1√
Ls

sk
nck, 1 ≤ k ≤ K. (5.29)
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5.3.1.4 Relay Nodes

We assume that the CDMA up-link is synchronized, so that all the signals arrive at a RN with the

same delay and hence the near-zero cross-correlation property of the DS-CDMA system may be

exploited for reducing the multi-user interference (MUI).Additionally, the Rayleigh fading channel

is considered to be quasi-static, yielding a constant fading envelope and phase within anLs-chip

transmission period. Let the two VAAs be denoted byV1 and V2, respectively. In the sequel,

column vector based notation will be adopted.

1) Decoding

The signal received at themth RN of the VAA V1 may be expressed as

ym
nV1

=
√

Gsr

K

∑
k=1

ek
nhkm

nV1
+
√

Gvv

{
first-Ls-elements

(
PV2

Hm
V2

)}
+ v̄m

nV1
, (5.30)

whereym
nV1

∈ CLs×1, hkm
nV1

∈ C is thenth Rayleigh distributed channel coefficient between thekth

SN and themth RN of the VAA V1, while PV2
∈ CTLs×Nr is the received CDMA-spread DSTSK

signal block from the VAAV2. Furthermore,Hm
V2

∈ CNr×1 is the equivalent channel matrix

between the VAAV2 and themth RN of the VAA V1, while v̄m
nV1

∈ CLs×1 is the equivalent AWGN

vector. De-spreadingym
nV1

for thekth user yields

rkm
nV1

=

√
Gsr√
Ls

(
ck
)T

ym
nV1

=

√
Gsr√
Ls

(
ck
)T

ek
nhkm

nV1
+ ηkm

nV1
+ v̄km

nV1

=
√

Gsrs
k
nhkm

nV1
+ ηkm

nV1
+ v̄km

nV1
, (5.31)

whereηkm
nV1

denotes the MUI and IVI term, which may be substantially reduced as a benefit of the

near-orthogonality of the spreading code family employed [11], andv̄km
nV1

is the noise term having

a zero mean and a variance ofN0/2 per dimension. When considering a detection window ofNw

received samples, Eq. (5.31) may be expressed as

r =
√

Gsrdiag{s}h + v =
√

GsrSh + v, (5.32)

wherer =
[
rkm

nV1
rkm
(n−1)V1

· · · rkm
(n−Nw+1)V1

]T
includes theNw consecutive signals received within

the detection window ofNw samples,s =
[
sk

n sk
n−1 · · · sk

n−Nw+1

]T
is the corresponding differen-

tially encoded symbol vector, andS = diag{s}, while h ∈ CNw×1 is the Rayleigh fading channel

vector andv ∈ CNw×1 the AWGN vector. Note thatS is a unitary matrix, and any small residual

MUI and IVI term in Eq. (5.31) is assumed to be included inv. For notational simplification, we

omit the user indexk in the sequel.

The SISO-MSDSD is based on the Log-MAP algorithm [1], where given the window size of

Nw, the multiple-symbol decisions forxn, xn−1, · · · , xn−Nw+2 depend on the conditional probabil-
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ity density function (PDF)p(r|s), which satisfies the following relation [99]

− ln
(

p(r|s)
)

∝ rHR−1
rr r. (5.33)

Define the channel’s correlation matrix asRhh = E
{

hhH
}

, the noise correlation matrix asRvv =

E
{

vvH
}

and the combined correlation matrixC = Rhh + 1
Gsr

Rvv. Then the power normalized

conditional correlation matrixRrr of the received signal vectorr in Eq. (5.33) is given by

Rrr =
1

Gsr
E
{

rrH
}

= SRhhSH +
1

Gsr
Rvv = SCSH. (5.34)

Upon applying the Cholesky factorisation, we haveC−1 = LLH, whereL is a lower triangular

matrix. By defining the upper triangular matrix of

U =
( 1√

Gsr

LHdiag{r}
)∗

, (5.35)

we arrive at

− ln
(

p(r|s)
)

∝ ‖Us‖2. (5.36)

Note that the common phase shiftsn−Nw+1 in all the firstNw − 1 elements of the differential symbol

vector s has no effect on the ML metric of Eq. (5.36). If we define the accumulated differential

symbol as [166]

ai = s(n+1)−i · s∗(n+1)−Nw
=





Nw−1

∏
j=i

x(n+1)−j, 1 ≤ i ≤ Nw − 1,

1, i = Nw,

=





x(n+1)−i · ai+1, 1 ≤ i ≤ Nw − 1,

1, i = Nw,
(5.37)

the following relationship is obtained

− ln
(

p(r|s)) ∝ ‖Ua‖2, (5.38)

wherea =
[
a1 a2 · · · aNw−1 aNw

]T
is the accumulated differential symbol vector. Sphere Decoding

(SD) examines the set of candidates{x(n+1)−j}Nw−1
j=1 that lie within the decoding sphere radiusR,

i.e. within

‖Ua‖2 ≤ R2. (5.39)

The SISO-MSDSD accepts thea priori soft information from the URC decoder of Fig. 5.10

and produces the corresponding soft outputs. Assuming thatthe symbols{x(n+1)−j}Nw−1
j=1 are

independent, theira priori information may be expressed as

ln
(
Pr{a}

)
=

Nw−1

∑
j=1

ln
(
Pr{x(n+1)−j}

)
. (5.40)
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By defining

U =




u1,1 u1,2 · · · u1,Nw

0 l2,2 · · · u2,Nw

...
. ..

. . .
...

0 · · · 0 uNw,Nw




. (5.41)

we may further modify Eq. (5.39) to yield:

‖Ua‖2 − ln
(
Pr{a}

)
=

Nw−1

∑
j=1

(∣∣∣
Nw−1

∑
l=j

uj,lal

∣∣∣
2
− ln

(
Pr{x(n+1)−j}

))
≤ R2. (5.42)

The partial-Euclidean-distance (PED) contribution is then defined as

d2
i =

Nw−1

∑
j=i

(∣∣∣
Nw−1

∑
l=j

uj,lal

∣∣∣
2
− ln

(
Pr{x(n+1)−j}

))
= d2

i+1 + ∆2
i , (5.43)

where the PED increment is expressed as

∆2
i =

∣∣∣ui,iai+1x(n+1)−i +
Nw−1

∑
l=i+1

ui,lal

∣∣∣
2
− ln

(
Pr{x(n+1)−i}

)
. (5.44)

The a posteriori probability of the bit of interestbn can then be calculated by the Max-Log-

MAP algorithm [1], which is expressed as

Lp(bn|r) = ln
(Pr{bn = 1|r}

Pr{bn = 0|r}
)

≈− ‖Uabn=1
MAP‖2 + ln

(
Pr{xbn=1

MAP}
)
+ ‖Uabn=0

MAP‖2 − ln
(
Pr{xbn=0

MAP}
)

=dbn=1
MAP − dbn=0

MAP, (5.45)

where the subscriptMAP indicates the MAP solution obtained by the SD, while the superscripts
bn=1 andbn=0 indicate the associated solutions obtained with the bit of interestbn set to 1 and 0,

respectively. Furthermore,dbn=1
MAP anddbn=0

MAP denotes the minimum PEDs estimated by the SD when

the bit of interestbn is set to 1 and 0, respectively.

The extrinsic information ofbn may be calculated by subtracting thea priori information of

Eq. (5.40) from thea posteriori probability of Eq. (5.45), which can then be fed to the URC decoder

to form an decoding inner loop, as portrayed in Fig. 5.10. Finally, after the termination of the three-

stage MSDSD-URC-RSC turbo decoding process depicted in Fig. 5.10, the hard-decision outputs

of the three-stage turbo decoder recover the bit sequences of theK users at themth RN, each having

the lengthL f , to form the decision matrix̂B
m

=
[
b̂

1m
b̂

2m · · · b̂
Km

], wherem ∈ {1, · · · , Nr} in

our system. The details of the three-stage turbo decoding process can be found in [1].

2) Forwarding

In order to perform the three-stage serial-concatenated RSC-URC-DSTSK encoding, as illustrated

in Fig. 5.10, the decision matrix̂B
m ∈ C

L f ×K is firstly parallel-to-serial (P/S) converted to form
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the decision vector̂b
m

vec ∈ C
KL f ×1. Then this decision vector is encoded by the half-rate RSC-

URC encoder to generate a coded sequenceûm ∈ C
2KL f ×1, which is then serial-to-parallel (S/P)

converted to the coded matrix̂U
m ∈ C

2L f ×K and then transmitted by the DSTSK modulator [124].

In order to supportK users, the number of bits conveyed by each DSTSK signal blockand the

number of users have to meet the following condition

K = log2(Q) + log2(L), (5.46)

where log2(Q) bits are used for choosing a specific dispersion matrixAn ∈ CT×Nr from the

set ofQ dispersion matrices andlog2(L) bits are adopted to unambiguously represent a specific

constellation pointsn of the conventionalL-PSK modulation scheme. To elaborate a little further,

supporting different numbers of users can be realized by appropriately modifying the values ofQ

andL, without changing the system configuration. For example, wemay haveQ = 2 andL = 2

for a system supportingK = 2 users, while we may opt for the values ofQ = 4 andL = 4 for

supportingK = 4 users. Additionally, given a specific number of users, various combinations of

Q andL may be used, provided that the relation Eq. (5.46) is satisfied, which are summarised in

Table 5.3 for different values ofK. The most beneficial DSTSK combination selection is detailed

in Section 5.3.2.

After obtaining the dispersion matrixAn and the corresponding conventionalL-PSK symbol

sn, the DSTSK signal block is generated as

Xm
n = sn An. (5.47)

The number of transmit antennas and the number of time slots should be identical for the DSTSK

scheme [5], i.e.Nr = T. With this constraint, the DSTSK symbol block is given by

Sm
n =





IT, n = 0,

Xm
n Sm

n−1, n > 0,
(5.48)

which is spread by the spreading codecV1
of the VAA V1 to yield

Pm
V1

=
1√
Ls

Sm
n ⊗ cV1

, (5.49)

where the spread DSTSK signal block obeysPm
V1

∈ CTLs×Nr . Since in our proposed MUSRC

systemNr RNs form a VAA, if we denote the equivalent signal block transmitted by the VAAV1

to the DN asPV1
∈ CTLs×Nr , then themth column ofPV1

is contributed by themth column ofPm
V1

.

To be more specific, themth column ofPm
V1

is transmitted by the correspondingmth RN to the DN.

This corresponds to the system block diagram shown in Fig. 5.9, where for example, the first RN in

the VAA1 extracts and transmits the first column of the DSTSK modulated and spread signal block

matrix formulated in Eq. (5.49). Note that the allocation ofthe total transmission power to the RNs

in a VAA is performed automatically. This is because every dispersion matrixAn is designed to

have the same constant power [5] and, therefore, every equivalent signal matrixPV1
has the same

constant power. Since themth RN transmits themth column of PV1
, where1 ≤ m ≤ Nr, the

transmit powers of all theNr RNs add up to the total transmit power.
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5.3.1.5 Destination Node

All the RNs are assumed to be perfectly synchronized, implying that during theT time slots, the

Nr RNs in a specific VAA group transmit their signal blocks simultaneously. Furthermore, the

Rayleigh fading channel is assumed to be quasi-static so that the fading envelope and phase remain

constant within the time duration ofLsT. The de-spread signal block received at the DN with the

aid of N receive antennas overT time slots may be expressed as [5]

Rn =
√

GrdSnHn + V n, (5.50)

whereRn ∈ CT×N, andSn ∈ CT×Nr is the equivalent differential signal block received from the

transmitting VAA, whosemth column is identical to themth column ofSm
n , while Hn ∈ CNr×N

denotes the fading channel matrix between the transmittingVAA and the DN, whileV n ∈ CT×N is

the corresponding AWGN matrix. Note the “similarity” between Eq. (5.50) and Eq. (5.31), where

the scalar elements in Eq. (5.31) are replaced by matrices inEq. (5.50). Unlike Eq. (5.31), however,

there exists no MUI or IVI in Eq. (5.50). Note that Eq. (5.50) has the same form of Eq. (5.3).

Similar to the RNs, the three-stage MSDSD-URC-RSC turbo decoder detects the signal blocks

received at the DN. More explicitly, the URC and RSC decodersof Fig. 5.10 used at the DN are

exactly identical to the ones employed in the RNs, while the SISO-MSDSD of the RNs is extended

for detecting the DSTSK signal blocks. In particular, over theNw DSTSK signal blocks, Eq. (5.50)

can be expressed as

R =
√

GrdS H + V , (5.51)

where we haveR =
[
RT

n RT
n−1 · · · RT

n−Nw+1

]T
, S = diag

{
Sn, Sn−1, · · · , Sn−Nw+1

}
, H =

[
HT

n HT
n−1 · · · HT

n−Nw+1

]T
andV =

[
VT

n VT
n−1 · · · VT

n−Nw+1

]T
. Then the MSDSD for DSTSK

systems introduced in Section 5.2 may be invoked for generating the bit decisions for theK users.

5.3.2 DSTSK Configuration Selection

It has been demonstrated in Section 2.3.5 of Chapter 2 that the choice of the number of disper-

sion matricesQ and the conventional PSK constellation sizeL is important for achieving a fixed

throughput. Therefore, the MMBCS algorithm was proposed. Similarly, in our proposed DSTSK

aided MUSRC scheme, the novel MMBCS algorithm may also be invoked for selecting the optimal

combination ofQ andL.

It has been mentioned in Section 5.3.1.4 that the proposed MUSRC system is capable of sup-

porting the same number of users by different DSTSK configurations. To be more explicit, ac-

cording to Eq. (5.46), for a given number of usersK, we may opt for different combinations of

Q andL. For example, if we haveK = 4 users, the possible combinations ofQ andL are

(Q,L) = (2, 8), (Q,L) = (4, 4) and (Q,L) = (8, 2). Detailed DSTSK configuration list is

shown in Table 5.3. Since different configurations(Q,L) for the same number of usersK may
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Table 5.3: Combinations ofQ andL for supporting different numbers of usersK and the

corresponding lower bound complexityNc [98] associated withNw = 4, DBPSK at SNs

andN = 1 receive antenna at DN.

K = 2 K = 3 K = 4 K = 5

Q = 2, L = 2 Q = 2, L = 4 Q = 2, L = 8 Q = 2, L = 16

(Nc = 180) (Nc = 200) (Nc = 250) (Nc = 360)

N/A Q = 4, L = 2 Q = 4, L = 4 Q = 4, L = 8

(Nc = 200) (Nc = 250) (Nc = 360)

N/A N/A Q = 8, L = 2 Q = 8, L = 4

(Nc = 250) (Nc = 360)

N/A N/A N/A Q = 16, L = 2

(Nc = 360)

have differentdmax−min(Q,L), the resultant BERs may be different as well. The most appropriate

DSTSK configuration is obviously the one that yields the lowest BER. The maximum minimum-

determinant values ofdmax−min(Q,L) for various DSTSK configurations(Q,L) are listed in Ta-

ble 5.4 for the system with the DBPSK at the SNs andN = 1 receive antenna at the DN as well

as for the system with the DQPSK system at the SNs andN = 2 receive antennas at the DN. Then

according to the MMBCS algorithm, we arrive at the optimal DSTSK configurations(Qopt,Lopt)

to support various number of usersK, which are summarized in Table 5.5. In the following simu-

lation study, we will demonstrate that the most appropriateDSTSK configuration selected by our

proposed MMBCS algorithm is capable of outperforming otherDSTSK configurations, in terms of

their maximum achievable rate.

5.3.3 Simulation Results

A Rayleigh fading environment having a normalized Doppler frequencyfd = 0.01 was consid-

ered, and an interleaver length of 10,000 bits was used by thethree-stage serial-concatenated turbo

encoder/decoder. The generator polynomials of the RSC encoder wereGRSC = [1, 0, 1]2 and

Gr
RSC = [1, 1, 1]2, while the generator polynomials of the URC encoder wereGURC = [1, 0]2 and

Gr
URC = [1, 1]2, whereGr

RSC andGr
URC are the feedback polynomials of the RSC and URC en-

coders, respectively. The numbers of inner iterations and outer iterations wereIin = 2 andIout = 4,

respectively. Unless otherwise stated2, the distance between the two VAAs wasDvv = 1
4 . Nr = 2

RNs were employed in each of the two VAA groups, leading to a total of 2Nr = 4 relays. Since the

transmit signal powers of all the simulated systems (SNs to RNs and RNs to DN) were normalized

to unity, the equivalent SNR of the overall system was definedas 1
N0

, with N0 being the equivalent

2Normally, the closer the two VAAs, the stronger IVI and the poorer the achievable system performance.
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Table 5.4: The maximum minimum-determinantdmax−min(Q,L) for different combinations of(Q,L) for the system with the DBPSK at the SNs and

N = 1 receive antenna at the DN as well as for the system with the DQPSK system at the SNs andN = 2 receive antennas at the DN.

DBPSK at SNs andN = 1 receive antenna at DN

Q = 2 Q = 4 Q = 8 Q = 16

L = 2 dmax−min(2, 2) = 1.99846 dmax−min(4, 2) = 1.41065 dmax−min(8, 2) = 0.47171 dmax−min(16, 2) = 0.092138

L = 4 dmax−min(2, 4) = 1.21914 dmax−min(4, 4) = 0.75919 dmax−min(8, 4) = 0.21126 N/A

L = 8 dmax−min(2, 8) = 0.58578 dmax−min(4, 8) = 0.40317 N/A N/A

L = 16 dmax−min(2, 16) = 0.15224 N/A N/A N/A

DQPSK at SNs andN = 2 receive antennas at DN

Q = 2 Q = 4 Q = 8 Q = 16

L = 2 dmax−min(2, 2) = 1.99822 dmax−min(4, 2) = 1.41172 dmax−min(8, 2) = 0.42625 dmax−min(16, 2) = 0.10477

L = 4 dmax−min(2, 4) = 1.36047 dmax−min(4, 4) = 0.80871 dmax−min(8, 4) = 0.20731 N/A

L = 8 dmax−min(2, 8) = 0.58579 dmax−min(4, 8) = 0.42085 N/A N/A

L = 16 dmax−min(2, 16) = 0.15224 N/A N/A N/A
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Table 5.5: Optimal combinations(Qopt,Lopt) for supporting different numbers of users

K, associated with DBPSK or DQPSK at SNs andN = 1 or 2 receive antennas at DN.

K = 2 K = 3 K = 4 K = 5

(Qopt,Lopt) (Qopt,Lopt) (Qopt,Lopt) (Qopt,Lopt)

= (2, 2) = (4, 2) = (4, 4) = (4, 8)

system’s AWGN power. Taking into account the path losses in Eqs. (5.31) and (5.50), the noise

power at a RN was set toN0/Gsr while the noise power at the DN was given byN0/Grd. The set

of (K + 2) non-orthogonal random codes with the spreading factorLs = 256 was used to support

multiple K users and the two VAAs. The system parameters of the three-stage turbo coded DSTSK

aided MUSRC system of Fig. 5.9 are summarized in Table 5.6.

Table 5.6: System parameters of the three-stage turbo codedDSTSK aided MUSRC sys-

tem of Fig. 5.9.

Number of RNs in a VAA Nr

Number of Rx antennas N

Symbol durations per block T = Nr

Number of dispersion matrices Q

Distance between two VAAs Dvv

Distance between SN and RNs Dsr

Spreading factor Ls = 256

Number of users K

Modulation L-PSK

Channels Frequency-flat Rayleigh fading

Normalized Doppler frequency fd = 0.01

Detector MSDSD

Detection window size Nw

Interleaver blocklength 10, 000 bits

Outer channel code Half-rate RSC

Generator polynomials (Gr
RSC, GRSC) = (7, 5)8

Precoder URC

Number of inner iterations Iin = 2

Number of outer iterations Iout = 4
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5.3.3.1 DBPSK for SR transmission and DSTSK(2, 1, 2, Q,L) for RD transmission

We first considered the proposed DSTSK aided MUSRC system of Fig. 5.9 employing DBPSK

for the SR transmission and a DSTSK scheme of DSTSK(2, 1, 2, Q,L) for the RD transmission,

associated withNr = 2 relays in each of the two VAA groups and a DN equipped withN =

1 receive antenna. Various number ofQ dispersion matrices andL-PSK constellations may be

adopted by the DSTSK scheme at the RNs, depending on the number of usersK, as listed in

Table 5.3. The most appropriate or optimal combination(Qopt,Lopt) can be determined using the

proposed MMBCS algorithm as presented in Section 5.3.2. Theoptimal combinations(Qopt,Lopt)

corresponding to variousK can be found in Table 5.5. Therefore, we commenced our investigations

with the aid of the maximum achievable rate to verify the facts that the different combinations of

(Q,L) lead to different system performances and the optimal combination(Qopt,Lopt) found by

the MMBCS algorithm indeed offers the optimal performance.The simulation results obtained are

shown in Fig. 5.12, where the DSTSK aided MUSRC systems supporting K ∈ {3, 4} users were

considered, in conjunction with an MSDSD window size ofNw = 4. The normalized source-to-

relay distance was chosen asDsr = 0.51, which will be shown to be the optimal distance for the

system configurations used in this example later in this section.
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Figure 5.12: Maximum achievable rates of DSTSK(2, 1, 2, Q,L) aided MUSRC scheme

of Fig. 5.9 using different combinations of(Q,L) for supportingK = 3 and 4 users,

associated with DBPSK at SNs andN = 1 receive antenna at DN. All other system

parameters were summarized in Table 5.6.

It can be seen from Table 5.3 that forK = 3 users, there are two legitimate combinations of

(Q,L) = (4, 2) and (Q,L) = (2, 4). The corresponding maximum achievable rates of these

two configurations are shown in Fig. 5.12 as two dashed curves, where it is seen that both these

two DSTSK combinations are capable of achieving the system throughput of 3 bits/symbol at ap-
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proximately SNR= 7 dB. However, based on the fact that for near-capacity systems, a vanishingly

low BER may occur a few dBs beyond the system’s capacity, as exemplified latter by the BER

simulation results of Fig. 5.15, we may focus our attention on the system’s capacity point and its

immediate vicinity. It can be seen that the combination of(Q,L) = (4, 2) reach the half-rate

throughput of 1.5 bits/symbol at SNR= −3.8 dB, while the combination of(Q,L) = (2, 4) reach

the half-rate throughput at SNR= −3.4 dB. Beyond this point, the combination(Q,L) = (4, 2)

still outperforms the other combination(Q,L) = (2, 4). Clearly, the combination(Q,L) = (4, 2)

is the most appropriate configuration based on the system’s maximum achievable rate. This agrees

with the results produced by the proposed MMBCS algorithm aslisted in Table 5.5, which also

confirms that(Qopt,Lopt) = (4, 2) is the best configuration for supportingK = 3 users.
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Figure 5.13: Effects of different SR distances on the system’s maximum achievable rate

for the systems(Qopt,Lopt) = (4, 2) and(Qopt,Lopt) = (4, 4) to supportK = 3 and

K = 4 users, respectively. All other system parameters were summarized in Table 5.6.

The three maximum achievable rates for the system withK = 4 users are shown in Fig. 5.12

as solid curves, where we observe that the combination(Q,L) = (4, 4) reaches the half-rate

throughput point at approximately SNR= −3.7 dB, while the other two combinations require about

SNR= −3 dB. Additionally, beyond its half-rate SNR point, the combination (Q,L) = (4, 4)

outperforms the other two combinations, in terms of the maximum achievable rate. Therefore,

(Q,L) = (4, 4) can be regarded as the optimal combination, which again agrees with the results

of Table 5.5, provided by the proposed MMBCS algorithm. It isworth pointing out that all the

legitimate DSTSK configurations(Q,L) associated with the same number of usersK have the

same system complexity. According to the operational principle of our SISO-MSDSD invoked for

DSTSK, the size of the search-set is determined by the product Q · L, which in fact depends on

the number of usersK. Note that all the combinations have the same productQ · L, aslog2(Q ·
L) = K. In other words, given the number of usersK, the lower-bounded complexity of our
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SISO-MSDSD aided cooperative system is determined. This lower-bounded complexity is given in

Table 5.3 asNc, where the complexity is quantified in terms of the number of complex additions,

multiplications and absolute value calculations per user.

Fig. 5.13 shows the effects of the different SR distancesDsr on the maximum achievable rate

for the DSTSK systems(Qopt,Lopt) = (4, 2) to supportK = 3 users and(Qopt,Lopt) = (4, 4) to

supportK = 4 users, respectively, where the SR distances are chosen asDsr ∈ {0.25, 0.40, 0.51, 0.75}.

The maximum achievable rates associated with the system ofK = 3 users are shown as dashed

curves, where it can be seen that even though the curve ofDsr = 0.51 exhibits a lower through-

put in the low-SNR region, it reaches the half-rate throughput point at SNR= −3.8 dB, which is

smaller than the SNR values required by the other three SR distances. Additionally, theDsr = 0.51

scenario outperforms the others beyond its half-rate SNR point and up to about SNR= 2 dB, where

a vanishingly low BER is achieved as will be seen in Fig. 5.15.The four solid curves in Fig. 5.13

correspond to the maximum achievable rates associated withthe four SR distancesDsr for the sys-

tem of K = 4 users. It can be seen that similar to the3-user system, in the low-SNR region, the

curve of theDsr = 0.51 case for the 4-user system is relatively low, but it reaches the half-rate

point at SNR= −3.7 dB, which is earlier than the other three SR distance cases. Furthermore,

the Dsr = 0.51 scenario outperforms the other three cases up to SNR= 3 dB. Therefore, we can

conclude that the SR distanceDsr = 0.51 is optimal for this system configuration to support both

K = 3 and 4 users, in terms of the system maximum achievable rate.
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Figure 5.14: The EXIT characteristics and the corresponding decoding trajectory of the

proposed cooperative system(Qopt,Lopt) = (4, 4) for the given number ofK = 4 users

at SNR= −0.8 dB. All other system parameters were summarized in Table 5.6. The

corresponding BER curves are seen in Fig. 5.15.
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Fig. 5.14 portrays the EXIT chart [1] of the DSTSK aided MUSRCsystem(Qopt,Lopt) =

(4, 4) supportingK = 4 users and relying on a detection window size ofNw = 4. It can be seen

that an open tunnel exists between the EXIT curves of the inner MSDSD-URC decoder and of

the outer RSC decoder at SNR= −0.8 dB. The Monte-Carlo simulation based stair-case shaped

decoding trajectory, which closely matched the EXIT curves, is also provided at SNR= −0.8 dB.

This trajectory shows that the point of perfect convergenceat (1.0, 1.0) is reached with the aid of

Iout = 4 iterations, implying that our system supportingK = 4 users and relying on an MSDSD

detection window size ofNw = 4 is capable of achieving a vanishingly low error probability

beyond the point of SNR= −0.8 dB, as is confirmed by the BER curves of theK = 4-user system

characterized in Fig. 5.15.
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Figure 5.15: BER performance of the proposed cooperative system of Fig. 5.9 supporting

K = 1, 2, 3 and 4 users and the corresponding system capacity. The system employs

DBPSK at SNs andN = 1 receive antenna at DN. All other system parameters were

summarized in Table 5.6. The corresponding EXIT chart is seen in Fig. 5.14.

In a multi-user system exhibiting fairness, the BER performance should be identical for each

user. We plot the BER performance of the individual users in Fig. 5.15 for the cases ofK = 2, 3

and 4. The BER curve group indicated by “K = 4 users” contains the four individual users’ BERs,

while the BER curve group of “K = 3 users” represents the three individual users’ BERs. Finally,

the two BER curves of the two-user system as well as of the single-user benchmark are grouped

under the labels of “K = 2 users” and “K = 1-user benchmark”, respectively. It can be seen from

Fig. 5.15 that for the system supportingK ∈ {2, 3, 4} users, all the users in each case share the same

BER performance, implying that the same QoS is guaranteed for each of theK users. Additionally,

the system throughput for each of theK = 1, 2, 3 and 4 scenarios are also plotted in Fig. 5.15, where
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it can be seen that the differences between the capacity lines and “Turbo cliffs” are usually less than

3 dB, implying that our proposed DSTSK aided MUSRC scheme is indeed capable of achieving

near-capacity performance with the aid of three-stage serial-concatenated coding scheme.

Table 5.7: Comparison of the complexity boundsNc [98] for the DSTSK aided MUSRC

system and the conventional DPSK aided MUSRC system, both associated withNw = 4,

DBPSK at SNs andN = 1 receive antenna at DN. The DSTSK aided system employs 2

RNs per VAA and the conventional DPSK based system has a single RN per VAA.

Users K = 2 K = 3 K = 4 K = 5

DSTSK aided MUSRC(Nr = 2 per VAA) Nc = 180 Nc = 200 Nc = 250 Nc = 360

DPSK aided MUSRC(Nr = 1 per VAA) Nc = 35 Nc = 46 Nc = 70 Nc = 150
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Figure 5.16: Effects of MSDSD window sizeNw on the BER performance of the pro-

posed DSTSK aided MUSRC system, which employs DBPSK at SNs and N = 1 re-

ceive antenna at DN, as well as the BER performance comparison with the DSTSK non-

cooperative direct transmission system and the conventional DPSK aided MUSRC system.

All other system parameters were summarized in Table 5.6.

Fig. 5.16 shows the effects of the MSDSD detection window size Nw on the attainable BER

performance of our proposed system supportingK ∈ {2, 3, 4} users. It can be seen from the

results shown in Fig. 5.16 that the BER performance is improved as the window size increases from

Nw = 2 to 4, at the cost of a higher complexity. However, the complexity of the proposed MSDSD

scheme does not increase exponentially, hence the system’scomplexity remains acceptable for a

detection window size ofNw = 4. The BER performances of non-cooperative three-stage serial-

concatenated turbo coding aided DSTSK schemes relying on anMSDSD window size ofNw = 4
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are also included in Fig. 5.16 for the comparison with our proposed DSTSK aided MUSRC system.

Observe in Fig. 5.16 that the proposed DSTSK aided MUSRC system significantly outperforms the

non-cooperative DSTSK scheme. We also simulated a DPSK aided MUSRC system, where the

DSTSK scheme based onNr = 2 RNs per VAA invoked for relaying in our proposed DSTSK

aided MUSRC was replaced by the conventional DPSK based relaying relying on a single RN per

VAA. The performance of this DPSK aided MUSRC system supporting K = 4 users and with an

MSDSD window size ofNw = 4 is also included in Fig. 5.16. Observe from Fig. 5.16 that the

proposed DSTSK aided MUSRC offers a performance gain of about 3 dB over this DPSK aided

MUSRC, which is achieved at the cost of imposing a slightly higher complexity than the DPSK

aided MUSRC system, as confirmed by the complexity boundsNc of the two MUSRC systems

given in Table 5.7.

5.3.3.2 DQPSK for SR transmission and DSTSK(2, 2, 2, Q,L) for RD transmission
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Figure 5.17: Maximum achievable rates of DSTSK(2, 2, 2, Q,L) aided MUSRC scheme

of Fig. 5.9 using different combinations of(Q,L) for supportingK = 3 and 4 users,

associated with DQPSK at SNs andN = 2 receive antenna at DN. All other system

parameters were summarized in Table 5.6.

We also considered the proposed DSTSK aided MUSRC system of Fig. 5.9 employing DQPSK

for the SR transmission and a DSTSK scheme of DSTSK(2, 2, 2, Q,L) for the RD transmission,

associated withNr = 2 relays in each of the two VAA groups and a DN equipped withN = 2

antennas. We first quantified the maximum achievable rates for all the legitimate DSTSK con-

figurations(Q,L) supportingK ∈ {3, 4} users, respectively, in conjunction with an MSDSD

window size ofNw = 4. The SR distance was chosen asDsr = 0.4, which will be shown to be

the optimal distance for this DSTSK aided MUSRC system. The simulation results obtained are
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shown in Fig. 5.17, where the maximum achievable rates of thetwo DSTSK configurations sup-

portingK = 3 users are depicted as dashed cures, while the maximum achievable rates of the three

DSTSK configurations supportingK = 4 users are shown as solid curves. The results of Fig. 5.17

demonstrate that the configuration(Q,L) = (4, 2) is optimal for the 3-user system while the con-

figuration(Q,L) = (4, 4) is optimal for the 4-user system, in terms of the maximum achievable

rate. This observation agrees with the results provided by the proposed MMBCS algorithm listed in

Table 5.5, which again demonstrates the power of the MMBCS algorithm in selecting the optimal

DSTSK configuration(Qopt,Lopt) for the given number of usersK.
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Figure 5.18: Effects of different SR distances on the system’s maximum achievable rate

for the systems(Qopt,Lopt) = (4, 2) and(Qopt,Lopt) = (4, 4) to supportK = 3 and

K = 4 users, respectively. All other system parameters were summarized in Table 5.6.

The effects of SR distancesDsr on the maximum achievable rate of the proposed cooperative

system for the optimal combinations of(Qopt,Lopt) = (4, 2) and(Qopt,Lopt) = (4, 4) supporting

K ∈ {3, 4} users, respectively, are portrayed in Fig. 5.18, where the SR distances chosen for

our simulation wereDsr ∈ {0.2, 0.3, 0.4, 0.50}. The four dashed curves in Fig. 5.18 depict the

maximum achievable rates for theK = 3-user scenario, where it can be seen clearly that the

Dsr = 0.4 scenario outperforms the other three distances. The four maximum achievable rates for

the K = 4-user system are illustrated in Fig. 5.18 as solid curves, and it is clearly that the case

of Dsr = 0.4 outperforms the other three cases. Hence, for the DSTSK aided MUSRC system

employing the DQPSK for the SR transmission and a DSTSK scheme of DSTSK(2, 2, 2, Q,L) for

the RD transmission, the SR distance ofDsr = 0.4 is optimal.

Fig. 5.19 portrays the EXIT chart for the DSTSK aided MUSRC system(Qopt,Lopt) = (4, 4)

supportingK = 4 users and relying on a detection window size ofNw = 4. It can be seen that

an open tunnel exists at SNR= −2.4 dB. The Monte-Carlo simulation based stair-case shaped

decoding trajectory shows that the point of perfect convergence at(1.0, 1.0) is reached with the
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Figure 5.19: The EXIT characteristics and the corresponding decoding trajectory of the

proposed cooperative system(Qopt,Lopt) = (4, 4) for the given number ofK = 4 users

at SNR= −2.4 dB. All other system parameters were summarized in Table 5.6. The

corresponding BER curves are seen in Fig. 5.20.
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Figure 5.20: BER performance of the proposed cooperative system of Fig. 5.9 supporting

K = 1, 2, 3 and 4 users and the corresponding system capacity. The system employs

DQPSK at SNs andN = 2 receive antenna at DN. All other system parameters were

summarized in Table 5.6. The corresponding EXIT chart is seen in Fig. 5.19.
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aid of Iout = 4 iterations. Hence our system supportingK = 4 users with an MSDSD detection

window size ofNw = 4 is capable of achieving a vanishingly low error probabilitybeyond the

point of SNR= −2.4 dB, which is also confirmed by the BER curves of theK = 4-users system

provided in Fig. 5.20. In Fig. 5.20, we plot the BER performance of the individual users for the

systems supportingK = 2, 3 and 4 users, respectively, where it can be seen clearly that all the users

in each system exhibit an identical BER performance, indicating that the same QoS is guaranteed

for each of theK users. TheK = 1 user performance is included as a benchmark. By comparing

the BER “Turbo cliffs” with their corresponding capacity lines in Fig. 5.20, we observe that our

DSTSK aided MUSRC scheme is capable of achieving near-capacity performance with the aid of

three-stage serial-concatenated coding scheme.

5.4 Chapter Summary and Conclusions

In Section 5.2, we first introduced the MSDSD aided DSTSK system and demonstrated that the

MSDSD was capable of mitigating the error-floor in differential MIMO systems, while maintaining

a lower computational complexity than its coherent-detection-assisted counterpart. Additionally,

based on the MSDSD assisted DSTSK system, we proposed the MUSRC system of Fig. 5.9 in

Section 5.3.

Specifically, the general introduction of differential MIMO systems and cooperative communi-

cation systems was provided in Section 5.1. To be more explicit, it was pointed out in Section 5.1.1

that unlike coherent MIMO schemes, differential MIMO schemes do not require CSI for performing

data detection. As a result, high-complexity CE schemes maybe avoided, which is advantageous,

especially when number of antennas or the fading rate is high. However, it was also mentioned

that CDD assisted differential schemes usually suffer froma characteristic 3 dB SNR penalty.

Against this background, the MSDD philosophy of Section 5.1.1 was introduced for compensating

this performance loss. However, due to the exponentially increased computational complexity of

an increased window sizeNw, the value ofNw has to remain moderate. Then the novel concept

of MSDSD was proposed for the sake of reducing the detection complexity, compared to MSDD,

while enhancing the achievable BER performance. Section 5.1.2 generally discussed the concept of

cooperative communications, where differential schemes may be applied, since no CSI is required.

Two major types of cooperation were considered in the literature, namely the AF and DF relaying

protocols. Additionally, it was also mentioned in Section 5.1.2 that the conventional two-phase op-

eration of relaying systems suffer from a 50% throughput loss. Therefore, the concept of successive

relaying systems may be invoked in conjunction with the DS-CDMA technique for recovering this

throughput loss.

Section 5.2 reviewed the family of MSDSD aided DSTSK systems. More explicitly, the dif-

ferential encoding transmitter structure of DSTSK was described in Fig. 5.2 of Section 5.2.1.

Then the hard-decision and soft-decision MSDSD aided DSTSKsystems were introduced in Sec-
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tions 5.2.2 and 5.2.3, respectively. The corresponding simulation results of MSDSD aided DSTSK

were shown in Section 5.2.4. More specifically, it was found from the simulations of Fig. 5.4, Fig.

5.5 and Fig. 5.6 that the MSDSD was capable of mitigating the error-floor of CDD based DSTSK

schemes, especially when the fading rate is high, e.g. giventhe normalized Doppler frequency of

fd = 0.03. Additionally, it was seen from Fig. 5.4, Fig. 5.6, and Fig. 5.8 that in a relatively fast

fading environment, the performance of the MSDSD might be enhanced by expanding the window

size at the cost of an increased computational complexity. Moreover, it was also found from the

comparison between Fig. 5.3 and Fig. 5.5 that employing MIMOtechniques helped in reducing

the error-floor due to their increased diversity gain. Finally, it was shown in Fig. 5.7 and Fig. 5.8

that the three-stage serial concatenated turbo coding scheme of Fig. 5.10 could be invoked for the

sake of significantly improving the system’s performance. We have summarized the performance

of MSDSD aided DSTSK systems of Fig. 5.2 in Table 5.8, including the throughput, required SNR

for achieving BER= 10−6 and complexity order.

Table 5.8: Performance summary of MSDSD aided DSTSK(2,2,2,4,QPSK) and

DSTSK(2,1,2,4,QPSK) systems of Fig. 5.2 at BER= 10−6. The corresponding systems’

normalized throughput isR = 2 bits/symbol. Their MSDSD complexity lower bound is

on the order ofCMSDSD = Q · L(Nw − 1).

MIMO Scheme fd Nw SNR (Uncoded) SNR (Coded) CMSDSD Figure

[dB] [dB]

DSTSK(2,2,2,4,QPSK) 0.01 2 23 4.9 16 Fig. 5.3 and

4 22.5 3.9 48 Fig. 5.7

6 22.5 3.3 80

0.03 2 Error-floor 5.1 16 Fig. 5.4 and

4 26 4.1 48 Fig. 5.8

6 24 3.6 80

DSTSK(2,1,2,4,QPSK) 0.01 2 Error-floor 16 Fig. 5.5

4 40 48

6 38 80

0.03 2 Error-floor 16 Fig. 5.6

4 42 48

6 40 80

The DSTSK aided MUSRC system of Fig. 5.9 was proposed in Section 5.3. To be more ex-

plicit, the two-phase alternating operation principle wasintroduced in Section 5.3.1.1, where it was

shown that by adopting the successive relaying, the conventional 50% throughput loss could be

recovered. The relay architecture was introduced in Section 5.3.1.2, while the operations of the
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SNs, RNs and DN were described in Sections 5.3.1.3, 5.3.1.4 and 5.3.1.5, respectively. In Sec-

tion 5.3.2, the MMBCS proposed in Chapter 2 was employed for the DSTSK scheme to select the

optimal configuration for the MUSRC system. The corresponding simulation results investigation

were provided in Fig. 5.12 to Fig. 5.20 of Section 5.3.3, where it was shown that the proposed

DSTSK aided MUSRC system was capable of achieving a near-capacity performance, while main-

taining a low complexity. We have summarized the performance of the proposed MUSRC systems

of Fig. 5.9 in Table 5.9, including the number of supported usersK, required SNR for achieving

BER= 10−6 and complexity order.

Table 5.9: Performance summary of DSTSK aided MUSRC systemsof Fig. 5.9 at BER=

10−6. The MSDSD complexity lower bound is on the order ofCMSDSD = Q · L(Nw − 1).

Cooperatie Scheme fd Nw K SNR CMSDSD Figure

[dB]

DBPSK and DSTSK(2, 1, 2, Q,L) 0.01 4 1 -4.1 12 Fig. 5.15

2 -3.9 24

3 -3.4 42

4 -0.8 72

DBPSK and DSTSK(2, 1, 2, Q,L) 0.01 2 2 -2.4 8 Fig. 5.16

3 -1.9 14

4 -0.4 24

DQPSK and DSTSK(2, 2, 2, Q,L) 0.01 4 1 -4.9 18 Fig. 5.20

2 -4.4 36

3 -3.3 60

4 -2.4 96



Chapter 6
Conclusions and Future Research

In this concluding chapter, we will provide the overall summary and conclusions of this treatise

in Section 6.1. Design guidelines for the MIMO systems discussed in this thesis will be listed in

Section 6.2. Then several promising topics will be briefly discussed as future research directions

Section 6.3.

6.1 Summary and Conclusions

• Chapter 2: In Chapter 2, we briefly reviewed a pair of MIMO systems, namely the SDM/V-

BLAST and STSK. The system model and performance investigation of uncoded SDM/V-

BLAST were detailed in Section 2.1. More specifically, the system model of uncoded

SDM/V-BLAST was introduced in Section 2.1.1, where the optimal ML detection rule was

formulated in Eq. (2.5). Additionally, it was also pointed that the optimal ML solution of

SDM/V-BLAST might impose excessive detection complexity,as the total number of Tx an-

tennas was increased. In this case, the family of linear detectors, such as the MMSE and ZF

detectors may be employed for the sake of achieving a lower complexity, at the expense of

a performance loss. The corresponding simulation results based on optimal ML detection of

uncoded SDM/V-BLAST were provided in Fig. 2.2, Fig. 2.3, Fig. 2.4, Fig. 2.5 and Fig. 2.6

of Section 2.1.2, where it was demonstrated that the system’s throughput might be improved

by either employing higher order modulations or by increasing the number of Tx antennas,

while owing to the lack of transmit diversity, a diveristy gain could only be achieved by

employing multiple AEs at the receiver side. For the sake of achieving a near-capacity per-

formance, the powerful three-stage serial-concatenated turbo coded SDM/V-BLAST MIMO

system of Fig. 2.7 was introduced in Section 2.2, where it waspointed out that a URC may be

employed to beneficially spread theextrinsic information across the iterative decoder compo-

nents to avoid the well-known error-floor exhibited by the conventional turbo schemes. This

was confirmed by the BER performance characterized in Section 2.2.2, as exemplified by the
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Sections Contributions

Section 2.1 Reviewed the system model and performance of uncoded SDM/V-

BLAST system, pointing out that the optimal ML solution might

impose an exponentially increased detection complexity, while the

low-complexity linear detectors might experience a performance loss.

Our simulation results demonstrated that a diversity gain can only be

achieved at the receiver side.

Section 2.2 Conceived a three-stage turbo coded SDM/V-BLAST MIMO system for

the sake of eliminating the potential error-floor and for achieving a near-

capacity performance.

Section 2.3 Introduced the novel concept of STSK systems and detailed its system

design, computational complexity, maximum achievable diversity, as

well as its dispersion matrix design. Proposed a MMBCS algorithm

for selecting the most appropriate STSK configurations.

Section 2.4 Developed a three-stage serial-concatenated turbo codingaided CSTSK

MIMO system for the sake of achieving a near-capacity performance.

Table 6.1: Summary of contributions of Chapter 2.

results shown in Fig. 2.9, Fig. 2.13, etc. Additionally, EXIT charts were adopted as a tool

for predicting the convergence behaviour of the iterative decoder, as shown in Fig. 2.8 and

Fig. 2.10.

As a more recent MIMO concept, CSTSK modulation scheme of Fig. 2.17 was introduced

in Section 2.3, in terms of its system model, computational complexity, maximum achiev-

able diversity order and dispersion matrix generation. More specifically, Section 2.3.1 gave

an overview of the system design of the novel STSK scheme. A four-step STSK encoding

procedure was shown in Fig. 2.17, where it may be seen that in each symbol block, log2(Q)

information bits were encoded by activating one out ofQ dispersion matrices, while another

log2(L) bits were modulated by the conventionalL-PSK/QAM modulations. In this way,

an extra log2(Q) bits may be encoded by the STSK scheme, leading to an improvedsystem

throughput formulated in Eq. (2.9). Due to the elimination of ICI, facilitated low-complexity

single-antenna-based ML detection, which was expressed inEq. (2.20), associated with the

corresponding computational complexity detailed in Eq. (2.21) and (2.22) for fast and slow

fading, respectively. The maximum achievable diversity order of the CSTSK systems was

characterized in Eq. (2.25) asN · min(M, T), implying that solely increasingM beyondT

or increasingT beyondM made no further contribution to the attainable diversity gain. The

generation of dispersion matrices was detailed in Section 2.3.4, where a random search al-

gorithm was adopted for optimizing the PSEP formulated in Eq. (2.27). We also proposed a
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novel MMBCS algorithm in Section 2.3.5, which was demonstrated to be capable of selecting

the most appropriate STSK configuration, while avoiding thetime-consuming Monte-Carlo

simulation based approach. The uncoded CSTSK MIMO system’sperformance was then

intensively investigated in Fig. 2.18, Fig. 2.19, Fig. 2.20, Fig. 2.21, Fig. 2.22, Fig. 2.23,

Fig. 2.24, Fig. 2.25, Fig. 2.26 and Fig. 2.27 of Section 2.3.6based on various CSTSK

configurations. By analysing the results obtained from the above-mentioned simulation fig-

ures, it was concluded that the proposed CSTSK scheme was capable of striking a flexible

tradeoff between the MIMO’s diversity and multiplexing gains, while again, facilitating the

low-complexity single-antenna-based ML detection owing to the elimination of ICI. Finally,

the three-stage serial-concatenated turbo coding aided CSTSK MIMO system of Fig. 2.28

was developed in Section 2.4 for the sake of achieving a near-capacity performance, where

it was demonstrated that with the aid of three-stage turbo codes, CSTSK was capable of

achieving an infinitesimally low BER and a near-capacity performance, as demonstrated by

the BER results depicted in Fig. 2.30 and Fig. 2.32.

We have summarised the major contributions of Chapter 2 in Table 6.1.

• Chapter 3: Chapter 3 mainly focused on the CE schemes conceived for thecoherently de-

tected MIMO systems discussed in Chapter 2. To be more specific, the system model of

conventional TBCE constructed for CSTSK systems of Fig. 3.1was introduced in Section

3.2.1, and the corresponding performance investigation was provided in Fig. 3.2, Fig. 3.3,

Fig. 3.4, Fig. 3.5, Fig. 3.6, Fig. 3.7, Fig. 3.8 and Fig. 3.9 ofSection 3.2.2 based on the

CSTSK MIMO system, under both uncoded and three-stage serial-concatenated turbo coded

scenarios. Two metrics, namely the BER and the MCE have been adopted for assessing the

performance of the CE based schemes. As expected, the simulation results of Fig. 3.2, Fig.

3.4, Fig. 3.6, Fig. 3.8 and Fig. 3.9 confirmed that in order forthe TBCE based scheme

to approach the perfect CSI benchmark, a high PO (a large number of training blocks) was

required, hence substantially reducing the system’s effective throughput. For example, from

the BER performance of TBCE shown in Fig. 3.2, it may be seen that as PO increased, the

BER performance was improved, and when the PO becameOp = 12% (MT = 30), the

BER curve of TBCE approached that of the perfect CSI case. Additionally, in order to solve

the throughput loss problem faced by TBCE, SBCE schemes wereintroduced in Fig. 3.10

of Section 3.3, in which the detected bits and training symbol blocks were used jointly for

further DDCE. The corresponding simulation results were presented in Fig. 3.11, Fig. 3.12,

Fig. 3.13, Fig. 3.14, Fig. 3.15, Fig. 3.16, Fig. 3.17 and Fig.3.18 of Section 3.3.2 in terms of

the BER and MCE metrics. The BER results shown in Fig. 3.11, Fig. 3.13, Fig. 3.14, Fig.

3.16, and Fig. 3.17 demonstrated that the SBCE based schemeswere capable of approaching

the performance of the perfect CSI scenario with the aid of a low PO, substantially outper-

forming the TBCE scheme utilizing the same PO. Additionally, from the MCE simulations

depicted in Fig. 3.12, Fig. 3.15 and Fig. 3.18, it might be clearly seen that typically as
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few as Ice = 5 iterations were sufficient for the MCE to converge, and over acertain SNR

threshold range, the SBCE based scheme was capable of reaching the ultimate performance

bound associated with perfect CSI.

Based on the concept of SBCE introduced in Section 3.3, our novel BBSBCE scheme de-

signed for the three-stage turbo coded CSTSK regime of Fig. 3.20 was proposed in Section

3.4. Firstly, the conventional arrangements of CE and turbodetection MIMO schemes of

Fig. 3.19 were discussed in Section 3.4.1 and two major limitations were recognized. Firstly,

the conventional turbo coded CE scheme utilizing the entiredetected data frame for DDCE

introduces an extra CE loop, leading to a significant increase in computational complex-

ity. Secondly, the detected frame contains erroneous decisions, leading to potentially serious

error propagation, which may degrade the system’s achievable performance. In order to over-

come these limitations, the efficient yet low-complexity BBSBCE based scheme of Fig. 3.20

and Fig. 3.21 was detailed in Section 3.4.2. A high system throughput was maintained, since

the proposed scheme only utilized a low PO for generating an initial CE. Most significantly,

unlike the existing methods, the proposed BBSBCE scheme didnot require an extra itera-

tive loop between the CE and the turbo detector-decoder, since the BBSB iterative CE was

naturally embedded into the original iterative three-stage demapping-decoding turbo loop.

Furthermore, since only high-confidence decision blocks are selected in the BBSBCE based

scheme, the error propagation problem exhibited by conventional SBCE schemes was miti-

gated. In this way, the complexity order of BBSBCE seen in Table 3.7 became close to that

of the idealised three-stage turbo demapping-decoding scheme associated with perfect CSI.

Additionally, the CRLB was introduced in Section 3.4.3, which was capable of characterizing

the best attainable performance of our proposed BBSBCE algorithm. The performance of the

proposed BBSBCE algorithm was extensively investigated inFig. 3.24, Fig. 3.25, Fig. 3.26,

Fig. 3.27, Fig. 3.28, Fig. 3.29, Fig. 3.30, Fig. 3.31, Fig. 3.32 and Fig. 3.33 of Section 3.4.4.

More specifically, it was confirmed in Fig. 3.26 and Fig. 3.31 that the proposed semi-blind

BBSBCE and three-stage turbo demapping-decoding scheme was capable of approaching

the near-capacity performance bound of the idealised three-stage turbo detector-decoder at

the same number of turbo iterations. Additionally, Fig. 3.28 and Fig. 3.33 confirmed that

the proposed BBSBCE was capable of approaching the CRLB associated with the specific

number of training sequence length related to the frame length.

In Section 3.5, the BBSBCE algorithm was improved by incorporating the concept of soft-

decision based CE scheme for the sake of further reducing theeffects of erroneous decisions

in our SBCE scheme, namely in the BBSB-SCE arrangement. Morespecifically, we firstly

demonstrated that the soft-decision aided CE was inappropriate for the STSK MIMO system.

Then a novel semi-blind joint BBSB-SCE and three-stage turbo detection-decoding scheme

was proposed for near-capacity SDM/V-BLAST MIMO systems inSection 3.5.1. The soft

symbol estimation invoked for soft-decision based CE was first reviewed in Section 3.5.1.1.



6.1. Summary and Conclusions 225

Then the system model of the BBSB-SCE aided scheme seen in Fig. 3.40 was detailed in

Section 3.5.1.2. The corresponding simulation results were provided in Section 3.5.2, where

it was confirmed in Fig. 3.43 that with the aid of selecting ‘just-sufficient’ number of reli-

able decision blocks and by employing the soft-decision based CE, the proposed BBSB-SCE

based scheme was capable of approaching the optimal ML performance bound associated

with perfect CSI, while maintaining a high system effectivethroughput and without impos-

ing an excessive computational complexity. Additionally,the BBSB-SCE operating in time

varying environments was also considered, where it was pointed out that there was a trade-off

between the time-varying channel’s estimator’s (TVCE) performance and the turbo channel

decoder’s performance, as shown in Fig. 3.48.

We have summarised the major contributions of Chapter 3 in Table 6.2.

Sections Contributions

Section 3.2 Reviewed the system model and the performance of the TBCE scheme

of Fig. 3.1 for MIMO systems, and confirmed that TBCE was capable

of obtaining accurate CSI at the expense of reducing system’s overall

throughput.

Section 3.3 Introduced the system model of Fig. 3.10 and characterized the perfor-

mance of SBCE scheme invoked for MIMO systems, confirming that

SBCE was capable of obtaining accurate CSI with the aid of a small

PO, hence maintaining a high system throughput.

Section 3.4 Proposed a novel BBSBCE algorithm, which reduced the effects of error

propagation imposed on SBCE schemes by selecting only high-quality

decisions. Additionally, the CE loop was embedded in a turboloop of

Fig. 3.20, leading to further complexity reduction.

Section 3.5 Incorporated the BBSBCE of Fig. 3.20 in Section 3.4 with softCE for

the sake of further reducing the effects of error propagation.

Table 6.2: Summary of contributions of Chapter 3.

• Chapter 4: Chapter 4 mainly focused on the AS schemes designed for MIMOsystems.

This is motivated by the fact that MIMO systems utilize multiple RF chains, hence their

power consumption and hardware costs tend to be substantial. Moreover, for massive MIMO

systems and particularly for millimetre-wave based MIMO systems, the number of available

antenna array elements increases massively, while in practice the number of available RF

chains is typically limited. As a remedy, AS offers a low-cost, low-complexity technique of

reducing the number of RF chains utilized at the transmitterand/or receiver, while retaining

the significant advantages of MIMO systems. Section 5.1 briefly introduced the concept

of AS for MIMO systems. More specifically, two popular AS optimization criteria were
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discussed in Section 4.1.1, namely the CBAS and NBAS. Then three AS arrangements were

introduced in Section 4.1.2 as TxAS, RxAS and JTRAS. Additionally, since CSI is required

for AS aided MIMO systems, we briefly introduced the background of CE schemes for AS

in Section 4.1.3.

Sections Contributions

Section 4.1 Briefly introduced the concept of AS for MIMO systems. Two popular

AS criteria (CBAS and NBAS), three arrangements (TxAS, RxASand

JTRAS) were reviewed.

Section 4.2 Proposed a simple yet efficient NBJTRAS algorithm for MIMO sys-

tems, which was demonstrated to be capable of improving the MIMO

system’s BER and throughput.

Section 4.3 Further proposed a novel TTCE scheme for NBJTRAS aided MIMO

systems by exploiting the fact that AS was less sensitive to CE errors

than data detection.

Table 6.3: Summary of contributions of Chapter 4.

In Section 4.2 we proposed a simple yet efficient NBJTRAS algorithm for MIMO systems.

More specifically, the system description was provided in Section 4.2.1 based on perfectly

known CSI. An example was provided to clearly show the process of the proposed NBJTRAS

algorithm in Fig 4.8. Section 4.2.1.3 analysed the complexity of our proposed NBJTRAS

algorithm, where it was shown that the complexity of NBJTRASwas significantly lower

than that of an exhaustive search, especially when the number of Tx/Rx antennas was high.

The corresponding simulation results of NBJTRAS aided MIMOsystems were presented in

Section 4.2.2 based on perfect CSI. The NBJTRAS designed foruncoded CSTSK systems

was firstly investigated in Section 4.2.2.1 in an independently fading environment, where

Fig. 4.10, Fig. 4.12 and Fig. 4.14 confirmed that NBJTRAS was capable of improving the

BER performance of MIMO systems compared to the conventional MIMO systems utilizing

the same number of RF chains. By contrast, Fig. 4.11, Fig. 4.13 and Fig. 4.15 showed that

the attainable MIMO channels’ throughput performance was also improved by employing

NBJTRAS. Then the performance of NBJTRAS invoked for three-stage turbo coded SDM/V-

BLAST systems was investigated in Section 4.2.2.2 under both independent and spatially

correlated fading environments, where it was found that at alow spatial correlation level,

the NBJTRAS aided MIMO system was capable of achieving the same performance gain

over the conventional MIMO system using no AS, as in the independent fading environment,

while in the highly correlated channel environment, the NBJTRAS aided MIMO was still

capable of outperforming the conventional MIMO, but provided a lower performance gain.

Since CSI is usually needed in AS aided MIMO systems, we investigated CE schemes con-
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ceived for the proposed NBJTRAS algorithm in Section 4.3. More specifically, we first

introduced the simple TBCE scheme designed for NBJTRAS in Section 4.3.1 based on the

RF chain reuse scheme of Fig. 4.25. It was found from the simulation results of Fig. 4.26

and Fig. 4.28 that due to the reason that AS operation was relatively insensitive to the CE

errors, conventional TBCE associated with a low PO was adequate for AS. However, since

the CE errors had a more significant impact on the data detection performance, there still ex-

isted a certain performance gap between the TBCE aided NBJTRAS system and the perfect

CSI scenario. In order to circumvent this problem, we proposed the novel TTCE scheme of

Fig. 4.32 in Section 4.3.2, which included TBCE of Fig. 4.24 for AS and initial data detec-

tion. It also included DDCE of Fig. 3.10 for further CE refinement and data detection. The

corresponding BER performance shown in Fig. 4.33 and the MCEconvergence performance

depicted in Fig. 4.34, confirmed that with only a low PO, the BER performance of TTCE

aided NBJTRAS was capable converging to the perfect CSI based performance.

We have summarised the major contributions of Chapter 4 in Table 6.3.

• Chapter 5: Chapter 5 mainly focused on the MSDSD aided DSTSK system forthe sake

of avoiding complex CE. Section 5.1 gave a brief introduction to both differential detection

and to cooperative communications. More specifically, it was pointed out in Section 5.1.1

that differential detection did not require CSI and therefore, complex CE could be avoided.

However, it was also observed that the conventional CDD experiences the well-known 3 dB

performance loss and that an irreducible error-floor may be formed in the presence of fast fad-

ing channels. Then MSDD was proposed for solving the problems of CDD and MSDSD was

further developed for the sake of reducing the excessive complexity imposed by MSDD. Sec-

tion 5.1.2 introduced the concept of cooperative communications, where differential MIMO

techniques are attractive, since no CSI was needed.

The system description of Fig. 5.2 and performance results of MSDSD aided DSTSK were

detailed in Section 5.2, where both hard-decision and soft-decision aided MSDSD were dis-

cussed. The corresponding simulation results were provided in Fig. 5.3, Fig. 5.4, Fig. 5.5,

Fig. 5.6, Fig. 5.7 and Fig. 5.8 of Section 5.2.4. As it was confirmed in Fig. 5.3 and Fig.

5.4, in relatively fast fading environments that CDD might exhibit an irreducible errror floor,

while the MSDSD was capable of mitigating the error-floor. The DSTSK aided cooperative

communication system of Fig. 5.9 was proposed in Section 5.3, namely the MUSRC. More

specifically, DSTSK transmission was employed at the RNs, which was detected with the aid

of SISO-MSDSD at the DN. Additionally, the MMBCS algorithm introduced in Section 2.3.5

was employed to select the optimal DSTSK configuration for supporting a specific number

of users. Moreover, we adopted a successive relaying architecture for recovering the conven-

tional 50% half-duplex relaying-induced throughput loss,albeit at the cost of supporting less

users.
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Sections Contributions

Section 5.1 Briefly introduced the differential detection philosophy and the concept

of cooperative communications.

Section 5.2 Investigated the family of MSDSD aided DSTSK systems.

Section 5.3 Proposed the MUSRC system of Fig. 5.9 based on MSDSD aided

DSTSK.

Table 6.4: Summary of contributions of Chapter 5.

Coherent Versus Differential MIMOs : In this thesis, coherent versus differential MIMO systems

have been discussed. Naturally, coherent MIMO systems require CSI for performing data detection.

In this case, accurate yet efficient CE schemes are desired. We have introduced three major types

of CE techniques, namely the TBCE, BCE and SBCE of Section 1.2. It has been demonstrated

in Fig. 3.2 that the conventional TBCE scheme is capable of achieving accurate CE at the cost

of significantly reduced throughput loss. BCE does not reduce the system’s throughput, but it is

widely recognized that the BCEs impose a high complexity andslow convergence, whilst suffering

from unavoidable estimation and decision ambiguities. This potentially limits the applications of

BCE schemes. Against this background, in Section 3.3 SBCE schemes were proposed for achieving

accurate CE without significantly reducing the system’s throughput. Moreover, in Section 3.4.2, we

proposed a BBSBCE scheme for three-stage turbo coded near-capacity coherent MIMO systems,

which has been demonstrated to be capable of approaching theoptimal performance obtained by

perfect CSI.

As a counterpart of coherent MIMO systems, differential MIMO systems were discussed in

Chapter 5, where no CSI is required for performing data detection. However, compared to coherent

MIMOs, differential MIMOs may have a lower design flexibility since transmitted data blocks have

to rely on unitary matrices. More importantly, CDD invoked for differential MIMOs experiences

3 dB performance loss and the Doppler frequency also affectsthe performance of CDD schemes.

To be more explicit, when the Doppler frequency increases, the system performance will be sig-

nificantly degraded, leading to an error floor in CDD schemes.MSDD schemes lead to a lower

performance discrepancy between the coherent and differential schemes. However, the detection

complexity increases exponentially with the detection window sizeNw. In order to conceive low-

complexity ML-MSDD for Rayleigh fading channels, the MSDSDof Section 5.2 was proposed,

which introduces the concept of SD into MSDD schemes for the sake of reducing the computational

complexity.

From the above discussion, it may be concluded that even though CSI is required for coherent

MIMOs, they are attractive due to their capability of providing a higher design flexibility compared

to their differential counterparts. Additionally, with the aid of the proposed low-complexity BB-
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SBCE scheme, the system’s performance may be capable of approaching the perfect CSI bound.

On the other hand, with the aid of MSDSD, differential MIMOs are capable of reducing the per-

formance gap compared to its coherent counterpart and may find its applications in the case that

obtaining CSI is impractical, i.e. in cooperative communication systems. The comparison between

coherent and differential MIMOs are summarized in Table 6.5.

Table 6.5: Coherent versus differential MIMO systems.

MIMO Types Coherent MIMO Differential MIMO

CSI Required, may be obtained by

TBCE, BCE or SBCE, etc

Not required

Design flexibility High Low

Detectors ML, MMSE, ZF, etc CDD, MSDD, MSDSD, etc

Applications Wide range of applications when

CE is practical

Preferred when CE becomes im-

practical

6.2 Design Guidelines

Improving the overall quality of wireless systems in terms of striving for a better compromise

amongst the conflicting design constrains of, i.e. BER, effective throughput, coding rate, etc., are

the basic motivation of our designs. These efforts led to thedesign guidelines listed below:

• Compared to the conventional single-antenna aided systems, MIMO systems are capable of

providing spatial diversity and/or multiplexing gains. Accordingly, for the sake of achieving

MIMO advantages, we may opt for invoking two types of MIMOs – SDM/V-BLAST and

novel STSK systems.

• However, the performance of MIMOs heavily relies on the accuracy of CE, which may be-

come a crucial component in coherent MIMO communication systems. Conventional TBCE

schemes of Fig. 3.1 is capable of acquiring accurate CSI by employing a high PO, which may

substantially reduce the system’s effective throughput. The BCE techniques have attracted

significant attention. However, it is well-known that blindmethods not only impose a high

complexity, while exhibiting a slow convergence, but also suffer from inherent estimation

and decision ambiguities.

• The SBCE scheme of Fig. 3.10 is proposed for solving the above-mentioned problems of

TBCE and BCE, which is capable of significantly improving theCE accuracy, while em-

ploying only a low PO, hence maintaining a high system throughput. Additionally, the joint

CE and turbo detection/decoding philosophy of Fig. 3.19 is attractive, since the turbo detec-

tor/decoder is capable of feeding back more reliable detected signals to assist the DDCE and
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likewise, more accurate channel estimates will result in anincreasingly more accurate turbo

detector/decoder output.

• However, there are two major limitations of conventional joint CE and turbo detection schemes

of Fig. 3.19. Firstly, the conventional turbo coded CE scheme utilizing the entire detected

data frame for DDCE introduces an extra CE loop, hence leading to a significant increase

in computational complexity. Secondly, the detected framecontains erroneous decisions,

potentially leading to serious error propagation, which may degrade the system’s achievable

performance.

• For the sake of avoiding the above-mentioned limitations ofconventional joint CE and turbo

detection schemes of Fig. 3.19, we may use a low-complexity joint BBSBCE and three-stage

iterative demapping/decoding scheme of Fig. 3.20 for near-capacity CSTSK systems, which

does not impose an extra iterative loop between the channel estimator and the three-stage

turbo detector. Additionally, only the “high quality” or “more reliable” blocks-of-bits are

selected for further DDCE, for the sake of reducing both the error propagation and the CE

complexity.

• Additionally, in order to further mitigate the effects of “bad” decisions to certain extent and

to improve the system’s performance, we opt for using a novelBBSB-SCE scheme in Section

3.5.

• Even though the above-mentioned CE schemes may help to efficiently realize the “MIMO

advantages”, it may also be realized that since MIMO systemsutilize multiple RF chains

both at transmitter and receiver, their power consumption and hardware costs are substantial.

Moreover, for massive MIMO systems and particularly for millimetre-wave based MIMO

systems, the number of available antenna array elements increases massively, while in prac-

tice the number of available RF chains is typically limited.

• For the sake of removing the above-mentioned barriers of MIMOs, we may introduce the

concept of AS into MIMO systems, which offers a low-cost, low-complexity technique of

reducing the number of RF chains utilised at the transmitterand/or receiver, while retaining

the significant advantages of MIMO systems.

• Generally, two popular optimization criteria can be used for AS algorithms, namely the

CBAS and NBAS of Sections 4.1.1.1 and 4.1.1.2. The optimal CBAS may be achieved by

a complex full-search, while sub-optimal algorithms may lead to certain performance loss.

Moreover, it has been demonstrated that NBAS algorithms arecapable of approaching the

performance of CBAS techniques, while imposing a lower AS complexity.

• Against this background, we may opt for using the low-complexity yet efficient NBJTRAS

algorithm of Section 4.2 in MIMO systems, which is capable ofsignificantly improving the

attainable MIMO performance. Additionally, the proposed NBJTRAS aided MIMO system
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is capable of achieving an extra diversity gains over that ofthe conventional MIMO sys-

tem relying on the same number of RF chains and operating without AS, albeit this gain is

achieved at the cost of employing more AEs than the latter.

• In the AS aided MIMO systems of Fig. 4.7, CSI is usually required for performing both AS

and data detection. The TBCE scheme of Fig. 4.24 is often preferred due to its simplic-

ity. However, the conventional TBCE schemes are capable of generating accurate MIMO

CSI only at the cost of imposing a potentially excessive PO, which significantly erodes the

system’s throughput, while simutaneously imposing an excessive CE complexity.

• Additionally, it has been shown in Fig. 4.28 that for AS aidedMIMO systems, AS requires a

less accurate CSI, while data detection must rely on a very accurate channel estimate.

• Against this background, we may employ TTCE scheme proposedin Section 4.3.2 relying on

a low PO for assisting the NBJTRAS aided MIMO system, which maintains a high system

throughput, while imposing a low computational complexity. To be more explicit, in tier

one of the proposed TTCE scheme of Fig. 4.32, a low-complexity yet low-pilot-overhead

based TBCE scheme relying on RF chain reuse generates a coarse initial estimate of the full

MIMO channel matrix using only a low number of training symbol blocks. Then NBJTRAS

is carried out based on this rough CE, and the selected TAs andRAs are activated for actual

data transmission. In tier two of the proposed scheme, a SBCEscheme is employed. As

seen in of Fig. 4.32, this scheme relies on the selected subset channel matrix, obtained in

the tier-one NBJTRAS stage, as the initial MIMO CE for activating the decoding process

invoked for detecting the data as well as for refining the CE.

• From all the above discussion, it may be concluded that realizing the potential MIMO ad-

vantages requires the AEs to be sufficiently far apart. This becomes impractical due to the

physical size of mobile devices. Fortunately, we may rely onthe concept of a distributed

MIMO techniques, namely on cooperative communications, where the individual single-

antenna based mobile devices may for a VAA for the sake of achieving spatial diversity.

• Due to the dual-phase operations, conventional cooperative communications typically expe-

riences a 50% throughput loss. In order to make up for the throughput loss of conventional

half-duplex cooperation, we may opt for invoking a successive relying protocol, where the

main idea is to utilize a pair of VAAs, so that the signals arriving from the SNs may be re-

ceived by one of the pair of VAA and concurrently transmittedby another one. Additionally,

in successive relaying system IVI may exist. Therefore, theclassic DS-CDMA technique

may be invoked for the sake of suppressing the interference.

• Moreover, in coherent distributed MIMO systems, multiple wireless channels have to be

estimated. This may not only reduce the system’s throughputefficiency, but also impose an
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excessive CE complexity. Against this background, we may opt for invoking the family of

differential MIMO schemes for the sake of avoiding CE.

• Conventional CDD imposes the well-known 3 dB performance loss and an irreducible error-

floor may be formed in the presence of rapidly fading channels. Then MSDD philosophy

is then proposed for solving the problems of CDD, at the expense of imposing an excessive

computational complexity. As a remedy, we may opt for using MSDSD for the sake of

reducing the excessive complexity imposed by MSDD.

6.3 Future Research

In this section, we will briefly discuss a number of future research ideas.

6.3.1 Particle Swarm Optimisation for Antenna Selection Schemes

It has been mentioned in Chapter 4 that for the CBAS schemes ofFig. 4.1, optimal performance

may be achieved by exhaustive search, while imposing increasingly high computational complexity.

Against this background, a near-optimal yet low complexityAS algorithm is desired. As an efficient

population-based stochastic search algorithm, the concept of the PSO proposed by Kennedy and

Eberhart in 1995 [167] may be invoked for AS schemes [168, 169]. More specifically, the PSO

algorithm relies on a group of random particles, where each particle represents a potential solution

to the clustering problem. Then the best value of the objective function (i.e. Eq. (4.1) of CBAS)

may be found by keeping a particle moving towards its locallybest and the globally best particle.

In this way, PSO may be employed to find the near-optimal solution for AS schemes [168].

Apart from the potential ability of reducing the computational complexity, PSO may also be

invoked for improving the performance of AS in spatially correlated fading channel environments.

Generally, in the research on AS, usually an independent fading environment is assumed, imply-

ing that no correlation exists between the Tx/Rx antennas. However, in practice, the correlation

between the antennas is unavoidable, especially when the physical size of the mobile devices is

limited. It has been demonstrated in Section 4.2.2.2 that inthe presence of spatial correlation, the

performance of AS may be degraded. One way of solving this problem is to classify the antennas

into several groups according to their correlations [169],where PSO may be invoked. More specif-

ically, if we selectLT out of M antennas, we may first employ PSO to classifyM antennas into

LT groups. Note that AEs within a group may experience a higher correlation, while AEs from

different groups are considered to have lower or zero correlation. Then we select the best antenna

in each class, and in this way, a total ofLT antennas may be selected, which have lower spatial

correlation, hence resulting in an improved performance ofthe AS schemes.
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6.3.2 Antenna and Relay Selection in Cooperative Communications

As it has been demonstrated in Chapter 5 that cooperative communications are capable of enhancing

both the throughput and reliability of wireless communications by employing multiple relays to

form a distributed MIMO system. However, in cooperative communications, the number of relays

employed is usually limited due to the increased system complexity. Against this background, relay

selection (RS) has become an attractive concept due to its capability of efciently using power and

bandwidth resources and owing to its simplicity of implementation [170–176]. As a result, we

may further introduce the concept of RS in conjunction with AS into our proposed MUSRC system

discussed in Chapter 5. More specifically, in the broadcast phase, RS may be invoked for selecting

the best receiving relays according to their channel conditions, i.e. the channels associated with a

higher norm. Meanwhile, in the relaying phase, AS takes place at destination to further enhance the

performance of the relaying transmission. In this way, the performance of MUSRC may be further

improved, while maintaining a low system complexity.

6.3.3 Millimetre-Wave Mobile Broadband Systems

Rapid evolutionary changes have been seen in mobile communications systems every decade since

the 1970s. The First generation (1G) cellular systems introduced in 1970s were based on analogue

technologies, while the Second generation (2G) systems introduced in the 1980s were digital sys-

tems. Both of these two generations of wireless communication systems were mainly designed for

providing voice-oriented services. However, due to the fast expansion of multimedia traffic, higher

access speeds are required. The International Mobile Telecommunications 2000 (IMT-2000) con-

cept was introduced at the beginning of the 21st century as the Third generation (3G) cellular sys-

tems, which could provide 2 Mb/s and 144 kb/s in indoor and vehicular environments. However,

this will not be the end of evolution. Researchers have showntheir great interests in the future gen-

erations of mobile communications, including the Fourth generation (4G) and Fifth generation (5G)

systems [177–179].

Nowadays, almost all commercial radio communications including AM/FM radio, high-definition

TV, cellular, satellite communications, GPS and Wi-Fi havebeen confined to a relatively nar-

row band of RF spectrum in the 300 MHz-3 GHz band. However, thespecific portion of RF

spectrum above 3 GHz has hardly been explored for commercialwireless communication appli-

cations [164, 180]. The Millimetre-wave Mobile Broadband (MMB) systems spanning from 30

GHz to 300 GHz are capable of achieving multiGigabit data rates and beginning to find its poten-

tial applications in mobile communication systems. For example, a hybridMMB + 4G system was

proposed in [181], where the system’s primary information,control channel, and feedback channels

are transmitted through a 4G system, while utilizing the MMBfor high data rate communications.

This is expected to improve the user experience. Additionally, millimetre-wave wireless communi-

cation systems may also be applied in high-speed indoor wireless communications [182], railway
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communications [183] and soldier-to-soldier communications [184].

Since MMB systems have been considered as a promising solution to the future generation

mobile communications, in the next stage of research, we mayopt for some of these topics. Ad-

ditionally, since the wavelengths of the MMB range from 1mm to 10mm, the concept of massive

MIMOs [185] may be applied in MMB systems. This may be a promising research topic as well.
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