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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING AND APPLIED SCIENCE
School OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Coherent Versus Differential Multiple-Input Multiple-Ou tput Systems

by Peichang Zhang

In recent years, Multiple-Input-Multiple-Output (MIMOg¢thniques have attracted substantial
attention due to their capability of providing spatial disiey and/or multiplexing gains. Inspired
by the concept of Spatial Modulation (SM), the novel conadf@pace-Time-Shift-Keying (STSK)
was recently proposed, which is considered to have thedollpadvantages: 1) STSK constitutes
a generalized shift keying architecture, which is capabkriking the required trade-off between
the required spatial and time diversity as well as multipigxgain and includes SM and Space
Shift Keying (SSK) as its special cases. 2) Its high degredesign-freedom, the above-mentioned
flexible diversity versus multiplexing gain trade-off ca@ &chieved by optimizing both the num-
ber and size of the dispersion matrices, as well as the nunflleansmit and receive antennas.
3) Similar to the SM/SSK schemes, the Inter-Antenna-leterice (IAl) may be eliminated and
consequently, the adoption of single-antenna-based Maxiirikelihood (ML) detection becomes
realistic in STSK schemes.

In this report, our investigation can be classified into twajan categories, Coherent STSK
(CSTSK) and Differential STSK (DSTSK) schemes. For CSTSiGes Channel State Information
(CSI) is required for data detection, Channel Estimatiok)(@&chniques become necessary. To
be more explicit, we first briefly review the conventional ifirag Based CE (TBCE) and Semi-
Blind CE (SBCE) schemes for the CSTSK MIMO schemes. In aalditive develop a Block-
of-Bits Selection Based CE (BBSBCE) algorithm for CSTSKesules for increasing the overall
system’s throughput, while improving the accuracy of the @Hditionally, it has been widely
recognised that MIMO schemes are capable of achieving asitiyeand/or multiplexing gain by
employing multiple Antenna Elements (AEs) at the transmitind/or the receiver. However, it
should also noted that since MIMO systems utilize multipfe ¢hains, their power consumption
and hardware costs become substantial. Against this bawkdr we introduce the concept of
(Antenna Selection) AS and propose a simple yet efficient l§8rihm, namely the Norm-Based
Joint Transmit and Receive AS (NBJTRAS) for assisting MIMGtems.

For DSTSK, since no CSl is required for differential deteatschemes, it also draws our at-
tention. However, in the absence of CE, the ConventiondkeRihtial Detection (CDD) schemes
usually suffer from a 3 dB performance degradation and majbéxan error-flow when Doppler
frequency is excessive. In order to mitigate this problers,imvestigate Multiple-Symbol Dif-



ferential Sphere Detection (MSDSD) scheme and adopt it mD&ITSK scheme to improve the
system performance, while reducing the detection comiglexturthermore, based on our MS-
DSD detected DSTSK scheme, we propose a DSTSK aided Mutti-Bigccessive Relaying aided
Cooperative System (MUSRC), which is capable of supponirgous number of users flexibly,
while covering the conventional 50% throughput loss duéneohalf-duplex transmit and receive
constraint of practical transceivers.
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Chapter

Introduction

1.1 Co-Located Multiple-Input Multiple-Output Systems

Recently, Multiple-Input Multiple-Output (MIMO) wirelesscommunication systems, where both
the transmitters and receivers are equipped with multipieeAna Elements (AEs) [1], have at-
tracted substantial attention due to their potential o¥jaling spatial diversity and/or multiplexing
gains [2-5]. Explicitly, since in MIMO systems the signate &ransmitted by a number of AEs and
are processed at each receive antenna, the transmissabilitgland/or the data rate may be sig-
nificantly increased [6—8], resulting in a higher QualityS#rvice (QoS) and potentially increased
revenues. Depending on the specific performance gain socgphdcated MIMO techniques may
be classified into four categories, which are summarizedgnE1 [6].

Co-Located MIMO Techniques

Diversity Multiplexing Multiple—Access Beamforming
sc/ '\s/lsé:é EGC  spmiv-BLAST SDMA Designed for SNR Gain
STTC Designed for Interference Suppression
LDC
SM
STSK

Figure 1.1: Classification of co-located MIMO systems.
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Transmitter °
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Figure 1.2: Block diagram of a spatial diversity technig@p [

1.1.1 Diversity Techniques

It has been widely recognized that in wireless communioatithe wireless channel may be gravely
faded and this may result in detection errors. A typical wagambating the fading effects is
constituted by the adoption of diversity techniques, whitghdesigned to provide the receiver with
several independently faded replicas of the same trareivsigmbols. In this way, diversity gains

may be attained.

Generally, the diversity gains may be achieved in three dmnaamely in the time-, frequency-
and spatial-domain. The classic Forward-Error-Correc(leEC) coding may be viewed as a typi-
cal example of a time diversity oriented scheme [1, 9]. Mgrectically, in FEC coding schemes,
redundant bits are introduced into the original informatimts sequence, therefore the redundant
bits may experience independent fading at different tinotssl The basic idea of frequency di-
versity is to activate different transmit frequencies dtedéent time slots, for example by using
a Frequency-Hopping (FH) technique [10]. Since these ateli frequencies are often separated
by more than the coherence bandwidth, independent fadiegperienced by each frequency at

different time instances, hence exhibiting frequency v [11].

As another type of diversity, the main idea of spatial diigrgchniques is to employ multiple
antennas at the MIMO transmitter and/or receiver in ordenttance the reliability of the wireless
links, whilst relying on the condition that each link exgrtes independent fading. Fig. 1.2 shows
the block diagram of spatial diversity techniques, wheraal be seen that multiple copies of the
signals may be transmitted and/or received through maltiginsmit and/or receive antennas. In
this way, if some wireless links are deeply faded, the othgag not be, hence a spatial diversity
gain may be achieved for improving the system’s Bit Erroi®REéBER) performance compared to
conventional single link systems. Additionally, it has beeentioned that time diversity is achieved
by introducing redundancy in the time domain, while freqryediversity is achieved by using suf-
ficiently distant frequency bands and activating a singdgdiency band at a time. However, it may
be observed that both of these diversity techniques maysmaaeduction in bandwidth efficiency,
which is one of the most important issues to be consideredyndreless system design. On the
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other hand, spatial diversity is achieved by adding more AEthe transmitter and/or receiver
in order to create several independently fading channels,tlzerefore, no bandwidth efficiency

reduction is experienced. Moreover, in order to createprddent fading channels, the AEs at
the transmitter and/or receiver should be sufficiently sspd, ideally by multiples of the wave-

length [9]. In this case, the maximum achievable spatia¢mity order that may be achieved is
(M x N), whereM andN correspond to the number of transmit and receive AEs, réspbc

Usually the spatial diversity order may be further clasdifieto two types, namely receive
diversity and transmit diversity. Generally, receive déiy may be achieved by a Single-Input-
Multiple-Output (SIMO) system, which is more practical the mobile uplink rather than for the
downlink due to the limited physical size of mobile handsét®re specifically, the family of re-
ceive diversity combining techniques contains selectiswitched-, maximal-ratio-combining, and
equal gain combining, just to mention a few [6,12]. The mdesi of the Selection Combining (SC)
technique is to select the received signal associated hétlatgest power to be demodulated. Even
though this technique is relatively easy to implement, ilisiously not optimal, since only one
out of N receive antennas is utilised. Another selection based rwngbtechnique is Switched
Combining (SwC), or scanning diversity. Unlike the alreadgntioned SC, SwC does not monitor
the status of all the branches all the time, it only combinsigle branch until its signal-to-noise
ratio (SNR) falls below the threshold. Therefore, compaethe SC techniques, SwC is even
easier to implement at the cost of a modest performance $ss\[hen narrow-band frequency-
flat fading is considered, the well-known Maximal-Ratio Goning (MRC) achieves the optimal
performance by maximizing the receive SNR. This is accoshplil by appropriately weighting
the individual signals fronlN branches according to their own branch SNRs and then summing
the weighted signals. However, a critical aspect of MRC & tf estimating the channel’s fad-
ing amplitudes. To circumvent this high-complexity opinat the Equal Gain Combining (EGC)
was proposed, which is suboptimal, but it is often more etitra due to its reduced complexity
compared to optimal MRC [12].

Transmit diversity, as another type of spatial diversight@que, which employs multiple AEs
at the transmitter, implying that this type of diversity iimly beneficial in a downlink scenario,
since the Base Station (BS) usually has enough room for muffig separated AEs. One of the
earlies transmit diversity schemes was proposed by Wigtmeh 1991 [13], where multiple BSs
were employed for achieving transmit antenna diversityals shown that in the context of antenna
diversity, the diversity gain is improved as the number ahtimit antennas increased. Alamouti’'s
Space-Time Codes (STC), namely the Space-Time Block C&EBE) scheme, was proposed
in 1998 [4], which was shown to be capable of achieving theimam attainable diversity or-
der using a MRC receiver, despite its low complexity. Howgweshould also be mentioned
that the maximum spectral efficiency of the full-rate ortbiogl STBCs is limited to one bit per
symbol duration [5]. Roughly at the same time as Alamoutppsed STBC, Space-Time Trellis
Codes (STTCs) were proposed by Tarakhl. in 1998 [14], where multiple copies of a trellis
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code or a convolutional code were transmitted via a numbéraomit antennas. Compared to
Alamouti's STBC, STTC provides both a spatial diversityrgand a coding gain, at the cost of a
higher decoding complexity. Furthermore, for the sake bfeaéng a flexible tradeoff between the
achievable diversity and multiplexing gains, Hassibi amthivald proposed the unified space-time
transmission architecture of Linear Dispersion Codes (Ep@hich includes both the V-BLAST
and Alamouti’'s STBC scheme in its ultimate form [15]. Additally, the differentially encoded
counterpart of LDCs was developed in order to make non-estiatetection at the receiver feasi-
ble, when in the absence of Channel State Information (@8lich is referred to as Differential
LDC (DLDC) [16].

As a more recent concept of MIMO systems, Spatial Modulat®M) [3, 17, 18] and Space-
Shift Keying (SSK) [19] were proposed, where the basic idet® iactivate one oM AEs during
the transmission of each symbol. This leads to an additiaglof conveying source information,
potentially increasing the overall spectrum efficiencyrtk@rmore, since only a single antenna is
activated at each symbol period, the Inter-Channel Inteniee (ICI) is eliminated and the Inter-
Antenna Synchronization (IAS) specification can be relaxadd a result, compared to the high
decoding complexity imposed by the ICI mitigation in V-BLASow-complexity single-antenna-
based Maximum-Likelihood (ML) detection becomes feasihlEM/SSK systems. Additionally,
since only a single RF-chain is employed in SM, it is congdeto be a promising transmission
concept for the large-scale (or massive) MIMO family [20]Jovever, since SM/SSK is designed
to achieve a multiplexing gain, instead of diversity gaiombating the effects of fading channels
has to rely on the employment of multiple AEs at the receiggrWhich becomes extremely chal-
lenging in downlink scenarios due to the limited size of n®blievices. In addition, even though
SM/SSK is capable of conveying additional source infororatthis throughput increase relies on
2M transmit antennas, implying that the number of transmigrmmas has to be increased exponen-

tially for a linear increase in transmission rate [5].

Inspired by the above-mentioned MIMO systems, the novetephof Space-Time Shift Key-
ing (STSK) was introduced in [5], which is considered to h#ve following advantages over
conventional SM/SSK schemes:1) In STSK schemes, orf¢ appropriately indexed space-time
dispersion matrices is activated within each STSK signatlblduration, as opposed to one of
M antennas in SM/SSK schemes. As a result, STSK fully explwts the spatial- and time-
dimensions.2) Due to the high degree of design-freedom xiligediversity versus multiplexing
gain tradeoff can be realized by STSK scheme, which is aeHiéy optimizing both the number
and size of the dispersion matrices as well as the humbeiveeaatennas. Moreover, according
to [5,21], STSK s capable of achieving both transmit an@rexdiversity gains, which is different
from conventional SM/SSK schemes, where only receive sityegain can be attained.3) Similar
to the family of SM/SSK schemes, the ICI in STSK schemes is atsnpletely eliminated and
consequently, the adoption of single-antenna-based Mictleh becomes realistic.

We have summarized the above-mentioned types of spateisitiy techniques in Table 1.1.
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Table 1.1: A brief summary of major contributions on spadiigersity techniques.

Year | Author(s) Contributions

1959 | Brennan [22] Introduced three linear receive diversity techniques, eltgm
SC, MRC and EGC.

1991 | Wittneben [13] Proposed a transmit diversity scheme for digital simugast
systems, where multiple transmit antennas were utilised fo
transmitting the same signal.

1998 | Alamouti [4] Proposed the STBC scheme associated Mtk 2 transmit
antennas, which was demonstrated to be capable of achiev-
ing the maximum attainable diversity order using a MRC
aided reception.

1998 | Tarokhet al. [14] | Proposed the STTC scheme, which transmitted multiplej re-
dundant copies of a trellis code or a convolutional code|via
a number of transmit antennas.

2006 | Meslehet al. [3] | Proposed SM which only activated oneMfAEs during the
transmission of each symbol.

2009 | Jeganatharet al. | Proposed SSK, where only the antenna activation index

[19] conveys source information.

2010 | Sugiuraet al. [5] | Proposed the novel STSK concept, which included SM/SSK
as its special cases and was demonstrated to be capaple of
striking an arbitrary trade-off amongst the attainabldiapa
, time-, and multiplexing gains.

2011 | Sugiura et | Proposed the novel generalized STSK architecture, acts as a

al. [21] unified MIMO framework.

2013 | Xu et al. [23] Proposed a pair of hard-decision and soft-decision ajded
SM/STSK detectors at a reduced complexity.

2014 | Kadiret al. [24] | Provided a survey and tutorial on the subject of MIMO mul-
ticarrier systems based on STSK approach.

1.1.2 Multiplexing Techniques

The spatial diversity techniques reviewed in Section Imalnly aim for improving the system’s
achievable BER performance by achieving diversity gainsweétser, this BER performance im-
provement is often achieved at the cost of reducing the systaverall throughput, since multiple
copies of the signals may be transmitted and/or receiverlitiir multiple transmit and/or receive
antennas. On the other hand, as another type of co-locatBtOMéchniques, the multiplexing
MIMO scheme was designed for improving the system’s acbievéhroughput. The schematic
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of multiplexing-type MIMOs is shown in Fig. 1.3, where it még seen that the improvement
of the system’s throughput is achieved by transmitting jreshelent symbol streams via different
transmit antennas at the same frequency band and time.slwé#yj, the overall throughput of the

multiplexing MIMO schemes is linearly proportional to thember of transmit antennas, and the

corresponding performance gain is referred to as the nepiipg gain.

1.5
1
L]
81,82,y SM MIMO .

————*™| Transmitter .

MIMO
Receiver

N

& L

Figure 1.3: Block diagram of a multiplexing MIMO technique.

A typical family of multiplexing MIMO schemes may be refetréo as the class of Spatial
Division Multiplexing (SDM) schemes, which may be represeirby the Bell Labs Layered Space-
Time (BLAST) schemes [2, 25]. More specifically, the DiagdBBAST (D-BLAST) scheme was
proposed by Foschini [25] in 1996, which utilized multipletennas for transmitting symbols in
a diagonally layered coding structure. However, it was gaczed by Wolnianskyt. al that the
implementation of D-BLAST may impose a high computatiorahplexity. Therefore, the Vertical
BLAST (V-BLAST) scheme was proposed for mitigating its cdexity [2]. In V-BLAST scheme,
at the transmitter, each antenna transmits an indepenglabb$stream in the same frequency band
and at the same time. As a result, the multiplexed signals tabe decomposed at the receivers.
The optimal ML detector may be invoked for the sake of achig¥he highest possible performance
at the cost of an exponentially increased detection contpleas the number of transmit antennas
or the number of bits per symbol conveyed by the modulatidrese increases. On the other
hand, if the number of receive antennas is higher than od ¢égtiae number of transmit antennas,
low-complexity linear detectors, such as Minimum Mean $guarror (MMSE) [26] and Zero-
Forcing (ZF) detectors [6], may be adopted for the sake dficied) the detection complexity at
the expense of a certain performance loss. Additionallfpesmear-optimal detection schemes,
such as sphere detection schemes were proposed [27], wkictapable of attaining a near-ML
performance at a moderate complexity. Additionally, it@ddoe mentioned that a major limitation
of BLAST systems is that the diversity gain may only be achitlsy employing multiple receive
antennas, since all transmit antennas are utilized foesitty a multiplexing gain.

1.1.3 Multiple-Access Techniques

From the discussions in Section 1.1.1 and 1.1.2 it may be gegmmultiple antennas may be

employed for achieving spatial diversity and/or multipfexgains, in a single-user scenario. By
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contrast, multiple-access MIMO techniques are designedgdpporting multiple spatially sepa-
rated users, which can be achieved by for example Spaced@ividultiple Access (SDMA) [28].
In an SDMA multi-user MIMO system, each single-antenna ggaultaneously transmits his/her
own signals to the BS in the same frequency band, and thajuaniser-specific Channel Impulse
Responses (CIR) may be used for user identification at thdrBtiis way, the network’s overall
throughput may be increased. Note that the overall straafiSDMA is equivalent to that of the
BLAST-style SDM schemes introduced in Section 1.1.2, ekttegt SDM aims for increasing the
overall capacity of point-to-point wireless links, whil®BIA exploits its multiplexing gain for
supporting more users.

1.1.4 Beamforming Techniques

Apart from the above three types of co-located MIMOs, beamiiog also constitutes an important
MIMO technique, which may be designed either for enhandiegstystem’s SNR or for achieving
angularly selective interference suppression in a mgkiriscenario [6, 29, 30]. The block dia-
gram of the beamforming technique is shown in Fig. 1.4, whiereay be seen that the basic
idea of beamforming is to focus the transmit/receive beattepain the direction of the intended
antenna(s) or user. In this way, the transmit power may beertdrated on the specific users or
antennas, whilst less power will be dispersed in other tlors and the corresponding SNR can be
enhanced. Additionally, since the data is transmittedutphoa directional beam, less interference
will be spread to other users, and in this way, the interfegenay be suppressed by beamforming

i Interfering user

MIMO : @ i Desired user
Transmitter .

in multi-user scenarios.

Interfering user

Figure 1.4: Block diagram of a beamforming system.
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1.2 MIMO Channel Estimation

In Section 1.1, the concept of MIMO systems has been briefitgdinced, where it has been shown
that various types of MIMO schemes may be capable of significancreasing the reliability
and/or capacity of wireless communication systems. Howévieas been widely recognized that
accurate knowledge of the CSl is required in coherent MIM&teys for the sake of achieving
the above-mentioned MIMO advantages. As a result, the mystability to approach its capacity
strongly depends on the accuracy of CSI and Channel EstméBE) becomes a core compo-
nent in a coherent MIMO communication system [31, 32]. Aiddiilly, CE schemes designed for
MIMO systems may be classified into three types, namely tlaénihg Based CE (TBCE), Blind
CE (BCE), and Semi-Blind CE (SBCE).

1.2.1 Training Based Channel Estimation

The TBCE schemes excel in terms of their simplicity [33—-3@fiere a specific training symbol
sequence may be employed for estimating the CSI for cohemnimunications systems. Fig.
1.5 illustrates the general transmit frame structure of £EBcheme, where it may be seen that
pilot symbols are attached to each frame and transmitted forithe data at the transmitter. At the
receiver side, the CSl is firstly estimated relying on theenged training pilots and then used for
coherent data detection.

Training Blocks Data

Figure 1.5: General transmit frame structure of TBCE.

More specifically, as one of the earliest contributions orCEBscheme, the Pilot Symbol As-
sisted Modulation (PSAM) was proposed in 1991 [37] for conianal QAM/PSK modulation
schemes. Then the PSAM scheme was also applied for estgmiirbly selective fading channels
in [38]. The ML method based TBCE scheme designed for BLASMRElIsystems was proposed
in [39], where it was pointed out that the length of trainimggences has to be as high as half of
the frame length for the sake of achieving the maximum ptssifiective throughput. Moreover,

a Least Squares (LS) method based TBCE scheme was conceivbtiMO-aided Orthogonal
Frequency-Division Multiplexing (OFDM) systems by Li in @0 [40], where an optimum training
sequence design was proposed, and the channel estimatsim@sied by avoiding any matrix
inversion operation, at the cost of a modest performanceadagion. It was recognized that the
optimal training sequences must have impulse-like auteetation and zero cross correlation. This
may impose a problem, since usually multiple training segas are required for the estimation
of multiple wireless channels. A simplified optimal traigisequence generation was proposed for
STCsin[35], where the problem of requiring multiple traipisequences was solved by designing a
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single training sequence with impulse-like auto correfatiThe Least Squares CE (LSCE) scheme
was conceived for the recent MIMO concept of STSK in [32], vehiewas shown that TBCE was
capable of achieving accurate CSI by employing a high nurabiaining pilots. Additionally, the
effects of MMSE based TBCE on SM was analyzed in [41].

Even though the TBCE scheme is capable of acquiring accilidO CSI as long as the
training overhead is large enough, the system'’s effectiveughput may be significantly reduced.
Again, as it has been mentioned in [39] that ML-based TBCEs®hdesigned for BLAST MIMO
systems requires half of the frame to be training symboldchvheduces the system’s effective
throughput by 50%. Therefore, this throughput reductiaybfgm has become the major limitation
of the TBCE scheme.

We have summarized the above-mentioned TBCE schemes ia Tabl

Table 1.2: A brief summary of major contributions on TBCE esties.

Year | Author(s) Contributions

1991 | Cavers [37] Proposed the PSAM scheme for conventional PSK/QAM
modulations.

1999 | Marzetta [39] Proposed a ML method based TBCE scheme for a BLAST
MIMO system.

2000 | Li[40] Proposed the LS method based TBCE scheme for a MIMO-

OFDM system, along with a simplified CE scheme by avaid-
ing the high-complexity channel matrix inversion.
2003 | Maet al. [38] Applied PASM for estimating doubly selective fading chan-

nels.
2003 | Fragouli et | Proposed a simplified optimal training sequence generation
al. [35] for STCs.

2011 | Zhanget al. [32] | Proposed TBCE scheme for STSK MIMO scheme, pointing
out that TBCE was capable of achieving accurate CS| by
employing a high number of training pilots, at the cost|of
reduced system’s throughput.
2012 | Sugiura et | Studied the effects of MMSE based TBCE on SM MIMO
al. [41] schemes.
2014 | Nasiret al. [42] Proposed a TBCE scheme for assisting an amplify-and-

forward two way relaying network.
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1.2.2 Blind Channel Estimation

It has been mentioned in the Section 1.2.1 that TBCE schemesapable of achieving accurate
MIMO CSI estimation provided that the training overheadaiggé enough, which will obviously
lead to a reduction in the overall system throughput. As altiés order to eliminate this through-
put reduction problem, another category of CE algorithnfisrred to as BCE schemes was intro-
duced in [43—46], where no training sequence will be needédtzerefore, no throughput loss will
be imposed.

Even though the concept of blind identification had long b&tedied, in the fields of statistics
and economics, it was only introduced into the wireless camination area by Tongf al. as late
as 1991 [43], where a fundamental mathematical structutdired identification was developed.
Later a BCE scheme was proposed for STBC by Stetcd. in [44], where the minimization of
the ML metric with respect to both of the channel and sourda des carried out in an iterative
fashion. Then a closed-form BCE-aided STBC scheme waseiugioposed by Shahbazpanahi
et al. [45], which was capable of estimating the CSI by exploiting brthogonality of the STBCs.
Additionally, a subspace based approach was conceived @& &ded MIMO OFDM systems
in [46], which unified and generalized the existing singlptit single-output OFDM BCE to the
case of MIMO OFDM scenarios. However, it is widely recoguizbat the BCEs impose a high
complexity and slow convergence, whilst suffering fromvoidable estimation and decision am-
biguities [47,48]. This significantly limits the applicatis of BCE schemes.

1.2.3 Semi-Blind Channel Estimation

It may be seen from the discussions in Section 1.2.1 and 1h2t2the low-complexity TBCE
scheme may significantly reduce the system’s effectivautiiiput, while the BCE, which does not
require training, may not only impose a high complexity atmvsconvergence, but also suffers
from unavoidable estimation and decision ambiguities. Asoae recent concept, SBCE schemes
were proposed for solving these problems [31, 32, 36, 48+v@%re only a small number of train-
ing symbols is employed for generating an initial CE. Initiata detection is then carried out
based on this initial LSCE. Then the channel estimator atal distector iteratively exchange their

information for updating the channel estimates.

One of the earliest contributions on SBCE may be referredstthea SBCE scheme proposed
for spatial multiplexing systems by Medlesal. in 2001 [50], which exploited both training and
blind principles. Stoicat al. proposed an SBCE scheme for STBC MIMO schemes, demonstrat-
ing that compared to the TBCE scheme, SBCEs always achiebettear BER performance at the
same data rate. As an appealing compromise, SBCE achieveslabmtter BER performance
than BCE at the cost of a slightly lower effective data raté].[4Then the performance of the
SBCE scheme proposed in [44] was analyzed in [51] in bothlesiremd multiple-antenna scenar-
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ios, where closed-form formulas were given for both MMSE BS8dchannel estimators. An SBCE
scheme was proposed for a BLAST MIMO system in [52], whereRbpeated Weight Boosting
Search (RWBS) was employed for identifying MIMO channel,le/the reduced-complexity ML
sphere detector was employed for the ensuring data detectinother SBCE solution was pro-
posed for BLAST MIMOs in [53], where the RWBS global searcttisgd in [52] was replaced by
a low-complexity Particle Swarm Optimisation (PSO) aiddfl The decision-directed LSCE and
the low-complexity single-stream ML data detector formtandtive loop of joint CE and data de-
tection for the uncoded Coherent STSK (CSTSK) system of §8d]for the coded CSTSK system
of [32]. A similar joint CE and data detection strategy wagptoyed for the coded Direct-Sequence
Code-Division Multiple-Access (DS-CDMA) system of [54].nfouter iterative loop involving a
channel estimator and a turbo detector/decoder was irteadin [55—-59] to form a joint CE and
turbo detection/decoding scheme for MIMO aided OFDM system

In all the above-mentioned existing contributions, joirfE @nd turbo (or non-turbo) detec-
tion/decoding was carried out within an extra outer itematoop, which may require a number of
additional iterations to achieve convergence and thezdfoposes a considerable extra computa-
tional complexity. Additionally, all these contributiorsnploy all the detected bits for updating
the channel estimate, which has the following effects. tlyjrthe sequence of transmitted bits
is usually long and this may impose an unnecessarily highptexity on the CE. Secondly and
more profoundly, some of the detected bits may be erroneshigh will inflict a performance
degradation, particularly under low SNR conditions.

We have summarized the above-mentioned SBCE schemes m T.8bl

1.3 Antenna Selection

Recently, the large-scale MIMOs have attracted signifiedt@ntion owing to their capability of
further increasing the reliability and/or bandwidth effiety of MIMO systems [1, 63]. However,
conventional MIMO systems usually activate all the antsralathe time. Since each data stream
requires an individual Radio Frequency (RF) chain, mudtiRgF chains are necessitated by these
MIMO systems. This may lead to grave implementation issaésrims of both power consumption
and hardware costs. More specifically, in wireless comnatitinos systems, each RF chain contains
a certain number of circuit components, such as power aeglifimixers, synthesizers, filters, etc,
which may lead to substantial power consumption and haelwasts. Moreover, for large-scale
MIMO systems and particularly for millimetre-wave basedW systems [63—65], the number of
available antenna array elements that can be accommodaadihiited space increases massively
[66,67], while in practice the number of fiscally affordalR€ chains is typically limited.

As a remedy, Antenna Selection (AS) offers a low-cost, l@mplexity technique of reducing
the number of RF chains utilized at the transmitter and/oceiver, while retaining the significant
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Table 1.3: A brief summary of major contributions on SBCEesubs.

Year | Author(s) Contributions

2001 | Medleset al. [50] | Proposed the SBCE concept for spatial multiplexing sys-
tems, which exploited both training and blind information.
2002 | Stoicaet al. [44] | Proposed an SBCE scheme for STBC MIMO schemes|and
concluded that the SBCE struck a better compromise in
terms of BER vs complexity trade-off than TBCE and BGE.

2004 | Buzzietal. [51] | Provided closed-form formulas for both MMSE and LS
channel estimators invoked in SBCE scheme.
2007 | Jianget al. [55] Introduced turbo codes into the SBCE scheme for the sake
of achieving an improved BER performance.
2008 | Abuthinien et al. | Combined RWBS and reduced-complexity ML sphere de-
[52] tector for joint CE and data detection.
2009 | Palallyet al. [53] | Modified the SBCE of [52] by replacing RWBS with PSO
for the sake of achieving a reduced complexity.
2010 | Chenet al. [31] Proposed a decision-directed LSCE and a low-complexity
single-stream ML data detector to form an iterative loop of
joint CE and data detection for the uncoded CSTSK.
2011 | Zhanget al. [32] | Improved the performance of the SBCE scheme of [31] by
employing a channel coding scheme.

2013 | Zhanget al. [60] | Proposed a low-complexity joint Block-of-Bits Selectipn
Based CE (BBSBCE) and three-stage iterative demapping-
decoding scheme for near-capacity CSTSK systems, which
does not impose an extra iterative loop between the channel
estimator and the three-stage turbo detector.
2014 | Zhanget al. [61] | Furhter extended BBSBCE scheme of [60] to the BBSB
Soft-decision aided CE (BBSB-SCE) scheme.
2014 | Abdallah et al. | Proposed a SBCE aided two-way relaying networks, where

[62] both transmitted pilots and received data samples werg uti-
lized for CE.

advantages of MIMO systems. In AS aided MIMO systems, we aoljve a subset of antennas
associated with the optimal or near-optimal channel camdit(e.g. a subset associated with the
highest equivalent SNR) from the entire antenna set to fdrenactual MIMO communication
system, which therefore provides significant performaraiasggfor MIMO systems [68].Generally,
AS may be classified into three categories, namely TransiBi{’AS), Receive AS (RxAS) as
well as Joint Transmit and Receive AS (JTRAS) [68].
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1.3.1 Receive Antenna Selection
Table 1.4: A brief summary of major contributions on RxASesttes.

Year | Author(s) Contributions

1959 | Brennan [22] Introduced the SC receive diversity technique, which may
be viewed as one of the earliest RXAS scheme utilising a
single RF chain at the receiver.

2002 | Govokhov [69] Proposed a low-complexity RXAS scheme for maximizing
the system capacity by removing the antennas assocjated
with the lowest capacity contribution.

2004 | Gharavi- Modified Govokhov’'s method by incorporating new anten-

Alkhansari et | nas associated with the highest capacity contribution.
al. [70]

2008 | Hiwaleet al. [71] | Proposed an optimal SNR based receive AS scheme for
STTCs, which selected the receive antennas associated with
the highest instantaneous SNR.

2009 | Liu etal.[72] Proposed a performance based RxAS scheme for V-BLAST
MIMO systems.

2009 | Xu et al. [73] analyzed the effects of spatial channel correlation on|the
RxAS aided MIMO systems and provided a closed-form fex-
pression for both the outage probability and for an upper
bound for the average capacity.

2011 | Hussaibi et al. | Proposed a RXAS scheme for uplink SDMA systems com-

[74] municating over correlated Rayleigh fading channels.

2013 | Yanget al. [75] Proposed the BER analysis for RXAS aided multiuser re|ay-
ing networks, where users were equipped multiple antennas,
while source and relays were equipped with single antenna.

2013 | Stephen et | Proposed a Markov decision theoretic approach aided RXAS

al. [76] scheme.

The basic idea of RXAS is to select the Rx antenna(s) to marimither the system’s SNR or

the system’s capacity [69-74]. The history of RXAS schemg b®atraced back to 1959, when

Brennan introduced the SC scheme of [22], where the main@sao select one out @f receive

antennas associated with highest receive SNR. Then the [8nscwas expanded to the case,
where the receiver was equipped with multiple RF chainshisgituation, a subset of the receive
antennas had to be selected. More specifically, a low-codtplBXAS scheme was proposed in
[69]. The algorithm explores the full channel matrix, anémnstep of its operation it removes one
antenna associated with the lowest contribution to theadvgystem capacity. This algorithm was
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demonstrated to achieve a lower computational compleRiwy that of the full-search algorithm.
This algorithm was further improved in [70], where instedd@mmencing from a full matrix and
gradually removing antennas, the improved algorithm tsegiith an empty matrix and incorporates
one antennas per step. The authors of [71] proposed an ¢Rix#&E scheme for STTCs, which
selected receive antennas having the highest instantar@d&. The philosophy of RxAS was
proposed for V-BLAST MIMO systems in [72], where it was shothiat the system’s performance
was improved with the aid of AS in terms of its Block Error RetBLER). Additionally, it has been
widely recognized that encountering spatial correlatietwleen the AEs may reduce the diversity
gain, hence the performance of AS schemes may be degradeslpnasence of spatial correlation.
The effects of spatial channel correlation on the RXAS aM&dO system’s capacity was analyzed
in [73], where a closed-form expression was derived for bugfoutage probability and for an upper
bound of the average capacity. Additionally, a RXAS schenas mroposed for uplink SDMA
systems communicating over correlated Rayleigh fadinghiobls [74], where it was shown that
RXAS provided an efficient solution for SDMA in correlated MID channel environments.

We have summarised the above-mentioned RxAS schemes ia T&bl

1.3.2 Transmit Antenna Selection

Similar to the idea of RXAS algorithms, the main idea of TxA&é&d on the norm of the channel
matrix is to select the transmit antenna(s) associate@reitith the highest SNR or maximizing
the system capacity [77—80]. More specifically, a TXAS schevas proposed in [77] for assist-
ing the family of spatial multiplexing systems equippedhiihear receivers, where it was shown
that the performance of low complexity linear receivers wigmificantly improved at the cost of
employing a modest number of extra transmit antennas. TwASTechniques were proposed and
compared in [78] for SM systems by Rajashekigal, where it was shown that the proposed Ca-
pacity Optimised AS (COAS) scheme outperformed the Euahid@istance Optimised AS (EDAS)
scheme. Additionally, three AS criteria (ASCs) were pragmbfor SSK systems in [79], which were
max-norm based AS (ASC1), maximum norm difference basedds¥@) and the hybrid scheme
combining ASC1 and ASC2. The corresponding simulationlteshowed that AS techniques im-
proved the performance of SSK-based MIMO systems, and Asipedormed both ASC2 and the
hybrid design. Moreover, it should be noted that since treedge of the CSl is usually needed
for AS and it is often only available at the receiver side, Bxtelies on the CSI to be fed back to
transmitter side in order to carry out AS, while no feedbactequired in RXAS scheme [68].

1.3.3 Joint Transmit and Receive Antenna Selection

In Section 1.3.1 and 1.3.2, the RxAS and TxAS schemes have indeduced, where the AS
only takes place at either the receiver or the transmittde. sHowever, often we have multiple
antennas at both the transmitter and the receiver. In ths, ca hybrid version of TxAS and



1.3.3. Joint Transmit and Receive Antenna Selection 15

RxAS, namely the JTRAS may be applied for selecting bothstrahand receive antennas. Di-
verse JTRAS schemes were investigated in [81-88], wherastabserved that MIMO systems
employing JTRAS were capable of improving the achievab#tesy performance, while maintain-
ing a low hardware complexity compared to the convention@® systems employing the same
number of RF chains and operating without JTRAS.

Table 1.5: A brief summary of major contributions on JTRABa&mes.

Year | Author(s) Contributions
2004 | Sanayei et | Proposed a reduced-complexity sub-optimal JTRAS scheme
al. [81] based on a two-step Incremental Successive Selection Algo-

rithm (ISSA).

2006 | Kim et al. [82] Improved Sanayei’s ISSA [81] by selecting the specific an-
tennas associated with the largest gap between the maximum
and minimum values in the same column/row of the channel

matrix.

2006 | Wei et al. [83] Invoked Sanayei’s two-step selection algorithm [81] in-cor
related fading environments.

2007 | Gucluoglu et al. | Proposed a sub-optimal two-step successive selection algo
[86] rithm for STCs, which separately selected only a single| re-
ceive antenna and multiple transmit antennas.

2008 | Gucluoglu et al. | Analyzed the performance of JTRAS in the context of the
[88] STCs of [86] in flat fading channel environments and ¢e-
rived the PEP.

2009 | Naeemet al. [85] | Proposed a reduced-complexity near-optimal JTRAS algo-
rithm adopting Ant Colony Optimization (ACO).
2010 Yilmaz et al. [87] | Proposed a JTRAS scheme for two-hop amplify-and-
forward relaying systems.
2013 | Chakravartiet al. | Analyzed the transmit diversity of Alamouti’'s STBC with
[89] the aid of a sub-optimal JTRAS scheme.
2015 | Zhanget al. [90] | Proposed a simple yet efficient norm-based JTRAS algo-

rithm for MIMO systems.

Generally, there are two major types of AS algorithms — Ciypddased AS (CBAS) and Norm-
Based AS (NBAS) [68]. The main idea of CBAS is to select thasermnas that can maximize the
MIMO channel capacity [1]. However, it is well-known thatetioptimal CBAS requires exhaus-
tive search over all the possible subsets of the full chamatix, which becomes impractical for
systems having a large number of Transmit Antennas (TAgparmEceive Antennas (RAS) [70].
Diverse sub-optimal CBAS techniques were developed in§82-which were capable of reduc-
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ing the AS complexity at the cost of a performance loss. Agtareefficient yet low-complexity
category of AS algorithms, a range of NBAS techniques werdistl in [81,86—88], which aim for
selecting those specific antennas that are capable of nangrthe system’s SNR. It was shown
that the family of NBAS algorithms is capable of approachihg performance of CBAS tech-
niques, while imposing a lower AS complexity. More specificé&S8anayeiet al. [81] proposed a
reduced-complexity norm-based two-step sub-optimal J3R&heme, where the receive antennas
were firstly selected via norm-based ranking, and then t&sinit antennas were selected using
incremental successive selection. A near-optimal JTRABotewas presented in [86], which first
selects the particular RA having the maximum receive SNRthed selects some of the TAs that
are related to the selected RA. A major limitation of thisrgatimal AS method is that it is re-
stricted to select a single RA. Then the performance of JTR&®mes designed for STCs [86]
operating in flat fading channels was analyzed in [88], wizeRairwise Error Probability (PEP)
was derived, and it was demonstrated that the NBAS scheméd@sd capable of achieving the
maximum attainable diversity gain, provided that the STGrixdad a fullrank. An enhanced
JTRAS algorithm was proposed for two-hop amplify-and-farsvrelaying systems in [87], where
only a single TA/RA pair is selected in each phase of relayroamication.

We have summarized the above-mentioned JTRAS schemeslen1.&b

1.4 Differential Detection and Cooperative Communicatios

1.4.1 Differential Detection

In coherent MIMO schemes, accurate knowledge of the CSlgsired for performing data de-
tection. In this case, the accuracy of CE may have a signffitapact on the performance of
coherently detected MIMO systems. Since CE techniquegtpt3}7] exploit the fact that the con-
secutive time-domain samples of each of the CIR taps arelated, obeying a Doppler-frequency-
dependent correlation, which is commensurate with thecitglof the vehicle. Naturally, both the
pilot symbol overhead and the CE complexity increase, asvédcular speed increases. This
implies having more rapidly fluctuating CIR taps. Addititipafor a MIMO system associated
with M Tx antennas andN Rx antennas, a total dfM x N) MIMO channels have to be esti-
mated, which may also lead to an excessive CE complexitheaaumber of Tx and Rx antennas

increases.

By contrast to classic coherent detectors, the family diedéhtially encoded non-coherent
detectors requires no CSI at the receivers, hence theyitwesin attractive design alternative
[104, 105]. It is widely recognized that Conventional Diffatial Detection (CDD) schemes,
where the decision of a single symbol/block is based on asafewwvo (N, = 2) adjacent re-
ceived symbols/blocks, usually suffer from a 3 dB perforoatoss. Additionally, Doppler fre-
quency also affects the performance of CDD schemes. To be maiicit, when the Doppler
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Table 1.6: A brief summary of major contributions on MSDD.

Year | Author(s) Contributions

1990 | Divsalar et | Proposed a MSDD scheme for MPSK in AWGN channel us-

al. [91] ing the ML sequence estimation of the transmitted symbols.

1992 | Ho et al. [92] Analyzed the performance of MSDD designed for PSK ffor
transmission over correlated Rayleigh fading channels|and
found that MSDD was an effective strategy of eliminating
the irreducible error floor associated with CDD.

1994 | Divsalar et | Derived metrics for ML-MSDD of both uncoded and trellis

al. [93] coded MPSK and QAM modulation for transmission over
both Rayleigh and Rician fading channels.

1994 | Mackenthun [94]| Proposed a reduced-complexity MSDD conceived |for
MPSK, which only imposed a complexity of ordey, -
log(Ny,) per N, symbol blocks.

2001 | Fan [95] Applied the MSDD algorithm to differential G2 STC oper-
ating in slow fading channels.

2001 | Simon [96] Employed multiple receive antennas in an MSDD scheme
designed for DPSK and derived its performance bound.

2002 | Schober et | Proposed MSDD for DSTM operating in Rayleigh fading

al. [97] channels.

2005 | Lampeet al. [98] | Designed MSDSD for DPSK, which introduced the SD fal-
gorithm into MSDD schemes for the sake of reducing the
computational complexity.

2005 | Pauliet al. [99] Proposed soft-decision aided MSDSD for the sake of ingor-
porating turbo codes.

2007 | Pauliet al. [100] | MSDSD was conceived for DSTM based on the algorithm
of [98].

2011 | Xu et al. [101] Extended MSDSD to DSTBC using QAM constellations

2013 | Zhang et | Proposed a MSDSD aided Multi-User Successive Relaying

al. [102] assisted Cooperative (MUSRC) system.

2014 | Kadiret al. [103] | Proposed a soft-decision aided MSDSD for OFDM-aided
multicarrier Differential STSK (DSTSK) systems.

frequency increases, the system performance will be sigmifiy degraded, leading to an error
floor in CDD schemes [106]. As a result, Multiple-Symbol Bifntial Detection (MSDD) was
proposed in [91-94, 96, 107, 108] for differential symboled&ions, which was then extended to
G2 STCs and to Differential Space-Time Modulation (DSTM]98,97]. In MSDD schemes, more
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than two(N,, > 2) consecutive received symbols/blocks are utilized for siameously making a
joint decision on(N,, — 1) symbols/blocks as opposed to symbol-by-symbol detec86h [This
will lead to a narrower performance discrepancy betweerctierent and noncoherent schemes.
Additionally, for ML MSDD (ML-MSDD) the BER performance intpves monotonically as the
observation window siz8/,, increases. However, the detection complexity increasgsrentially
with Ny, [98].

In order to conceive low-complexity ML-MSDD for Rayleighdimg channels, Multiple-Symbol
Differential Sphere Detection (MSDSD) was designed fof@éntial Phase Shift Keying (DPSK)
in [98], which introduces the concept of Sphere Decoding)(R2] into MSDD schemes for the
sake of reducing the computational complexity from the pafe.N«~1 in case of MSDD to an
order of L(N,, — 1). Then the MSDSD scheme was extended to DSTM in [100] and tespae
block codes in [101]. Moreover, Soft-Input Soft-Output MSD (SISO-MSDSD) was proposed
in [99], which was designed for accepting theiori information to achieve power-efficient digital
communications, while maintaining the low-complexity oSlSD schemes.

We have summarized the evolution of differential deteciiofable 1.6.

1.4.2 Cooperative Communications

It has been discussed in Section 1.1 that employing multiglasmit antennas is a beneficial
method for combating the effects of fading by providing déity gains. Transmit diversity is
capable of improving the BER performance, if the channa@smg from transmit antennas to the
receive antenna(s) experience independent fading, whitlve achieved by arranging the transmit
antennas to be sufficiently far apart—-much farther than #énger’s wavelength. However, due to
the limited size of hand-held mobile devices, it becomesramiical to separate the transmit an-
tennas far enough to experience independent fading [6].eTdre, the received signals may suffer
from considerable correlation and hence both the BER pedoce and the achievable capacity
may be degraded. In order to mitigate this problem, the qurmfedistributed MIMOs, constituted
by cooperating single-antenna mobiles, was introducedidaf113].

Generally speaking, the cooperative communication modesists of a Source Node (SN),
some Relay Nodes (RNs) and a Destination Node (DN). To be expiéit, in the broadcast phase,
the source information is transmitted from the SN, whicheiseived by the RNs and/or the DN.
The data received at RN will be either Amplified-and-ForvestdAF) [104,114,115] or Decoded-
and-Forwarded (DF) [105, 116] to the DN during the relayifmge. As a result, the DN will
receive multiple copies of the source information. Funm@e, since in mobile communication
systems the RNs can be carefully selected by the resoumatdn to be sufficiently separated,
each copy of the source information received by the DN egpegs an independent fading channel.
Hence the system benefits from a spatial diversity gainefbex improving the system’s BER
performance. The concept of Virtual Antenna Array (VAA) wasnceived by Dohleet al. in
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[117], which relies on mutual communication amongst sjigteEeparated RNs forming a virtual
MIMO channel. This special form of ad-hoc networks realidéstributed STCs in cooperative
communication networks, such as Alamouti's STBC [4] andrteently proposed STSK schemes
[21].

1.5 Novel Contributions

The novel research aspects provided by this report are stimadas follows:

e We propose a low-complexity joint BBSBCE and three-stagrative demapping-decoding
scheme for near-capacity CSTSK systems, which does notsenpo extra iterative loop
between the channel estimator and the three-stage turbotdet Specifically, in order to
maintain a high system throughput, only a low training oeeuh is utilized for obtaining
an initial CE. Naturally, the number of training blocks isated to the number of transmit
antennas [31]. Then the low-complexity single-antennatadL soft-demapping of [5] is
carried out and the soft decisions are exchanged betweddmity-Rate-Code (URC) de-
coder and CSTSK soft-demapper within the inner turbo logfore they are forwarded to
the outer Recursive Systematic Convolutional (RSC) dacddereover, the “high quality”
or “more reliable” blocks-of-bits are selected based oratpesteriori information produced
by the CSTSK soft-demapper within the original inner turbod of the URC decoder and
CSTSK soft-demapper, which are re-modulated concurravitlyeach outer iteration of the
original outer turbo loop for the sake of facilitating decisdirected-LSCE (DD-LSCE) up-
dates. Since the CE is naturally embedded into the origiaadtive three-stage demapping-
decoding scheme, no extra iterative loop is required beiwke CE and the three-stage
CSTSK demapper-decoder. Moreover, since our proposed BESi®heme only selects a
sufficient number of high-quality decisions for CE, the coemjiy of our channel estimator
is dramatically lower than any existing Decision-Directed (DDCE) scheme which em-
ploys the entire frame of the detected symbols. All theséufea result in a low system
complexity. In other words, the proposed joint BBSBCE amé¢hstage turbo demapping-
decoding scheme has a similar computational complexithhdb af the original three-stage
turbo demapping-decoding scheme with the known CSI. Furtbee, the proposed semi-
blind joint CE and turbo detection-decoding scheme is ciapatfully exploiting the “turbo
effects” of the joint CE and three-stage demapping-degpftinapproaching the optimal per-
formance obtained by the idealised three-stage turbo deimgyoecoding receiver furnished
with the perfect CSlI, despite using the same low number diotiterations as the latter.
These novel contributions were proposed in paper “Journal .2” in the publication
list.

e We further extend our propose BBSBCE scheme to the BBSB-$8&hse. In our BBSB-
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SCE scheme, only a ‘just-sufficient-number’ of the highlijyaoft-estimated symbols are
utilised for CE. By contrast to the existing state-of-tliesalutions, it does not suffer from
the usual performance degradation imposed by erroneoisiatex Furthermore, this mea-
sure dramatically reduces the complexity of the DD-LSE€HEhese novel contributions
were detailed in papers “Journal No.3” and “Conference No.Z1 in the publication list.

o Additionally, we propose a Norm-Based Joint Transmit anddRe Antenna Selection (NBJ-
TRAS) aided MIMO system relying on the assistance of a navettier channel estimation
scheme. Specifically, a rough estimate of the full MIMO chemmatrix is first generated
by a low-complexity, low-training-overhead based TBCEesuk, which relies on reusing
a modest number of RF chains. NBJTRAS is then carried outdbasethis initial CE.
The NBJTRAS aided MIMO system is capable of significantlypeutorming conventional
MIMO systems equipped with the same modest number of RF shainile dispensing with
the idealised simplifying assumption of having perfecthyolvn CSI. Moreover, the initial
subset channel estimate associated with the selectedt $ubd® channel matrix is then
used for activating a SBCE scheme, in which the channel astimay be refined by BBSB-
SCE embedded in the iterative detection and decoding modé® joint channel estimation
and turbo detection-decoding scheme operating with thefaite BBSB-SCE channel esti-
mator is capable of approaching the performance of the cegaaeity ML turbo transceiver
associated with perfect CSI. This is achieved without iasieg the complexity of the ML
turbo detection and decoding proces¥hese novel contributions were detailed in papers
“Journal No.4” and “Conference No.2” in the publication list.

e We propose a DSTSK aided MUSRC system. By exploiting theljlityi of the DSTSK
concept, our system becomes capable of supporting diffeenber of users by appropri-
ately adjusting the constellation size of the Phase Shiftinge(PSK) modulation scheme
employed by DSTSK, and we opt for using Binary PSK (BPSK), @ature PSK (QPSK),
8-PSK, etc., in conjunction with a variable number of disjmm matrices. Additionally, our
system is capable of activating a different number of relaysdjusting the dimensions of
each dispersion matrix. Since we apply the successiveinglahilosophy in our system,
the 50% throughput loss of conventional two-phase relaigrrgcovered at the cost of sup-
porting less users. Finally, the DS-CDMA concept is adoftedsuppressing the Multiple
Access Interference (MAI}). These novel contributions were detailed in paper “Journal
No.1" in the publication list.

1.6 Thesis Outline

Let us now highlight the outline of this thesis, which is arg&d as shown in Figure 1.6.

Chapter 2 : SDM/V-BLAST and STSK MIMO Review
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Figure 1.6: Organization of the thesis.

In Chapter 2, two MIMO systems, namely the SDM/V-BLAST ana BTSK, will be
briefly reviewed. More specifically, the system model andgrerance of uncoded SDM/V-
BLAST are introduced and investigated in Section 2.1, whievéll be demonstrated that
a diversity gain may only achieved by increasing the numibeeceive antennas at the re-
ceiver side, while a multiplexing gain may be achieved byeasing the number of transmit
antennas. For the sake of achieving near-capacity perfarepahe powerful three-stage
serial-concatenated turbo coded SDM/V-BLAST MIMO schemeéntroduced in Section
2.2, where it may be seen that with the aid of three-stagetaoding scheme, the MIMO
systems are capable of achieving a near-capacity perf@menam Section 2.3, the novel
concept of CSTSK scheme is introduced in terms of its systaet computational com-
plexity, maximum achievable diversity order, and dispmrshatrix generation. We also pro-
pose a novel Maximum Minimum-Determinant Based Configaratelection (MMBCS)
algorithm, which is capable of selecting the best STSK cadition, while avoiding the
time-consuming Monte-Carlo simulation based approacle. dffitoded CSTSK MIMO sys-
tem’s performance is then intensively investigated basedavious CSTSK configurations.
By analysing the results obtained, it may be concluded tieptoposed CSTSK scheme is
capable of striking a flexible tradeoff between the MIMO’satsity and multiplexing gains,
while facilitating the low-complexity single-antennaseal ML detection owing to the elim-
ination of ICI. Finally, a three-stage serial-concatedateabo coding aided CSTSK MIMO
systems is developed in Section 2.4 for the sake of achievimear-capacity performance.

Chapter 3: Channel Estimation for Coherent MIMO Systems

In Chapter 2, the family of coherent MIMO systems represkrig the classic SDM/V-
BLAST and the recent CSTSK is reviewed under the idealizewpklying assumption of
perfectly known CSI. It has been widely recognized that thiéita of a coherent MIMO
system to approach its attainable capacity heavily reliethe accuracy of the CSI. In or-
der to dispense with the assumption of perfectly known G8Clapter 3, CE schemes for
MIMO systems will be discussed. We first briefly review theemtional TBCE and SBCE
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schemes based on the CSTSK MIMO scheme in Section 3.2 anidi$8c3, respectively.
It will be demonstrated that the conventional TBCE schenoajmble of achieving accurate
CE by employing a high Pilot Overhead (PO), at a cost of rededfective throughput. On
the other hand, the SBCE may acquire accurate CE in an itefaint CE and data detec-
tion fashion associated with a low PO. Section 3.4 is dedit&d develop the SBCE aided
and three-stage serial-concatenation turbo coded schemmedr-capacity CSTSK MIMO
systems. More specifically, the novel BBSBCE scheme is megowhich utilizes a low PO
for generating an initial CE. Most significantly, unlike tegisting methods, the proposed
BBSBCE scheme does not require an extra iterative loop legtwiee CE and the turbo
detector-decoder, since the BBSB iterative CE was najuestibedded into the original it-
erative three-stage demapping-decoding turbo loop. Thielrarrangement enables us to
maintain a low system complexity. Furthermore, since oigy+tonfidence decision blocks
are selected in the BBSBCE based scheme, the error propagatblem existed in con-
ventional SBCE schemes is mitigated. Additionally, theeld®BSBCE scheme is further
developed into a soft version in Section 3.5, namely BBSHEzSIhe corresponding simula-
tion results demonstrate that the proposed BBSB-SCE babed® is capable of achieving
the optimal ML performance bound associated with the pei@®i, while maintaining a
high system throughput without imposing an excessive caatipmal complexity.

Chapter 4: Norm-Based Joint Transmit/Receive Antenna Selection AMEVO Systems

In Chapter 4 we mainly focus on the AS scheme for MIMO systelinisas been discussed
in Chapter 2 that MIMO schemes are capable of achieving agifyeand/or multiplexing
gain by employing multiple AEs at the transmitter and/or tbeeiver. However, it should
also noted that since MIMO systems utilize multiple RF chaitimeir power consumption
and hardware costs become substantial. Against this baukdy we introduce the concept
of AS in Section 4.1 and propose a simple yet efficient AS dlgar, namely the NBJTRAS
in Section 4.2. The corresponding simulation results baseplerfect CSI demonstrate that
the proposed NBJTRAS is capable of improving both the BERopence and throughput of
the MIMO systems, compared to the conventional MIMO systatitiging the same number
of RF chains. We also propose a novel TTCE scheme for NBJTR&&IdMIMO systems,
which exploits the facts that the AS is relatively less siresto the CE errors than the data
detection. The corresponding simulation results dematesthat the proposed TTCE scheme
is capable of achieving both high CE accuracy and a high systieoughput.

Chapter 5: Multiple-Symbol Differential Sphere Detection Aided DSK'S

In this chapter, we focus on the MSDSD aided DSTSK schemdiddés. 2 reviews the MS-
DSD aided DSTSK systems, where it will demonstrate that fM&DSD is capable of miti-
gating the error floor exhibited by CDD in DSTSK schemes, eisfig when the fading rate
is relatively high, i.e. normalized Doppler frequengy= 0.03 in the simulation. Addition-
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ally, in relatively fast fading environments, the perfomoa of MSDSD may be improved by
expanding the window sizl,,, at the cost of the increased computational complexityceésin
in differentially encoded systems CSl is no longer requiied natural to consider apply-
ing differential schemes in cooperative communicationsnsgquently, the DSTSK aided
MUSRC system is proposed in Section 5.3. We demonstratdyhatploiting the flexibility
of the concept of DSTSK schemes, our system is capable obstipy different number of
users by appropriately adjusting the constellation sizthefPSK modulation scheme em-
ployed by DSTSK, we opted for using BPSK, QPSK, 8-PSK, etmgceived with a variable
number of dispersion matrices. Additionally, our systerndpable of activating a different
number of relays by adjusting the dimensions of each digpematrix.

Chapter 6: Conclusions and Future Research

In this chapter, we summarize the major findings and corttdbs of this thesis. Specific
design guidelines are listed in Section 6.2 to show thematiof our design decisions, and
to provide further insights of the advanced technologieskad in this thesis. We further
outline a range future research topics in Section 6.3.



Chapter

SDM/V-BLAST and Space-Time Shift
Keying MIMO Review

In this chapter, two MIMO systems that are used in this thasisreviewed. It has been widely
recognised that MIMO systems are capable of achieving aipte®ing gain and/or diversity gain
by employing multiple antennas at the transmitters andogivers. To be more explicit, the family
of SDM/V-BLAST [2] MIMO systems is capable of achieving a rtiplexing gain by employing
multiple Transmit (Tx) antennas. However, the SDM/V-BLABITMO system is only capable of
achieving a diversity gain by employing multiple Receive&ntennas.

Unlike the above mentioned conventional SDM/V-BLAST MIM@stems, the recently pro-
posed STSK scheme [5,21] is capable of achieving both a Txadxldiversity gain by employing
multiple Tx antennas and Rx antennas. Additionally, in STé#ed MIMO systems, one of th@
appropriately indexed space-time dispersion matricestigaded within each STSK signal block
duration and therefore, STSK fully exploits both the sgatiad time- dimensions. Moreover, due
to its high degree of design-freedom, a flexible diversitgsue multiplexing gain tradeoff can be
realized by the STSK scheme, which is achieved by appr@byiaptimizing both the number and
size of the dispersion matrices as well as the number ofrtréred receive antennas. Addition-
ally, the ICI encountered in STSK MIMO systems is also corghjeremoved and consequently,
the adoption of single-antenna-based ML detection becoeadistic.

The rest of this chapter is organised as follows. Sectionéiitws the system model and the
achievable system performance of the conventional unc8@#d/V-BLAST MIMO systems. For
the sake of achieving near-capacity performance, the goltbree-stage serial-concatenated turbo
coded SDM/V-BLAST MIMO system is introduced in Section 2&iditionally, the powerful tool
of EXtrinsic Information Transfer (EXIT) charts is adoptia predicting the BER performance of
turbo coded MIMO systems in this section. The system’s dearand the achievable performance
of both uncoded and three-stage serial-concatenated ¢oded coherent STSK systems are pro-
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vided in Section 2.3 and Section 2.4, respectively. Fin&@kgction 2.5 provides the summary of
this chapter. Since the objective of this chapter is to berark the achievable performance of the
SDM/V-BLAST and STSK MIMO systems, we assume that the MIMQO GXnown at receiver.
In the later chapters, we will dispense this idealised agsiom

2.1 Uncoded SDM/V-BLAST Systems

2.1.1 System Overview

Source

L-PSK/QAM - s/p
mod.

23

M

Figure 2.1: Transmitter structure of uncoded SDM/V-BLASTMO scheme.

In this section, we consider an uncoded SDM/V-BLAST MIMOtsys relying onM Tx an-
tennas andV Rx antennas for communication in a frequency-flat Rayleggling environment.
Given a bits petl — PSK/QAM symbol throughput of BPS- log, (L), the number of Bits Per
Transmission Block (BPB) may be expressed&8 = M - BPS. The corresponding transmit-
ter structure of a SDM/V-BLAST MIMO system is shown in Fig.12where it may be seen that
a block of BPB binary source bits is firstly mapped into #&h— PSK/QAM modulation scheme.
Then the modulated symbols are serial-to-parallel coadesind mapped to a total number Mdf
Tx antennas. This MIMO system model may be equivalently esged as

y(i) = Hs(i) + v(i), (2.1)

wherei denotes the symbol index(i) = [s1 s, - - - sy]" is the transmittedC-PSK/QAM symbol
vector with(-)T denoting the transpose operator and the MIMO channel miatgiven by

hin hip -+ hm
h h
H- 2 hxp ,
GO IR N Vi

while y(i) = [y1v2---yn]" denotes the received signal vector ar(d) = |01 v; - - - on]" rep-
resents the noise vector, whose elements obey the comalesey/zero-mean Gaussian distribu-
tion of CN'(0, N,), with a variance ofN,/2 per dimension. The system's SNR is defined as
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SNR = E;/N,, whereE; is the average symbol energy. The corresponding normatizedghput
R per time-slot of the SDM/V-BLAST MIMO system is given by

R = M -log, (L) [bits/symbo). (2.2)

For instance, if a SDM/V-BLAST MIMO system adopts a MIMO setaf M = 2 Tx antennas and
QPSK as the modulation scheme, the corresponding norrdatiweughput may be expressed as
R = 2-log,(4) = 4 bits/symbol.

At the receiver, since the multiple symbols of a transmitsgchbol vectors(i) have to be
decomposed, both the achievable performance and the idatectmplexity of SDM/V-BLAST
MIMO systems significantly depend on the detection algoritmployed. To be more explicit,
employing the well-known ML detection algorithm is capabteachieving the optimal perfor-
mance, albeit at a cost of exponentially increased comipuatdtcomplexity upon increasing the
number of symbols multiplexed in the transmitted symbokees(i). More specifically, the cor-
responding computational complexity of the optimal ML a¢iten algorithm to detect a block of
BPB bits, which is evaluated by the number of real-valued miidgtions, may be formulated as:

CwmL = (4MN +2N) £M, (2.3)
Generally speaking, the conditional probability®fy(i)|s(i), H) in MIMO systems may be ex-
pressed as
N ls(i |y (@) — HS(i)||2>
P(y(i)|s(i),H) = exp| — , 2.4
(ls(i, ) = o110 @4)

where|| - | denotes the norm operator. Then, assuming that the CSI isrkabthe receiver, the
ML estimate [118] of a multiplexed symbol sequer¢é) may be expressed as

[ = argmin||y(i) — Hs;||%, (2.5)
sjeS

M
whereS = { s,}f:1 represents the set of the legitimate transmitted symbabrec

As it has been mentioned above that even though the ML detisctapable of achieving the
optimal performance, its complexity increases exponkytreth the total number of Tx antennas,
which may become excessive particularly when large-scdM®/Isystems are considered. There-
fore, the family of classic linear detectors, such as the @ MMMSE detectors, may be adopted
for the sake of maintaining low detection complexity, whishachieved at the expense of a cer-
tain performance loss. Additionally, some near-optimaedeon schemes, such as sphere detection
schemes [27], have also been proposed, which are capalitaiofreg a quasi-optimal performance

at a moderate complexity.

2.1.2 Simulation Results

In this section, the achievable performance of the uncod®d/S-BLAST MIMO system of Fig.
2.1is presented. A frequency-flat Rayleigh fading envirenthwas considered. The average trans-
mitted symbol energ¥, was normalised to unity and, therefore, the SNR was givq%gawith Np
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being the AWGN power. A SDM/V-BLAST MIMO system associatedhnM Tx antennasN Rx
antennas and employing — PSK/QAM may be represented as MINI®, N, £ — PSK/QAM).
The well-known ML detection algorithm of Eq. (2.5) was adapthere for the sake of achieving
the optimal performance. The system parameters of uncoBéd\EBLAST MIMO system of
Fig. 2.1 are summarized in Table 2.1.

Table 2.1: System parameters of the uncoded SDM/V-BLAST BRIy stem of Fig. 2.1.

Number of Tx antennas M
Number of Rx antennas N
Modulation L-QAM or L-PSK
Channels Frequency-flat Rayleigh fading
Detector ML detector of Eq. (2.5)
O — M=2, N=2, BPSK, R=2 bits/symbol
; A —— M=2, N=2, 4-QAM, R=4 bits/symbol
10* ) [0 — M=2, N=2, 8-PSK, R=6 bits/symbol
& —— M=2, N=2, 16-QAM, R=8 bits/symbo
10°% '
o . ~3 L J
g 10
m
10—4 L B
10° 1
10‘6 L L L L
0 5 10 15 20 25 30 35 40
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Figure 2.2: Achievable BER performance of a SDM/V-BLAST MIMsystem of Fig. 2.1
associated wittM = 2 Tx antennasN = 2 Rx antennas and various throughputs. All
other system parameters were summarized in Table 2.1.

Fig. 2.2 shows the achievable BER performance of the unc8@&d/V-BLAST MIMO system
MIMO (2, 2, £ — PSK/QAM). It may be seen that when the BPSK modulation scheme is atjopte
the system achieved the best BER performance, reaching aoBER © at about SNR= 27 dB,
associated with a corresponding throughpuRo£ 2 [bit/symbol]. When 4-QAM is adopted, the
normalized throughput increasesRo= 4 [bit/symbol], with a corresponding SNR loss of about
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3dB at the BER 010~° compared to the performance of the BPSK modulation scen@milarly,
when the throughput becomes higher, namely when 8-PSK a1GAIM are used, the correspond-
ing normalized throughput increaseske= 6 and8 [bits/symbol], respectively. The corresponding
BER performance is degraded by about 8 and 11 dB, respsagta@hpared to that of the BPSK
performance benchmark. Therefore, we may see that in SIBILAST MIMO systems, the nor-
malized throughput may be increased by adopting highesrardulation schemes, at the expense
of a BER performance loss. However, it has been mentioneédDM/V-BLAST MIMO systems
mainly aim for achieving a multiplexing gain at the trangerit whilst a diversity gain may only
be achieved at the receiver by employing multiple Rx anteniiderefore, it may be seen in Fig.
2.2 that all the BER curves of various normalized throughliare the same slope, implying that
the same diversity gain may be achieved in all scenariosggime number of antennas employed

at MIMO receiver is the same, namél = 2 in this example.

O —— M=4, N=4, BPSK, R=4 bits/symbol

A —— M=4, N=4, 4-QAM, R=8 bits/symbol
[1 —— M=4, N=4, 8-PSK, R=12 bits/symbol
<& —— M=4, N=4, 16-QAM, R=16 bits/symbo|

15 20 25 30 35 40
SNR (dB)

Figure 2.3: Achievable BER performance of a SDM/V-BLAST MIMsystem of Fig. 2.1
associated wittM = 4 Tx antennasN = 4 Rx antennas and various throughputs. All
other system parameters were summarized in Table 2.1.

The performance of the uncoded SDM/V-BLAST MIMO system MIO4, £ — PSK/QAM)
is depicted in Fig. 2.3, where it may be seen that similar éoglrformance shown in Fig. 2.2, in
the case of using BPSK signalling, the system achieves tteBiR performance, associated with
the lowest normalized throughput 8f = 4 [bits/symbol]. As the order of the modulation scheme
increases, the corresponding normalized throughputaseseas well, but naturally, at the expense
of a degraded BER performance. However, it may also be set¢nlte to using the same MIMO
antenna setup, i.e. the same number of Rx antennas, thsitlivgains are identical in all the four
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scenarios.

0 O —— M=2, N=2, BPSK, R=2 bits/symbal
10t 4 A —— M=4, N=2, BPSK, R=4 bits/symbal -
0 —— M=8, N=2, BPSK, R=8 bits/symbal
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Figure 2.4: Achievable BER performance of a SDM/V-BLAST MIMsystem of Fig. 2.1
associated wittN = 2 Rx antennas anfyl = 2,4 and8 Tx antennas. BPSK signalling is
adopted. All other system parameters were summarized iie Pab.

Fig. 2.4 shows the effects of increasing the number of Txrarés on the system’s BER perfor-
mance associated with the specific system configuration M®{IM, 2, BPSK). It may be seen
from Fig. 2.4 that as the number of Tx antennas increaseshitbeghput increases at the expense
of a BER performance degradation. However, we may also fiatldhen though the BER per-
formances are different for the three different configoradi the slopes of their BER curves are
the same, implying that the same diversity gain may be aeHidy these three configurations.
Therefore, we may confirm that in SDM/V-BLAST MIMO systemsciieasing the number of Tx
antennas has no effects on the attainable diversity gailmeasystem.

As it has been mentioned before that in SDM/V-BLAST MIMO syss, a diversity gain may
only be achieved at receiver side by employing multiple Rteanas. Fig. 2.5 shows the effects
of employing various numbers of Rx antennas on the perfoceah the MIMO associated with
the configuration of MIM@2, N,BPSK), with N € {2,4,8} and at a throughput oR = 2
[bits/symbol]. It may be seen from Fig. 2.5 that as the nunob&x antennas increases, the slope of
the BER curve becomes sharper, implying that a higher dtyegain may be achieved. However,
it may also be observed that the performance gain becomdiegra the number of Rx antennas
keeps on increasing. To be more explicit, by changing thebmurof Rx antennas fromv = 2
to N = 4, the system’s diversity gain is significantly increased andSNR gain of over 15dB
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O —— M=2, N=2, BPSK, R=2 bits/symbad|
10t ¢ A —— M=2, N=4, BPSK, R=2 bits/symbad|
0O —— M=2, N=8, BPSK, R=2 bits/symbal

15 20 25 30 35 40
SNR (dB)

Figure 2.5: Achievable BER performance of a SDM/V-BLAST MIMsystem of Fig. 2.1
associated wittM = 2 Tx antennas ant = 2,4 and8 Rx antennas. BPSK signalling is
adopted. All other system parameters were summarized ile Pab.

\
M=4, N=2, 4-QAM, R=8 bits/symbo
M=4, N=4, 4-QAM, R=8 bits/symbo
M=4, N=8, 4-QAM, R=8 bits/symbo

0 5 10 15 20 25 30 35 40
SNR (dB)

Figure 2.6: Achievable BER performance of a SDM/V-BLAST MIMsystem of Fig. 2.1
associated wittM = 4 Tx antennas andV = 2,4 and8 Rx antennas. 4-QAM signalling
is adopted. All other system parameters were summarizedble?.1.
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is achieved at the BER df0—°. However, when the number of Rx antennas is further inctease
to N = 8, the diversity gain improvement becomes less obvious am@&MR gain is reduced to
less than 8 dB. Additionally, the effects of increasing thenber of Rx antennas at receiver on the
diversity gain of the MIMO system MIM®Q, N, 4-QAM) are shown in Fig. 2.6, where it may also
be seen that increasing the number of Rx antennas may achiérgroved receive diversity gain,
while imposing a higher hardware complexity, including acreased detection complexity.

2.2 Three-Stage Serial-Concatenated Turbo Coded SDM/V-BAST
Systems

2.2.1 System Overview

In Section 2.1.1, uncoded SDM/V-BLAST MIMO systems wereaduced. However, it may be
seen that without the aid of a channel coding scheme, SDM/NXSI MIMO systems fail to
achieve a near-capacity performance. As a result, in thisose a powerful three-stage serial-
concatenated turbo coding scheme is invoked for improviegperformance of SDM/V-BLAST
MIMO systems. The corresponding structure of this thregesiserial-concatenated turbo encoder
and decoder invoked for a SDM/V-BLAST MIMO system is shownFig. 2.7. We consider a
frequency-flat Rayleigh fading environment. Lefenote the SDM/V-BLAST symbol vector index.
At the transmitter, the binary source information bjts} are firstly encoded by a half-rate RSC
outer encoder and interleaved by a random interleffer Then the interleaved bit§u, } are
encoded by a low-complexity memory-1 URC encoder [6], tisylin the bit sequencéx;},
which are further interleaved by a second random interlelajse Here, the reason for incorporating
a URC is to allow the system to beneficially spread ¢kiinsic information across the iterative
decoder components. As a benefit, a vanishingly low BER maythed [1,119]. Atthe SDM/V-
BLAST modulator, the RSC-URC encoded hjts} are modulated, mapped and transmitted, which
may be expressed by the equivalent MIMO system model fortedlim Eq. (2.1).

The structure of the three-stage serial-concatenatea tcoding aided SDM/V-BLAST re-
ceiver is illustrated in Fig. 2.7, where it may be seen thatgbft-input soft-output decoders and
symbol-to-bit demapper of the receiver iteratively exaf@soft extrinsic information in the form
of Log Likelihood Ratios (LLRs). To be more explicit, the @ptons of the iterative three-stage
serial-concatenated decoder/demapper may be dividedvistparts, namely, the inner iterations
and outer iterations. Within an inner iteration, the SDMBVAST soft demapper shown in Fig. 2.7
firstly receives the transmitted signals over the MIMO cleramnd then combines the signals with
the extrinsic information output by the URC decoder. Meaieylthe URC decoder of Fig. 2.7
receives the extrinsic information both from the MIMO sdé&mapper and from the RSC decoder,
and also generates the extrinsic information for its nesgintblocks, i.e. for both the MIMO soft-
demapper and for the RSC decoder. On the other hand, witbimaeser iteration, the RSC decoder
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Figure 2.7: The structure of three-stage serial-conctdriairbo encoder/decoder for a
SDM/V-BLAST MIMO system.

of Fig. 2.7 receives its extrinsic information from the UREcdder of Fig. 2.7 and generates the
estimates of the decoded information bits after all the roiteeations have been completed. Here,
let us denote the numbers of inner iterations and outettibeiasl;,, andI,,;, respectively. Since
I;, iterations occur per outer iteration, the total numberexitions implemented by the three-stage
serial-concatenated receiver becomgs I,,;.

Again, we consider the SDM/V-BLAST MIMO system of Fig. 2.7ytieg on M Tx antennas
andN Rx antennas for communication in a frequency-flat Rayledgling environment. Given that
the number of bits pef — PSK/QAM symbol is BPS= log, (L), the number of bits per block
may be expressed B = M - BPS. At the MIMO soft-demapper of Fig. 2.7, upon obtaining the
a priori LLRs { L, (uy) 1]3313
bits that are mapped to the symbol vect6i), thea posteriori LLRs produced by the ML MIMO
soft-demappeérare expressed as [122]

from the URC decoder, Wher@k}lef indicates the corresponding

I el
LP <uk) = LP(k) =In Z“IF eXp(Pn), (2.6)

s"€{su—0}

where {s,,—1} and {s,,—o} represent theC-QAM/PSK symbol vector sets associated with the
corresponding bit;, = 1 andu, = 0, respectively. The probability metric{svn}gfl for the

M
legitimate £-QAM/PSK symbol vectorg s”}f | are given as

i) — Hs" 2 BPB
p}’l = —w —+ ﬁkLa(uk), (27)
0 k=1

1For large MIMO systems, we may opt for using reduced-conifylexear-optimum detection schemes, e.g. the
K-best sphere detector [120, 121], to avoid the exponeypiiaieasing complexity imposed by the ML detector.
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Where{ﬁk}lef indicates the corresponding bits that are mapped to théfispganmbol vectors”.

2.2.2 Simulation Results

In this section, the achievable performance of the thragesserial-concatenated turbo coding aided
SDM/V-BLAST MIMO system of Fig. 2.7 is presented. Again, aduency-flat Rayleigh fading
environment was considered. An interleaver length08tbits was used by the pair of random inter-
leavers in the three-stage serial-concatenated turbalendecoder of Fig. 2.7. The binary gener-
ator polynomials of the RSC encoder we&gsc = [1,0,1]; andGg¢- = [1,1,1]2, while those of
the URC encoder wer€rc = [1,0]; andG] z- = [1,1]2, whereGj,- andG]; indicated the
feedback polynomials of the RSC and URC encoders, respictivhe average transmitted symbol
energy was normalised to unity. Therefore, the SNR was gnye’éro with Ny being the AWGN
power. A SDM/V-BLAST MIMO system associated withl Tx antennas)N Rx antennas, and
employingL — PSK/QAM may be represented as MIM®, N, £ — PSK/QAM). Three configu-
rations were considered in this section, which were MIf{2Q, BPSK), MIMO (4, 2, 4-QAM) and
MIMO (4, 4, 4-QAM). The system parameters of the three-stage serial-comatateturbo coding
aided SDM/V-BLAST MIMO system of Fig. 2.7 are summarized able 2.2.

Table 2.2: System parameters of the three-stage seriaktamated turbo coding aided
SDM/V-BLAST MIMO system of Fig. 2.7.

Number of Tx antennas M
Number of Rx antennas N
Modulation L-QAM or L-PSK
Channels Frequency-flat Rayleigh fading
Detector ML MIMO soft-demapper of Eq. (2.6)
Interleaver block-length 10° bits
Outer channel code Half-rate RSC
Generator polynomials (GrscrGrsc) = (7,5)s
Precoder URC
Number of inner iterations Ly,
Number of outer iterations Loyt

2.2.2.1 MIMO(2,2,BPSK)

The EXIT chart [1] is adopted as a tool for predicting the argence behaviour of the iterative de-
coder. This is achieved by examining the evolution of theitiqutput mutual information between
the inner and outer decoders [123]. To be more explicit, atiTEcKart is said to have a closed
tunnel when the EXIT curves of the inner and outer decodeessact each other. For example, in
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Fig. 2.8, when we have SNR —3.8 dB, the EXIT curves of the half-rate RSC decoder and of the
MIMO Demapper-URC decoder are intersected, hence a closeeltis experienced. In this case,
a high BER is expected, because the iterative decodingctoajeis prevented from reaching the
point of perfect convergence to the (1.0, 1.0) at the topttigand corner of the EXIT chart. This
may be seen from the corresponding BER performance showigir2®, where at SNR —3.8

dB, we observe that almost no iteration gain is achieved aB&R in excess of 0.1 is obtained.
By contrast, if an open tunnel exists between the EXIT cunfethe inner and outer decoders,
the decoding trajectory is capable of reaching the pointeofget convergence at (1.0, 1.0) in the
EXIT chart, where a vanishingly low BER may be achieved. Tigy be seen from the EXIT chart
shown in Fig. 2.8, where at SNR—3.2 dB, an open tunnel exists between the EXIT curves of the
half-rate RSC decoder and the MIMO Demapper-URC decodeigpfE7, and the Monte-Carlo
simulation based decoding trajectory is capable of regdhia (1.0, 1.0) point withir,,; = 9 outer
iterations, implying that a vanishingly low BER can be agbiand any potential error flow can be
eliminated [1]. This may be confirmed by the correspondindrBierformance shown in Fig. 2.9,
where a vanishingly low BER is observed at SNR-3.2dB. Additionally, in order to clearly
show the effects of SNR on the EXIT chart characteristicshefthree-stage serial-concatenated
turbo coding aided SDM/V-BLAST MIMO system, Fig. 2.10 is piged, which shows that as the
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00 L L L L L L L L L

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
1A(MIMO(2,2,BPSK)), E(RSC)

Figure 2.8: EXIT chart of the three-stage serial-concatghaurbo coding aided
SDM/V-BLAST MIMO system of Fig. 2.7 associated with the caouifiation of
MIMO (2,2, BPSK) at an effective throughput @ = 2 bits/symbol. All other system
parameters were summarized in Table 2.2. The correspoBdfycurves are seen in Fig.
2.9.
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SNR increases, the open tunnel between the half-rate RS©elend the MIMO Demapper-URC
decoder becomes wider.
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Figure 2.9: Achievable BER convergence of the three-stagelsoncatenated turbo cod-
ing aided SDM/V-BLAST MIMO system of Fig. 2.7 associatedwihe configuration of
MIMO (2,2, BPSK) at an effective throughput @ = 2 bits/symbol. All other system
parameters were summarized in Table 2.2. The correspoi}iti§ chart is seen in Fig.
2.8.

Fig. 2.9 depicts the corresponding achievable BER perfoomaf the three-stage serial-concatenated
turbo coding aided SDM/V-BLAST MIMO system associated wita configuration of MIM@2, 2, BPSK),
where it is seen that the system’s BER performance imprasethe number of iterations increases.
Additionally, when the number of iterations reachgg = 9, a ‘turbo cliff’ appears at approxi-
mately SNR= —3.2dB, where a ‘near-error-free’ performance is achieveds T$in line with the
conclusions obtained from the EXIT chart seen in Fig. 2.8tlfarmore, the maximum achievable
rat€ of MIMO (2,2, BPSK) is provided in Fig. 2.9, where it may be seen that the SNR gabasit
1 dB between the SNR value required to attain an infinitedjnialv BER by the system and the
SNR value required for reaching the maximum achievable nagglying that the system is indeed
capable of attaining a near-capacity performance.

Our comparison between the achievable BER performance tbf the uncoded and three-
stage serial-concatenated turbo coded SDM/V-BLAST systenshown in Fig. 2.11, where it
may be seen that by employing the three-stage turbo codimgnse, the BER performance of

2The maximum achievable rate here is referred to as a SNR vaieee the corresponding EXIT curve of MIMO
Demapper-URC decoder covers a lower region associatechwitiiea that equals to coding rate of RSC codes [6].



2.2.2. Simulation Results 36

1.0

SNR=-3.8dB t0-1.0dB
091 (step size of 0.4 dB)

0.8

PP

0.7
0.6} -
_—
05f —
0.4

0.3+

Iz(Relay-Aided-SISO-MSDSD-URC),(RSC)

0.2 1

01 —— MIMO Demapper-URC
RSC, Memory length = 3, half rate

0.0 ! !
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Ix(Relay-Aided-SISO-MSDSD-URC)(RSC)

Figure 2.10: Effects of SNR on the EXIT chart charactersstf the three-stage serial-
concatenated turbo coding aided SDM/V-BLAST MIMO systemFad. 2.7 associ-
ated with the configuration of MIM(2, 2, BPSK) at an effective throughput & = 2
bits/symbol. All other system parameters were summariaédble 2.2.

MIMO (2,2, BPSK) is dramatically improved, although at the expense of a dsed bandwidth
efficiency due to the redundancy introduced by the chanrdthgascheme as well as at the cost of
imposing an increased receiver complexity. For exampteuticoded MIMO system is capable of
achieving a BER o0~ at about SNR= 27 dB, while the three-stage turbo coded MIMO system
is capable of attaining a vanishingly low BER at about SNR3.2 dB. Therefore, a performance
gain of more than 30 dB is achieved by the latter. However,tduke 1/2 coding rate of the RSC
code adopted, in order to convey the same number of infoomdtits, the frame length of the
coded MIMO system should be twice as long as that of the urttedenario. Additionally, it may
also be noticed that the BER performance curves of the uncsgigem and of the corresponding
coded system exhibit a crossover (threshold) at about-SNR.6 dB. This phenomenon is in fact
quite often observed in the performance comparison betwleannel coded and uncoded systems.
The reason for a crossover is that a channel coding scheméedgemed to have a time-diversity
gain, which results in an improved error correction capigbiHowever, when the number of errors
within a block becomes higher than the number of errors #ate corrected, the channel decoder
will be overwhelmed by these errors. In this case, the cHamoding scheme makes an erroneous
detection, which results in erroneous ‘corrected’ bits amdn increased BER. However, it may
be worth mentioning that compared to the conventional chlacoding schemes, such as Bose-
Chadhuri-Hocquenghem (BCH) and convolutional codes [83, three-stage serial-concatenated
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Figure 2.11: Achievable BER performance of the three-stag@l-concatenated turbo
coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associateith the configuration
of MIMO (2,2, BPSK), in comparison to that of the corresponding uncoded sysfdtigo
2.1. The throughputs of both systems &re- 2 bits/symbol. All other system parameters
were summarized in Table 2.2.

turbo codes employed in this section exhibit a reduced oxessprobability, hence implying an
error correction improvement at low SNRs.

2.2.2.2 MIMO(4,2,4-QAM)

Our investigations of the three-stage serial-concatertatbo coding aided SDM/V-BLAST MIMO
system of Fig. 2.7 relying on the configuration of MIM©2, 4-QAM) were commenced with its
EXIT chart analysis and further results are also depictdeign2.12. It may be seen that an open
tunnel exists between the EXIT curves of the inner MIMO stfthapper-URC decoder and the
RSC outer decoder at about SNR dB. Additionally, the Monte-Carlo simulation based stase
shaped decoding trajectory, which closely matches the EEKBFt curves, was also provided at the
same SNR= 4 dB. The trajectory shows that the three-stage serial-¢enagted turbo coding aided
MIMO (4, 2, 4-QAM) system is capable of reaching the point of perfect convegen (1.0, 1.0)
at about SNR- 4 dB, with the aid ofl;,, = 3 inner iterations and,,; = 5 outer iterations.

Fig. 2.13 illustrates the achievable BER performance oftthiee-stage serial-concatenated
turbo coding aided SDM/V-BLAST MIMO system of Fig. 2.7 assted with the configuration of
MIMO (4, 2, 4-QAM), where it can be seen that as the number of outer iteraticnsases from 1 to
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Figure 2.12: EXIT chart of the three-stage serial-concatmh turbo coding aided
SDM/V-BLAST MIMO system of Fig. 2.7 associated with the caouifiation of
MIMO (4,2,4-QAM) at an effective throughput ad = 8 bits/symbol. All other sys-
tem parameters were summarized in Table 2.2. The correBgpBER curves are seen
in Fig. 2.13.

5, the system’s BER performance is substantially improvedoe more explicit, when the number
of iterations reacheg,; = 5, a ‘turbo cliff’ appears at about SNR4 dB, where an infinitesimally
low BER is achieved. This is in line with the characteristiéshe EXIT chart shown in Fig. 2.12.
Furthermore, the maximum achievable rate of MIf(®2, 4-QAM) is also provided in Fig. 2.13,
where it can be seen that the SNR gap between the SNR valuiesgkfpy the system to attain an
infinitesimally low BER and that needed for approaching tteximum achievable rate is just over
3dB, implying that the system is indeed capable of achiegingar-capacity performance.

Fig. 2.14 compares the achievable BER performance of betthtke-stage turbo coded and un-
coded MIMQ(4, 2, 4-QAM) systems, where itis seen that similar to the case of M(®Q, BPSK),
the three-stage turbo coding scheme significantly imprthaachievable BER performance, achiev-
ing a SNR gain of more than 30 dB at the BERI6f ©, at a cost of a reduced bandwidth efficiency
and an increased computational complexity. Additionahe classic crossover point for the coded
and uncoded BER curves may be found at about SNR dB.
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Figure 2.13: Achievable BER convergence of the three-stagial-concatenated turbo
coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associateith the configuration
of MIMO (4, 2, 4-QAM) at an effective throughput & = 8 bits/symbol. All other system
parameters were summarized in Table 2.2. The correspo}iii§ chart is seen in Fig.
2.12.
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Figure 2.14: Achievable BER performance of the three-stg&l-concatenated turbo
coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associateith the configuration

of MIMO (4,2,4-QAM), in comparison to that of the corresponding uncoded system o
Fig. 2.1. The throughputs of both systems &e= 8 bits/symbol. All other system

parameters were summarized in Table 2.2.
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Figure 2.15: EXIT chart of the three-stage serial-concatmh turbo coding aided
SDM/V-BLAST MIMO system of Fig. 2.7 associated with the caouifiation of
MIMO (4, 4,4-QAM) at an effective throughput d = 8 bits/symbol. All other sys-
tem parameters were summarized in Table 2.2. The correBgpBER curves are seen
in Fig. 2.16.

2.2.2.3 MIMO(4,4,4-QAM)

The EXIT chart of the three-stage serial-concatenatedoteduling aided MIM@4, 4, 4-QAM)
scheme is depicted in Fig. 2.15. It may be seen that an opewlt@xists between the EXIT
curves of the inner MIMO soft-demapper-URC decoder and th€ Buter decoder at about SNR
—2.5dB. Additionally, the Monte-Carlo simulation based stage shaped decoding trajectory,
which closely matches the EXIT chart curves, is also praviateabout SNR= —2.5 dB. The trajec-
tory shows that the three-stage serial-concatenated tadiog aided MIM@4, 4, 4-QAM) system

is capable of reaching the point of perfect convergence.6f (L0) at about SNR —2.5dB, with
the aid ofl;, = 3 inner iterations and,,; = 6 outer iterations.

Fig. 2.16 presents the achievable BER performance of teetbilage serial-concatenated turbo
coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associateith the configuration of
MIMO (4, 4, 4-QAM), where it may be seen that as the number of outer iteratiamsases from
1 to 6, the system’s BER performance may be improved. Mordicithp when the number of
iterations reaches,,; = 6, a ‘turbo cliff’ appears at about SNR —2.5dB, where an infinitesi-
mally low BER may be achieved. This is in line with the chagsistics of the EXIT chart shown in
Fig. 2.15. Furthermore, the maximum achievable rate of thd®1(4, 2, 4-QAM) is also depicted
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Figure 2.16: Achievable BER convergence of the three-stagial-concatenated turbo
coding aided SDM/V-BLAST MIMO system of Fig. 2.7 associateith the configuration
of MIMO (4, 4, 4-QAM) at an effective throughput && = 8 bits/symbol. All other system
parameters were summarized in Table 2.2. The correspoi}iti§ chart is seen in Fig.
2.15.

in Fig. 2.16, which shows that the SNR gap between the SNRevalguired by the system to attain
an infinitesimally low BER and the SNR value required for agmhing the maximum achievable
rate is just over 2 dB, again implying that this system is @tleapable of achieving a near-capacity
performance.

2.3 Uncoded Coherent STSK

2.3.1 System Overview

In the previous section, the classic SDM/V-BLAST MIMO systbas been reviewed, where it has
been recognised that this type of MIMO systems are mainligded for achieving a multiplexing
gain. In this section, a novel coherent MIMO scheme, knowthasCoherent STSK (CSTSK)
MIMO system is introduced, which is capable of achievinghbemultiplexing gain and a diversity
gain, as well as offering a high degree of design freedom.ukealefine the configuration of the
generic CSTSK MIMO system as CSTEM, N, T, Q, L — PSK/QAM), whereM andN indicate
the number of Tx antennas and Rx antennas, respectivellg Wilienotes the number of time slots
occupied by the CSTSK signal block agdis the number of dispersion matrices employed. iLet
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denote the CSTSK block index. Again, a frequency-flat Rgjéading environment is considered.

Space-Time |
Mapping |
C M

|

| £-PSK/QAM

Figure 2.17: Transmitter structure of the CSTSK based MIMfeme [5].

The structure of a CSTSK transmitter is shown in Fig. 2.17emstit can be seen that the STSK
encoding process may be divided into four steps:

Step 1) The sequence of source bits is firstly converted to two parait sequences. Specifically,
everyBPB = log,(Q) + log, (L) source bits of Fig. 2.17 is divided into a pair of parallel sub
blocks, containindog, (Q) source bits anibg, (L) source bits, respectively.

Step 2)For theith block, the firstog, (Q) bits are used for choosing a single dispersion matrix)
from the Q pre-assigned dispersion matric{eAq e CMxT 1 <g< Q}, while the remaining
log, (L) bits are mapped to a complex-valued symi@) € {s;,1 <1 < L} of a conventional
modulation scheme, such AsPSK/QAM [5, 21].

Step 3)A total number oflog,(Q - £) source bits are thus mapped to a single STSK signalling
block S(i) € CM*T, which may be expressed as

S(i) = s(i)A(i). (2.8)

Step 4)Finally, the STSK signalling blocks are mapped to the c@wasing Tx antennas and time
slots by the space-time mapper of Fig. 2.17. More explicttig mth row of S(i) is transmitted
through themth Tx antenna, and thigh column ofS (i) is transmitted during th&h time slot.

In a STSK based MIMO system, each block of signal is trangahiwithin T time slots, and
the average transmission power in each time slot is noratdhlia unity. Therefore, the dispersion
matrices are designed to obey the power constraints[ﬂﬂftﬂq] =Tforl <g < Q][5 21],
where (-)H and tf-] denote the conjugate transpose and trace operators, tiesfyeavhile the
normalized throughpuR per time-slot of this STSK system is given by

R — log,(Q- £)

T [bits/symbo]. (2.9)
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For instance, if the CSTSK MIMO system of Fig. 2.17 employsgaalling block size oBPB =
log,(Q - £) = 3 bits and use§" = 2 time slots for transmitting one signalling block, then the
corresponding normalized throughput is given By= 1.5 bits/symbol. A range of legitimate
combinations of the number of dispersion matri¢¢sand the constellation siz€ are listed in
Table 2.3, given the normalized throughput ®f = 1.5 bit/symbol. Let us now consider the
CSTSK system associated with the configuration of CS[SK 2,4, BPSK), implying that we
haveQ = 4 and L = 2. Then, if theith block of input source bits are “011”, according to
Table 2.3, the resultant CSTSK signalling block beco$igs = s(i)A(i) = e/™ - A,.

InputBits | Q=1,L=8 | Q=2,L=4|Q=4L=2|Q0=8,L=1

—~
~
~—
92}
—~
~
~—
—~
~
~—
92}
—~
~.
~—
—~
~
~—
92}
—~
~
~—
—~
~
~—
92}
—~
~
~—

000 Ay 1 Ay 1 Ay 1 Ay
001 Ay ks Ay k3 Ay el A
010 A | dF | A | @7 Ay 1 Az
011 A | ¢
100 A | o
101 Ay e/
110 Aq e/
111 Aq e/

=
ey
R
™
B
N
R
3
S
S
RPlRr|lRr|Rr|[R[R|[R|k

Ay, | &7 Ay el Ag

Table 2.3: Example of the CSTSK modulation scheme of Fig.7 2vith Q dispersion
matrices and the constellation sizeffwhereQ - £ = 8 and£-PSK signalling is adopted
as the conventional modulation scheme [5].

At the receiver, the received signal bloaKi) € CN*T of this CSTSK system may be ex-
pressed as [5, 21]
Y(i) = HS(i) + V(i), (2.10)

whereH € CN*M s the corresponding MIMO channel matrix, whose elementy dhe complex-
valued Gaussian distribution of zero mean and unit varighwg0, 1), while V(i) € CN*T is the
Additive White Gaussian Noise (AWGN) matrix, whose compuseobeyCN (0, Np) with Ny
being the corresponding AWGN variance.

Let us now introduce the detection scheme of the CSTSK scludrfig. 2.17. As one of
the most popular signal detection algorithms, the basia wfethe ML detection algorithm is to
choose the most probably transmitted symbol block by comgaine Euclidean distances between
the received signal block and every legitimate transmiggahbol blocks in the entire legitimate
transmitted symbol block set. By applying the vector stagkbperationvec(-), to the received
signal blockY (i) in Eqg. (2.10), the equivalent system model can be expressfs) 21]

y(i) = HYk(i) +2(i), (2.11)
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where we have:

y(i) = wvec(Y(i)) € CNT*Y, (2.12)
H = Ir®@HeCNDMT (2.13)
Y = [vec(A1)vec(Az)---vec(Ag)] € CMT*Q, (2.14)

o(i) = wvec(V(i)) € CNT¥1, (2.15)

in which It is the (' x T)-element identity matrix ang represents the Kronecker product, while
the equivalent transmitted signal vecidii) € C2*! may be formulated as

k(i) = [0+ 0 s(i) og-/-_g]T. (2.16)
q-1 Q—q
Explicitly, the gth element ofk(7) in Eq. (2.16) is the conventionally modulated sigs@l) and its
remaining elements are zero, wheriedicates the corresponding dispersion matrix that isvated
for theith STSK block. Since the constellation sizelignd the number of the dispersion matrices
is Q, the total number of the legitimate transmit signal vecldrs is £ - Q. Therefore, we have

k(i) e K={k,;,1<q<Q1<I1<L} (2.17)
with
koy=10---0s0:-- 0T, (2.18)
g—1 Q—q

wheres; denotes thdth symbol in theL-point constellation of the convention#l-PSK/QAM

modulation scheme.

Similar to the SM based system of [18], the ICI has been comlpleliminated in the above
CSTSK system, as clearly seen from Eqg. (2.11). Thus, thevexasomplexity can be significantly
reduced [18] and single-antenna-based ML detection canldyeted at a low complexity [5]. Let
us consider a generic fading environment, where the chamateix changes for every signal block,
and the channel matrix during ki signal block period is denoted @¥(i). Then the correspond-
ing ML estimateg 4, [) may be formulated as

40 = arg _ min [7(i) — H(i) Yk (2.19)

— arglgqgan,ilnglgﬁ Hy(z) — 5 (H(i)Y)q

2

) (2.20)

where (ﬁ(z‘)Y)q represents thgth column of the matrixd (i)Y.

2.3.2 Computational Complexity

In this section, the computational complexity of the CST®Keme of Fig. 2.17 is analyzed in
terms of the number of real-valued multiplications requird he computational complexity im-
posed by the ML detection in the CSTSK scheme for both fastséowd fading may be expressed
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by [5]

NTQ(4MT +6L)/10g2(Q - L) (fast fading) (2.21)
NTQ[(AMT +4L)/Tt+2L]/10£:(Q - L) (slow fading) (2.22)

whereT is referred to as an integer factor that quantifies the coltertme ax - T in slow fading
environments [5]. Furthermore, if the value oequals to 1, the complexity becomes identical to
that of the fast fading case, implying that we assumg 1 in slow fading environments. More
explicitly, according to Eg. (2.19), in fast fading enviroants, the ML detector of the CSTSK
scheme is required to caIcuIaﬁ(i)qu,l, 1 <g< Qandl <! < L, for each CSTSK block,
with the corresponding complexity §TQ(4MT +4L)/1og>(Q - £) out of the total ML detec-
tion complexity expressed in Eq. (2.21). However, in a sladirig situation, since the associated
calculation can be reused within the channel's coheremae, tthe complexity may be reduced
to NTQ[(4MT +4L)/7]|/log2(Q - L) out of the total ML detection complexity that is given in
Eq. (2.22) [5]. Additionally, the complexity expressionistioe SM/SSK scheme are also provided
in [5], which are given by

6MNL /logy(M - L) (fast fading) (2.23)
(4/T+2)MNL/log (M- L) (slow fading) (2.24)

By comparing the above four equations, namely Eqg. (2.21)qdZ24), it may be concluded
that the SM/SSK scheme usually has a lower complexity thaiCtBTSK scheme. However, com-
pared to the classic MIMO systems, such as SDM/V-BLAST, tireglexity of the CSTSK MIMO
system is significantly lower, because just like the SM/SEliese, it also benefits from the elim-
ination of ICI [5]. Additionally, the ratio of the CSTSK’s aaplexity in Eq. (2.21) over that of the
SM/SSK shown in Eq. (2.23) is expressed B@(4MT + 4L)/6ML. Based on this ratio, it can
be seen that as the number of time sIfti the CSTSK scheme increases, the complexity ratio
also increases. However, this also increases the attaimasismit diversity gain of the CSTSK
MIMO system [5]. The SM/SSK scheme is of course still unablattain any transmit diversity.

2.3.3 Maximum Achievable Diversity Order of CSTSK Systems

Generally, for a CSTSK MIMO system model, the maximum adchid diversity order can be
formulated as [5]

N -min(M,T), (2.25)

wheremin(M, T) corresponds to the achievable transmit diversity gains Thplies that as the
CSTSK block duratiorl” increases, the relative transmit diversity order will g&se, assuming
that the number of transmit antenn&&is higher than or equal to the block duratidn In other
words, increasing” beyond the value oM does not help achieve a higher diversity at all. On the
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other hand, if the CSTSK block duratidnis lower thanM, the increase oM does not result in
any improvement of the diversity gain. Moreover, accordindeg. (2.25), a smallef may lead
to a lower transmit diversity order, but it also results iroevér computational complexity and a
high transmission rate, which constitutes an importamwktvaff for any communication system and
further demonstrates the design flexibility of CSTSK [5].

2.3.4 Dispersion Matrix Generation

It can be seen from Fig. 2.17 that the choice of the dispersiainix set{ A;,1 < g < Q} may have
significant effects on the system'’s achievable perform@@i]. In this section, we discuss how to
generate the STSK dispersion-matrix set. We assume thatithber of Tx and Rx antennad and

N as well as the number of time sldfshave been fixed by hardware implementation considerations
as well as according to other design requirements, sucteatesired transmit diversity order.

Given the size&) of the dispersion matrix set, the design or generation oba-aptimum STSK
dispersion matrix set was proposed in [5], which is based carefully conducted random search
using the Objective Function (OF) of minimizing the so-edllPairwise Symbol Error Probabil-
ity (PSEP). To elaborate a little further, the dispersiontrmes A;, 1 < g < Q, are first randomly
generated as unitary matrices, which obey the power comistia

tr [A?Aq} =T,1<q<Q, (2.26)

hence leading to a unity average transmission power for 888K symbol duration. Then these
initial dispersion matrices are optimized using a randoarcealgorithm to minimize the PSEP
expressed as [124]

p (x ~X) < L ) (2.27)
det [ITN + ER)( ® In
4Ny

whereX andX are an arbitrary pair of the legitimate ‘codewords’ selddtem the STSK ‘symbol’
set{s;A;,1 <1 < L,1 < q < Q} having a size of) - £. Furthermore[E, denotes the symbol
energy and\; the AWGN power, while we havBx = (X — X)H(X — X) anddet[-] denotes the

matrix determinant operator.

We further propose the following alternative criterion fdesigning a near-optimum STSK
dispersion matrix set. To be more specificRi§ has full rank in the PSEP expression, the error
probability is determined by the minimum value of the detieant of Rx [125]. As a result, by
ensuring thaRy has full rank, the STSK dispersion-matrix set may be op#aliby maximizing
the minimum-determinant,;» of Rx for any pair of legitimate codewords, whedg,, is the
function of A;, 1 < g < Q, and£, which can be expressed as

Amin(Ag,1 < g < Q; £) = min {det [Rx], VRx} . (2.28)
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In other words, given a legitimate configuratighand £ that meets the throughput requirement
of R- T, the set of near-optimum STSK dispersion matrices can berrdéied by solving the

following optimization

dmaxfmin(Q/ »C) = (229)

max
Ag1<9<Q
logy (Q-L)=R-T

dmin(Aqu <q= Q/»C)

According to the above minimum-determinant design cwoterifor example, the dispersion
matrices designed for CSTSK(2,2,2,4) are obtained as

M 0.0002 + j0.1810 0.8053 + j0.0538
1 pu—
—0.1065 — j0.3093 — 0.2929 + j0.0047
M —0.0945 + j0.9968 — 0.6147 + j0.0826
2 pu—
0.1045 — j0.1268 — 0.7007 — j0.3077
- - (2.30)
M —0.8263 — j0.2239 0.2992 + j0.6753
3 =
0.0804 — j0.0062 — 0.8362 + j0.1261
A —0.4286 — j0.1219 — 0.4714 — j0.2877
4 == ’
—0.5521 — j0.5868 — 0.0195 + 0.9203

where according to [5], 100,000 random dispersion-magts were tentatively generated.

2.3.5 Maximum Minimum-Determinant Based Configuration Seéction

It can readily be seen from Section 2.3.1 that a STSK MIMOesysinay achieve a required normal-
ized throughpuR by various combinations of the number of dispersion matrigeand of the size
of the conventional modulation schemie For example, for a CSTSK MIMO system associated
with the configuration of CSTSH, 2,2, Q, £ — PSK/QAM), given a normalized throughput of
R = 2 bits/symbol, there are three possible combination® aihd £, which are(Q, £) = (2,8),
(Q,L£) =(4,4)and(Q, L) = (8,2). Table 2.4 list all the legitimate CSTSK configuration combi
nations(Q, £) that are capable of achieving the four different normalidedughput requirements

R = 1 bit/symbol | R = 1.5 bits/symbol| R = 2 bits/symbol| R = 2.5 bits/symbol

Q=2,L=2 Q=2,L=4 Q=2,L=38 Q=2L=16
N/A Q=4,L=2 Q=4,L=4 Q=4L=38
N/A N/A Q=8,L=2 Q=8L=4
N/A N/A N/A Q=16,L=2

Table 2.4: Combinations @D and £ selected for achieving various normalized through-

puts ofR = 1, 1.5, 2 and 2.5 [bits/ symbol], with the number of time slotefi toT = 2.
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R, assuming that the number of time slots is fixed'te= 2. Since the different configurations of
(Q, L) selected for achieving the same throughRuhay have different values dfnax—min(Q, £)
defined in Eqg. (2.29), the resultant BERs may be different @t W is therefore highly desired to
select the most appropriate STSK configurati@h £) that yields the best BER performance. One
way to choose the best configuration is to perform the MorgdeGimulation based BER calcula-
tions for all the legitimate configurations of the STSK systier a fixed throughpuR. However,
the associated Monte-Carlo simulations are extremely-tioressuming, hence this approach should
be avoided if possible. Below we propose an effective MMB@&®rithm for selecting the most
appropriate STSK configuration for the given throughpuunemmentR. Here, we again assume
that the other configuration parameters sucivgsdN andT have been determined based on other
considerations.

Q=2 Q=4 Q=38 Q=16
L=2 | dmax-min(2,2) | dmax-min(42) | dmax-min(8,2) | dmax—min(16,2)
= 1.99846 = 1.70468 = 0.424595 = 0.092138
[1 bit/symbol] | [1.5 bits/symbol]| [2 bits/symbol] | [2.5 bits/symbol]
L=4 | dnax-min(2/4) | dmax-min(44) | dmax—min(8,4) N/A
= 1.94413 = 1.54174 = 0.21126
[1.5 bits/symbol]| [2 bits/symbol] | [2.5 bits/symbol]
L=8 | dmax-min(28) | dmax—min(4,8) N/A N/A
= 0.343146 = 0.40317
[2 bits/symbol] | [2.5 bits/symbol]
L =16 | dmax—min(2,16) N/A N/A N/A
= 0.15224
[2.5 bits/symbol]

Table 2.5: The maximum minimum-determinaht.x—min(Q, £) of different combina-
tions of (Q, £) for achieving various normalized throughputsf= 1, 1.5, 2 and2.5
bits/symbol, associated with the CSTSK configuration of SBH#, 2,2, Q, L — PSK).

More explicitly, given a throughput requiremeRt for each of the legitimate STSK configu-
rations(Q, £), the near-optimum set of dispersion matrices is generatesblving the optimiza-
tion problem formulated in Eq. 2.29, which also records thegasponding maximum minimum-
determinant valuémax—min(Q, £). The optimal STSK configuratiofQopt, Lopt) is then simply
the solution of the following optimization problem:

[0} /EO - dmax_min ,E . 2.31
(Qopts Lop) = arg. | P v S QL) (2.31)

Table 2.5 lists the maximum minimum-determinant valuesQfy—min(Q, £) for the various
STSK configuration$Q, £) that are capable of meeting the throughput requiremerits-eft, 1.5,
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R = 1 bit/symbol | R = 1.5 bits/symbol| R = 2 bits/symbol| R = 2.5 bits/symbol

(Qopt/ »Copt) (Qopt/ »Copt) (Qopt/ Eopt) (Qopt/ [’opt)
- (2,2) — (2,4) — (4,4) — (4,8)

Table 2.6: Optimal combination$Qopt, Lopt) for achieving the various normalized
throughputs ofR = 1, 1.5, 2 and2.5 bits/ symbol, associated with the CSTSK config-
uration of CSTSK4, 2,2, Q, L — PSK).

2 and2.5 bits/symbol and are associated with the CSTSK configuratfddSTSK(4,2,2,Q, £ —
PSK). From Table 2.5, we arrive at the optimal STSK configuratio@s¢, Lopt) capable of
achieving the normalized throughputs Bf= 1, 1.5, 2 and 2.5 bits/ symbol, respectively, which
are summarized in Table 2.6. In the following simulatiordgtuve will demonstrate that the most
appropriate STSK configuration selected by our proposed @I Rlgorithm is capable of outper-
forming other STSK configurations in terms of their BER pariance.

2.3.6 Simulation Results

In this section, the BER performance of the uncoded CSM8KN, T, Q, L — PSK/QAM) scheme

of Fig. 2.17 was evaluated. A frequency-flat Rayleigh fademyironment associated with the
coherence time of" was considered, implying that the channels have a constaeiope over

a CSTSK block duration, but fade independently betweenemrizve CSTSK blocks [5]. The
transmitted signal power of all the simulated systems wamalized to unity and, therefore, the
SNR was defined a%o, with Ny being the AWGN power. The ML detector of Eq. (2.19) was
employed for the sake of achieving the optimal performanite system parameters of the uncoded
CSTSK scheme of Fig. 2.17 are summarized in Table 2.7.

Table 2.7: System parameters of the uncoded CSTSK schenig. &.E7.

Number of Tx antennas M
Number of Rx antennas N
Symbol durations per block T
Number of dispersion matrices Q
Modulation L-QAM or L-PSK
Channels Frequency-flat Rayleigh fading
Channel’s coherence time T

Detector ML detector of Eqg. (2.19)
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2.3.6.1 Effects of Conventional Modulation ConstellatiorSize £

Since the size of conventional modulation alphaBetirectly affects the achievable performance
of a CSTSK system, our study commenced with an investigaifaihe effects ofC, while fix-
ing the number of dispersion matric€s Specifically, the configurations of CSTEX?2,2,4, £ —
PSK/QAM), CSTSK(4,2,2,4, L — PSK/IQAM), and CSTSK4, 4,2, 4, L — PSK/QAM) were con-
sidered.

1
- o CSTSK(2,2,2,4,QPSK), R=2 bits/symbol
_f g 4 CSTSK(2,2,2,4,8-PSK), R=2.5 bits/symbol
10 0 CSTSK(2,2,2,4,16-PSK), R=3 bits/symba |
© CSTSK(2,2,2,4,16-QAM), R=3 bits/symbol
10° | 1
P
W 10
10—4 L i
10° | 1
10'6 N L L
0 5 10 15 20 25 30 35 40

SNR (dB)

Figure 2.18: Achievable BER performance comparison of GSD32,2,4,L —
PSK/QAM) of Fig. 2.17 associated with conventional modulations ofS&P8-PSK,
16-PSK and 16-QAM. The corresponding normalized systeoutjiiputs ar&k = 2, 2.5,

3 and 3 bits/symbol, respectively. All other system paramsetvere summarized in Table
2.7.

Fig. 2.18 compares the achievable BER performances of tiS&R, 2,2, 4, £ — PSK/QAM)
systems, associated with four conventional modulatiorerses. According to the normalized
throughput of Eq. (2.9), the corresponding normalizedubhputs of these four systems associ-
ated with QPSK/4-QAM and 8-PSK afe = 2 bits/symbol,R = 2.5 bits/symbol, respectively,
while for 16-PSK and 16-QAM it iR = 3 bits/symbol. As expected, by increasing the size of
convectional modulation schem& the normalized throughput is increased, but at the cost of a
BER degradation. For example, at the BER©f°, the CSTSK system associated with the config-
uration of CSTSK2, 2,2, 4,8-PSK) is capable of achieving a SNR gain of about 3 dB compared to
that of CSTSK2, 2, 2,4, 16-QAM). Moreover, observe in Fig. 2.18 that all the BER curves assoc
ated with various values d@ generally share the same slope, implying that same diyeyaih may
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be achieved. Therefore, we may conclude that as expectadgicty the value of the conventional
modulation levell directly affects the system’s normalized throughput andRBterformance,
while the diversity gain may remain the same. Interestingilg CSTSK2,2, 2,4, 16-QAM) sys-
tem slightly outperforms CSTSR, 2,2, 4, 16-PSK) in terms of its BER, despite the fact that these
two systems have the same normalized throughput.

1
o CSTSK(4,2,2,4,QPSK), R=2 bits/symbol
4 LS 4 CSTSK(4,2,2,4,8-PSK), R=2.5 bits/symbol
10 0 CSTSK(4,2,2,4,16-PSK), R=3 bits/symba| |
v CSTSK(4,2,2,4,16-QAM), R=3 bits/symbol
10° t 1
1
wl -3 | J
W 10
10 t 1
10° | 1
10° : :
0 5 10 15 20 25 30 35 40

SNR (dB)

Figure 2.19: Achievable BER performance comparison of GSB32,2,4,L —
PSK/QAM) of Fig. 2.17 associated with conventional modulations ofS&P8-PSK,
16-PSK and 16-QAM. The corresponding normalized systeoutjitputs ar&k = 2, 2.5,

3 and 3 bits/symbol, respectively. All other system paramsaivere summarized in Table
2.7.

Additionally, the achievable BER performances of the CST8K, 2,4, £ — PSK/QAM) and
CSTSK(4,4,2,4, L — PSK/IQAM) systems are depicted in Figs. 2.19 and 2.20, respectivety. S
ilar to the simulation results for the various CST@K2, 2,4, L — PSK/QAM) systems, a smaller
value of £ leads to a better BER performance, but at the cost of a lonsesythroughput. Ad-
ditionally, we also find that the systems’ diversity gain eéns unaffected by.. Moreover, with
all the other configuration parameters kept identical, ti8TEK configuration associated with
16-QAM outperforms that associated with 16-PSK in termgoéachievable BER performance.

2.3.6.2 Effects of Number of Dispersion Matrices)

The effects of the number of dispersion matri¢gon the system BER performances were also
investigated, while fixing the siz€ of the conventional modulation alphabet. The system configu
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© CSTSK(4,4,2,4,QPSK), R=2 bits/symbol
A CSTSK(4,4,2,4,8-PSK), R=2.5 bits/symbol
10-15 0 CSTSK(4,4,2,4,16-PSK), R=3 bits/symbol

© CSTSK(4,4,2,4,16-QAM), R=3 bits/symbo
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Figure 2.20: Achievable BER performance comparison of GSB34,2,4,L —
PSK/QAM) of Fig. 2.17 associated with conventional modulations ofS&P8-PSK,
16-PSK and 16-QAM. The corresponding normalized systeputiitputs ar® = 2, 2.5,

3 and 3 bits/symbol, respectively. All other system paramsaivere summarized in Table
2.7.

rations of CSTSK2,2,2,Q, QPSK), CSTSK(4, 2,2, Q, QPSK) and CSTSK4, 4,2, Q, 16-QAM)
associated with various throughputs were studied in thismse

The BER performance of the CST8K 2,2, Q, QPSK) systems of Fig. 2.17 associated with
Q = 4, 8 and 16 having throughputs & = 2, 2.5 and 3 bits/symbol are shown in Fig. 2.21,
where it may be seen that changiggwhile fixing £ produces similar effects as changidgy
while fixing Q. Specifically, increasing the number of dispersion masremployed by the system
increases the system’s throughput, but degrades the ableeBER performance. The reason
for this phenomenon is that &3 increases, the minimum value of the determinant of codeword
difference matrixRx = (X — X)H(X — X) will decrease, wherX andX are an arbitrary pair of
the legitimate codewords. According to the expression@RBEP in Eq. (2.27), a higher minimum
value of this determinant will result in a better BER perfamuoe and vise versa. The corresponding
minimum determinant valueéyn of the CSTSK2, 2,2, Q, QPSK) systems associated with =
4,8 and 16 dispersion matrices are shown in Table 2.8, wherenitbeaseen that as the value
of Q increases, the value @f,;, decreases which leads to a degradation in the system’s BER
performance as shown in Fig. 2.21.

The BER performance of the CST$K 2,2, Q, QPSK) systems for the three different values of
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O CSTSK(2,2,2,4,QPSK), R=2 bits/symbol
A CSTSK(2,2,2,8,QPSK), R=2.5 bits/symbol
11 CSTSK(2,2,2,16,QPSK), R=3 bits/symbol

Figure 2.21: Achievable BER performance comparison of GSP32,2, Q, QPSK) of
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Fig. 2.17 associated wit) = 4, 8 and 16. The corresponding normalized system

throughputs ar&k = 2, 2.5 and 3 hits/symbol, respectively. All other system paa

ters were summarized in Table 2.7.

Table 2.8: Minimum determinant values of the CSTSR, 2, Q, QPSK) systems associ-
ated withQ = 4, 8 and 16 dispersion matrices.

CSTSK(2,2,2,4,QPSK)

CSTSK(2,2,2,8,QPSK)

CSTSK(2,2,2,16,QPSK)

Amin = 0.807703
[2 bits/symbol]

Amin = 0.276201
[2.5 bits/symbol]

dmin = 0.064366
[3 bits/symbol]

Q =4, 8 and 16 having throughputs Bf= 2, 2.5 and 3 bits/symbol are shown in Fig. 2.22, where

the same conclusions to those observed from Fig. 2.21 camaaend Explicitly, given the same

conventional modulation scheme, as the number of dispersiatrices employed by the system
increases, the system’s throughput increases, but thespamding BER performance degrades.
The minimum determinant valuek,i, of the CSTSK4,2,2, Q, QPSK) systems associated with
Q = 4, 8 and 16 dispersion matrices are listed in Table 2.9, wharay also be seen that as the
value of Q increases, the correspondidg,;, decreases. Additionally, the BER performance and

minimum determinant values,;, of the CSTSK4, 4,2, Q, 16-QAM) associated witlQ = 4, 8
and 16 dispersion matrices are shown in Fig. 2.23 and Tab: Bspectively.
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9 o CSTSK(4,2,2,4,QPSK), R=2 bits/symbol
1% X A CSTSK(4,2,2,8,QPSK), R=2.5 bits/symbol
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Figure 2.22: Achievable BER performance comparison of GSBS2,2, Q, QPSK) of
Fig. 2.17 associated wit) = 4, 8 and 16. The corresponding normalized system
throughputs arR = 2, 2.5 and 3 bits/symbol, respectively. All other system para
ters were summarized in Table 2.7.

O CSTSK(4,4,2,4,16-QAM), R=3 bits/symbol
A CSTSK(4,4,2,8,16-QAM), R=3.5 bits/symb
00 CSTSK(4,4,2,16,16-QAM), R=4 bits/symbq

O

=
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Figure 2.23: Achievable BER performance of CST8K, 2, Q, 16-QAM) of Fig. 2.17
associated witl) = 4, 8 and 16. The corresponding normalized system througtgpats
R = 3, 3.5 and 4 bits/symbol, respectively. All other system paeters were summarized
in Table 2.7.
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Table 2.9: Minimum determinant values of the CST8&R, 2, Q, QPSK) systems associ-
ated withQ = 4, 8 and 16 dispersion matrices.

CSTSK(4,2,2,4,QPSK) | CSTSK(4,2,2,8 QPSK) | CSTSK(4,2,2,16, QPSK)
dmin = 1.54174 dmin = 0.241162 dmin = 0.067764
[2 bits/symbol] [2.5 bits/symbol] [3 bits/symbol]

Table 2.10: Minimum determinant values of the CST8K, 2, Q, 16-QAM) systems
associated witlf) = 4, 8 and 16 dispersion matrices.

CSTSK(4,4,2,4,16-QAM) | CSTSK(4,4,2,8,16-QAM) | CSTSK(4,4,2,16,16-QAM)
dmin = 0.0352915 dmin = 0.00862591 Amin = 0.0023994
[3 bits/symbol] [3.5 bits/symbol] [4 bits/symbol]

2.3.6.3 Effects of Antenna Configurations

o CSTSK(2,2,2,4,QPSK), R=2 bits/symbpl
4 CSTSK(4,2,2,4,QPSK), R=2 bits/symbpl
0 CSTSK(4,4,2,4,QPSK), R=2 bits/symbpl 1

15 20 25 30 35 40
SNR (dB)

Figure 2.24: Achievable BER performance of the CSTBKN, 2,4, QPSK) systems
associated with different antenna configurations(df, N) = (2,2), (4,2) and (4,4),
having a normalized throughput &f = 2 bits/symbol. All other system parameters were
summarized in Table 2.7.

In this section, the effects of different antenna configarest on the system’s BER performance
was investigated, while fixing the other configuration pagters. Specifically, folr = 2 and
Q = 4, the corresponding results are shown in Fig. 2.24 assdcisith QPSK and in Fig. 2.25
associated with 16-QAM. According to Eqg. (2.25), the maximachievable diversity orders of
(M,N) = (2,2), (4.2) and (4,4) associated with' = 2 are 4, 4 and 8, respectively. It can
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be seen from Figs. 2.24 and 2.25 that the configuratiofMfN) = (4, 2) slightly outperforms

the configuration of M, N) = (2,2), although both systems have the same maximum achievable
diversity order. The configuration ¢M, N) = (4,4) achieves the best BER performance and has
the sharpest BER curve slope, because it has the highessitivarder.

© CSTSK(2,2,2,4,16-QAM), R=3 bits/symbol
& CSTSK(4,2,2,4,16-QAM), R=3 bits/symbol
0 CSTSK(4,4,2,4,16-QAM), R=3 bits/symbol 1
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Figure  2.25: Achievable BER  performance  comparison of the

CSTSKM, N, 2,4,16-QAM) systems associated with different antenna configura-
tions of (M,N) = (2,2), (4,2) and (4,4), having a normalized throughputfof= 3
bits/symbol. All other system parameters were summariaédble 2.7.

2.3.6.4 Maximum Minimum-Determinant Based Configuration Slection for CSTSK Sys-

tems

In this section, we investigated the performance of the MNsB&Igorithm of Section 2.3.5 for
selecting the CSTSK configuration parametgs £). The CSTSK systems associated with the
configuration of CSTSK4, 2,2, Q, £ — PSK/QAM) and having the normalized system’s through-
puts of R = 1.5 bits/symbol andR = 2 bits/symbol were chosen in the study.

Our analysis commenced with the CST@K2, 2, Q, £ — PSK/QAM) systems associated with
a normalized throughput & = 1.5 bits/symbol. According to the details listed in Table 2iere
are two combinations of the number of dispersion matrigeend of the conventional PSK/QAM
modulation alphabef for this CSTSK scheme, which are the systems of CS{BSK 2,2, QPSK)
and CSTSK4,2,2,4, BPSK), associated with the minimum-determinant value$.Qf—min(2,4) =
1.94413 and dmax—min(4,2) = 1.70468, respectively. SinC@&max—min(2,4) > dmax—min(4,2),
CSTSK(4,2,2,2,QPSK ) is expected to outperform CST$K 2,2,4, BPSK), and our MMBCS
algorithm selects CSTSHK, 2, 2,2, QPSK) as the optimal configuration. The corresponding BER
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Figure 2.26: Achievable BER performance comparison of ti8T€K(4,2,2,Q, L —
PSK/QAM) systems associated with a normalized throughpuR £ 1.5 bits/symbol.
All other system parameters were summarized in Table 2.7.

performance comparison shown in Fig. 2.26 confirms that t8&$K(4, 2, 2,2, QPSK) system
outperforms the CSTSH4, 2,2,4, BPSK) system by about 0.5 dB in SNR at the BER 16 °.
This demonstrates the power of our MMBCS algorithm in s@lgcthe optimal configuration pa-
rameterg Q, £).

For the CSTSK4,2,2,Q, L — PSK/QAM) scheme to achieve a normalized throughput of
R = 2 bits/symbol, there are three combinations, namely scheie&l) = (2,8), (Q, L) =
(4,4) and (Q, £) = (8,2), which correspond to the three systems of CST$K, 2,2, 8-PSK),
CSTSK(4,2,2,4, QPSK) and CSTSK4,2,2,8,BPSK). From Table 2.5, since we have

Amax—min(4,4) = 1.54174 > dinax—min(8,2) = 0.424595 > dmay—min(2,8) = 0.343146,

we conclude that the CSTSK, 2,2, 8, BPSK) system outperforms CSTSK, 2,2, 2, 8-PSK), while
CSTSK(4,2,2,4,QPSK) attains the lowest BER among the three configurations andehi¢ris
the optimal configuration selected by our proposed MMBCSrilgn. The BER comparison
of these three systems depicted in Fig. 2.27 confirms theeabowclusions. To be more ex-
plicit, the optimal configuration of CSTSK, 2,2,4, QPSK) outperforms the configurations of
CSTSK(4,2,2,8 BPSK) and CSTSK4,2,2,2,8-PSK) by about 1dB and 3dB in SNR, respec-
tively, at the BER ofl0—°.
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Figure 2.27: Achievable BER performance comparison of ti8¥€K(4,2,2,Q, L —
PSK/QAM) systems associated with a normalized throughpw ef 2 bits/symbol. All
other system parameters were summarized in Table 2.7.

2.4 Three-Stage Serial-Concatenated Turbo Coding Aided CIBK

Systems

In Fig. 2.7 of Section 2.2, the structure of a three-stagbatwwroding aided MIMO scheme has
been introduced for the classic SDM/V-BLAST MIMO. For theksaof achieving near-capacity

performance, in this section the three-stage iterativbBotimoding scheme is also applied to the
novel CSTSK MIMO discussed in Section 2.3. The three-staglsconcatenated turbo coding

aided CSTSK MIMO scheme is depicted in Fig. 2.28, where wendesthat its structure is identical

to the one shown in Fig. 2.7, except that the modulator ofrdmestnitter and the soft-demapper at
the receiver in the SDM/V-BLAST system are replaced by thelmetor and soft-demapper of the
CSTSK system. Since the CSTSK modulation process has beeduned in Section 2.3.1, in this

section we will mainly focus on the soft-demapper of the CRMIMO system.

2.4.1 CSTSK Soft-Demapper

As discussed in Section 2.3.1, the CSTSK MIMO scheme is faga fCl, hence a low-complexity
single-stream ML detector/demapper can be employed [5Aditionally, since we incorporate a
three-stage serial-concatenated turbo coding schemedaake of achieving a near-capacity per-
formance, a CSTSK soft-demapper is required. AccordingitdZE11), the conditional probability
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Figure 2.28: The structure of three-stage serial-conedéeinturbo encoder/decoder for
CSTSK MIMO system. Note that different to Fig. 2.7, the madat of the transmitter
and the soft-demapper at the receiver in the SDM/V-BLASTesysare replaced by the
modulator and soft-demapper of the CSTSK system.

p (ylk,,) is given by [1,21]

— = 2
_ Hy ~ HYkWH ) . (2.32)

_ 1
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The total number of channel-coded bits carried by the redesignal vecto is N, = log,(Q- L),
and the extrinsic LLR value of bit,, n € {1,2,---, N}, may be expressed as
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whereL,(u,) represents tha priori information expressed in terms of the LLR of the correspond-
ing bit u,, K = {k,;; € Klu, = 1} andK§ = {k,; € K|u, = 0} are the sub-sets of the
legitimate equivalent signals, when the corresponding dnieu,, = 1 andu, = 0, respectively.
Upon applying the max-log approximation [1], Eq. (2.33) t&nsimplified to
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— G —H 2 , ,
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and thea posteriori information output by the CSTSK demapper is then given by

Lp(un) = Le(“n) + La(“n)' (2.35)

2.4.2 Simulation Results

A frequency-flat Rayleigh fading environment was considerAn interleaver length of0° bits
was used by the three-stage serial-concatenated turbaenidecoder of Fig. 2.28. The binary
generator polynomials of the RSC encoder w8igc = [1,0,1], andGis- = [1,1,1]2, while
these of the URC encoder weligirc = [1,0]2 andGj g = [1, 1]2, whereGy - andG] - are the
feedback polynomials of the RSC and URC encoders, respéctiVhe transmitted signal power
of all the simulated systems was normalized to unity, tleeegfthe SNR was defined g{% with
Np being the AWGN power. The system parameters of the threg starial-concatenated turbo
coding aided CSTSK system of Fig. 2.28 are summarized ireTall1.

Table 2.11: System parameters of the three-stage seriaktanated turbo coding aided
CSTSK system of Fig. 2.28.

Number of Tx antennas M
Number of Rx antennas N
Symbol durations per block T
Number of dispersion matrices Q
Modulation L-QAM or L-PSK
Channels Frequency-flat Rayleigh fading
Channel’s coherence time T
Detector ML max-log soft-demapper of Eq. (2.34)
Interleaver blocklength 10° bits
Outer channel code Half-rate RSC
Generator polynomials (GrscrGrsc) = (7,5)s
Precoder URC
Number of inner iterations L,
Number of outer iterations Loyt

2.4.2.1 CSTSK4,2,2,4,QPSK)

We first considered the CST$K 2, 2,4, QPSK) system having a normalized throughputiof= 2

bits/symbol. Our investigations commenced with the EXI&rtlanalysis and the corresponding
results are depicted in Fig. 2.29, where it may be seen thatpen tunnel exists between the
EXIT curves of the inner CSTSK soft-demapper-URC decoddrthe RSC outer decoder at about
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SNR = 0dB. Additionally, the Monte-Carlo simulation based stage shaped decoding trajectory,
which closely matches the EXIT chart curves, was also pevigt SNR= 0 dB. The trajectory
shows that the three-stage serial-concatenated turbogadied CSTSK4, 2, 2,4, QPSK) system
of Fig. 2.28 is capable of reaching the point of perfect cogeeace at about SNR = 0 dB with the
aid of I;,, = 3 inner iterations and,,; = 10 outer iterations.

The corresponding BER performance of this three-stagalssncatenated turbo coding aided
CSTSK(4,2,2,4,QPSK) system of Fig. 2.28 is shown in Fig. 2.30. It can be seen tleegystem’s
BER performance was improved as the number of iteratiomre@sed and a ‘turbo cliff’ appeared
at about SNR= —0.1dB, indicating that a ‘near-error free’ performance is agbd. This is in
line with the conclusions drawn from the EXIT chart of Fig22. Furthermore, the maximum
achievable rate of this system is also included to provetti@system is capable of achieving a
near-capacity performance.

2422 CSTSK4,4,2,4,16-QAM)

Fig. 2.31 shows the EXIT chart characteristics of the CS{#SK 2,4,16-QAM) system, in-
dicating that an open tunnel appears at about SNR—1.2dB, with the aid ofl;, = 3 in-

ner iterations and,,; = 9 outer iterations. Since the Monte-Carlo simulation badadcase
shaped decoding trajectory closely matches the EXIT chares at SNR= —1.2dB, a vanish-
ingly low BER performance may be achieved by this CST&HK, 2,4, 16-QAM) scheme at about

1.0

SNR=-1.0dB to 0 dB
- Step size of 0.2 dB

.. 3inner iterations

10 outer iterations

154
©

o

o
3

o
=)

o
3

I
IS
T

1e(CSTSK Soft Demapper-URC),(RSC)
o
w

o
)

—— CSTSK(4,2,2,4,QPSK)
RSC, Memory length = 3, half rate
Trajectory i

o
=
-

0.0 I I I I I I I I I
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

1o(CSTSK Soft Demapper-URC)(RSC)

Figure 2.29: EXIT charts of the three-stage serial-comzdtel turbo coding aided
CSTSK(4,2,2,4,QPSK) system of Fig. 2.28 associated with various SNR values. The
corresponding BER curves are seen in Fig. 2.30.
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Figure 2.30: Achievable BER performance of the three-stg&l-concatenated turbo
coding aided CSTSHK, 2,2,4, QPSK) system of Fig. 2.28 and the system’s maximum
achievable rate. The system normalized throughpW is- 2 bits/symbol. All other
system parameters were summarized in Table 2.11. The porréimg EXIT chart is seen
in Fig. 2.29.
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Figure 2.31: EXIT charts of the three-stage serial-comatal turbo coding aided
CSTSK(4,4,2,4,16-QAM) system of Fig. 2.28 associated with various SNR values. The
corresponding BER curves are seen in Fig. 2.32.
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Figure 2.32: Achievable BER performance of the three-stg&l-concatenated turbo
coding aided CSTSH, 4,2, 4, 16-QAM) systems of Fig. 2.28 and the system’s maximum
achievable rate. The system normalized throughpw is= 3 bits/symbol. All other
system parameters were summarized in Table 2.11. The ponégg EXIT chart is seen
in Fig. 2.31.

SNR = —1.2dB. This may also be inferred from the Monte-Carlo simulatimsed BER perfor-
mance shown in Fig. 2.32, where it may be seen that a ‘near-eee’ performance is achieved at
about SNR= —1.2 dB. Additionally, the maximum achievable rate of this systis also provided
in Fig. 2.32 to demonstrate that the system is capable oéwicly a near-capacity performance.

2.5 Chapter Summary and Conclusions

In this chapter, we have reviewed two MIMO systems, namedydbnventional SDM/V-BLAST
and the novel CSTSK MIMO systems.

Our discussion related to the uncoded classic SDM/V-BLASWM system of Fig. 2.1 were
provided in Section 2.1. To be more explicit, the uncoded $BBLAST MIMO was described
in Section 2.1.1, where it was pointed out that employingitb#-known ML detector is capable of
achieving the optimal performance at the cost of an expdainincreasing computational com-
plexity along with an increased number of multiplexed syt the transmitted symbol vector
s(i). For the sake of achieving a lower detection complexity,fémeily of classic linear detectors,
such as the ZF and MMSE detectors may be adopted, althoubk akpense of a certain perfor-
mance loss. Additionally, some near-optimal detectioresuds, such as sphere detection schemes,
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Table 2.12: Performance summary of SDM/V-BLAST systems BRB 10~°. Their
complexity is on the order q¢MN + 2N) LM,

MIMO Scheme Throughput| SNR (Uncoded)| SNR (Coded) Figure
[bits/symbol] [dB] [dB]
MIMO(2,2,BPSK) 2 27 -3.2| Fig.2.2and 2.9
MIMO(2,4,BPSK) 2 12 Fig. 2.5
MIMO(2,8,BPSK) 2 5 Fig. 2.5
MIMO(2,2,4-QAM) 4 30 Fig. 2.2
MIMO(4,2,BPSK) 4 27.5 Fig. 2.4
MIMO(4,4,BPSK) 4 12.5 Fig. 2.3
MIMO(2,2,8-PSK) 6 35 Fig. 2.2
MIMO(2,2,16-QAM) 8 37.5 Fig. 2.2
MIMO(4,2,4-QAM) 8 34 4 | Fig. 2.6 and 2.13
MIMO(8,2,BPSK) 8 31 Fig. 2.4
MIMO(4,4,4-QAM) 8 16 -2.5| Fig. 2.3 and 2.14
MIMO(4,8,4-QAM) 8 8 Fig. 2.6
MIMO(4,4,8-PSK) 12 21 Fig. 2.3
MIMO(4,4,16-QAM) 16 24 Fig. 2.3

are capable of attaining a near-optimal performance at eeratel complexity. The performance
of the uncoded SDM/V-BLAST system was investigated in $&cf.1.2, where it was demon-
strated that in the SDM/V-BLAST system, a diversity gain noayy be achieved by increasing the
number of Rx antennas, while increasing the number of Txrauate is capable of improving the
multiplexing gain.

The three-stage serial-concatenated turbo coding aid&'&BLAST MIMO of Fig. 2.7 was
introduced in Section 2.2 for the sake of achieving neagciy performance, where a URC is em-
ployed for the sake of beneficially spreading #x&insic information across the iterative decoder
components to avoid the well-known error-floor of the corigeral two-stage turbo schemes [1].
The corresponding simulation results of the three-stagmlsmncatenated turbo coding aided
SDM/V-BLAST system were portrayed in Fig. 2.8, Fig. 2.10g.FR.12, and Fig. 2.15 of Sec-
tion 2.2.2, where EXIT chart was introduced as an efficient for predicting the convergence
behaviour of the iterative decoder. Additionally, the BERfprmance of the coded SDM/V-
BLAST was investigated in Fig. 2.9, Fig. 2.11, Fig. 2.13,.F@14, and Fig. 2.16, where it
was shown that with the aid of the powerful thee-stage sedatatenated turbo coding scheme,
the MIMO systems were capable of achieving a near-capaeitippnance. We have summarized
the performance of uncoded SDM/V-BLAST MIMO system of Figl and the three-stage serial-
concatenated turbo coding aided SDM/V-BLAST MIMO of Fig7 2n Table 2.12, including the
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throughput, required SNR for achieving BERLO~® and complexity order.
Table 2.13: Performance summary of CSTSK systems at-BER °. Their complexity
is on the order oONTQ(2MT + 4L).
MIMO Scheme Throughput| SNR (Uncoded) SNR (Coded) Figure
[bits/symbol] [dB] [dB]

CSTSK(4,2,2,4,BPSK) 15 17.5 Fig. 2.26
CSTSK(4,2,2,2,QPSK) 15 17 Fig. 2.26
CSTSK(4,2,2,2,8-PSK) 2 21 Fig. 2.27
CSTSK(2,2,2,4,QPSK) 2 20 Fig. 2.18
CSTSK(4,2,2,8,BPSK) 2 19.7 Fig. 2.27
CSTSK(4,2,2,4,QPSK) 2 18.8 0 | Fig. 2.19 and 2.30
CSTSK(4,4,2,4,QPSK) 2 10.5 Fig. 2.20
CSTSK(2,2,2,8,QPSK) 2.5 235 Fig. 2.21
CSTSK(2,2,2,4,8-PSK) 2.5 22,5 Fig. 2.18
CSTSK(4,2,2,4,8-PSK) 2.5 21 Fig. 2.19
CSTSK(4,2,2,8,QPSK) 2.5 20.5 Fig. 2.22
CSTSK(4,4,2,4,8-PSK) 2.5 12.5 Fig. 2.20
CSTSK(2,2,2,16,QPSK) 3 27 Fig. 2.21
CSTSK(2,2,2,4,16-PSK) 3 26 Fig. 2.18
CSTSK(4,2,2,4,16-PSK) 3 25.5 Fig. 2.19
CSTSK(2,2,2,4,16-QAM) 3 25 Fig. 2.18
CSTSK(4,2,2,4,16-QAM) 3 24 Fig. 2.19
CSTSK(4,2,2,16,QPSK) 3 21.5 Fig. 2.22
CSTSK(4,4,2,4,16-PSK) 3 18 Fig. 2.20
CSTSK(4,4,2,4,16-QAM) 3 16 -1.2 | Fig. 2.20 and 2.3Z
CSTSK(4,4,2,8,16-QAM) 3.5 18 Fig. 2.23
CSTSK(4,4,2,16,16-QAM 4 20 Fig. 2.23

In Section 2.3, the novel concept of CSTSK modulation waoéhtced in terms of its sys-

tem model, computational complexity, maximum achievalplerdity order, and dispersion matrix

generation. We also proposed a novel MMBCS algorithm iniSe&.3.5, which is capable of se-

lecting the best STSK configuration, while avoiding the tioomsuming Monte-Carlo simulation

based approach. The uncoded CSTSK MIMO system'’s perforeaas then intensively inves-
tigated in Fig. 2.18, Fig. 2.19, Fig. 2.20, Fig. 2.21, Fig22.Fig. 2.23, Fig. 2.24, Fig. 2.25,
Fig. 2.26 and Fig. 2.27 of Section 2.3.6 based on various BSIfigurations. By analysing

the results obtained, it was concluded that the proposedSBSEheme is capable of striking a
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flexible tradeoff between the MIMO'’s diversity and multiplleg gains, while facilitating the low-
complexity single-antenna-based ML detection owing tagimaination of ICI. In particular, it was
found that the system’s throughput can be increased byrditheeasing the size of conventional
modulation alphabet or by increasing the number of dispersion matri¢gsat the expense of
a degraded BER performance. Moreover, the simulationteaigo confirmed that the proposed
MMBCS of Section 2.3.5 algorithm was capable of selectirggdptimal CSTSK configuration at
a given throughput.

Finally, the three-stage serial-concatenated turbo godided CSTSK MIMO systems of Fig.
2.28 was developed in Section 2.4 for the sake of achievingas-capacity performance. The
corresponding simulation results confirmed that with trek @fi the powerful thee-stage serial-
concatenated turbo coding scheme, the CSTSK MIMO systemnieecapable of achieving near-
capacity performance. We have summarized the performangecoded CSTSK system of Fig.
2.17 and the three-stage serial-concatenated turbo cadled CSTSK of Fig. 2.28 in Table 2.13,
including the throughput, required SNR for achieving BER0O~® and complexity order.

This chapter has characterized the attainable performainite coherently-detected SDM/V-
BLAST and CSTSK MIMO systems in both uncoded and three-stgil-concatenated turbo
coded scenarios, assuming that the MIMO CSI is perfectlywknat the receivers. However, in
practice, the challenge is to acquire accurate CSI estaweatbout imposing excessive complexity
and substantial pilot overhead. Therefore, in the nexttenawe will discuss the family of various
CE schemes for coherent MIMO schemes and propose an effi@etldw complexity semi-blind

CE scheme.



Chapter

Channel Estimation for Coherent
MIMO Systems

3.1 Introduction

In Chapter 2, the family of coherent MIMO systems represiig the classic SDM/V-BLAST
and the recent CSTSK have been reviewed under the idealizgalifging assumption of per-
fectly known CSI. It has been widely recognised that theitghilf a coherent MIMO system to
approach its attainable capacity heavily relies on theraoguof the CSI. In order to dispense with
the assumption of perfectly known CSlI, in this chapter, Chestes for MIMO systems will be
discussed.

As one of the most commonly used CE algorithms, the conveaiti®d BCE schemes [33—
36] will be firstly reviewed. In this kind of CE schemes, tiaig pilots are firstly sent for the
receiver to acquire the CSI, which are followed by the actlzgh transmission. However, It may
be noticed that the TBCE schemes are capable of achievingaaecMIMO CSI as long as the
training overhead is sufficiently large, which will ineJilst lead to a large reduction in the overall
system throughput [31]. A possible solution may be the BGtestes, where no training pilots are
needed and, therefore, no throughput loss may be inducedievdn, the BCE schemes not only
impose high complexity and slow convergence, but also sfiffen unavoidable estimation and
decision ambiguities [47, 48]. Against this backgroundythar category of CE schemes, known
as SBCE algorithms [31, 32, 36, 48-59, 126], will be discdgeethis chapter, where only a small
number of training symbols is employed for generating atiaiiTr BCE. Data detection is initially
carried out based on this initial CE, and the data detectdrthe channel estimator iteratively
exchange their information for updating the channel egstnzand improving the data detection
accuracy. In this way, the number of training symbols wilifor initial TBCE may be reduced,
while acquiring an accurate CE and achieving an accurasedgdéection.



3.2. Training Based Channel Estimation for MIMO Systems 68

In particular, based on the SBCE approach, we propose adopiexity BBSBCE and three-
stage turbo detection-decoding scheme for near-capattitgrent MIMO systems. In the proposed
scheme, only a minimum number of MIMO training blocks are mEygd for generating an ini-
tial TBCE, which is then used for initial data detection. Asual, the detected soft information
is first exchanged a number of times within the inner turbglbetween the URC decoder and
the MIMO soft-demapper, and the information gleaned fromitmer URC decoder is then itera-
tively exchanged with the outer decoder in the outer turlapldUnlike the existing SBCE based
schemes, however, our channel estimation scheme is Hatenabedded in the outer turbo loop of
the three-stage turbo detector and decoder, which exphata posteriori information produced
by the MIMO soft-demapper. In other words, our scheme do¢smaose an additional iterative
loop for exchanging information between the decisiondad@d channel estimator and the three-
stage turbo detector-decoder. Hence, the computationgblexity of our joint channel estimation
and three-stage turbo detection remains similar to thatethree-stage turbo detection-decoding
scheme. Moreover, our proposed low-complexity BBSBCE s&his capable of approaching the
optimal ML turbo detection performance attained with the @i perfect CSl, as confirmed by our
simulation results. Additionally, it has been recognideat the effects of “bad” decisions may be
mitigated to certain extent and the system performanceangtness may be improved by employ-
ing the so-called soft CE schemes [127-131]. Therefore,utbdr propose a novel BBSB-SCE
scheme for MIMO systems.

The rest of this chapter is organised as below. Section &@duces the conventional TBCE
scheme for MIMO systems in both uncoded and three-stagal-®emcatenated turbo coded sce-
narios. The system model and achievable performance ofeeffiSBCE scheme are provided
in Section 3.3 in the uncoded scenario. Then based on thé RB&BCE approach, the reduced-
complexity joint channel estimation and three-stage tikegalemapping-decoding scheme for near-
capacity coherent MIMO systems is proposed in Section 3dtlitlonally, the BBSB-SCE is dis-
cussed in Section 3.5 and its performance is investigateddoan the SDM/V-BLAST MIMO
system. Finally, the chapter summary and conclusions aemgn Section 3.6.

3.2 Training Based Channel Estimation for MIMO Systems

3.2.1 System Model

In this section, the performance of classic TBCE is charasté in the context of the CSTSK
MIMO system discussed in Chapter 2 associated with the amatfiigpn of CSTSKM, N, T, Q, L-
PSK/QAM), whereM and N indicate the number of Tx and Rx antennas, respectivelylevithi
denotes the number of time slots occupied by the CSTSK siginak andQ is the number of
dispersion matrices employed. Liadenote the CSTSK transmission block index. As in Chapter 2,
a guasi-static frequency-flat Rayleigh fading environmerbnsidered.
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Figure 3.1: Structure of a TBCE aided MIMO system.

The schematic diagram of the TBCE aided CSTSK system is showig. 3.1, where it may
be seen that at the CSTSK transmitter, the transmitted fiaffeemulated by two parts, namely,
the training blocks and the data. Both the training blocldthe data are modulated by the CSTSK
MIMO modulator and transmitted through the wireless chariie The received signal block
Y (i) € CN*T of the CSTSK system was given in Eg. (2.10), which is quotdadvibe

Y (i) = HS(i) + V(i). (3.2)
Assume that the number of available training block#/ig and if we arrange the training data as

Yiu, = [Y(1) Y(2) - Y(Mr)], (3.2)
S, = [S(1) S(2) -~ S(M7)], (3.3)

the training based LSCE of the MIMO channel matkHxs then given by

= ~1

H = Yim, S, (St Sint,) (3.4)
associated with a complexity order 6f (Mr>). In order to ensure thaﬂtMTS't*MT has the full rank
of M, it is necessary to guarantee that we hafe- T > M and this leads to a lower bound on the

number of training blocks, which is

My > %] (35)

where[-] denotes the integer ceiling operator. For instance, if weldd = 4 andT = 2, then

the lower bound iVt = 2 and we may choose to use as few as two CSTSK training blocks for
TBCE. However, it may be expected that with such a low numbé&aming blocks, the accuracy

of the LSCE of Eq. (3.4) will be poor and hence the achievali#RBerformance based on this
channel estimate will also remain poor. The accuracy of TB@y be improved by increasing the
number of training blockd/r, at the expense of reducing the effective throughput of ystem.
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Table 3.1: System parameters of the TBCE aided CSTSK syditéing.c3.1.

Number of Tx antennas M
Number of Rx antennas N
Symbol durations per block T
Number of dispersion matrices Q
Modulation L-QAM or L-PSK
Channels Frequency-flat Rayleigh fading
Detector ML detector
Number of training blocks Mr
Number of signal blocks per frame T =250
Pilot overhead O, of Eq. (3.7)
Interleaver blocklength 10° bits
Outer channel code Half-rate RSC
Generator polynomials (GkscrGrsc) = (7,5)s
Precoder URC
Number of inner iterations Ly,
Number of outer iterations Lout

3.2.2 Simulation Results

In this section, the performance of the TBCE aided CSTSKmseh&s investigated in both the
uncoded scenario of Fig. 2.17 and three-stage serial-tamaigd turbo coded scenario of Fig.
2.28. A guasi-static Rayleigh fading environment was atgrgd. In the uncoded scenario, the
block-length was set to = 250 STSK symbol-blocks per frame. An interleaver lengti of bits
was used by the three-stage serial-concatenated turbdesramod decoder of Fig. 2.28. The binary
generator polynomials of the RSC encoder w8igc = [1,0,1], andGis- = [1,1,1]2, while
these of the URC encoder wegrc = [1,0]2 andGJz- = [1,1]2. The transmitted signal power
of all the simulated systems was normalized to unity andefbes, the SNR was defined #O
with Ny being the AWGN power. Two metrics were used for assessingdhievable performance,
namely the BER and the Mean CE Error (MCEE) defined by

2
7

JMCEE <ﬁ) = ﬁHH— H (3.6)

whereH represents the estimate of the channel mairixAll the results were averaged over 10,000
channel realizations. We define the PO as

M
O, = TT x 100%, (3.7)

for quantifying the throughput efficiency of the TBCE aidgadtem. More specifically, a higher
value of O, leads to a lower effective throughput and vice versa. Théesygparameters of the
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TBCE aided CSTSK system of Fig. 3.1 are summarized in Talile 3.

3.2.2.1 Uncoded TBCE Aided CSTSK

This section characterizes the BER and MCEE performanckeofibhcoded TBCE aided CSTSK
systems associated with the configurations of CS{SK 2,4, QPSK), CSTSK(4,2,2,4, QPSK)
and CSTSK4, 4, 2,4, 16-QAM), which have normalized throughputsRf= 2, 2 and 3 bits/symbol,

respectively, as seen in Table 3.5.

© M:=2,Q,=0.8%
A M1=5, Q,=2%
© M1=10, Q=4%
1 M1=30, Q=12%
© Perfect CSI

SNR (dB)

Figure 3.2: Achievable BER performance of the TBCE aided SIS, 2,2,4, QPSK)
system of Fig. 3.1 having a normalized throughputRof= 2 bits/symbol, associated
with different numbers of the STSK training blocks ®dfr = 2, 5, 10 and 30, and the
corresponding POs @, = 0.8%, 2%, 4% and12%, in comparison to the performance
of the perfect CSI. All other system parameters were sunmdiin Table 3.1.

Fig. 3.2 shows the BER performance of the TBCE aided CSPSK?2,4, QPSK) system of
Fig. 3.1, associated with the number of STSK training blakks € {2,5,10,30}, corresponding
to the POs 0D, = 0.8%, 2%, 4% and12%, respectively. The system’s normalized throughput is
R = 2 bits/symbol. The BER performance based on the perfect C8$isdepicted as the bench-
mark. It may be seen from Fig. 3.2 that as the PO increase®HBReperformance is improved,
although at the expense of a reduced effective system'aghput. For example, when the number

of training blocks is settd/r = 2, the SNR gap between the perfect CSl case and the TBCE based

system is about 1.5dB at the BER level16f°, and the PO i©), = 0.8%. However, when the
number of training blocks is increased My = 30, the SNR gap between the perfect CSI based
system and the TBCE based system is reduced to a value beéai Owhile the PO is increased
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t0 0, = 12%.

As expected, the results of Fig. 3.2 confirm that in the TBCisésd MIMO scheme, increasing
the number of training blocks, i.e. having a higher PO, impsothe BER performance. This BER
performance gain is the consequence of the improved CE amcuwing to the increased PO,
which may be quantified by the MCEE defined in Eq. (3.6). Theasponding MCEE performance
of the TBCE aided CSTSR, 2, 2,4, QPSK) system of Fig. 3.1 is depicted in Fig. 3.3 at the SNR
values of 6 dB, 12 dB and 18 dB, respectively. It may be seenahahe PO increases, the CE
accuracy is improved. For example, at SN dB, the MCEE is approximateljj;cgg = 0.1257
when the number of training blocks &y = 2 (O, = 0.8%), while in the case oMt = 30
(Op = 12%), the MCEE becomes approximatelyicegg = 0.0084, implying that a higher CE
accuracy may be achieved by increasing the number of ST&Kngablocks, i.e. having a higher
PO, at the expense of a reduced system’s effective throtighpparticular, the MCEE performance
associated with the case bf; = T = 250 STSK training blocks is also depicted in Fig. 3.3, which
corresponds to the best achievable MCEE performance, vafiehe symbol blocks within a frame
are used as training blocks, implying that the PO becaes- 100%. Moreover, it may also be
found that when the PO increases beyond a certain valuesairadurther CE quality improvement
is attained. For example, for the case of SNRdB, when the PO increases frdﬁ)g = 0.8% to
Op = 12%, the absolute MCEE reduction is abaMfyicgg = 0.117. However, when PO further

PO
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Figure 3.3: Achievable MCEE performance of the TBCE aided §1§(2, 2, 2, 4, QPSK)
system of Fig. 3.1 as a function of the PO, at various SNR gallibe system’s hormal-
ized throughput iR = 2 bits/symbol. All other system parameters were summariged i
Table 3.1.
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Figure 3.4: Achievable BER performance of the TBCE aided SI§&,2,2,4, QPSK)

system of Fig. 3.1 having a normalized throughputRof= 2 bits/symbol, associated
with different numbers of the CSTSK training blocks My = 2, 5, 10 and 30, and the
corresponding POs @, = 0.8%, 2%, 4% and12%, in comparison to the performance

of the perfect CSI. All other system parameters were suna@aiin Table 3.1.
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Figure 3.5: Achievable MCEE performance of the TBCE aided §1§(4, 2, 2, 4, QPSK)
system of Fig. 3.1 as a function of the PO, at various SNR gallibe system’s hormal-

ized throughput iR = 2 bits/symbol. All other system parameters were summarized i

Table 3.1.
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Figure 3.6: Achievable BER performance of the TBCE aided S1§(8, 4, 2, 4, 16-QAM)
system of Fig. 3.1 having a normalized throughputRof= 3 bits/symbol, associated
with different numbers of the STSK training blocks ®dfr = 2, 5, 10 and 30, and the
corresponding POs @, = 0.8%, 2%, 4% and12%, in comparison to the performance
of the perfect CSI. All other system parameters were suna@aiin Table 3.1.
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Figure 3.7: Achievable MCEE performance of the TBCE aided

CSTSK(4,4,2,4,16-QAM) system of Fig. 3.1 as a function of the PO, at various
SNR values. The system’s nhormalized throughp is 3 bits/symbol. All other system

parameters were summarized in Table 3.1.
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increases fronOp = 12% t0 O, = 24%, the absolute MCEE reduction becomes insignificant,
which is just aboutA Jyicgg = 0.004. This implies that increasing the PO over a certain range, sa
O, = 12%, may not be helpful in terms of improving the system’s parfance, despite reducing
the system’s effective throughput. Additionally, it mag@be seen from Fig. 3.3 that given a PO,
as the SNR increases, the accuracy of CE is improved. Forggagiven the PO 00, = 12%,

at the SNR= 6 dB, the MCEE is aboufycgg = 0.0084, while at the SNR%2 dB, the MCEE is
reduced tgyicgg = 0.0021.

Fig. 3.4 depicted the achievable BER performance of the TBiGéd CSTSK4, 2, 2,4, QPSK)
system of Fig. 3.1, having a throughputf= 2 bits/symbol. Similar to the BER performance of
the TBCE aided CSTSR, 2,2,4, QPSK), as the PO increases, the BER performance is improved,
albeit at the expense of a reduced effective system thrauighiphen the PO is increased @, =
12%, i.e. having a number of training blocks 8 = 30, the BER performance of the TBCE
based system becomes capable of approaching the perfarhannd associated with the perfect
CSl scenario. The corresponding MCEE performance of theH &@ed CSTSK4,2,2,4, QPSK)
is shown in Fig. 3.5, where it can also be seen that as PO Besethe CE accuracy is improved.

The BER and MCEE performance of the TBCE aided CST&K, 2,4, 16-QAM) are shown
in Figs. 3.6 and 3.7, respectively, where the same conclgsitay be gleaned as those drawn from
the above discussions on the CST8R, 2,4, QPSK) and CSTSK4, 2,2, 4, QPSK) systems.

3.2.2.2 Three-stage Serial-Concatenated Turbo Coded andBTE Aided CSTSK

This section provides the BER performance of the threeessagal-concatenated turbo coded and
TBCE aided CSTSK systems of Fig. 2.28 associated with thigumations of CSTSK4, 2, 2, 4, QPSK)
and CSTSK4, 4,2, 4,16-QAM), relying on the system parameters of Table 3.1, having niczeth
throughputs oR = 2 and 3 bits/symbol, respectively.

The BER performance based on the CST8$R, 2,4, QPSK) scheme of Fig. 2.28 is depicted
in Fig. 3.8, where it may be seen that as the PO increases, ERe®@rformance of the TBCE
based system gets closer to the performance bound asslowittigoerfect CSI. For example, when
the PO isO, = 0.8%, the system becomes capable of achieving an infinitesinh@yBER at
approximately SNR- 3.1dB, with a performance gap of about 3.3dB compared to theeperf
CSlI scenario. However, when the PO is increasedfo= 12%, the performance gap between
the TBCE assisted scheme and the perfect CSI case is redude@d dB. Furthermore, when a
PO of O, = 20% utilized, the performance gap is further reduced to abditiB. However, it is
worth mentioning again that although increasing the PO avgs the system’s BER performance,
it also reduces the system'’s effective throughput. Addélty, even with a high PO ad, = 20%,
the three-stage serial-concatenated turbo coded and TBIe# scheme of Fig. 2.28 still fails to
approach the optimal performance bound associated wifeqieESI.

Fig. 3.9 shows the BER performance of the TBCE aided CSBSK?2,4, QPSK) system of
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O M1=2, 3,=0.8%
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Figure 3.8: Achievable BER performance of the three-stag&lsconcatenated turbo
coding aided and TBCE assisted CST8R,2,4, QPSK) system of Fig. 2.28, hav-
ing a normalized throughput dt = 2 bits/symbol, associated with the POs@f =
0.8%, 4%, 12% and20%, in comparison to the performance of the perfect CSI. The-num
ber of inner and outer iterations Is, = 3 andI,,; = 10. All other system parameters

were summarized in Table 3.1.
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Figure 3.9: Achievable BER performance of the three-stagalsconcatenated turbo cod-
ing aided and TBCE assisted CST@¥K4, 2, 4, 16-QAM) system of Fig. 2.28, having a
normalized throughput & = 3 bits/symbol, associated with the POS®f = 0.8%, 4%
and12%, in comparison to the performance of the perfect CSI. Thebrrrof inner and
outer iterations id;, = 3 andl,,; = 9. All other system parameters were summarized in
Table 3.1.
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Fig. 2.28. Similar to the performance of the TBCE aided CS{45E, 2,4, QPSK) depicted in
Fig. 3.8, it may also be seen in Fig. 3.9 that as the PO incsedie BER performance of the
TBCE aided system gets closer to the performance boundiassbevith perfect CSI. To be more
explicit, when the PO i©), = 0.8%, the system becomes capable of achieving an infinitesimally
low BER at about SNR- 2.6 dB, where there exists a performance gap of about 4dB comhpare
to the perfect CSI case. However, when the PO is increasel te- 12%, the performance gap
between the TBCE assisted scheme and the perfect CSI caskuced to approximately 0.5 dB.

3.3 Semi-Blind Channel Estimation for MIMO Systems

3.3.1 System Model

It may be seen from the discussions provided in Section 2ttie conventional TBCE aided sys-
tem is capable of achieving an accurate CE at the cost of irggltlee system’s effective throughput.
For example, from the BER performance of the uncoded CSZ3K2, 4, QPSK) system depicted
in Fig. 3.2, it may be seen that when the P@is = 0.8%, an SNR gap in excess of 2dB is ob-
served between the perfect CSI case and the TBCE aided systelm this gap is reduced to less
than 0.5 dB when the PO is increasedtp = 12%. Naturally this PO leads to the system through-
put loss increased frod.8% to 12%. In order to alleviate this throughput loss problem, while
achieving a high CE quality, semi-blind CE methods were psegl in [31,32,36,48-59,126]. The
corresponding system’s structure is shown in Fig. 3.10.ay lve seen that unlike the conventional
TBCE aided system of Fig. 3.1, an iteration loop is formedhsyMIMO demodulator, data detec-
tor, MIMO modulator and channel estimator. To be more explat the receiver, only a low PO,
i.e. a small number of training blocks, is utilized for prdivig an initial TBCE. Then data detection
is carried out based on this initial CE. The detected inf@ionebits are then re-modulated and fed
into the CE for performing further DDCE. The data detectat &1 iterate a number of times, until
the DDCE converges.

Channel MIMO
Estimator Modulator
Transmitted Frame
;g
Training j \L
Blocks H
MIMO : : MIMO Detected
- ) ) > Dat
Modulator Demodulator ata
M

Figure 3.10: Structure of a SBCE aided CSTSK system.
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Let us now discuss the iterative channel estimation and digtiection scheme in more detail
based on the CSTSK MIMO system of Section 2.3 of Chapter 2tHeo€STSK MIMO model of
Eqg. (3.1) and with the number of data blocks per framéhe observation data for the MIMO ML
detector may be formulated as

Yo = [Y(1) Y(2)--- Y(T)]. (3.8)

Furthermore let us denote the maximum number of iterati@taden the channel estimator and
MIMO detector byl... Then, given the initial TBCHH, the semi-blind iterative algorithm may be
summarized as below:

Step 1)Set the iteration index to= 0 and the initial CE adl'" = A

Step 2)Given the CE offi"

information bits are re-modulated to yield

, perform ML MIMO detection or¥ ;.. The corresponding detected

o® _ a1y o) Y
Sic = [Sd'( (1) Sgr(2) -+ Syr (T)]; (3.9)
Step 3)Update the CE with
= (41 ~ONT a8 7\ P -1
vy, (séﬁ) <5§T) (séﬁ) ) ,- (3.10)

Step 4)Set the iteration index tb= t + 1: if ¢ < I, go back to Step 2); otherwise, stop.

The total complexity of this semi-blind iterative channstimation and data detection process
is on the order of., - (O (1) + Camr), with O (%) andCpy;. being the complexity order of CE
and ML MIMO detection. Our empirical results show that a dmamber of iterations is often
sufficient for the iterative procedure to converge, anddgiy I.. < 5. For medium to high SNR
values, this iterative procedure is capable of convergintpe optimal ML detection performance
obtained under perfect CSI. In fact, if the initial TBC?E<O) can yield a relatively low BER, e.g.
BER below 0.1, the DDCE of Step 3) is capable of improving tbeusacy of the CE. This in turn
significantly enhances the BER of the ML data detection ip 2jeof next iteration. Therefore, a
few iterations are sufficient to attain the optimal ML sobuti For low SNR values, however, some
degradation from the optimal ML performance may be expegadicularly when the initial BER
is higher than 0.1. In such a situation, increasing the mimintraining blocksMt of Eq. (3.5) by
a few blocks will often ensure the convergence to the ML sofut

3.3.2 Simulation Results

In this section, the performance of the SBCE aided CSTSKmeheas simulated in uncoded
scenarios. Again a quasi-static Rayleigh fading envirantmes considered. All the results were
averaged over 100 channel realisations. The transmittggispower of all the simulated systems
was normalized to unity and, therefore, the SNR was defineggasvith Ny being the AWGN
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power. The BER and the MCEE defined in Eg. (3.6) were used asnetacs. The length of
STSK data blocks for performing ML detection was= 250. The system parameters of the SBCE
aided CSTSK system of Fig. 3.10 are summarized in Table 3.2.

Table 3.2: System parameters of the SBCE aided CSTSK sydtEig.@.10.

Number of Tx antennas M
Number of Rx antennas N
Symbol durations per block T
Number of dispersion matrices Q
Modulation L-QAM or L-PSK
Channels Frequency-flat Rayleigh fading
Detector ML detector
Number of training blocks Mr
Number of signal blocks per frame T =250
Pilot overhead O, of Eq. (3.7)
Number of CE iterations Ioe

3.3.2.1 CSTSK2,2,2,4,QPSK) associated withR = 2 bits/symbol

The achievable BER performance of the SBCE aided CSZ3K2, 4, QPSK) scheme of Fig. 3.10
associated with the PO @, = 0.8% is compared to those of the TBCE aided system associated
with POs of O, = 0.8% andO, = 12%, corresponding taMr = 2 and 30 in Fig. 3.11, with
the BER performance obtained given the perfect CSI as thehipeark. The system’s normalized
throughput isR = 2 bits/symbol. It can be seen that for the TBCE based systeng usly
Mr = 2 CSTSK training blocks, i.e. a PO @, = 0.8%, is inadequate and, to approximate
the true ML performance, more than 30 CSTSK training bloaksraquired, which corresponds
to a PO of overl2%. By contrast, the performance of the iterative SBCE basetesywith only
Mr = 2 initial CSTSK training blocks, i.e. a PO @, = 0.8%, is capable of outperforming the
TBCE based system associated withy = 30 training blocks O, = 12%) and is even capable
of approaching the performance of the perfect CSI benchritarlNR > 14 dB. Therefore, it
may be concluded that given a sufficiently high SNR, the SBE&Eme is capable of approaching
the optimal performance based on perfect CSI, while utijiza low PO with the objective of
maintaining a high system throughput.

The MCEE performance of the SBCE aided CST3R, 2,4, QPSK) scheme of Fig. 3.10
associated withMr = 2 initial training blocks andO, = 0.8% is depicted in Fig. 3.12, in
comparison to the MCEE performance of the TBCE based schesexiated withM = 250
training blocks andD, = 100%, at the SNRs of 6 dB, 12 dB and 18 dB. It may be seen that the
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Figure 3.11: Achievable BER performance of the SBCE aide@$}¥§2, 2, 2,4, QPSK)
system of Fig. 3.10 having a normalized throughputRof= 2 bits/symbol, associated
with Mt = 2 initial training blocks and a PO d@, = 0.8%, in comparison to those of
the TBCE aided system of Fig. 3.1 associated wiflh = 2 and 30 training blocks and
the POs ofO, = 0.8% andO, = 12%, respectively. The perfect CSI scenario is also
depicted as the benchmark. All other system parameterssuenenarized in Table 3.2.

MCEE of the SBCE based scheme is capable of reaching a steddydthinl,, = 5 iterations at
all the SNR values investigated. Furthermore, as the SNiRases, fewer CE and data detection
iterations may be required. More explicitly, given SNR5 dB, the steady state MCEE may be
achieved byl., = 5 iterations. When the SNR increasesldB, only I, = 3 iterations are
required. Additionally, as expected, when the SNR increabee MCEE value decreases. To be
more explicit, given SNR: 6 dB, the steady state of the MCEHigcrr = 0.0038. However, when
the SNR is increased tt2 dB, the steady state of the MCEE beconjggrr = 0.00026, which

is significantly lower than that of the SNR 6 dB scenario. Moreover, we also plot the MCEE
performance of the TBCE scheme associated With = 250 training blocks and), = 100%

at the three SNRs seen in Fig. 3.12, for the sake of providipgriinent benchmark performance
for the SBCE aided CSTSR, 2, 2,4, QPSK) associated withVi; = 2 initial training blocks and
O, = 0.8%. Note that in our simulations, we set the number of data Isidok performing the
ML detection tot = 250. Therefore, if most decisions are correct at a certain SNigeathe
DDCE associated withr = 250 detected data blocks will be capable of approaching thenabti
CE accuracy of the TBCE associated withy = 250 training blocks and), = 100%. It may

be seen from Fig. 3.12 that given SN dB, there exists an MCEE difference of approximately
AJymcee = 0.0024 between the optimal TBCE and the SBCE, whilst when the SNRci®eased to
12 dB, the MCEE difference is reduced to less thgcrg = 0.0001. When the SNR is further
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Figure 3.12: MCEE performance of the SBCE aided CSTSKE, 2,4, QPSK) system
of Fig. 3.10 having a normalized throughput Bf = 2 bits/symbol, associated with
Mr = 2 initial training blocks and the PO @, = 0.8%, in comparison to that of the
TBCE aided system of Fig. 3.1 associated wily = 250 training blocks and the PO of
O, = 100%, given SNR values of 6 dB, 12 dB and 18 dB. All other system patars
were summarized in Table 3.2.

increased td8 dB, the steady-state MCEE of the SBCE scheme converged\ei@tiie optimal
TBCE bound. Therefore, we may conclude that as the SNR igesgdhe difference between the
steady-state MCEE of the SBCE scheme and the optimal MCEBeof BCE scheme associated
with T = M7 decreases. Moreover, the steady-state MCEE of the SBCHEnsclgecapable of
approaching to that of the optimal TBCE for sufficiently higNR values, i.e. for SNRs over 12
dB for this example scenario.

3.3.2.2 CSTSK4,2,2,4,QPSK) associated withR = 2 bits/symbol

Fig. 3.13 shows the achievable BER performance of the SBG&daCSTSK4,2,2,4, QPSK
scheme of Fig. 3.10 associated wkhy = 2 initial training blocks andD, = 0.8%, in comparison
to those of the TBCE based system wity = 2 and 30 training blocks, having corresponding
POs ofO, = 0.8% andO, = 12%, respectively. The system’s normalized throughpuk is=

2 bits/symbol. The BER performance based on perfect CSI & @isvided as the benchmark.
Similar to the performance for the CST8K2, 2,4, QPSK) system, it can be seen that for the
CSTSK(4,2,2,4,QPSK) arrangement, the TBCE scheme using oiy = 2 CSTSK training
blocks andO, = 0.8% is also inadequate for approaching the true ML detectiofopaance. On
the other hand, the performance of the TBCE scheme asseidtte M1 = 30 training blocks
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Figure 3.13: Achievable BER performance of the SBCE aide@$¥4, 2, 2,4, QPSK)
system of Fig. 3.10 having a normalized throughputRof= 2 bits/symbol, associated
with Mt = 2 initial training blocks and a PO d@, = 0.8%, in comparison to those of
the TBCE aided system of Fig. 3.1 associated wiflh = 2 and 30 training blocks and
the POs ofO, = 0.8% andO, = 12%, respectively. The perfect CSI scenario is also
depicted as the benchmark. All other system parameterssuenenarized in Table 3.2.
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Figure 3.14: Achievable BER performance of the SBCE aide@$¥§4, 2, 2,4, QPSK)
system of Fig. 3.10 having a normalized throughputRof= 2 bits/symbol, associated
with My = 5 initial training blocks and a PO ab, = 2%, in comparison to those of
the TBCE aided system of Fig. 3.1 associated wiflh = 2 and 30 training blocks and
the POs ofO, = 0.8% andO, = 12%, respectively. The perfect CSI scenario is also
depicted as the benchmark. All other system parameterssuenenarized in Table 3.2.
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(Op = 12%) is capable of reaching the optimal performance bound basgerfect CSI, but the
system’s throughput is significantly reduced. It may be $emn Fig. 3.13 that the SBCE scheme
with Mt = 2 initial CSTSK training blocks and, = 0.8% is capable of achieving a similar
performance to that of the SBCE based system associatedMuith= 30 training blocks and
O, = 12%, and thus only capable of approaching the perfect CSI beadhfor SNR> 14 dB.
However, at low SNRs, the SBCE scheme fails to approach ttimalpML performance bound.
This is because for this CST$K 2,2,4, QPSK) system, there aréf - N = 8 complex-valued
channel taps. Two training blocks corresponds to 8 traititg and toO, = 0.8%, yielding a
training overhead of 1 bit per channel use. The SBCE schemberwuch a low training overhead
and the condition of SNR< 14 dB suffers from some degradation with regard to the optintaRB
performance. This performance degradation may be redugednploying a slightly higher PO.
The corresponding BER performance of employivig: = 5 initial training blocks O, = 2%)

is depicted in Fig. 3.14, where it may be seen that the SBCEnmsemow becomes capable of
approaching the optimal BER performance for SNR dB.

—— MCEE of SBCE with M=2, Q,=0.8%
---- MCEE of TBCE with M;=250, Q=100%
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0 SNR=18 dB
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Figure 3.15: MCEE performance of the SBCE aided CST&K, 2,4, QPSK) system
of Fig. 3.10 having a normalized throughput Rf = 2 bits/symbol, associated with
Mr = 2 initial training blocks and the PO @, = 0.8%, in comparison to that of the
TBCE aided system of Fig. 3.1 associated witly = 250 training blocks and the PO of
O, = 100%, given SNR values of 6 dB, 12 dB and 18 dB. All other system ipatars
were summarized in Table 3.2.

The MCEE performance of the SBCE aided CST8&R, 2,4, QPSK) scheme of Fig. 3.10
associated witlMr = 2 initial training blocks andD, = 0.8% is depicted in Fig. 3.15, in com-
parison to the MCEE of the TBCE scheme associated dth= 250 training blocks and a PO of
O, = 100%, at the SNRs of 6 dB, 12 dB and 18 dB. It may be seen from Fig. hdtithe MCEE
of the SBCE scheme is capable of reaching a steady statejithi= 5 iterations at all the three



3.3.2. Simulation Results 84

SNRs, and as expected, as the SNR increases, the steadM&&E value decreases. Addition-
ally, we may also see that the steady-state MCEE of the SBli&hse may converge to the optimal
MCEE of the TBCE scheme associated witly = 250 (O, = 100%) at high SNRs, specifically,
the case of SNR 18 dB in Fig. 3.15 for this example. This agrees with the coroesliing BER
performance illustrated in Fig. 3.13.

3.3.2.3 CSTSK4,4,2,4,16-QAM) associated withR = 3 bits/symbol

We also provide the achievable BER performance of the SBG&JaCSTSK4, 4, 2,4, 16-QAM)
scheme of Fig. 3.10 associated withy = 2 (O, = 0.8%) and 3 O, = 1.2%) initial train-

ing blocks in Fig. 3.16 and 3.17, respectively, in comparismthose of the TBCE based system
with M7 = 2 and 30 training blocks, having POs 6f, = 0.8% andO, = 12%, respectively.

It may be seen that despite using an extremely low trainirgyt@ad of justMr = 2 training
blocks, the SBCE based scheme becomes capable of appmpdbhimptimal ML performance
based on perfect CSI for the S’¥R12 dB. However, by employing just one more training block,
i.e. Mt = 3 andO, = 1.2%, the SBCE based scheme becomes capable of approachingtithe op
mal ML performance bound for SNR 2 dB. The MCEE convergence performance of the SBCE

¢oTg : : : :
o O TBCE Mr=2, 0,=0.8%
A TBCE My=30, Q=12%
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Figure 3.16: Achievable BER performance of the SBCE agbiste

CSTSK(4,4,2,4,16-QAM) system of Fig. 3.10 having a normalized throughput
of R = 3 bits/symbol, associated withM; = 2 initial training blocks and a PO of
O, = 0.8%, in comparison to those of the TBCE aided system of Fig. Staated with
Mr = 2 and 30 training blocks and the POs@f = 0.8% andO, = 12%, respectively.
The perfect CSI scenario is also depicted as the benchmdirkth&er system parameters

were summarized in Table 3.2.
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Figure 3.17: Achievable BER performance of the SBCE agbiste

CSTSK4,4,2,4,16-QAM) system of Fig. 3.10 having a normalized throughput
of R = 3 bits/symbol, associated with = 3 initial training blocks and a PO of
O, = 1.2%, in comparison to those of the TBCE aided system of Fig. Staated with
Mr = 2 and 30 training blocks and the POs@f = 0.8% andO, = 12%, respectively.
The perfect CSl scenario is also depicted as the benchmdlrikth&r system parameters

were summarized in Table 3.2.
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Figure 3.18: MCEE performance of the SBCE assisted CSESK?2, 4, 16-QAM) sys-
tem of Fig. 3.10 having a normalized throughputRof= 3 bits/symbol, associated with
Mr = 2 initial training blocks and the PO @, = 0.8%, in comparison to that of the
TBCE aided system of Fig. 3.1 associated wily = 250 training blocks and the PO of
Op = 100%, given SNR values of 6 dB, 12 dB and 18 dB. All other system patars

were summarized in Table 3.2.
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aided CSTSK4, 4,2,4,16-QAM) associated witMr = 2 (O, = 0.8%) initial training blocks is
depicted in Fig. 3.18, in comparison to the MCEE of the TBClResee associated withl; = 250
training blocks O, = 100%), at the SNRs of 6 dB, 12 dB and 18 dB. It may be seen that the
MCEE of the SBCE based scheme is capable of reaching a steadydthinl,, = 5 iterations at

all the three SNRs, similar to the previous two systems, artti@SNR increases, the steady-state
MCEE value decreases. Additionally, we may also see thastiedy-state MCEE of the SBCE
aided system may converge to that of the TBCE scheme assdeigth M1 = 250 at high SNRs,

i.e. for the case of SNR 12 dB in Fig. 3.18 for this example.

3.4 Joint Channel Estimation and Three-Stage Turbo Detectin for
MIMO Systems

In Section 3.3, the semi-blind iterative CE and data datacicheme for uncoded MIMO systems
has been discussed, where the initial TBCE is carried ol thé aid of a small number of MIMO
training blocks in order to maintain a high system throughphe channel estimate is then further
refined within an iterative loop exchanging informationvbe¢n the DD channel estimator and
the MIMO detector, which requires several iterations toveoge. As discussed in Chapter 2,
employing a three-stage serial-concatenated turbo caslthgme can significantly improve the
system performance, achieving near-capacity performalmcthis section. we will introduce the
concept of three-stage serial-concatenated turbo codimgnse into our SBCE scheme discussed
in the last section.

3.4.1 Conventional Iterative Channel Estimation and TurboDetection MIMO

The state-of-the-arts [55-59, 127-137] can be represdmtatie conventional iterative CE and
three-stage turbo detector-decoder struétaiepicted in Fig. 3.19. As it has been discussed that
in the SBCE scheme, the number of initial training blocks ggally low in order to maintain a
high effective system throughput. Therefore, the accudddpe initial TBCE is poor, and hence
the achievable BER based on this initial channel estimasdsis poor. However, the three-stage
turbo detector-decoder is capable of improving the rdligibdf the detected bits for assisting the
DDCE, which then provides a more accurate channel estinBiés iterative process results in
an increasingly more reliable turbo detector-decoder wutwhich in turn further enhances the
accuracy of the DDCE. Although the conventional iteratiieé &nd three-stage turbo detector-
decoder structure of Fig. 3.19 is very powerful, it has é¢entlrawbacks.

Observe from Fig. 3.19 that since all the detected bits aesl Wy the channel estimator,
the DDCE update operation takes place after the convergeinte three-stage turbo detection-

IMost of these schemes were originally designed for the tagesturbo detector-decoder structure, but they can be
readily extended to the three-stage turbo detector-deatdesture discussed here.
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Figure 3.19: Conventional iterative CE and three-stagaotaietector-decoder. Note that
all the detected bits are used by the decision-directedneft@stimator. In order to benefit
from the full error correction capability of the three-stamyirbo detection and decoding,
the updating of the DD channel estimate takes place aftecdheergence of the outer
turbo loop.

decoding, in order to fully exploit the error correction abpity of the three-stage turbo detector-
decoder. This introduces the additional CE loop shown in i©, which requires,. iteration to
converge. Furthermore, a turbo coded frame typically dosta very large number of data blocks
T, usually in thousands. Thus, the computational complefityhe LS based channel estimator is
extremely high, in the order cﬁ?(r3). Consequently, the turbo coding and CE structure shown in
Fig. 3.19 requires extremely high computational complexio be more explicit, leCrsc, Curc
andCy. denote the computational complexity of the RSC decodetJIRRE decoder, and the ML
soft-demapper, respectively. Assume that given the C8ltwi-stage inner turbo loop requirés
iterations, while the outer turbo loop requirkg; iterations. Then, given the CSlI, the computational
complexity of the three-stage turbo receiver can be fortedlas

Cideal = Tout <CRSC + Ijn (Cnir + CURC))- (3.11)

Given that the number of data blocks per frameriand the CE loop of Fig. 3.19 requirds.
iterations to converge, the overall computational comipfesf this conventional iterative CE and
three-stage turbo receiver can be expressed as

Cconventional = Ice -0 (T3) + Ice : Cidealr (3-12)

which is significantly higher tha€;q.,;. More importantly, the frame of the detected bits may
contain a large percentage of erroneous decisions, paricat the low SNRs, which will degrade
the DDCE that utilize all the detected symbol blods corresponding to the received data frame.
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Therefore, the existing conventional iterative CE anddkstage turbo receivers fail to approach the
optimal BER performance bound of the idealised three-diadp® ML detector-decoder associated
with the perfect CSI [127-129].

The above analysis of the disadvantages associated wstkxhting state-of-the-art motivates
us to propose a novel iterative BBSBCE and three-stage tebector-decoder structure, which
is capable of overcoming the drawbacks of the conventiceshtive CE and three-stage turbo
detector-decoder structure.

3.4.2 Joint BBSBCE and Three-Stage Turbo Demapping/Decoal for MIMOs

From the above discussion, it may be concluded that thest b main limitations of the con-
ventional joint CE and turbo detection based MIMO struciusased on a low training overhead.
Firstly, the conventional turbo coded CE scheme utilizesahtire detected data frame for DDCE
and introduces an extra CE loop, all of these lead to sigmifiogecrease in computational com-
plexity. Secondly and more importantly, the detected fraomains erroneous or “bad” decisions,
leading to potentially serious error propagation, patéidy during the early turbo iterations under
poor SNR conditions, which will degrade the system’s adcidw performance. As a result, the
conventional iterative CE and turbo detection based MIM@cstires utilizing a low number of
initial training blocks are incapable of matching the omimerformance bound associated with
perfect CSI, despite of imposing a significantly higher ctemipty. In order for these iterative CE
and turbo detection structures to approach the optimabpaence bound associated with perfect
CSl, it would be necessary to increase the training overhagaithe cost of reducing the effective
system throughput considerably.

In order to overcome these two limitations, we propose adomplexity joint BBSBCE and
three-stage iterative demapping-decoding scheme foraagmacity CSTSK MIMO systems, which
does not impose an extra iterative loop between the chamstiehaor and the three-stage turbo
detector-decoder and which is capable of approaching thimalpperformance bound associated
with perfect CSI, while only imposing a minimum training okiead. Specifically, in order to main-
tain a high system throughput, only the minimum number of 8&Training blocks is utilized for
obtaining an initial TBCE. Naturally, the number of traigiblocks is related to the number of Tx
antennas [31]. Then the low-complexity single-antennaetadlL soft-demapping of [5] is car-
ried out and the soft decisions are exchanged between theddBéier and MIMO soft-demapper
within the inner turbo loop, before they are forwarded to dlger RSC decoder. Moreover, the
“high quality” or “more reliable” blocks-of-bits are seked based on tha posteriori information
produced by the MIMO soft-demapper within the original inhebo loop of the URC decoder and
MIMO soft-demapper, which are re-modulated after eachratgetion of the original outer turbo
loop for the sake of facilitating DDCE updates. Since the €BRdturally embedded into the orig-
inal iterative three-stage demapping/decoding schemexira iterative loop is required between
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the CE and the three-stage MIMO demapper-decoder. Thiftgéswa low system complexity. In
other words, the proposed joint BBSBCE and three-stage tdemapping/decoding scheme has
a similar computational complexity to that of the originatde-stage turbo demapping-decoding
scheme, which relies on the CSl-estimate of a dedicatexirighbased channel estimator. More-
over, the proposed semi-blind joint CE and turbo detectieceding scheme is capable of fully
exploiting the “turbo effects” of the joint CE and threegttademapping-decoding for approaching
the optimal performance obtained by the idealised thragesturbo demapping-decoding receiver
furnished with perfect CSlI, despite using only the same rerrobturbo iterations as the latter.

3.4.2.1 System Model

We begin by detailing the novel BBSBCE aided and three-st&gial-concatenated turbo coding
assisted CSTSK, which has the configuration of CSTRKN, T, Q, L — PSK/QAM) discussed

in Section 2.4, wher@! andN indicate the number of Tx antennas and Rx antennas, resggcti
while T denotes the number of time slots occupied by the CSTSK sigoek andQ is the number

of dispersion matrices employed. Lielenote the CSTSK block index. A quasi-static frequency-
flat Rayleigh fading environment is considefed
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Figure 3.20: Joint BBSBCE aided and three-stage seriatatenated turbo detection
assisted CSTSK MIMO system.

The block diagram of our proposed BBSBCE aided and threetbiage serial-concatenated
turbo coding assisted CSTSK system is shown in Fig. 3.20.alf be seen that the posteriori
information, output by the MIMO soft-demapper provides the confidenceltg\v.e. the proba-
bilities of binary 1s and binary Os [1]. Therefore, basedlda tonfidence level, we may opt for

2Note that the proposed BBSBCE scheme may be appropriatalifietband applied in OFDM aided MIMO systems
[24] for transmission over frequency-selective fadingrofeds.
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Figure 3.21: The proposed block-of-bits selection baseudilwhannel estimator.

selecting reliable decisions from the MIMO soft-demappetitput sequence for the DDCE update.
Note that in contrast to the existing joint CE and turbo diéeedecoding schemes [55-59], as a
benefit of selecting high-confidence decisions, the BldeRits Selection Based (BBSB) blind
channel estimator in our proposed scheme of Fig. 3.20 doekave to wait for the accurate fi-
nal convergence of the turbo detector-decoder. Quite theary, our scheme updates the DDCE
within the original outer loop of the three-stage turbo dppw-decoder, as explicitly emphasized
in Figs. 3.20 and 3.21. In other words, unlike the existingesaes of [55-59], no additional itera-
tive loop involving the CE and the three-stage turbo demiagpeoder is required. Consequently,
the computational complexity of our joint scheme remainglar to that of the original three-stage
turbo demapper-decoder, which is furnished with the C8ihaege. Moreover, as it will be con-
firmed later in our simulation study, our joint BBSBCE andeiistage turbo demapper-decoder is
capable of approaching the optimal near-capacity perfoomassociated with perfect CSI. Let us
now detail our proposed scheme further.

According to the CSTSK system model presented in Sectiartt®Zeceived signal block can
be expressed as
Y (i) = HS(i) + V(i), (3.13)

whereH € CN*M s the corresponding MIMO channel matrix, whose elemengy dhe complex-
valued Gaussian distribution of zero-mean and unit vag@¢ (0, 1), while V(i) € CN*T is the
AWGN matrix, whose components ob&\ (0, Np) with Ny being the AWGN variance. Similar
to the uncoded SBCE scheme discussed in Section 3.3, oungedscheme also relies on a low
number of training blocks. Let us assume that the numberaifadle training blocks id/17. If we
arrange the training data as

Y, = [Y(1) Y(2) - Y(Mr)], (3.14)
Simy; = [S(l) S(2)--- S(MT)], (3.15)
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the initial LSCE of the MIMO channel matriK is then given by

o -1
Hisce = Yim, Sin, (Semr Sih,) - (3.16)

For the sake of maintaining a high system throughput, onigalsyumber of STSK training blocks
should be used. On the other hand, in order to ensurstf@;s'fMT to have the full rank of\],

it is necessary to guarantee thdiy - T > M and this leads to a lower bound of the number of
training blocks, which is given in Eq. (3.5). For instandewé haveM = 4 andT = 2, then the
lower bound isM = 2 and we may choose to use as few as two STSK training blocksitcali
CE. With such a low number of initial training blocks, the a@cy of the LSCE of Eq. (3.16)
will be poor and hence the achievable BER performance baségeanitial channel estimate will
also remain poor. The task of the joint BBSBCE and threeestagbo demapper-decoder is to
iteratively refine the channel estimate for the sake of a@miea near-capacity BER performance,

while imposing no excessive computational requirements.

Referring to Fig. 3.21, let the number of iterations in thetstage inner turbo loop b, and
the number of iterations in the outer turbo loop kg, respectively. Let us further denote the
observation data at the output of the CSTSK soft-demappEigof3.21 as

Yoo = [Y(1) Y(2)--- Y(1)], (3.17)

where T is referred to as the number of data blocks in a transmitte@iSESframe. The joint
BBSBCE and three-stage turbo demapper-decoder is ded@imllows.

Semi-Blind Iterative Algorithm

Step 1)Set the iteration index tb= 0 and the initial channel estimate ﬁi(t) = Hsck.

Step 2)Given the channel estimaﬁ(t)

Yy, of Eq. (3.17). The CSTSK soft-demapper then exchanges fitsnformation with the URC
inner decoder fof;, iterations, which yields th&,, vectors of thea posteriori information arranged

, perform the ML soft-demapping on the observation data

as

L,= [1;1?)...

1", (3.18)
whereL, € Cln*(BPB7) is referred to as the equivaleatposteriori information matrix and/, =
[LL(1) Ly(2) - - - L}, (BPB- r)]T e C(BPB1)x1 denotes tha posteriori information vector obtained
by the CSTSK soft-demapper during tik inner iteration WithLlp(k) defined in Eg. (2.6), while
BPB = log,(Q) + log, (L) represents the bits per CSTSK symbol block. Based on theHatt
the nth column of L, represents thé;, soft decisions for the:ith information bit, wheren €
{1,2,---,(BPB- 1)}, thenth bit decision may be regarded as correct and it is selecie@GE in

the following two cases:

Case 1 If the soft decisions in the same column share similar \gltlsese soft decisions
may result in a reliable bit decision, which may hence bekedofor CE. Specifically, the
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criterion for thenth information bit to be selected is
lin—1 Liy
[Ly(n) — Ly (m)| + [L5(n) — L(m)| + -~ + [Ly" " (n) — Ly (n)|
1]
wherey is the mean of the soft decisions in tina column of the matrix.,, while T;, denotes

€(0, T,), (3.19)

the block-of-bits selection threshold used.

Case 2 If the absolute values of the soft decisions in ttle column ofL, are in monotoni-
cally ascending order and these soft decisions share the sigm namely, we have,
Iin
]L%,(n)] < \L%(n)\ < --- < |Lj"(n)| and
sign{L},(n)} = sign{L3(n)} = --- = sign{Ly" (n)},

then thenth detected bit may be regarded as a correct one.

(3.20)

After checking through the columns &f,, only “high confidence” decisions are selected and the
corresponding STSK symbol block indices may be obtained blidang window based method
using a window size of BPB. More explicitly, if BPB conseagtinformation bits are all regarded
as correct, the corresponding information block will beestdd for CE, while if a bit decision in

a block of BPB consecutive bits is regarded as low quality,gfocess moves to examine the next
block. This moving-window process yields a “high confideénoéeger-valued index vector, which

is denoted as’ = [x(1) x/(2) - - xf(rsf)]T, with the number of the selected elementsarying
within {0,1, -+ , Tee1 }, Wheret, (K T) is the imposed maximum number of selected decision-
based signal blocks. By using this index vector, the comedjmg observation data can be selected
from Eq. (3.17), and they are re-arranged and combined tthraining data to form

YU = (Yo, Y(x' (1) Y(x'(2)) - Y (2 (). (3.21)

sel

This sliding-window process used for selecting reliabléedeed symbol vectors is illustrated in
Fig. 3.22. Note that whenever the number of selected blotksaches the maximum limit;, the
moving-window process will stop, leaving any remainingdii® unexamined. On the other hand,
at some extreme situation, it may be possible although elglithat no reliable detected symbol
block is selected after examining all the columnd.of i.e. 1! = 0. To guard against this extreme
case, we combine the training data with the detected datad@sited in Eq. (3.21).

Step 3) By re-modulating the selected detected blocks-of-bithwhe aid ofx’ and combining
them with the training data, we have

8 =[S, S(x*(1)) 8(x'(2)) - - 8(x())]. (3.22)

The resultant decision-directed LSCE update is then giyen b

= (t+1)

~ ~ ~ -1
A v (UE) 629

At the same time the corresponding soft information is frtexchanged with the outer RSC
decoder.
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Step 4)Sett =t + 1. If t < I, repeat steps 2) and 3); otherwise, stop.

The idea behind Case 1 is that, if the decisions are relgtatable during several consecutive
turbo iterations, it may be regarded as reliable decisidiiss makes sense because a stable state
may be achieved for turbo coding after a few iterations ardtable decisions may be high-quality
ones. It can be seen that Case 1 mainly occurs during theoater turbo iterations. With regard
to Case 2, we note that if the soft values for a specific bit ammonotonically ascending order
and share the same polarity in consecutive iterations, diresponding bit decision may also be
deemed reliable. This also makes sense, because the atepésibns may experience a gradual
iteration gain and this will lead to increasing absolutesealof the soft-decisions as the number of
iterations increases, especially during the early turkderdteration stages.

Selecting the high-confidence detected blocks of bits isezhout within the inner turbo loop
consisting of the CSTSK soft-demapper and the URC decodeigoB.20. This is because the se-
lectedx’ (7)-th detected block of bits can be linked to the correspondimgrvation blocR (xf(i))
after it is re-modulated to generate the detected CSTSHKibigockS(x!(i)). The selection cannot
be carried out within the outer turbo loop of Fig. 3.20, sittee RSC encoder will disperse the bits
of the blocks. It is worth emphasising that the decisioradrd LSCE update of Eq. (3.23) takes
place concurrently, when the information is exchanged betwthe two-stage inner CSTSK soft-
demapper/URC decoder and the outer RSC decoder. Therafoextra iterative loop is needed
between the CE and the three-stage turbo demapper-dedbidealso worth pointing out that our
selection procedure is based on the information of the wiuwh® detection-decoding process, not
just relying on the single LLR{;’" (n) information. Therefore, it is capable of selecting onlyaiele
detected symbol blocks for DDCE. This is crucial to ensue tur proposed BBSBCE aided and
three-stage turbo demapping-decoding scheme is capabfmofaching the optimal performance
bound associated with perfect CSl, as will be demonstrattedl in the simulation study.

The value of the block-of-bits selection threshdig employed in step 2LCase 1should be
carefully chosen. Too small a value may lead to an insuffiaieimber of blocks selected for CE
even after examining the entire sequencéBB - T bit decisions. By contrast, too large a value
may result in an excessive number of selected bladksgpotentially approaching the maximum
affordable valuer, after only examining a small initial portion of tH&B - T bit decisions, and
the selected blocks may contain many “low confidence” dexssi Both of these situations will
result in a performance degradation. However, apart fraaseghiwo extreme cases, there exists a
relatively wide range of values fdF,, which allows our scheme to approach its optimal perfor-
mance without increasing the numbers of turbo iteratigpsandl;,,. Our experience suggests that
within the appropriate range of threshold values, the perémce of our semi-blind scheme is fairly
insensitive to the value dfff,. Specifically, the limitr,,; imposed on the number of data blocks se-
lected in step 2) is to avoid imposing an unnecessary CE aiitypl The appropriate value af,
depends on the size of the MIMO channel matrix and fofdn= 4) x (M = 4) MIMO system,
our empirical results show thag.; = 100 is sufficient for converging to the optimal ML detection
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performance associated with the perfect CSI.

Let us denote the complexity of the RSC decoder, the URC dgcnttl the CSTSK ML soft-
demapper bYCrsc, Curc andCyr, respectively. The overall system complexity of the idezdi
three-stage turbo detector-decoder associated with ttiecpe& Sl given in Eq. (2.11) is quoted
below again

Cideal = lout <CRSC + Iin (Cme + Curc) ) (3.24)

Typically, I, and I,,; are small, i.e. a few inner turbo iterations and a few outenattons are
often sufficient. Since our BBSBCE scheme selects no morethadata blocks for DDCE, our
decision-directed LSCE of Eq. (3.23) has a complexity ufigmemd on the order (19(’[5381). Fur-
thermore, as it will be confirmed later in our simulation gtuolur proposed amalgamated scheme
approaches the perfect-CSl based performance bound witbatine numbers of turbo iterations,
I, and I,,;, while the decision-directed LSCE of Eq. (3.23) approadhesCramér-Rao Lower
Bound (CRLB) [138] associated with theg, optimal training pilot blocks with the aid df,;; it-
erations. Therefore, the overall system complexity of aoppsed joint BBSBCE and three-stage
turbo demapping-decoding scheme can be expressed as

Cproposed < Tout - O(Tsel) + Cideal- (3.25)

By contrast, all the existing conventional schemes utittae entire sequence af detected data
blocks and, therefore, the complexity of the decisionalgd LSCE in these conventional schemes
is on the order of’)(r?’). Moreover, these conventional schemes introduce an dgtaive loop
between the channel estimator and the three-stage turbctdietiecoder, which takds iterations

to convergé. Let us make an optimistic assumption that the three-stadm tdetector-decoder
aided by these conventional DDCE schemes also requjrésner turbo iterations and},,; outer
turbo iterations. Then the overall system complexity ofsthexisting conventional joint CE and
three-stage turbo detector-decoder structures is given.if3.12), which we quote blow again

Cconventional = Ice -0 (73) + Ice : Cideal~ (3-26)

By comparing Eq. (3.25) with Eqg. (3.26), it becomes obvidwt bur proposed joint BBSBCE
and three-stage turbo detector-decoder scheme requiresratitally lower computational com-
plexity than the existing conventional joint CE and thrésge turbo detector-decoder schemes.
More specifically, since typicallfigear > ILout - O(Tg’el), it is clear that our proposed joint BB-
SBCE and three-stage turbo demapping-decoding scheme dammexity very close to that of
the idealised three-stage turbo demapping-decoding sehssociated with perfect CSI. By con-
trast, the complexity of the existing conventional joint @id three-stage turbo detector-decoder

structures is dramatically higher th@kyea;-

3We would like to emphasize that since a conventional joine@é turbo receiver utilizes all the symbol decisions of
a transmitted frame in DDCE regardless whether they arahlelj it is necessary to wait until the turbo detector-decod
converges before the channel update can take place, intortdenefit from the error correction capability of the turbo
detection-decoding.
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Also note that the lengtln of a turbo coded frame is typically in the thousands, while guf-
ficient to setr,.; to be 10% ofr in our scheme, i.et, is typically in the hundreds. Consequently,
the complexity of the DDCE in our proposed scheme is at ldasetorders of magnitude lower
than that of the existing conventional schemes for the sfgiame symbol block length in thou-
sands. Forr = 100 to 260 symbol blocks, Fig. 3.23 illustrates the complexity ordemparison
between the conventional DDCE which utilises all thdetected symbol blocks and our proposed
BBSBCE scheme which only utilises at magt; = 100 “high quality” detected symbol blocks,
where as expected it can be seen that the complexity differgrcreases as the length of symbol
blocksT increases.

x10°
18 T T T T T T T
—&6— Conventional CE with matrix inversion

16 - | —8— Proposed BBSBCE 1

141 : :

12f : .

Complexity Order

= = =
= = =

N =@
o
N
S =-0
o

Il Il Il
0 160 180 200 2
Symbol Sequence Length

N -
o
=
S =-0

100 1 260

Figure 3.23: Channel estimation complexity order comparisetween the conventional
DDCE schemes which utilises all thedetected symbol blocks and the proposed BBSBCE
scheme which only utilises at most; = 100 “high quality” detected symbol blocks.

3.4.3 Cramér-Rao Lower Bound

Since the CRLB provides the best attainable performancearionnbiased estimator [138—-143],
we can also evaluate the achievable performance of our RBEBCE and three-stage turbo
demapping-decoding scheme by comparing the Mean Squase (R8E) of its DD channel esti-
mator with the CRLB. Let the number of available signal blakvoked for TBCE ber = 1.
Then the CSTSK model of Eq. (3.13) over theignal blocks can be written as

Yf% - Hst’f + Vﬁ:, (327)

or equivalently
V. = Sh+ o, (3.28)
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whereY;; = [Y(1) Y(2) - - Y(T)], Sz andV ;; are similarly defined, while

. = vec(YL) € CNTTL, (3.29)
S; = Iy ® Sz € CNMXNTT) (3.30)

h = vec(H') € CNM¥1, (3.31)
vz = vec(V):) € CNTTL, (3.32)

Given the training signal matri&, the conditional probabilit)p(y%m) is expressed as

~T~
. 1 - — Sih|?
p(yz|h) = (N Ve P (‘%) ‘ (3.33)

The Fisher Information Matrix (FIM) [138] is defined as

PG - {anog(p(y%m))}:_E { ) (alog@(g;ﬁ)))f‘}, .30

oh o o o

where the expectation operati@if } is with respect to the noise;. Substituting (3.33) into (3.34)

results in
~ 1~ ~H
F(S;) = ﬁOS;S;. (3.35)
Let
gfopt = arg max tr{P(g;) } (3.36)
S-

Theith diagonal element aF ! (’S}Opt) provides a lower bound of the variance for the unbiased
estimate of théth element ofz based on the training signal block lengthmfand

CRLB(T) = tr{F " (Szopt) } (3.37)

is the minimum MSE achievable by an unbiased estimator basetie training block lengtfr.
Note that we havéz,e = In ® Sizopt With

No - Sjzopt = arg max tr{S;zSix}, (3.38)
1T
where -
T
tr{SSH} = tr{ Y S(i)S(i)H}. (3.39)
i=1

SinceS(i) = s(i)A(i) with s(i) € {s,1 <1 < L} andA(i) € {A;1 < q < Q}, the
determination of the “optimal” training signal ngltrf'f;(;ropt is non-trivial. We therefore use the
CRLB for the given training signal matri%:, defined as

CRLB(S;) = tr{F1(S7)}, (3.40)

to approximateéCRLB(7). For a large block length of, this approximation is accurate.
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Let ki be an unbiased estimateibbroduced by our semi-blind scheme with the selected deci-
sions limited to no more than,,. The MSE of the channel estimalds expressed as

2

= = 9 1 Kun o(k)
Jwse () = E{ [ =R} =~ =— Y [ =[], (3.41)
run j—1
. o . =(k) . .
where K,y is the number of estimation experiments dnd is the channel estimate obtained
during thekth experiment. Clearly, we have

~

Jmse (h) > CRLB(S3). (3.42)
In the following simulation study, we will demonstrate tlla¢ MSE of the channel estimate pro-
duced by our proposed semi-blind joint BBSBCE and thregesttemapping-decoding algorithm
associated with as few a4 = 2 initial training blocks and with the limit oty = 100 imposed
on selected decision blocks attains the CRLECRLB (Sz) with T = 100.

3.4.4 Simulation Results

Table 3.3: System parameters of the BBSBCE aided and thage-serial-concatenated
turbo coding assisted CSTSK system of Fig. 3.20.

Number of Tx antennas M
Number of Rx antennas N
Symbol durations per block T
Number of dispersion matrices Q
Modulation L-QAM or L-PSK
Channels Frequency-flat Rayleigh fading
Detector ML detector
Number of training blocks Mr
Number of signal blocks per frame T = 1000
Number of selected reliable STSK symbol blocks Tse) = 100
Pilot overhead O, of Eq. (3.7)
Block-of-bits selection threshold T,
Interleaver blocklength 106 bits
Outer channel code Half-rate RSC
Generator polynomials (GrscrGrsc) = (7,5)s
Precoder URC
Number of inner iterations L,

Number of outer iterations

Iout
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We investigated the achievable performance of our prop8&8BCE and three-stage turbo
demapping-decoding scheme of Fig. 3.20 under a quasi-Ralyleigh fading environment. An
interleaver length of0° bits was used by the three-stage serial-concatenatedeéndualer/decoder
of Fig. 3.20. The binary generator polynomials of the RSCodec wereGgsc = [1,0,1], and
Ghsc = [1,1,1]5, while these of the URC encoder webgrc = [1,0], andG]r- = [1,1]». The
number of inner iterations was settg = 3. The transmitted signal power of all the simulated
systems was again normalized to unity and, therefore, the &k defined ag%o with Ny being
the AWGN power. The achievable performance was assesseds bf three metrics: the MSE
of the CE defined in Eq. (3.41), the achievable BER, and theTEcKarts [1]. All the results
were averaged ovef,,, = 100 channel realisations. The maximum number of selectedbtelia
detected STSK symbol blocks was setrfg = 100, which corresponded to 10% of a data frame,
i.e. et = 0.17. The system parameters of the BBSBCE aided and three-stagé ncatenated
turbo coding assisted CSTSK scheme of Fig. 3.20 are sumadainiZzTable 3.3.

3.4.4.1 CSTSK4,2,2,4,QPSK) having a normalized throughput of R = 2 bits/symbol
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Figure 3.24: EXIT chart analysis of our proposed semi-bBBISBCE and three-stage
turbo demapping-decoding aided CST8K2, 2,4, QPSK) system of Fig. 3.20 having
a normalized throughput A = 2 bits/symbol, usingMr = 2 initial training blocks
and a PO oD, = 0.2%. A block-of-bits selection threshold @, = 0.2 is used. The
performance is compared to the perfect-CSI scenario. Akrosystem parameters were
summarized in Table 3.3. The corresponding BER curves areisd-ig. 3.26.

We first considered the semi-blind BBSBCE and three-stadm tdemapping-decoding aided
CSTSK(4,2,2,4,QPSK) system of Fig. 3.20 associated with = 4. Our investigation com-



3.4.4. Simulation Results 100

l T T
10" 1
10° + 1
o
IEIS 10° ¢ ~— System capacity 8
\
|
|
10* ¢ ‘ 1
& Perfect CSI
© Existing TB-LSCE, M=2, 0,=0.2%
16° | ° Existing TB-LSCE, M=50, Q;=5% |
o Existing semi-blind iterative LSCE, M2, 0,=0.2%
+ Proposed semi-blind BBSBCE, M2, 0,=0.2%
. \
106 1 1 1 1 1 | | 1 1 \‘ 1

-5 -4 -3 -2 -1 0 1 2 3 4 5
SNR (dB)

Figure 3.25: BER performance of our proposed semi-blind BBE and three-stage turbo
demapping-decoding aided CSTEK?2,2,4, QPSK) system of Fig. 3.20 associated with
a normalized throughput d® = 2 bits/symbol, usingl,,; = 10 outer turbo iterations,
Mr = 2 initial training blocks O, = 0.2%) and a block-of-bits selection threshold of
T, = 0.2, in comparison to a) the training-based cases udihig = 2 (O, = 0.2%)
and50 (O, = 5%) training blocks, respectively, b) the existing convengéibjoint CE
and three-stage turbo demapping-decoding scheme Bding= 2 (O, = 0.2%) initial
training blocks and utilizing all the detected signal bleétr the decision-directed LSCE,
as well as c) the perfect-CSl case. All other system parasetere summarized in Table
3.3.

menced with the EXIT chart analysis of the proposed semidhiierative scheme in conjunction
with the block-of-bits selection threshold &f = 0.2, in comparison to the perfect-CSl scenario.
It can be seen from the EXIT charts shown in Fig. 3.24 that dpanels exist between the EXIT
curves of the amalgamated inner CSTSK soft-demapper-URGdee and the outer RSC decoder
for both the proposed semi-blind scheme and the optimal Méalien based on the perfect CSl at
SNR= —0.1 dB. The actual Monte-Carlo simulation based stair-caspesthdecoding trajectories,
which closely match the EXIT curves, are also provided at SNR0.1 dB. Both the trajectories
show that the perfect convergence point(ab, 1.0) can be reached with the aid éf,; = 10
iterations, implying that the proposed semi-blind scheseapable of achieving the optimal ML
detection performance at the same number of turbo itesatiddditionally, due to the poor-quality
initial training based LSCE used during the first iteratithe starting point of the EXIT curve of
the inner CSTSK soft-demapper-URC decoder of the semétdoheme is lower than that of the



3.4.4. Simulation Results 101

optimal ML detection based on the perfect CSI. However,ahgiori information is improved
as the number of iterations increased, and the two curvekighig become overlapped. In other
words, an accurate CE is obtained by the semi-blind BBSRtiter CE scheme, even though the
initial LSCE based oMt = 2 training blocks O, = 0.2%) is very poor.

The BER performance achieved by the semi-blind BBSBCE arebthtage turbo demapping-
decoding aided CSTSHK, 2,2,4, QPSK) system of Fig. 3.20 relying oMy = 2 initial train-
ing blocks and a PO 00, = 0.2% is shown in Fig. 3.25, where the near-capacity optimal
performance obtained with the aid of perfect CSl is alsouidetl as the benchmark. For the
CSTSK(4,2,2,4,QPSK) system, there ar&1 - N = 8 complex-valued channel tapdMr = 2
initial training blocks correspond to 8 training bits, l&@agito an extremely low training overhead
of 1 bit per channel. Observe that our semi-blind joint BB&EB&hd three-stage turbo demapping-
decoding scheme associated wihr = 2 (O, = 0.2%) initial training blocks approaches the
perfect-CSl based performance bound, as predicted by thi€& &¥art analysis of Fig. 3.24, while
maintaining a high system throughput and imposing no exedgsadditional complexity. The
ML detection performance of the three-stage turbo demapgétoding scheme operating with

A BBSB Semi-blind Iterative
e Perfect CSI

5 4 3 -2 | 10 1 2 3 4 5

SNR (dB)
Figure 3.26: BER convergence performance of our proposeiHsiénd BBSBCE and
three-stage turbo demapping-decoding aided CSESK?2,4, QPSK scheme of Fig.
3.20 associated with a normalized throughputRof= 2 bits/symbol, usingl,,; = 10
outer turbo iterationsMr = 2 initial training blocks O, = 0.2%) and a block-of-bits
selection threshold df;, = 0.2, in comparison to the perfect-CSI case. All other system
parameters were summarized in Table 3.3. The correspo}iii§ chart is seen in Fig.
3.24.
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the aid of the Training-Based LSCE (TB-LSCE) [144] as welrelying on 2 O, = 0.2%) and

50 (O, = 5%) training blocks, respectively, are also depicted in Fi@53 It can be seen that
when using only 2 training blocks and, = 0.2%, as expected, the performance of the TB-
LSCE scheme is extremely poor. Even with 50 training blotks, TB-LSCE scheme still suffers
from a 0.2 dB SNR loss in comparison to the perfect-CSI basethd. Additionally, we also
designed a convectional semi-blind joint CE and threeestagbo demapping-decoding scheme
using Mr = 2 (O, = 0.2%) initial training blocks as well as utilizing all the detect signal
blocks for the decision-directed LSCE to represent thetiegisonventional approaches. The cor-
responding BER performance is portrayed in Fig. 3.25. Qlastirat unlike our proposed scheme,
this conventional scheme cannot attain the perfect-CRdpsrformance bound, despite using the
entire sequence of detected data blocks for DDCE and, threreéfnposing a substantially higher

complexity than our scheme.
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Figure 3.27: Effects of the block-of-bits selection thr@shl}, on the BER performance of
our proposed semi-blind joint BBSBCE and three-stage tdénapping-decoding aided
CSTSK(4,2,2,4,QPSK) system of Fig. 3.20 associated with a normalized throughput
R = 2 bits/symbol, usingVr = 2 initial training blocks andD, = 0.2%. The number

of outer turbo iterations i$,,; = 10. All other system parameters were summarized in
Table 3.3.

The BER convergence performance of the semi-blind BBSBCElaee-stage turbo demapping-
decoding aided CSTSH, 2, 2,4, QPSK) system of Fig. 3.20 is illustrated in Fig. 3.26, in compar-
ison to that of the perfect-CSI scenario. Note that unlikéhal other existing semi-blind schemes,
our scheme does not impose an extra iterative CE loop, simoghannel estimator is naturally em-
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bedded into the original three-stage serial-concatentaidd loop. It can be seen from Fig. 3.26
that for both the semi-blind and perfect CSI based cakgs~= 10 outer iterations are sufficient
for achieving near-capacity performance. In addition,ait de seen that the BER performance
gap between the proposed semi-blind scheme and the optilnaeiéction using the perfect CSI
reduces, as the number of outer iterations increases. Npefigally, during the third iteration,
the SNR gap is still about 0.8 dB, but at the fifth iteratiorg 8emi-blind iterative scheme has
converged to the optimal ML detection performance. In otherds, the decision-directed channel
estimate in the semi-blind BBSBCE scheme has convergee toul channel within five iterations
for this CSTSK4, 2, 2,4, QPSK) system.

Iterations 1,3,5 and 10
B

T
~

%

N

Mean Square Error (MSE)

° © Iterative LSCE, 2 training blocks X
o CRLB Se
5 : :
-1 0 1 2 3
SNR (dB)

Figure 3.28: MSE convergence performance of the channéhastr in our pro-
posed semi-blind joint BBSBCE and three-stage turbo demgpgecoding aided
CSTSK(4,2,2,4,QPSK) system of Fig. 3.20 associated with a normalized throughput
of R = 2 bits/symbol, usingMr = 2 initial training blocks andD, = 0.2%, a block-
of-bits selection threshold df;, = 0.2 and the maximum number of selected decision
blocks T, = 100, in comparison to the CRLB associated with the training blength

T = 100. All other system parameters were summarized in Table 3.3.

The effects of the block-of-bits selection threshdld on the achievable BER performance
were also investigated by varying the valu€elgfin the set{0.02,0.1,0.2,0.3,0.4} under the same
system configuration. The corresponding results are shovagi 3.27, where it can be seen that
for T, = 0.1, 0.2 and 0.3, the BER performance of the proposed semi-blind iteratleese
all converge to that of the perfect-CSI case. However, fonrashold value off;, = 0.02, a
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performance degradation occurred, since the number aftedldecision blocks for CE is probably
insufficient for such a low threshold. On the other hand, miaeelatively high value of}, = 0.4,
some unreliable decision blocks may have been selectedHan@ this may lead to a performance
degradation from the perfect-CSl case. The results of F&Y. 8learly demonstrate that as long as
the threshold value is not chosen to be too high or too lowpt#réormance of the proposed semi-
blind iterative scheme is not sensitive to the actual vafug,olndeed, there exists a wide range of
values forT},, which allow our scheme to approach the optimal performandee perfect-CSI case
even without the need of increasing the number of turbotira. For this systent), € [0.1, 0.3]

are all appropriate.

The MSE performance of the channel estimator in the propssai-blind iterative scheme is
depicted in Fig. 3.28 in comparison to the CRLB. It can be skatthe MSE of the DD channel es-
timate approaches the CRLB, once the number of iteraticashesl,,,; = 10 for SNR> —0.2 dB.
This corresponds to the BER “turbo cliff” at SNR—0.2 dB andl,,; = 10 shown in Fig. 3.26,
implying that the DDCE in our scheme is most efficient for SNR-0.2 dB, since it approaches
the CRLB. However, it can also be seen that for SNR-0.2 dB, the MSE of the DDCE was
slightly degraded. This is expected because for such low &liiRes, the open EXIT tunnel shown
in Fig. 3.24 becomes closed and hence the BER remains paiictic be 50% even for the perfect-
CSl case. Under such adverse conditions, the number ofligcsetected decision blocks’ may
be far smaller tharr,,; = 100 and, consequently, our DD channel estimator, although irénga
most efficient, cannot converge to the CREB= 100). It is worth emphasizing that under such
adverse conditions, any existing semi-blind DDCE scheriiising the whole sequence of deci-
sion blocks would divergence, i.e. the MSE of its DD chanmséiheator would be even larger than
the MSE of the initial TBCE, owing to the serious error progign. By contrast, observe from
Fig. 3.28 that under such low SNR conditions, our DD chansgirator is still capable of con-
verging to a MSE value very close to the CR(@B= 100). This demonstrates the effectiveness of
our proposed strategy of only selecting reliable decisionks.

3.4.42 CSTSK4,4,2,4,16-QAM) having a normalized throughput of R = 3 bits/symbol

We also considered the CST8K4, 2,4, 16-QAM) system of Fig. 3.20 withlC = 16 and a nor-
malized throughput oR = 3 bits/symbol. Fig. 3.29 depicts our EXIT chart analysis, vehi¢
can be seen that an open tunnel existed at SNR1.2 dB. The stair-case shaped decoding tra-
jectories recorded for the proposed semi-blind BBSBCE daseative scheme usinyly = 2
(Op = 0.2%) initial training blocks and the optimal ML detection retg on perfect CSI are also
plotted in Fig. 3.29 to show that for this CST8K4, 2,4, 16-QAM) system, the perfect conver-
gence point (1.0, 1.0) may be reached by our proposed sémdiibrative algorithm for the same
I, = 9 iterations as for the perfect-CSlI case.

Fig. 3.30 shows the BER performance of our joint BBSBCE amdestage turbo detection-
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Figure 3.29: EXIT chart analysis of our proposed semi-bBBISBCE and three-stage
turbo demapping-decoding aided CST8§4, 2,4, 16-QAM) system of Fig. 3.20 having
a normalized throughput d® = 3 bits/symbol, usingM = 2 initial training blocks
and a PO oD, = 0.2%. A block-of-bits selection threshold @, = 0.2 is used. The
performance is compared to the perfect-CSI scenario. Akrosystem parameters were
summarized in Table 3.3. The corresponding BER curves areisd=ig. 3.31.

decoding scheme usinr = 2 (O, = 0.2%) initial training blocks and a block-of-bits selection
threshold ofT;, = 0.2, in comparison to those of the three-stage turbo deteetoodkr algorithm
relying on the TB-LSCE based on 2 and 50 training blocks, eetygely. Fig. 3.30 also includes
the performance of the existing conventional semi-blindtj€E and three-stage turbo detection-
decoding scheme usinflr = 2 (O, = 0.2%) initial training blocks and invoking the entire
detected data sequence for the decision-directed LSCEnlbe seen from Fig. 3.30 that the TB-
LSCE scheme suffers from a performance loss of 0.4 dB in cosgato the perfect-CSl based
bound even withMr = 50 (O, = 5%) training blocks. By contrast, our semi-blind joint BBSBCE
scheme using only 2 initial training block®f = 0.2%) is capable of approaching the perfect-CSI
based performance bound at the same number of turbo itesatithe results shown in Fig. 3.30
also confirm that the existing conventional semi-blind jagnheme suffers from a performance
degradation of 0.2 dB with respect to the perfect-CSI basgfbpnance bound, despite of utiliz-
ing the entire detected data sequence for the DDCE and ¢neriefiposing a considerably higher
complexity than our proposed scheme.

The BER convergence performance of our semi-blind BBSEuiiteg scheme is depicted in
Fig. 3.31, where it can be seen that a near-capacity perfaenmay be achieved by our semi-
blind BBSB iterative algorithm using the sanig; = 9 turbo iterations as the perfect-CSl case.
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Figure 3.30: BER performance of our proposed semi-blind BBE and three-stage turbo
demapping-decoding aided CST8K4,2,4,16-QAM) system of Fig. 3.20 associated
with a normalized throughput & = 3 bits/symbol, usind,,; = 9 outer turbo iterations,
Mr = 2 initial training blocks O, = 0.2%) and a block-of-bits selection threshold of
T, = 0.2, in comparison to a) the training-based cases udihg = 2 (O, = 0.2%)
and50 (O, = 5%) training blocks, respectively, b) the existing convenéibjoint CE
and three-stage turbo demapping-decoding scheme Bding= 2 (O, = 0.2%) initial
training blocks and utilizing all the detected signal bleétr the decision-directed LSCE,
as well as c) the perfect-CSl case. All other system parasetere summarized in Table
3.3.

Additionally, Fig. 3.32 investigates the effects of thediaf-bits selection threshold, on the
BER performance of our semi-blind BBSBCE and three-stageotdemapping-decoding scheme.
Similar to the results recorded for the CST@K2, 2,4, QPSK) system, usindl}, € [0.1, 0.3]
enables our scheme with as fewlls = 2 (O, = 0.2%) initial training blocks to approach the
near-capacity performance of the perfect CSl case usingaimel,,; = 9 iterations. Finally, the
MSE convergence of the CE used in our semi-blind scheme isaged in Fig. 3.33, in comparison
to the CRLB for this CSTSK4, 4, 2,4, 16-QAM) system. The results of Fig. 3.33 confirm that the
MSE of our DD channel estimator converges to the CRLB ugipg= 9 iterations over the range
of SNR> —1.2 dB.
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Figure 3.31: BER convergence performance of our proposed-tsénd BBSBCE and
three-stage turbo demapping-decoding aided CSE3K2, 4, 16-QAM) scheme of Fig.
3.20 associated with a normalized throughpuRof 3 bits/symbol, usind,,; = 9 outer
turbo iterationsMr = 2 initial training blocks O, = 0.2%) and a block-of-bits selection
threshold ofl}, = 0.2, in comparison to the perfect-CSlI case. All other systerampaters
were summarized in Table 3.3. The corresponding EXIT clsaseen in Fig. 3.29.
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Figure 3.32: Effects of the block-of-bits selection thr@shl;, on the BER performance of
our proposed semi-blind joint BBSBCE and three-stage tdénapping-decoding aided
CSTSK(4,4,2,4,16-QAM) system of Fig. 3.20 associated with a normalized throughput
of R = 3 bits/symbol, using\IT = 2 initial training blocks andD, = 0.2%. The number

of outer turbo iterations if,,; = 9. All other system parameters were summarized in
Table 3.3.
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Figure 3.33: MSE convergence performance of the channéhastr in our pro-
posed semi-blind joint BBSBCE and three-stage turbo demggpecoding aided
CSTSK(4,4,2,4,16-QAM) system of Fig. 3.20 associated with a normalized through-
put of R = 3 bits/symbol, usingMr = 2 initial training blocks andO, = 0.2%, a
block-of-bits selection threshold @, = 0.2 and the maximum number of selected de-
cision blockst,,; = 100, in comparison to the CRLB associated with the training bloc
lengthT = 100. All other system parameters were summarized in Table 3.3.

3.5 Soft-Decision Aided Channel Estimation for MIMO-Aided Turbo

Transceivers

In the previous section, an effective yet low-complexity EBCE scheme has been proposed for
aiding three-stage serial-concatenated turbo coded C3VSti€ms, which is capable of selecting
just-sufficient reliable or high-qualithard-decision STSK data blocks for DDCE. In this way,
the effects of erroneous decisions can be mitigated andsequently, the system performance
and robustness are improved. A well-known alternative wiayeducing the effects of erroneous
decisions in DDCE is to emplosoft-decision based CE schemes [130], which are also known as
turbo CE schemes. Instead of using hard-decision estirftdata symbols, this kind of channel
estimators utilise the soft estimates of data symbols amfhe of channel estimator. Additionally,
due to the nature of soft-decision aided CE schemes, thegoanenonly incorporated with turbo
coding schemes to form a joint soft CE and turbo detectiamedimg structure. For example,
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an iterative CE scheme using soft-decision feedback wasoped in [127], which weights the

probabilities of decisions from the equalizer for aiding thannel estimator. In [128], a soft-input
Kalman channel estimator and a weighted turbo RecursivetlSguares (RLS) channel estimator
were proposed. In [129], a soft-decision aided iteratived®H symbol detection technique was
proposed for coded CDMA systems. These existing works statthe soft DDCE schemes

are capable of achieving better performance than the qgmmneling hard-decision aided DDCE
schemes.

Against this background, it is natural to exploit employitig effective soft-decision aided
scheme in DDCE for the CSTSK based MIMO system introducecknti®n 3.4. However, it may
be demonstrated that the soft-decision aided CE scheme atdyerappropriate for CSTSK sys-
tems. Recall that in a CSTSK system, the symbol block is geedrby the two parts, namely,
the conventionall-PSK/QAM symbols(i) and the activated dispersion matexi). More specif-
ically, given the number of bits per block of BPB log,(Q) + log,(£), the firstlog,(Q) bits
are used to choose a single dispersion ma#ix) from the Q pre-assigned dispersion matrices
{A, € CM*T,1 < g < Q}, while the remainindog, (L) bits are mapped to a complex-valued
symbols(i) € {s;,1 <1 < L} of a conventional modulation scheme, suchZaBSK/QAM [5].
Hence, the transmitted signal block is given by

S(i) = s(i)A(i), (3.43)

which takes value from the sés”} ;- According to [136], a soft estimated symbol blogki)
of the transmitted CSTSK symbol bIoGI( ) could be expressed as

Q-L
=Y S"Pr{S(i) = §"}. (3.44)
n=1

Let {Ej}?jf represent the bit mapping corresponding to the specific ®&y8ibol block{s"} 2%
andL,(b;) be referred to as the posteriori information of bitb;. Then the corresponding proba-
bility of Pr{S(i) = S"} might be expressed as

(3.45)

We now demonstrate that the soft estimate of Eq. (3.44) [gorapriate for DDCE.

In Fig. 3.30, we have the BER performance of the proposed BESBNd three-stage turbo
demapping-decoding scheme as well as the conventionalG&mnd three-stage turbo demapping-
decoding scheme utilizing all the detected signal block$tfe CSTSK4, 4, 2,4, 16-QAM) system
associated with a normalized throughputRof= 2 bits/symbol, both of these two schemes employ-
ing a hard-decision based channel estimator. We re-pl@& & performance of these two schemes
in Fig. 3.34. For the same CSTSK system, we design a convetfjioint CE and three-stage turbo
demapping-decoding scheme utilizing all the soft detestgwlal blocks for the soft-decision based
LSCE, which employs the soft estimate of the transmitteds$@nbol block given in Eq. (3.44).
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Figure 3.34: BER performance of the proposed hard-decisased BBSBCE and three-
stage turbo demapping-decoding scheme udihg = 2 (O, = 0.2%) initial CSTSK
training blocks and a block-of-bits selection thresholdTpf = 0.2, in comparison to

a) the conventional joint CE and three-stage turbo demagpgd@toding scheme using
Mr = 2 (0, = 0.2%) initial training blocks and utilizing all the hard detedtsignal
blocks for the hard-decision based LSCE, and b) the coruaitjoint CE and three-stage
turbo demapping-decoding scheme usivig = 2 (O, = 0.2%) initial training blocks
and utilizing all the soft detected signal blocks for thetstefcision based LSCE, for the
CSTSK(4,4,2,4,16-QAM). All other system parameters were summarized in Table 3.3.

The corresponding BER performance obtained is also shoWwigir8.34, where it can be observed
that both the hard-decision based schemes outperformdfiislecision aided scheme. The rea-
son for this phenomenon is that in the soft-decision basedre#l estimator, the weighted CSTSK
decisions of Eq. (3.44) cause the distortion to the disperanatrix. To be more explicit, recall
that the CSTSK transmit symbol block is generated by twospathe dispersion matrix part and
the conventionall-PSK/QAM symbol part. The convention&l-PSK/QAM symbol part may be
weighted by Eq. (3.44), which in fact is designed specifictdr conventional modulation. How-
ever, for the dispersion matrix part, it is the dispersiorirmandex g that is used to represent the
block oflog,(Q) bit values, and the soft-estimate of Eq. (3.44) is inappadgrfor this part. For
example, if we have a total number @f = 4 dispersion matrices for a CSTSK system, then the
matrix index may only take value of 1, 2, 3 or 4. Therefore, sh#-estimate of Eq. (3.44) is in
appropriate for STSK systems.
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3.5.1 Semi-Blind Soft-Decision Aided and Three-Stage TudbCoded MIMO Transceiver

It has been demonstrated above that the soft-decision BIB€LE scheme is inappropriate for the
CSTSK MIMO system due to its special bit mapping scheme. Hewdor many other MIMO
schemes, such as the classic SDM/V-BLAST MIMO system, we eqrect that appropriately
weighting detected data symbols helps to alleviate the @napagation owing to erroneous deci-
sions and, therefore to improve the attainable system peédiace. In this section, we develop a
novel soft-decision aided CE and three-stage turbo detedicoding based scheme for SDM/V-
BLAST MIMO systems, which is capable of approaching the ropti perfect-CSl based MIMO
performance bound with the aid of a very modest training loead and without a significant in-
crease in computational complexity. To be more explicitcambine the highly effective BBSBCE
strategy proposed in Section 3.4 with an appropriate sftsibn weighting method to form a soft-
decision aided BBSBCE scheme, referred to as the BBSB-S@Ehvselects a “just-sufficient”
number of high-quality detected symbol blocks based onatpesteriori information produced
by the MIMO soft-demapper within the original inner turb@poof the URC decoder and MIMO
detector. Since our proposed BBSB-SCE scheme only utitigsquality detected symbol blocks
for soft-decision CE, in contrast to the existing statdbaf-art soft-decision CE solutions, it does
not suffer from the usual performance degradation imposeglfmneous decisions. Furthermore,
this measure dramatically reduces the complexity of thedexdision CE.

3.5.1.1 Soft Symbol Estimation

Before we proceed with discussing the BBSB-SCE schemeslétsi elaborate a little further on
the soft symbol estimation invoked for the conventioBaQAM/PSK modulation schemes utilized
in the SDM/V-BLAST MIMO systems of Fig. 2.7.

BPSK Symbol s = —1 BPSK Symbol s = +1
® L

Information bit b =1 Information bit =0 !

Figure 3.35: Conventional BPSK signalling constellation.

We commence by reviewing the basic soft symbol estimationguaiure of BPSK symbols used
in [145]. The constellation diagram of a BPSK modulationesok is shown in Fig. 3.35. In the
hard-decision turbo coded BPSK modulation scheme, annrdtion bit is estimated on the basis
of its a posteriori LLR output by the soft data detector, as introduced in E)(8f Chapter 2.
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Additionally, due to the specific “one bit per symbol” natweBPSK, thea posteriori LLR L,
of a bit can be equivalently used for estimating the corredjjg symbols, and the nonlinear
demapping operation is given by
1, ifL,>0,
st P (3.46)
-1, if L, <0.
In this case, the demapped hard-decision of the BPSK symbiofall exactly onto one of the
two constellation points of Fig. 3.35. However, if soft-tians of BPSK symbols are desired, the
following operation may be needed

§= tanh(%). (3.47)

The soft symbol estimation process of Eq. (3.47) is grapljicBustrated in Fig. 3.36, where it
may be seen that the estimatef a symbols depends on the magnitude of its corresponding LLR
L,. This is plausible, because in view of turbo coding theorgigh LLR value indicates a high
confidence level of the corresponding decision and viceaMdss In other words, if the magnitude
of an LLR value is relatively small, the confidence level af ttorresponding decision will be low.
In this case, the position of soft-estimated symbohay be far away from the related reference
constellation poins, in the standard constellation map, causing a relativelyelastimation error.
On the other hand, if the magnitude of the LLR value is redgidarge, the decision may have
quite a high confidence level, and the corresponding stifrated symbok may be located close
to the corresponding constellation po#f thus leading to a small estimation error. Naturally, the
sign of the LLRL, determines the sign of the soft estimat@mamely, which of the two reference
points ofs, = +1 thats'is close to.

An example of how the LLR value affects the soft estimatiothefcorresponding BPSK sym-
bol is illustrated in Fig. 3.37, where it may be seen that iflve@e an LLR ofL, = —4, which
represents a high magnitude, then the soft estimation ®BRISK symbol i$ = —0.9640 accord-
ing to Eq. (3.47), which is quite close to the reference adlaton point ofs, = —1. If we define
the soft symbol estimation error as the distance betweesdati@stimated symbaland its closest

05 T

Figure 3.36: Soft symbol estimate according to the bit's thbRBPSK signalling.
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Q
Soft-estimated symbol § with L, = —4
l | de |
I I
I I
e
|
BPSK reference constellation s, = —1 BPSK reference constellation s, = +1
Soft-estimated symbol § with L, = 1

Figure 3.37: The effects of the LLR value to the soft-estiorabf a BPSK symbol.

reference constellation point given by

de = ||sr — 5] 2

, (3.48)

then the soft symbol estimation error in this case is a rabtismall value ofl, = 1.296 x 1073,
However, if we have an LLR associated with a small magnitsdg,L, = 1, the soft estimate
of this BPSK symbol i$ = 0.4621, which is relatively far away from the reference constaiat
point of s, = +1, leading to a relatively large estimation errordof= 2.893 x 10~ .

It may be seen from the above discussion that for the BPSKaBigg, the soft estimation of a
specific symbol may be obtained by the LLR of the correspandiformation bit due to the “one
bit per symbol” nature of BPSK signalling. For a high-ord@SK?QAM signalling, however, the
direct soft estimation operation of Eqg. (3.47) no longer kgdbecause each symbol now contain
more than one information bit. In this situation, an appiatperway of accomplishing soft estima-
tion of a symbol must be considered. A close examination efBRSK soft symbol estimate
of Eq. (3.47) and its graphical illustration of Fig. 3.36 eals that the magnitud|§| may be used
as the estimated probability 6fbelonging to the corresponding reference constellatiant pe.

By extending this idea to high-order modulation, an effitiay of carrying out soft symbol es-
timation was proposed in [136], where the main idea is taveste a soft symbol based on the
probabilities of its legitimate reference constellatiarints. This soft symbol estimate based on
the associated probabilities of all legitimate “constadla points” is in fact what we attempt to
achieve in Eq. (3.44) for the STSK MIMO system. However, fhighnappropriate for STSK sys-
tems because its bit mapping is not specified solely by theerdional modulation used for the
other MIMO systems, which employ conventional modulati@nalling, such asL-PSK/QAM,
the soft symbol estimation proposed in [136] is entirelyrappate.

To be more explicit, given the constellation size/band the bits per symbol of throughput of
BPS= log, L, the soft symbol estimation can be accomplished within ttiewing two steps.

Step 1) Calculate the probability’; of each of thel symbol points{sl }f:1 in the constellation
diagram based on theposteriori LLRs L, (u;) of each of the BPS information bil{sij}}?i’f that
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Q A
P,=0.01 P, =097
S2 S1
() (J
e
Soft-estimated symbol §
® )
S3 S4
Py =0.01 P, =0.01

Figure 3.38: Soft estimation example of a QPSK symbol foreCasone constellation

point has significantly higher probability than the otheasén

Q i

P,=1025 P =03

So S1

() [

Soft-estimated symbol 5
()

® )

S3 Sy4
P;=10.23 Py =0.22

Figure 3.39: Soft estimation example of a QPSK symbol foreCzis all constellation
points share similar probabilities.

map to a symbas!, where we havé = 1,2, - - - £. More specifically,P; is calculated according to

exp ( LEiiiLy ()
T8 (1 + exp (Ly(u) )

P =Pr{s=5'} = (3.49)

Step 2)The soft-estimate of a symbol is then calculated by summntihe product of each of the
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L constellation points with its corresponding probabilitytained from Eg. (3.49), yielding
L
s=)Y s'P. (3.50)
I=1

Figs. 3.38 and 3.39 show two examples of accomplishing swftosl estimation for QPSK
signalling: Case 1) One of the constellation points has significantly higheability than the
others, as exemplified by, = 0.97, P, = 0.01, P; = 0.01, andP, = 0.01; andCase 2) All the
constellation points share similar probabilities, spealfy, P; = 0.3, P, = 0.25, P; = 0.23, and
Py = 0.22, respectively. It may be seen from Fig 3.38 that in Case 1rdkeltant soft-estimated
symbols’is dominated by; due to its high probability oP; = 0.97, leading to an estimation error
as small agd, = 0.0396. This implies that the LLRs output from the soft data deteate relatively
reliable. By contrast, it may be seen from Fig. 3.39 that wtherf’ constellation points have similar
probability values, none of the constellation points coddeninate the soft-estimated symisl
which leads to a large estimation erthr= 0.965 betweers and its “reference” constellation point
s1, which implies that the LLRs output by the soft data deteaterless reliable.

3.5.1.2 BBSB Soft Channel Estimation

By understanding how the soft symbol estimator works, wertam detail our novel BBSB-SCE
scheme for assisting classic SDM/V-BLAST MIMO systems. ifxgae consider a three-stage
serial-concatenated turbo coded MIMO system discusse@dtidd 2.2 of Chapter 2, relying on
M Tx antennas andi Rx antennas and employing high-ord&PSK/QAM modulation for com-
municating over a frequency-flat Rayleigh fading environtne

The structure of our proposed BBSB-SCE and three-stage tigtector-decoder is shown in
Fig. 3.40, which looks similar to that of the BBSBCE basedesab proposed for CSTSK depicted
in Fig. 3.20 of Section 3.4, except for that the “CSTSK Modutg “CSTSK Soft-demapper” and
“BBSB Channel Estimator” are now replaced by “MIMO Moduldt¢MIMO Soft-demapper’ and
“Soft BBSB Channel Estimator”, respectively. Note thatit#mto the BBSBCE based scheme, in
a BBSB-SCE scheme aided SDM/V-BLAST MIMO system, there soalo additional iterative
loop involving the soft-decision CE and the three-stagbdwetector-decoder. In other words, our
soft-decision aided channel estimator is embedded in fgaat outer loop of the three-stage turbo
structure, and the soft-decision CE update occurs conttlyreith the original outer turbo decod-
ing iteration. Moreover, our CE does not use the entire frafitee detected bits. Rather, it only
selects the high-quality or reliable decisions. Specifictiea posteriori information output by the
MIMO soft-demapper provides the confidence levels of birfayand Os [1]. Therefore, based on
this confidence level, we can select the reliable decisimma the MIMO soft-demapper’s output
sequence for CE. Removing most of the erroneous decisionstfre CE leads to a much more ac-
curate channel estimate, which in turn enhances the pesforenof the three-stage turbo detection-
decoding process. Additionally, by employing the soft spinbstimation scheme discussed in
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Figure 3.40: Joint BBSB-SCE aided and three-stage sasiadatenated turbo detection-
decoding assisted MIMO system. Note that different to Fig03the ‘BBSB Channel Es-
timator’ and ‘CSTSK Modulator’ of Fig. 3.20 have been reglddy ‘Soft BBSB Channel
Estimator’ and ‘MIMO Modulator’ in Fig. 3.40.

Section 3.5.1.1, the effects of a few erroneous decisicaisntight have been selected mistakenly
can further be reduced. Consequently, our joint BBSB-SCQRlaree-stage turbo detector-decoder
is capable of attaining the optimal performance bound ofidkalised three-stage turbo detector-
decoder associated with perfect CSl, as will be confirmeduinsimulation study. As a further
benefit of only selecting reliable decisions, the complegitour soft-decision aided LSCE is dra-
matically lower than that of the conventional soft-deaisimased LSCE scheme utilizing the whole
data blocks. Let us now elaborate our scheme further.

BBSB Soft Channel Estimator (BBSB—-SCE)

| |

! a posteriori !

| information L, Extract and save | :

! based block-of-bits|= Linner @ posteriori = -1

| selection information vectors | |

" w MIMO
| |

| l Soft-demapper
| Soft Symbol 5 LSCE channel ' I

! - —;—H>

; Estimator Estimator ;

| |

| |

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

—- O UtEr Iteration

Figure 3.41: Block diagram of the proposed BBSB-SCE.
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The details of the proposed BBSB-SCE procedure is illustrat Fig. 3.41. Note that compared
to Fig. 3.21 of Section 3.4, the main difference is that th&TGK Re-modulation” in Fig. 3.21
is replace by “Soft Symbol Estimator”. This means that theppsed BBSB-SCE scheme for
SDM/V-BLAST MIMO systems is exactly identical to the BBSBGEheme for CSTSK presented
in Section 3.4, except for that the only difference corresiing to Step 3) of the BBSBCE al-
gorithm. To be more explicit, in Step 3) of the BBSBCE schemeG@STSK systems, by only
obtaining reliable decision block-of-bits, the selecte®iTGK blocks of hard bits are re-modulated
and further involved for DDCE. However, in the BBSB-SCE f@I8/V-BLAST MIMO systems,
since soft symbol estimation is invoked for the sake of frtteducing the effects of erroneous
decisions, the soft symbol estimator introduced in Sed@iénl.1 is employed instead. Therefore,
the detailed Steps 1), 2) and 4) of the proposed BBSBCE adidddhree-stage turbo detection-
decoding assisted scheme are omitted here, since theyearécal to Steps 1), 2) and 4) of the
BBSBCE scheme which are detailed in Section 3.4.2.1, anditnbtep 3) is described below.

For the notational consistency, denote Me blocks of the training data that are used to obtain
the initial training-based LSCE of the MIMO channel matrix B, € CN*Mr and Sy, €
CM*Mr Further denote the observation data to the MIMO receiver by

Yor =[y(1) y(2)---y(7)], (3.51)
whereTt is the number of symbol blocks in a transmitted MIMO frame.

Step 3)By completing Steps 1) and 2), we have the selected symbexinectorx’ = [x(1) x/(2)
e xt(Mg)]T in which x!(7) is the position or index of théh selected symbol vector in the trans-
mitted symbol vector sequence. The number of the selectetbalyvectorsM! varies within
{0,1,- -+, Mg}, WwhereM,, < T is the maximum number of blocks imposed for CE. Specif-
ically, whenever the number of selected reliable symbotarsdVii reaches the limitV, the
sliding-window process ends; otherwise, the sliding-wingrocess examines all the possible bit
blocks and outputs th#1! selected symbol vectors. Then based on the selected highience
blocks of soft-decision bits, generate the soft-estimbgaoh symbol element as [136]
BPS ~
1 (x (1)) = Yo PEP (30 () = ) = Yo (L )
=1 1=1 1 (1 +exp (Lp(uj))>

for 1 < n < M, where{s'}~£ | denotes theC-PSK/QAM symbol setm € {1,2,--- , M} indi-
cates the symbol index in the soft-estimated symbol vextof(n)), and{ﬁj}ffls represents the

) (3.52)

bit mapping corresponding . Combining the initial training inpus;y;, with the soft-estimated
symbol vectorgs(xf(1)) s(x*(2)) - - - s(x*(M!))] yields

8L =[Sy 8(x(1) 8(x1(2)) - - - 3(x! (ML) (3.53)

Similarly, the symbol index vector’ allows us to select the corresponding observation blocks fr
Y4, of Eq. (3.51), which are combined witty,, to produce

YO = [Yir, y(x' (1) y(x'(2)) -y (=" (MD))], (3.54)
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The soft decision-directed LSCE is readily given by

f_\I(H-l)

S(\H () o)y HY T
= Yég (Ssel) <Ssel(ssel) ) . (3-55)
This update occurs as the soft information is exchangeddmatwhe two-stage inner decoder and
the outer RSC decoder, as indicated in Fig. 3.41. Then goeip St

3.5.1.3 Computational Complexity of the BBSB-SCE Based MIND System

The computational complexity of our soft-decision CE is eppounded b)(’)(Mgel) which is
dramatically smaller thaﬂ)(r3). For example, considering a reasonable case sef 1000 and
M, = 100, the complexity of our CE is more than 1000 times smaller thahof the conventional
scheme which utilizes the entire soft detected sequencesgibol blocks. The total complexity
of our proposed BBSB-SCE aided and three-stage turbo d#tecoding based scheme satisfies

Cproposed S Iout : O(Mgel) + Cideal/ (3-56)

where C;q0q1 represents the computational complexity of the idealisedetstage turbo receiver
associated with perfect CSl, as expressed in Eq. (3.24eSip; - O(Mg’el) < Cigeal, We have
Cproposed ~ Cideal- By CONtrast, the existing state-of-the-art soft-decisiE and three-stage turbo
detection-decoding scheme has the computational contypleixi

Cconventional = Lee- O(TS) + Lee - Cideal/ (3-57)

because it utilizes the entire sequencergfoft estimated symbol vectors for CE and, therefore,
imposes an additional CE loop which requitgsiterations to converge.

3.5.2 Simulation Results and Discussions
3.5.2.1 Example One

A quasi-static Rayleigh fading MIMO system using = N = 4 and 16-QAM was simulated. An
interleaver length of.; = 16,000 bits was used, yielding = 1000 16-QAM symbol vectors per
frame. The binary generator polynomials of the half-rat€€R8coder wer&gsc = [1,0, 1], and
Ghsc = [1,1,1]5, while those of the URC encoder weBgrc = [1,0], andG] z- = [1,1]». The
transmitted signal power was normalised to unity and, tbeze the SNR was given a,$ The
number of initial training data blocks was chosen toAde = 6, yielding a PO ofO, = 0.6%,
while the maximum number of selected blocks for our BBSB-S@E limited toM,; = 100. At
the beginning of each frame, a new MIMO channel maklixvas generated by randomly draw-
ing the channel taps according to the complex-valued GawshstributionCN (0,1), andH was
kept constant in the frame duration. Two metrics were usexssess the achievable performance,
namely, the BER and the MSE of the CE. The CRLB, which is knawprovide the best attainable
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performance for an unbiased estimator, was used for loamending the MSE of a channel estima-
tor. The system parameters of the joint BBSB-SCE and thiagegurbo receiver of Fig. 3.40 are
summarized in Table 3.4.

Table 3.4: System parameters of the joint BBSB-SCE and tbtaage turbo receiver of
Fig. 3.40.

Number of Tx antennas M=4
Number of Rx antennas N=4
Modulation 16-QAM
Channels Frequency-flat Rayleigh fading
Detector ML detector
Number of training blocks Mr =6
Number of signal blocks per frame T
Number of selected reliable MIMO symbol blocks Mg = 100
Pilot overhead Op =0.6%
Block-of-bits selection threshold Ty
Interleaver blocklength Lr
Outer channel code Half-rate RSC
Generator polynomials (GkscrGrsc) = (7,5)s
Precoder URC
Number of inner iterations I, =3
Number of outer iterations Iout =5

Fig. 3.42 shows the EXIT chart of our proposed joint BBSB-2(DH three-stage turbo receiver
associated with a block-of-bits selection threshold@jpf= 1.0, in comparison to that of the perfect-
CSl case. The corresponding system’s throughp® is- 16 bits/symbol. It can be seen that
open tunnels exist between the EXIT curves of the amalgahiater MIMO soft-demapper-URC
decoder and the outer RSC decoder for both the proposeddimchBBSB-SCE based scheme and
the idealised optimal ML detection based on the perfect @SBNR= 5.0 dB. The Monte-Carlo
simulation based stair-case shaped decoding trajectavigish closely match the EXIT curves,
are also provided at SNR 5.0 dB. It is seen that the both trajectories are capable of iegthe
perfect convergence point ¢1.0,1.0), implying that the proposed semi-blind BBSB-SCE based
scheme with an initial training overhead dr = 6 (O, = 0.6%) is capable of achieving the
optimal performance bound associated with the idealisexbtbtage receiver with the same number
of turbo iterations. Additionally, it can also be seen tha starting point of the EXIT curve of
the semi-blind BBSB-SCE based scheme is lower than thateopénfect CSI scenario. This is
expected because a poor initial CE quality leads to a lowginsic information. However, as the
apriori information value increases, the EXIT curve of the BBSB-3f@aked scheme is capable of
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Figure 3.42: EXIT chart analysis of our proposed semi-bjoidt BBSB-SCE and three-
stage turbo receiver dExample 1 quasi-static MIMO system of Fig. 3.40 having a
throughput ofR = 16 bits/symbol, usingMr = 6 initial training blocks and a PO of
O, = 0.6%. A block-of-bits selection threshold @, = 1.0 is used. The performance is
compared to the perfect-CSI scenario. All other systemmatars were summarized in
Table 3.4. The corresponding BER curves are seen in Fig. 3.44

converging to that of the perfect CSl scenario, implying #raaccurate channel estimate has been
obtained.

The BER performance of the proposed joint BBSB-SCE and tbt&ge turbo receiver is shown
in Fig. 3.43, in comparison to that of the perfect CSI bound #mose of the conventional semi-
blind joint CE and three-stage turbo schemes utilizing titeedetected data sequence for the soft
and hard decision aided CE, respectively. Our semi-bliimtt BBSB-SCE and three-stage turbo
detector-decoder employdgl = 3 inner turbo iterations anf},; = 5 outer turbo iterations, which
were identical to those employed by the idealised thregestarbo detector-decoder associated
with perfect CSI. It can be seen from Fig. 3.43 that the predasemi-blind BBSB-SCE scheme
is capable of attaining the near-capacity optimal ML perfance associated with the perfect CSl,
with the same “turbo-cliff” occurring before SNR 5 dB. The conventional joint CE and three-
stage turbo receiver combined with the soft-decision afdedemploying the entire detected data
sequence cannot attain the perfect CSI performance bouddthare is a 2 dB gap between the
BER turbo-cliffs of the two receivers. The conventionalestie employing the hard-decision aided
CE based on the entire detected data sequence exhibitharfard dB degradation from its soft-

decision assisted counterpart.

Fig. 3.44 illustrates the convergence behaviour of the gseg joint BBSB-SCE and three-
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stage turbo scheme. It can be seen that the BER gap betwegmothesed BBSB-SCE based
scheme and the perfect CSI case reduces, as the number oitexatons increases. Specifically,
after the initial iteration there is a large BER gap, whileidg the third iteration the BER gap is
reduced to around 1 dB. Finally, at the fifth iteration thereo BER gap, indicating that the BBSB-
SCE scheme has converged to the true MIMO CIR. This is venifgignt, since our semi-blind

BBSB-SCE based scheme has as low a PO as 0.6% and yet it #tmmysimal performance of the
idealised three-stage turbo receiver associated witle@e€SI, while only imposing a complexity
similar to the latter, as evidence by our complexity congaarigiven in (3.56).

The effects of the block-of-bits selection thresh®jdon the achievable performance of our pro-
posed semi-blind scheme were investigated by varying e T), in the set{0.2,0.5,1.0,2.0,3.0}.
The results obtained are shown in Fig. 3.45, where it is desT}, € [0.5, 1.0] for this example
allows our scheme to approach the perfect CSI performangedho

The MSE performance of the channel estimator in our propesbéme is compared to the
CRLB associated with the optimal training sequence of lerd Pt — 100 in Fig. 3.46, where
it can be seen that the MSE of our DDCE approaches the CRLE thcnumber of outer turbo
iterations reacheg,,; = 5 for SNR> 5.0 dB. This corresponds to the BER cliff at SIRR5.0 dB
andl,,; = 5 shown in Fig. 3.43.
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Figure 3.43: BER performance comparison: a) perfect CH,dgproposed joint BBSB-
SCE and three-stage turbo receiver with = 1.0, and ¢) conventional joint CE and
three-stage turbo receivers employing the entire detetdtal sequence for the soft and
hard decision aided channel estimators, respectivelfXample 1of quasi-static MIMO
system. The number of initial training blocks for all thegbrCE schemes &l = 6,
corresponding to a PO @, = 0.6%. The system’s throughput is = 16 bits/symbol.
All other system parameters were summarized in Table 3.4.
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Figure 3.44: Convergence performance of the proposed BB8B-SCE and three-stage
turbo detector-decoder with, = 1.0, in comparison to the perfect-CSI case,Eorample

1 of quasi-static MIMO system of Fig. 3.40 having a throughgiluR = 16 bits/symbol,
usingMr = 6 initial training blocks and a PO @, = 0.6%. All other system parameters
were summarized in Table 3.4. The corresponding EXIT clsasééen in Fig. 3.42.

10" 1
10° 1
s
o0 10 g
z
10* 5 ¢ ]
> | © — Proposed BBSB-SCE 1%0.2
S | & — Proposed BBSB-SCE ;0.5
5 @ | O — Proposed BBSB-SCE,¥1.0
10 2 | A —— Proposed BBSB-SCE,,¥2.0 i
@ | © — Proposed BBSB-SCE,F3.0
§ * Perfect CSI
10‘6 L Il D T T T L = =

4 5 6 7 8 9 10
SNR (dB)

o
[Eny
N
w F

Figure 3.45: Effects of the block-of-bits selection thr@ghT;, on the achievable BER
performance of our proposed BBSB-SCE and three-stage saiveme, folExample 1
of quasi-static MIMO system of Fig. 3.40 having a throughpluR = 16 bits/symbol,
usingMr = 6 initial training blocks and a PO @, = 0.6%. All other system parameters

were summarized in Table 3.4.
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Figure 3.46: MSE convergence performance of the channehastr in our semi-blind
joint BBSB-SCE and three-stage turbo detection-decodimgrme usingVit = 6 initial
training blocks, a block-of-bits selection thresholdlpf= 1.0 and the maximum number
of selected blocka/,,; = 100, for Example 1of quasi-static MIMO system of Fig. 3.40
having a throughput oR = 16 bits/symbol, usingVi7 = 6 initial training blocks and a
PO of O, = 0.6%. All other system parameters were summarized in Table 3.4.
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Figure 3.47: Comparison of the MSE performance of our joiBISB-SCE and three-

stage turbo detector-decoder, which selédfs< 100 high-quality soft detected symbol

vectors for the channel estimator, with that of the conwerati joint CE and three-stage
turbo detector-decoder, which uses all the= 1000 soft detected symbol vectors for the
channel estimator, foExample 1 of quasi-static MIMO system of Fig. 3.40 having a
throughput ofR = 16 bits/symbol, usingMt = 6 initial training blocks and a PO of

O, = 0.6%. All other system parameters were summarized in Table 3.4.
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Fig. 3.47 compares the achievable MSE performance of ont RBSB-SCE and three-stage
turbo receiver, which only selectd! < 100 high-quality soft detected symbol vectors for aiding
the channel estimator, with that of the conventional joiit &hd three-stage turbo receiver, which
uses all ther = 1000 soft detected symbol vectors for the CE. Observe that for SNIR dB, the
soft-DDCE utilizing all ther = 1000 detected symbol vectors approaches the CRLB associated
with the optimal training sequence of Ieng\}iﬁ‘}pt = 1000, because at this level of SNR there exists
no decision error and all the detected symbol vectors arectoHowever, the operational SNR of
this system is around 5 dB, and at the operational SNR retiennitial BER is practically 50%,
which leads to the “failure” of the conventional joint CE athdee-stage turbo receiver, as can be

clearly seen from Figs. 3.43 and 3.47.

3.5.2.2 Example Two
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Figure 3.48: BER performance comparison: a) proposed RBR8B-SCE and three-stage
turbo receiver of Fig. 3.40 witfi;, = 1.0, and b) conventional joint CE and three-stage
turbo receiver employing the entire detected data sequtmche soft decision aided
channel estimator, foExample 2 of time-varying MIMO system with the normalised
Doppler frequencyf; = 10~° as well as the interleaver lengths bf = 16,000 bits,
8,000 bits and4, 000 bits, yielding the POs 00, = 0.6%, 1.2% and2.4%, respec-
tively. The system’s throughput & = 16 bits/symbol. All other system parameters were

summarized in Table 3.4.

The system setup was identical to thatEofample 1 as shown in Table 3.4, except for that
the MIMO channels were time-varying. Specifically,was faded at the symbol-rate during each
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Figure 3.49: BER performance comparison: a) proposed RR8B-SCE and three-stage
turbo receiver Fig. 3.40 witll;, = 1.0, and b) conventional joint CE and three-stage turbo
receiver employing the entire detected data sequence dadft decision aided channel
estimator, forExample 2 of time-varying MIMO system with the normalised Doppler
frequencyf; = 10~ as well as the interleaver lengths Iof = 16,000 bits, 8,000 bits
and4, 000 bits, yielding the POs 0®, = 0.6%, 1.2% and2.4%, respectively. The sys-
tem’s throughput iR = 16 bits/symbol. All other system parameters were summarized
in Table 3.4.

frame according to the normalized Doppler frequencyofvhich may be formulated as

fa=fu-Ts, (3.58)

whereT; is the symbol period. Given the carrier frequencyfgfthe maximum Doppler frequency
fm is given by

fm = , (3.59)

wherev andc¢ are the velocity of mobile and the speed of light, respelstivEor example, in the
LTE standard, the carrier frequency is abgut= 2.5 GHz and the symbol period E = 66.7 yus.
Then a normalized Doppler frequency ff = 10~* corresponds to a walking speed of about 0.5
m/s and hence slow fading is experienced. When the norndaoppler frequency ig; = 1072,

the corresponding mobile velocity increases to 50 m/s, e/fest fading is experienced. Note that
for the time-varying MIMO channels, there exists a tradebetween the Time-Varying Channel’s
Estimation (TVCE) performance and the turbo channel det®ogderformance. To be more explicit,
for turbo channel coding, a long interleaver lengthis preferred for the sake of achieving a near-
capacity performance [1]. However, a short frame blocktlenigi.e. a short interleaver lengity,
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is preferred for the sake of achieving a good TVCE perforreatic our simulations, we varief;
and investigated the effect of different interleaver Idsgb the achievable BER performafice
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Figure 3.50: BER performance comparison: a) proposed RBR8B-SCE and three-stage
turbo receiver Fig. 3.40 witi;, = 1.0, and b) conventional joint CE and three-stage turbo
receiver employing the entire detected data sequence dasdfh decision aided channel
estimator, forExample 2 of time-varying MIMO system with the normalised Doppler
frequencyf; = 5 x 10~ and the interleaver length &f: = 4,000 bits, yielding a PO of
2.4%. The system’s throughput i = 16 bits/symbol. All other system parameters were

summarized in Table 3.4.

Fig. 3.48 shows the results obtained for the case of the risedaDoppler frequency; =
105 with Ly = 16,000 bits, 8,000 bits and4, 000 bits, respectively, where it can be seen that for
each given interleaver length: the proposed semi-blind joint BBSB-SCE and three-stagaotur
receiver outperforms the conventional semi-blind joint &il three-stage turbo scheme utilizing
the entire detected data sequence. Specifically, our schehieves SNR gains of 3.1 dB, 1.5 dB
and 0.5 dB over the conventional one fgr = 16,000 bits, Lr = 8,000 bits andLr = 4, 000 bits,
respectively. As expected, our proposed semi-blind BBEE:Scheme achieves its best BER
performance for the long interleaver length Iof = 16,000 bits. This is because the normal-
ized Doppler frequency of; = 10~ represents a relatively slowly fluctuating channel. Hehee t
achievable system performance is dominated by the perfarenaf iterative channel decoder which
favours a highLp value. Furthermore, as the interleaver length of our schedeces, the num-
ber of potential high-quality candidates may also be reduadiich may hence contribute to the
degradation of the system’s performance. A similar conatusay be drawn for the conventional
semi-blind CE scheme that utilises the entire soft detedétd sequence from Fig. 3.48, where the

4In practice, Doppler spread may be estimated using the sshenoposed in [146—148].
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performance of the conventional scheme is degraded by &@dB, when the interleaver length
is reduced from 16,000 bits to 8,000 bits. However, unlikeolar proposed semi-blind BBSB-SCE
scheme, in this particular case, the performance of theergional semi-blind CE based scheme
recorded for.r = 4,000 bits is better than that of ther = 8, 000-bit scenario.

Fig. 3.49 compares the achievable BER performance of oyrgser scheme to that of the
conventional scheme for the case of the normalised Doppbguéncyf; = 10~% with Ly =
16,000 bits, 8,000 bits and4, 000 bits, respectively. As seen from Fig. 3.49, the best peréorce
is achieved with the interleaver lengthlof = 4,000 bits, while the worst performance is obtained
for the interleaver length dfr = 16,000 bits for both our proposed scheme and the conventional
one. At the normalised Doppler frequencyfaf= 10-% the MIMO system’s overall performance
is dominated by the TVCE performance, which favours a simerlieaver. Evidently, there exists
a trade off between the turbo channel coding performancdhen@VCE performance in choosing
the best interleaver length. Observe furthermore in FgP Bat for a given interleaver lengftty,
our proposed scheme always outperforms the conventiomal on

When considering an even higher normalised Doppler frequehf; = 5 x 10~%, both our
proposed semi-blind joint BBSB-SCE and three-stage tudoeiver as well as the conventional
semi-blind joint CE and three-stage turbo scheme utilizivggentire detected data sequence for the
soft-decision aided CE cannot converge (there exists no apmel between the EXIT curves of
the inner and outer decoders) for the interleaver lengtlis-of 16,000 bits andLr = 8,000 bits
associated with an SNR as high as 30 dB. Evidently, uking- 16,000 bits or Ly = 8, 000 bits is
excessively long, which degrades the TVCE performance tmanceptable level. However, when
the interleaver length was reducedlip = 4,000, both schemes become capable of achieving
convergence, as seen from Fig. 3.50. Observe from Fig. B&Qhe proposed semi-blind BBSB-
SCE scheme outperforms the conventional semi-blind CEnsetmsy about 0.4 dB.

3.5.2.3 Example Three

We also considered a quasi-static Rayleigh fading BPSK MByi€em associated witd = N =

2. The system’s throughput B = 2 bits/symbol and a interleaver length bf = 16,000. The
initial training block length was set i = 6, yielding a PO ofO, = 0.075%. The other system
settings were the same as givenExample 1. The purpose of this simulation investigation was
to compare our proposed BBSB-SCE based scheme to the desaiection scheme for soft CE
proposed by Abe and Matsumoto [149]. The simulation resutisshown in Fig. 3.51, where again
the perfect CSI performance bound is used as the benchnmadn be clearly seen from Fig. 3.51
that as expected, our BBSB-SCE scheme approaches the bp&nfiarmance bound associated
with the perfect CSI and it outperforms the scheme proposedlde and Matsumoto by about
0.5 dB.
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Figure 3.51: BER performance comparison: a) perfect CH,dgproposed joint BBSB-
SCE and three-stage turbo receiver of Fig. 3.40 wWith= 0.5, and c) Abe and Mat-
sumoto’s BPSK decision selection scheme based soft CE,[igfxample 3of quasi-
static BPSK MIMO system wittM = N = 2, having a system throughput & = 2
bits/symbol. All other system parameters were summariadéble 3.4.

3.6 Chapter Summary and Conclusions

In this chapter, we have discussed a pair of CE approach&mdddor coherently detected MIMO
systems, namely, the TBCE and SBCE. Our challenging oligedtas been to construct a CE
based MIMO system that is capable of approaching the pe@&ttperformance bound without
implanting a substantial number of training pilots and withimposing a significant increase in

computational complexity.

The widely used TBCE scheme designed for uncoded and thaige-serial-concatenated turbo
coded MIMO systems was discussed in Section 3.2. To be maleiexthe system model of a
TBCE aided MIMO system of Fig. 3.1 was introduced in Sectich where the LSCE algorithm
was discussed and the lower bound of the number of trainiogkblwas given in Eqg. (3.5). The
performance of the TBCE scheme was investigated and thespmnding simulation results were
portrayed in Fig. 3.2, Fig. 3.3, Fig. 3.4, Fig. 3.5, Fig. 3%g. 3.7, Fig. 3.8 and Fig. 3.9
of Section 3.2.2, based on the CSTSK MIMO system of Fig. 2bbth in uncoded and three-
stage serial-concatenated turbo coded scenarios. Twiceetamely the BER and the MCEE of
Eq. (3.6) were adopted for assessing the performance thea€&tlschemes. As expected, the
simulation results confirmed that in order for the TBCE basgtme to approach the performance
of the perfect CSI benchmark, a large number of training ksogre required, at the cost of a
higher PO and substantially reducing the system'’s effedtivoughput. We have summarized the
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Table 3.5: Performance summary of TBCE aided CSTSK systéigyo 3.1 at BER=
10~°. Their CE complexity is on the order @ (M7°).

MIMO Scheme Throughput| Mr PO | SNR (Uncoded) SNR (Coded)| Figure
[bits/symbol] [dB] [dB]
CSTSK(2,2,2,4,QPSK) 2 21 0.8% 215 Fig. 3.2
2% 21.2
10| 4% 20.8
30| 12% 20.7
CSTSK(4,2,2,4,QPSK) 2 2| 0.8% 21 3.1| Fig. 3.4
5| 2% 20 1.6 and
10| 4% 19.5 1| Fig. 3.8
30| 12% 19 0
CSTSK(4,4,2,4,16-QAM 3 21 0.8% 26 2.6 | Fig. 3.6
2% 18 and
10 4% 16 1.2 | Fig. 3.9
30| 12% 16 -0.8

performance of TBCE scheme of Fig. 3.1 in Table 3.6, inclgdire throughput, number of training
blocks, PO, required SNR for achieving BERI0~® and complexity order.

Table 3.6: Performance summary of SBCE aided uncoded CSyS8Kms of Fig. 3.10
at BER= 10"°. Their CE complexity is on the order @ (7°).

MIMO Scheme Throughput| Mt PO | SNR| Figure
[bits/symbol] [dB]
CSTSK(2,2,2,4,QPSK) 2 2| 0.8% 20 | Fig. 3.11
CSTSK(4,2,2,4,QPSK) 2 2|0.8% | 18.8| Fig. 3.13
5| 2% | 18.8| Fig. 3.14
CSTSK(4,4,2,4,16-QAM 3 2| 0.8% 16 | Fig. 3.16
3|12% | 16| Fig.3.17

In order to overcome the above-mentioned limitation of TB&Bemes, the SBCE scheme
designed for MIMO systems of Fig. 3.10 was introduced in i8ac3.3 for an uncoded scenario.
In contrast to a TBCE scheme, a relatively accurate CE mayhievwed by employing a low PO,
i.e. just a few training blocks. The detailed system mode&BECE was provided in Section 3.3.1,
where the iterative SBCE algorithm was detailed. The cpomrding simulation results were dis-
cussed in Section 3.3.2, in terms of the BER and MCEE perfoomalt was found from the BER
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simulation results of Fig. 3.11, Fig. 3.13, Fig. 3.14, Figl&and Fig. 3.17 that the SBCE based
scheme was capable of approaching the performance of tlecp€S| scenario at a low PO, hence
substantially outperforming the TBCE scheme utilisinggame PO. Additionally, it can be clearly
seen from the MCEE simulations portrayed in Fig. 3.12, Fig53and Fig. 3.18 that typically as
few asl.,, = 5 iterations are sufficient for the MCEE to converge to its minim. Furthermore,
above a certain SNR threshold, the SBCE based scheme ideapabaching the ultimate perfor-
mance bound associated with perfect CSIl. We have summadhegzerformance of SBCE scheme
of Fig. 3.10 in Table 3.6, including the throughput, numbgtraining blocks, PO, required SNR
for achieving BER= 10~® and complexity order.

Section 3.4 was dedicated to developing the novel SBCE aidédhree-stage serial-concatenated
turbo coded scheme for near-capacity CSTSK MIMO systemseTmore explicit, Section 3.4.1
discussed the existing state-of-the-art semi-blind jGiBtand three-stage turbo detection-decoding
scheme of Fig. 3.19, which explored the entire frame of detklits for DDCE. Its limitations were
also characterized in Section 3.4.1. Specifically, it ingsosn excessive computational complexity
and it is incapable of approaching the optimal performaraent associated with perfect CSI. In
order to overcome these limitations, the efficient yet lawnplexity BBSBCE based scheme of
Fig. 3.20 was proposed in Section 3.4.2. Observed in Fid) & Fig. 3.21 that a high system
throughput was maintained, since the proposed scheme tilidgd a low PO for generating an ini-
tial CE. Most significantly, in contrast to the existing madls, the proposed BBSBCE scheme did
not require an extra iterative loop between the CE and thmtdetector-decoder, since the BBSB
iterative CE was naturally embedded into the original tieeathree-stage demapping-decoding
turbo loop. This novel arrangement enabled us to maintamwaslystem complexity. Further-
more, since only high-confidence decision blocks were ssdeinn the BBSBCE based scheme,
the error propagation problem of the conventional SBCE melsewas mitigated. Extensive sim-
ulation results provided in Fig. 3.24, Fig. 3.24, Fig. 3.Ptg. 3.26, Fig. 3.27, Fig. 3.29, Fig.
3.30, Fig. 3.31 and Fig. 3.32 of Section 3.4.4 confirmed thatproposed semi-blind BBSBCE
and three-stage turbo demapping-decoding scheme wasleayjapproaching the near-capacity
performance bound of the idealised three-stage turbo etdecoder at low number of turbo iter-
ations. Additionally, the CRLB was also introduced to destoate the capability of the proposed
BBSBCE scheme. The corresponding simulation results grieted in Fig. 3.28 and Fig. 3.33.
We have summarized the performance of BBSBCE based schefig. &.20 in Table 3.7, includ-
ing the throughput, number of training blocks, PO, blocksité selection threshold;,, required
SNR for achieving BER:- 10~ and complexity order.

In Section 3.5, another effective way of reducing the effefterroneous decisions in the soft-
decision based CE scheme was introduced. Firstly, we ddaratet in Fig. 3.34 that the soft-
decision aided CE was inappropriate for the STSK MIMO systering to its specific signal block
mapping scheme. Therefore, the novel semi-blind joint BESRSEE and three-stage turbo detection-
decoding scheme was proposed for near-capacity SDM/V-BLM8VO systems in Section 3.5.1.
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Table 3.7: Performance summary of BBSBCE aided CSTSK systanirig. 3.20 at
BER= 10"°. Their CE complexity is on the order 6?(72,).

MIMO Scheme Throughput| Mr PO| T, | SNR| Figure
[bits/symbol] [dB]

CSTSK(4,2,2,4,QPSK) 2 2102%|0.02| 1.2| Fig.3.27
0.1| -0.1
02| -0.1
03| -0.1
04| 04

CSTSK(4,4,2,4,16-QAM 3 21 02% | 0.02 1| Fig. 3.32
01| -1.2
02| -1.2
03| -1.2
0.4 1.6

Table 3.8: Performance summary of BBSB-SCE aided SDM/V-BILIAsystems of Fig.
3.40 in quasi-static channel environment at BERO~®. Their CE complexity is on the
order of O(M3,).

MIMO Scheme Throughput| Mt PO | T, | SNR| Figure
[bits/symbol] [dB]
MIMO(4,4,16-QAM) 16| 6|0.6% |0.2| 6.5|Fig.3.45
0.5 5
1.0 5
20| 55
3.0 6

To be more explicit, the soft symbol estimation invoked foft-glecision based CE was first re-
viewed in Section 3.5.1.1. Then the system model of the BBEHE: aided scheme is detailed in
Fig. 3.40 of Section 3.5.1.2 for near-capacity MIMO systéine corresponding simulation results
were portrayed in Fig. 3.42, Fig. 3.43, Fig. 3.44, Fig. 3.Bly. 3.46 and Fig. 3.47 of Sec-
tion 3.5.2, where it was confirmed that with the aid of seterfust-sufficient number of reliable
decision blocks and by employing the soft-decision base@{CEection 3.5, the proposed BBSB-
SCE based scheme was capable of achieving the optimal Mbrmpeathce bound associated with
perfect CSI, while maintaining a high effective throughmathout imposing an excessive com-
putational complexity. We have summarized the performariche BBSB-SCE aided scheme of
Fig. 3.40 in Table 3.8 and Table 3.9, under quasi-static and-varying channel environment,
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Table 3.9: Performance summary of BBSB-SCE aided SDM/V-BILIAsystems of Fig.
3.40 in time-varying channel environment at BER0~°. The number of initial training
blocks isM7 = 6 and system’s throughput i& = 16 bits/symbol. Their CE complexity
is on the order 0© (M2 ).

MIMO Scheme CE Scheme fa PO Lr | SNR| Figure
[bits] | [dB]
MIMO(4,4,16-QAM) BBSB-SCE 107> | 0.6% | 16,000\ 5.3 | Fig. 3.48

1.2% | 8,000 7.6
24% | 4,000 8.1
Whole sequence 10~ | 0.6% | 16,000 8.4
12% | 8,000 9.1
24% | 4,000 8.6
MIMO(4,4,16-QAM) BBSB-SCE 1074 | 0.6% | 16,000| 19.2| Fig. 3.49
1.2% | 8,000 8.7
2.4% | 4,000 8
Whole sequence 10~ | 0.6% | 16,000| 21.5
1.2% | 8,000| 10.2
24% | 4,000 9.2
MIMO(4,4,16-QAM) BBSB-SCE| 5 x 104 | 2.4% | 4,000| 27.8| Fig. 3.50
Whole sequence 5 x 107 | 2.4% | 4,000| 28.2

respectively.

This chapter focused on the design of CE schemes for agsisilerent MIMO systems in ef-
ficiently exploring the “MIMO advantages”, such as achigyviiversity and/or multiplexing gains.
However, it was also demonstrated that since MIMO systerysore multiple RF chains at the
transmitter and receiver, their power consumption andwarel costs are substantial. Moreover,
for large-scale MIMO (LS-MIMO) systems and particularlyr fmillimetre-wave based MIMO
systems, the number of available antenna array elememtsages massively, while in practice the
affordable number of available RF chains is typically liegit As a remedy, AS offers a low-cost,
low-complexity technique of reducing the number of RF chaitilised at the transmitter and/or
receiver, while retaining the significant advantages of MiBystems. Therefore, in the next chap-
ter, AS designed for MIMO systems will be discussed and a lsirygt efficient CE scheme will be
proposed for AS aided MIMO systems.



Chapter

Norm-Based Joint Transmit/Recelive
Antenna Selection Aided MIMO
Systems

4.1 Introduction

Recently, MIMO concepts, especially LS-MIMO, have atteacsignificant attention owing to their
capability of substantially increasing the reliabilityddor bandwidth efficiency of communication
systems substantially [1,63]. However, since MIMO systetilize multiple RF chains, their power
consumption and hardware costs are considerable. MordovérS-MIMO systems and particu-
larly for millimetre-wave based LS-MIMO systems [63—6%letnumber of antenna array elements
that can be accomodated is increased [66, 67], but the afitechumber of RF chains remains
limited. As a remedy, AS offers a low-cost, low-complexigchnigue of reducing the number of
RF chains utilized at the transmitter and/or receiver, vhétaining the significant advantages of
MIMO systems. In AS aided MIMO systems, a high number of AEs lba employed, which may
be beneficially combined with AS techniques to select a §ipestibset of antennas associated with
the best channel condition. Explicitly, this may be the ipatar subset associated with the highest
equivalent SNR, carefully selected from the whole set oéamas to form a reduced-dimentional,
yet improved-quality MIMO communication system, whichréfere provides significant perfor-
mance gains for MIMO systems [68].

4.1.1 Two Antenna Selection Optimization Criteria

Generally, there are two popular optimization criteria A8 algorithms, namely, the CBAS and
NBAS [68].
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4.1.1.1 Capacity-Based Antenna Selection

According to [1], a MIMO system with the channel matiik,,, € Cx*Lt and the channel noise

powerN, has the channel capacity given by
~ No~ ~H
Cmmvo <Hsub1LT/ Lg; N0> = log (det {ILR + L_;HsubHsub}> , (4.1)

where it may be seen that the overall channel capacity hyemalies on the produc(ﬁsubﬁib).
Hence, the main idea of CBAS is to find the most appropriatemslamatrix H,,,, to maximize
the channel capacity. More specifically, let and N be the number of available Tx and Rx an-
tennas, respectively, while the number of available Tx ardRR chains is denoted hiy; and Ly,
respectively. Since we haver < M andLg < N, we can only select afiLr x Lt)-element
subset MIMO channel matrifl,;, from the full MIMO channel matrixd € CN*M for actual
data transmission.

Use this combination
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Figure 4.1: Capacity-based antenna selection.

The basic process of implementing the CBAS algorithm isitated in Fig. 4.1, where it can
be seen that for a selected combination of Tx antennas aR¥@antennas, the corresponding
MIMO channel’s capacity is calculated according to Eq. 44ffter obtaining the MIMO capacity
values of all the possible combinations of Tx antennas arRiantennas, the specific combination
associated with the highest MIMO capacity value is the ogtioombination in terms of the CBAS
criterion. However, this exhaustive search over all thesitbs subsets of the full channel matrix
may become impractical for systems having a large numbefx @ntennas and/or Rx antennas
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[70]. Diverse sub-optimal CBAS techniques have been deeeldn [68, 70], which are capable of
reducing the AS complexity at the cost of a certain perforcednss.

4.1.1.2 Norm-Based Antenna Selection

In contrast to the above-mentioned CBAS criterion, as aniefft yet low-complexity category of
AS algorithms, NBAS techniques mainly focus on the BER pentnce of a MIMO system [86,
87]. Generally speaking, higher channel gains may redueinfluence of the channel noise, and
in turn, they enhance the equivalent SNR. As a result, TxariRix antennas related to the subset
of the full channel matrix, which has the highest norm, atecded in NBAS. The corresponding
NBAS criterion may be formulated as

Lt Lg
H,,, = arg max { Z Z !Hsub(n,,ntﬂ}, (4.2)

HsubEH T’thl n,:l

whereﬁsub(nr,nt) denotes the channel element at théh row andsn;th column ofHy,;,, where

| | represents the magnitude operator. The seleftgg € CE<*L7 has the highest channel norm
among all the subset channel matrices and hence it is usedttioal transmission. A conceptual
illustration of the basic NBAS algorithm is given in Fig. 4F2or the sake of clarity, only the direct
links represented by the diagonal elements of the full cebmvatrix H are shown. It may be seen
from Fig. 4.2 that for the specific time slot, indicated by teetical line the pair of channel links

associated with the two highest power are selected. Simeesibeen shown that NBAS algorithms
are capable of approaching the performance of CBAS techrjqwhile imposing a lower AS

complexity [68], we will mainly consider the NBAS criterian this chapter.
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Figure 4.2: Norm-based antenna selection.
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4.1.2 Antenna Selection Classifications

The family of AS techniques may be classified into one of tlvaegories, namely, TXAS, RXAS
and JTRAS, respectively, according to the correspondimgnaa configurations [68].

4.1.2.1 Transmit Antenna Selection

The main idea of TXAS based on the channel’'s norm is to sdlececific Tx antennas associated
with the highest channel norm (or equivalently the highéstnnel power or the highest system
SNR) [78-80]. The schematic of TXAS schemes conceived fdd®kystems is shown in Fig. 4.3,
where it may be seen that AS only takes place at the transrofttee MIMO system. Additionally,

a feedback containing the index of the AE selected has to dddek from the receiver to the
transmitter, since the CSl is usually only known at the nereiFig. 4.4 shows an example of the
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C

<

g

; Antenna selection information feedback

Figure 4.3: Transmit antenna selection, where the seletEethdex is fed back from
receiver to the transmitter.

Full Channel Matrix with Norm Values Selected Subset

Total Norm Value: 4.3 3.7 3.1 5.9

Figure 4.4: An example of the norm-based transmit antenleatimn scheme.
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norm-based TxAS scheme. Without loss of generality, weidens full channel matrix associated
with M = 4 Tx antennas as well @8 = 4 Rx antennas and we seldct = 2 Tx antennas, namely,
two columns of the full channel matrid. More specifically, according to the NBAS criterion of
Eq. (4.2),L7 = 2 columns associated with the highest total norm values ofuthehannel matrix
are selected. It may be seen from Fig. 4.4 thatlthe= 2 highest accumulated column-norm
values are 5.9 and 4.3, which correspond to the fourth artatéihsmn, respectively. Therefore, the
first and fourth Tx antennas are selected, resulting in &selesubset channel matrix, as illustrated
at the right hand side of Fig. 4.4. The corresponding full MdMnks and selected links of the
example of Fig. 4.4 is illustrated in Fig. 4.5.

Full Channel Links

g (]

Y\\\X
b Y

7///

; Antenna selection information feedback

l After TXAS

Antenna Selection Switch
Receiver

<

=

9]

c

9o .
8 2
° 8
%] Ja]
© 14
c

c

s M
€

<

* Antenna selection information feedback

Figure 4.5: Selection of wireless links of the example showig. 4.4.
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4.1.2.2 Receive Antenna Selection

Similar to the TXAS scheme based on the NBAS criterion, tlea idf RXAS based on the NBAS
criterion is to select the Rx antenna(s) associated withitleest channel norm (or equivalently
the channel power) [71-74]. The corresponding block diago the RXAS schemes conceived
for MIMO systems is shown in Fig. 4.6. It may be seen that unttke TXAS scheme of Fig. 4.3,
no feedback of AS information is required in RXAS aided MIM@stems. This is because AS
only takes place at the receiver side of the MIMO system, hadaSI required for AS is usually

available at the receiver as well.
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Figure 4.6: Receive antenna selection. In contrast to TxXAS@ 4.3, no antenna selec-

tion information feedback is required.

4.1.2.3 Transmit/Receive Antenna Selection

As a hybrid version of TXAS and RxAS, JTRAS schemes were gegan [68, 70, 86, 87], where
it was observed that MIMO systems employing JTRAS were dapafimproving the achievable

system performance, while maintaining a low hardware ceriggl compared to the family of

conventional MIMO systems employing the same number of Rknshand operating without
JTRAS. Unlike the above-mentioned TxAS and RxAS schemes]TiRAS scheme jointly selects
the Tx and Rx antenna(s). It has been recognised that thmaplTRAS can be constructed with
the aid of a full-search method, which however, may imposégh bomputational complexity.

Therefore, in this chapter, we propose a low-complexity effitcient NBJTRAS algorithm. The

system is capable of significantly outperforming the nona@&d conventional MIMO systems
utilizing the same number of RF chains, both in terms of it&RBad throughput. Additionally, the
proposed NBJTRAS aided MIMO system is capable of achievitigaaliversity gains over that of
the conventional MIMO system relying on the same number otR&ns and operating without
AS, albeit this gain is achieved at the cost of employing n#des than the latter.
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4.1.3 Channel Estimation for AS aided MIMO Systems

It has been widely recognised [68, 70-72,78, 79, 86, 87] Alsatechniques are capable of signifi-
cantly improving the performance of coherently detecte@Klsystems based on the assumption
of perfectly known CSl, in comparison to the conventionaM{) systems equipped with the same
number of RF chains. However, in practice, CSl has to be asdjuand a standard CE technique
is the TBCE, where pilot symbols are used for acquiring ammeged CSI prior to actual data
transmission. An analytical framework that enables théuawimn of the performance of multiple-
branch diversity systems with the aid of TBCE was developeld 50], where the TBCE scheme
was shown to be capable of preserving the diversity ordend\aO system at the cost of a SNR
penalty. The conventional TBCE channel estimator was eyeplin [151] for RXAS aided space-
time coded MIMO systems communicating over Rayleigh flaiffigcchannels, which however
only considered selecting a single RA. The performance eftithining-based channel estimator
was investigated in [152] for employment in OFDM based MIM@tems using RXAS, where
AS was simply performed based on the received signal powantiied prior to CE. However,
the conventional TBCE schemes adopted in [151, 152] arebéamd generating accurate MIMO
CSl only at the cost of imposing a potentially excessive P8ickwvnot only significantly erodes
the system’s throughput, but also results in an excessiveddplexity. Additionally, it has been
shown in [153, 154] that for AS aided MIMO systems, AS regsliadess accurate CSl, while data
detection must rely on a very accurate channel estimateording to this observation, an efficient
CE method was proposed for RXAS in [153], where just-sufficieaining pilots are firstly sent for
RXAS and then extra pilots are sent for further refining thanctel estimate associated with the
selected antennas. Similarly, a dual pilot-based traissigeme was proposed in [154] for an AS
aided multi-user Orthogonal Frequency-Division Multiplecess (OFDMA) system, where an up-
link user firstly transmits a reference signal to the bag#ostéor acquiring the CSl for AS as well
as for frequency-domain transmission scheduling. Themgtiek user sends a second reference
signal for further refining the channel estimate for sugpgrtata detection. Both these two novel
schemes are capable of improving the attainable systerorpahce at the cost of transmitting
extra pilots. Therefore, the challenge here is also theisitigm of accurate MIMO CSI without
imposing an excessive training overhead.

Against the above background, we propose a novel Two-Tie(TdJEEE) scheme relying on
a low training overhead for assisting the NBJTRAS aided MIE{3tem to approach the near-
capacity optimal MIMO performance bound associated wittigaé CSI, which maintains a high
system throughput, while imposing a low computational clexipy. To be more explicit, in tier one
of the proposed TTCE scheme, a low-complexity low-PO bad®@dH scheme relying on RF chain
reuse generates a coarse initial estimate of the full MIM@nadkel matrix using only a low number
of training symbol blocks. Then NBJTRAS is carried out bagedhis rough CE, and the selected
TAs and RAs are activated for actual data transmissionelrtwio of the proposed scheme, a pow-
erful semi-blind BBSB-SCE and three-stage turbo detedatiecoding structure is employed. This
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scheme relies on the selected subset channel matrix, etitairthe tier-one NBJTRAS stage, as
the initial MIMO CE for activating the turbo detection andcdeing process invoked for detecting
the data as well as for refining the CE.

The rest of this chapter is organised as below. Section 4#ides the system model and
achievable system performance of the NBJTRAS aided MIMQesyswhere perfectly known
CSl is assumed. The CE schemes for NBJTRAS aided MIMO systediscussed in Section 4.3.
To be more explicitly, the conventional TBCE for NBJTRASh¢roduced in Section 4.3.1, while
the novel TTCE scheme for NBJTRAS is proposed in SectiorR4Binally, Section 4.4 provides
the chapter summary of this chapter.

4.2 NBJTRAS Aided MIMO System Based on Perfect CSI

We consider the MIMO system employiddg Tx antennas and Rx antennas, as well dsp Tx

RF chain andLz Rx RF chains. If the hardware resources are affordable andawelL; = M
andLg = N, a full (N x M)-element MIMO system described in Chapter 2 may be realized.
In practice, however, the number of affordable RF chaindtendimited, and we havé.r < M
and Lg < N, particularly for large-scale MIMO systems. For a MIMO smstof Ly < M
andLg < N, the full MIMO system is ‘virtual’, i.e. the full channel mat H € CN*M js
‘'virtual’, since the communications only occur over @ty x Lr)-element subset channel matrix
H,,, € Cix*Lt The conventional MIMO system operating without the aid & refers to the
MIMO system that only employs.; Tx antennas and.x Rx antennas. In the generic case of
Lt < M andLgr < N, in order to efficiently utilize the available hardware neszes, it is desirable
to choose the most appropriatg Tx antennas from the full set @ Tx antennas and the most
appropriateLr Rx antennas from the full set df Rx antennas to form a desiréd.z x Lr)-
element MIMO channel for actual data communications. Ndwsedetail our proposed NBJTRAS
aided MIMO system.

4.2.1 System Description

Our proposed NBJTRAS aided MIMO system is depicted in Fig, @where we assume for the
time being that the ‘virtual’ full channel matriK is perfectly known at both transmitter and re-
ceiver. Additionally, it may also be seen that electronigtsies are required at both transmit-
ter and receiver to connect the available RF chains to theasetl antennas. RSC-URC channel
encoder/decoder may be added to the proposed NBJTRAS aitid® Mystem for the sake of

achieving near-capacity performance. In this NBJTRASaGEMO system, our proposed NBJ-

TRAS algorithm constructs a MIMO system where MIMO symbaldiis are transmitted over the
activated subset channel matfik,,, € CL**Lt with H,,, C H.

It has been mentioned previously that increasing the chayaie is equivalent to reducing the
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Figure 4.7: Proposed NBJTRAS aided MIMO system.

effects of noise, which yields an improved system perforreaif his motivates our NBAS approach
that selects the specific Tx antennas and Rx antennas rédatezisubset channel matrix having the
highest channel norm, which may be accomplished by solViad\BAS optimisation of Eq. (4.2).

To be more explicit, solving this optimisation problem byhaxstive search requires us to evaluate

k!
nl(k—n)!’

the row-dimension and column-dimension combinationglgf,, respectively. This will impose

the norms of theCk¥ x CIT candidate subset matrices, wh@p = CXt andC}T are

an extremely high computational complexity, particulddylarge-scale MIMO systems associated
with high M and/orN. We propose a novel NBJTRAS scheme for solving the optimoisgiroblem
of Eqg. (4.2) at a substantially reduced complexity. We notaitleur NBJTRAS scheme.

4.2.1.1 NBJTRAS Algorithm

Given the full channel matrif € CN*M without loss of generality, we assur@gr < Cﬁ}. The
algorithm accomplishes the optimisation of Eq. (4.2) inftiiowing two steps.

Step 1) Row Dimension Operations.

Leti, € {1, 2, ,Ci,R} be the row combination index and let us denote the row indices
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T
corresponding to theth sub-matrixH; € Ckr*Mpy[; = [l}r 7. liLrR] . Then we have

T
l[lr Hir<1’ 1> e Hir<]" M>
h), H;(2,1) --- H;{2,M
H; = fi, _ iy < ) lr<. ) ) (4.3)
By H;(Lg,1) --- H;(Lg,M)

whereh. is thexth row of H. The evaluation of

wherem?‘r represents the magnitude of thith column inH;,, yields the norm metric vector
1y 1y

m! = [mllr mi - mM} . (4.5)

Applying the operations of Egs. (4.4) and (4.5) to all th}g? possible combinations leads to the

. . Lgr .
norm metric matrixM nor, € CEN <M given by

m{ my o ompooeeeomy
m3 my omioeomy
Myorm = . = . . . . (46)
T 1 2 M
CIL\]R CIL\]R CLR CI;\]R i

Step 2) Column Dimension Operations.

Find the largest.r elements in the,th row of My, and sum them up, which is denoted
aSmi;laX, as well as record the column indices of théseelements in the index vecttb{C(z',) =
[l}c (ir) li (ir) - - -lZ.LCT(z',)]T. This produces the max-norm metric vector

LR
T _ |1 2 Cy
Mmax = [Mmax Mmax *** Mmax | - (4'7)
Next find
I, =arg max mo,.. (4.8)
1<i, <CR

Then the selected TA and RA indices are specifiedic@l(fr) andl; , respectively, and the corre-

sponding subset channel matfik,,;, is the optimal solution of Eq. (4.2).

4.2.1.2 An Example of NBJTRAS

We use an example presented in Fig. 4.8 to illustrate howrthigoged NBJTRAS algorithm works.
We consider a full channel matrfd associated witliM = 8 Tx antennas an®l/ = 4 Rx antennas.
The number of Tx and Rx RF chains is setltp = Lg = 2. In this case, the number of row
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combinations i€y = 6, which is lower than the number of column combination<C§f = 28.
Therefore, our NBJTRAS commences with the row-based dpesaand followed by the column-
based operations, as depicted in Fig. 4.8. Let us now desthid proposed NBJTRAS in more
detail:

e In Step 1 of the row-based operations, by applying the noreraijpn, we have the full
channel matrix with its associated norm values as showreindp-left of Fig. 4.8.

e Then we apply Eg. (4.5) to each row combination, in order tanfthe norm metric matrix
Morm Of EQ. (4.6) in the top-right of Fig. 4.8, with each row My, representing a
combination ofLr = 2 rows of the original full channel matrix. For instance, thstfrow
of M, represents the combination of the first and second rows dithehannel matrix,
as indicated in Fig. 4.8.

e After obtaining the norm metric matri¥ y,,,, we may start Step 2 of the column-based
operations. First, we find the largdst = 2 elements in each row ¥, and sum them
up, yielding the max-norm metric vectet,,x of Eq. (4.7).

e Then we find the largest element in,,,x Which has a value of 7.5 of Fig. 4.8, and the
corresponding combination is the winning combination. €onfiore explicit, the winning
element is the fourth element of the max-norm metric vegtbich corresponds to the second
and fifth elements of the fourth row of the norm metric matrix-ay. 4.8. Since the fourth
row of the norm metric matrix corresponds to the combinatibtihe second and third row of
the original full channel matrix, we find that the combinatiaf the second and fifth elements
in the second and third rows of the original full channel mxas the optimal combination,
which are selected by our NBJTRAS algorithm for actual comication.

4.2.1.3 Complexity Analysis

In the case oClL\,R < Cﬁ,{, the complexity of the above NBJTRAS algorithm can be shawhet
on the order of
CnpjTrRAS = O <(M (LR +1)+1) -CIL\,R) . (4.9)

Additionally, if Ck* > C7, our NBJTRAS algorithm starts withtep 1)of the Column Dimension
Operations followed bgtep 2)of Row Dimension Operations, and the complexity of this &thm
is given by

Crayrras ~ O (N« (Lr +1) +1) - CJf ). (4.10)

By contrast, the complexity of the exhaustive search isrgiwe

Ces~ O ((Lr-Lr) - (Cf -CK) ). (4.11)
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Clearly CnpjtrAs is much lower tharCgs. Consider the AS example of Section 4.2.1.2 again. The
corresponding computational complexity order of NBJTRAEwading to Eq. (4.9) i€NBjTRAS ~
150 , while that of the exhaustive search of Eq. (4.110jg ~ 672.

Fig. 4.9 explicitly compares the complexity of the propoSBUUTRAS algorithm with that of
the exhaustive search method, where without loss of getyerale assume that the numbers of
Tx and Rx RF chains arer = Lg = 2. It can be clearly seen from Fig. 4.9 th@tjtras IS
significantly lower tharCgg, especially when the numbers of Tx and/or Rx antennas age.lar

| I NBITRAS

10 [ Exhaustive Search -

Complexity Order

0 - N » o 80
P e 80 ' 0
M 100 © N

Figure 4.9: Complexity comparison of the proposed NBJTRAS8 exhaustive search
method, where the numbers of Tx and Rx RF chains are det te L = 2.

4.2.1.4 Additional Diversity Order Attained

Given Ly and L7, the achievable multiplexing gain of the MIMO system is det@ed. We define
the loading factor of AS as

M+ N
M,N) =——, 4.12
fas( ) Lt L (4.12)

which determines the additional diversity order attairdlly JTRAS schemes, such as our NBJ-
TRAS algorithm, over the conventional MIMO system formeddmployingLt TAs andLg RAs
as well as operating without AS.

4.2.2 Simulation Results

This section provides the simulation results of the proddd8JTRAS algorithm of Fig. 4.7.
In our simulation study, the transmitted signal power wasnadised to unity, and therefore the
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SNR was given ag},—o, with N, being the power of the channel AWGN. Two MIMO systems
were considered, which were the uncoded CSTSK system antirdestage serial-concatenated
turbo coded SDM/V-BLAST MIMO system. The CSTSK MIMO systehgving M Tx anten-
nas andN Rx antennas as well as employiig Tx RF chains and.g Rx RF chains, was de-
noted by CSTSKM, N; L1, Lg; T, Q, L — PSK/IQAM), while the SDM/V-BLAST MIMO system,
having the same antenna and RF chain configuration, waseteastMIMQ M, N; L, Lg; £ —
PSK/QAM). In order to keep both the hardware complexity and the powasamption at the
same level, the numbers of RF chains employed, naniglyand Lg, were equal in both the
NBJTRAS aided MIMO systems and in the conventional MIMO egst operating without AS,
implying that the MIMO channel matrix activated for data coomication had the same dimen-
sion of H,,;, € CLr*Lt for the both systems. More specifically, the conventionalMi@l system
operating without AS had theM = Lt andN = Li" arrangement, while the NBJTRAS aided
MIMO system employed theM > LrandN > Lg” structure along with the AS loading factor of
fas(M,N) of Eq. (4.12). The achievable BER and the MIMO channel'sulgtgout were used as
two main metrics of evaluating the performance of the predd$BJTRAS algorithm. The MIMO
channels’ throughput [1] is given in Eqg. (4.1) and is quotetbly again

N,
Cyvmvo (Hsub/ Lt,Lg; No) =E {10g (det {ILR + L_;Hsunglb}> } ’ (4-13)

with Hy,,, € CLr*Lt denoting the corresponding MIMO channel matrix for actwahmunication.

4.2.2.1 Uncoded NBJTRAS Aided CSTSK Systems

Three CSTSK configurations, CSTEKI, N; 2,2;2,4, QPSK), CSTSK M, N; 4,2;2,4, QPSK) and

CSTSKM, N;4,4;2,4,16-QAM), were simulated in a quasi-static independent Rayleigimgad
environment, having corresponding normalized throughiitR = 2, 2 and 3 bits/symbol, re-

spectively. We have summarized the system parameters diB&#RAS aided CSTSK system of
Fig. 4.7 in Table 4.1.

4.2.2.1.1 CSTSKM, N;2,2;2,4,QPSK) associated withR = 2 bits/symbol

Let us first consider the CSTSRA, N; 2,2; 2,4, QPSK) system, of which the numbers of Tx and
Rx chains werdl.t = Lr = 2. The corresponding system’s normalized throughpu is= 2
bits/symbol. The BER performance of the NBJTRAS aided CS[I8KN; 2, 2;2,4, QPSK) sys-
tem of Fig. 4.7 is depicted in Fig. 4.10, in comparison to teegfgrmance of the conventional
CSTSK(2,2;2,2;2,4,QPSK) system of Fig. 2.17 operating without AS. It may be seen thtt w
the aid of perfectly known CSI, the BER performance of the NBAS aided CSTSK system is sig-
nificantly improved, compared to that of the conventionalfG& system. To be more explicit, the
BER of the non-AS aided CSTSK, 2;2,2;2,4, QPSK) reaches the BER df0—* at approximately
SNR of 14.5 dB, while the BER of the NBJTRAS aided CST8&K; 2,2;2,4, QPSK) system with
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Table 4.1: System parameters of the NBJTRAS aided CSTSKrsyst Fig. 4.7.

Number of Tx antennas M
Number of Rx antennas N
Number of Tx RF chains Lt
Number of Rx RF chains Lr
Symbol durations per block T
Number of dispersion matrices Q
Modulation L-QAM or L-PSK
AS loading factor fas(M,N) of Eq. (4.12)
Channels Freguency-flat Rayleigh fading
Detector ML detector of Eqg. (2.19)

the AS loading factor of 45(4,4) = 2 reaches the BER df0—* at approximately SNR 8.5dB,
yielding a significant SNR gain of about 6 dB. Additionallymay also be seen that the NBJTRAS
aided CSTSK4, 4;2,2;2,4, QPSK) system associated witfys(4,4) = 2 achieves a higher diver-
sity gain (a steeper slope of the BER curve) than the cormeaitiCSTSK system operating without
AS. Moreover, as the value of the AS loading factor incredisma 2 to 3, a further SNR gain of
about 1.5dB is obtained. However, when the AS loading faictoreases from 3 to 11, only an
additional SNR gain of 1.4dB is achieved. Further incregsire value of the AS factor leads to
negligible “diversity” gain attained.

The achievable MIMO channels’ throughput performance ef tincoded NBJTRAS aided
CSTSKM, N;2,2;2,4,QPSK) system Fig. 4.7 recorded at three different AS loading facto
are compared to that of the conventional CSTSR;2,2;2,4, QPSK) operating without AS in
Fig. 4.11. It may be seen that generally, the higher the A8ifhgafactor, the larger the achiev-
able throughput gain the proposed NBJTRAS scheme may hawés tiend is similar to the
BER performance enhancements attained by the NBJTRAS scHepicted in Fig. 4.10. Specif-
ically, given the AS loading factor of45(4,4) = 2 and the SNR value of0dB, the through-
put obtained by the NBJTRAS aided MIMO system is approxitga2e[bits/symbol/Hz] higher
than that of the conventional MIMO system operating withA&t, while the gain becomes about
2.5 [bits/symbol/Hz] for the AS loading factor ¢fss(6,6) = 3, yielding a further throughout
gain of about 0.5 [bit/symbol/Hz]. However, when the AS limadfactor further increases from
fas(6,6) = 3 to fas(40,4) = 11, the further throughput gain is still about 0.5 [bit/symbtd].
Therefore, it may be concluded that increasing the AS Igaffintor over a certain range may lead
to negligible throughput gain.
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Figure 4.10: Achievable BER performance of the proposed THB\S aided
CSTSKM, N;2,2;2,4,QPSK) system of Fig. 4.7 associated with a system’s throughput
of R = 2 bits/symbol and various AS loading factors, in comparigoiiné performance of
the conventional CSTSR, 2;2,2;2,4, QPSK) system of Fig. 2.17 operating without AS.
CSl is assumed to be perfectly known at both transmitter andiver. All other system

parameters were summarized in Table 4.1.

=
o

©
T

O No Antenna Selectio

A fag(4,4)=2
1k < fAs(6,6):3
O fas(40,4)=11

MIMO Channel Throughput (bits/sym/Hz)

o 1 2 3 4 5 6 7 8 9 10

SNR (dB)
Figure 4.11: MIMO channels’ throughput performance of ouBJVRAS aided
CSTSKM, N;2,2;2,4,QPSK) system of Fig. 4.7 associated with a system’s throughput
of R = 2 bits/symbol and various AS loading factors, in comparigoiiné performance of
the conventional CSTSR, 2;2,2;2,4, QPSK) system of Fig. 2.17 operating without AS.
CSl is assumed to be perfectly known at both transmitter andiver. All other system

parameters were summarized in Table 4.1.
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Figure 4.12: Achievable BER performance of the proposed THB\S aided
CSTSK(M, N; 4,2;2,4,QPSK) system of Fig. 4.7 associated with a system’s throughput
of R = 2 bits/symbol and various AS loading factors, in comparigoiiné performance of
the conventional CSTSK, 2; 4, 2;2,4, QPSK) system of Fig. 2.17 operating without AS.
CSl is assumed to be perfectly known at both transmitter andiver. All other system

parameters were summarized in Table 4.1.
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Figure 4.13: MIMO channels’ throughput performance of ouBJWRAS aided
CSTSK(M, N; 4,2;2,4,QPSK) system of Fig. 4.7 associated with a system’s throughput
of R = 2 bits/symbol and various AS loading factors, in comparigoiiné performance of
the conventional CSTSK, 2;4,2;2,4, QPSK) system of Fig. 2.17 operating without AS.
CSl is assumed to be perfectly known at both transmitter andiver. All other system

parameters were summarized in Table 4.1.
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Figure 4.14: Achievable BER performance of the proposed THB\S aided
CSTSK(M, N;4,4;2,4,16-QAM) system associated with a system’s throughpuR ef
3 bits/symbol and various AS loading factors, in comparisoithe performance of the
conventional CSTSK4, 4; 4, 4;2,4,16-QAM) system of Fig. 2.17 operating without AS.
CSl is assumed to be perfectly known at both transmitter andiver. All other system

parameters were summarized in Table 4.1.

=
o

9 L

O No Antenna Selectio
2¢ A fas(8,4)=2
O fag(12,6)=3

O fAs(60,6)=ll

MIMO Channel Throughput (bits/sym/Hz)

o 1 2 3 4 5 6 7 8 9 10

SNR (dB)
Figure 4.15: MIMO channels’ throughput performance of ouBJWRAS aided
CSTSKM, N;4,4;2,4,16-QAM) system system of Fig. 4.7 system associated with a
system’s throughput R = 3 bits/symbol and various AS loading factors, in comparison
to the performance of the conventional CST8K; 4,4;2,4,16-QAM) system of Fig.
2.17 operating without AS. CSl is assumed to be perfectlyknat both transmitter and
receiver. All other system parameters were summarizedbleal.
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4.2.2.1.2 CSTSKM, N;4,2;2,4,QPSK) associated withR = 2 bits/symbol

We also consider the NBJTRAS aided CST3K N; 4, 2;2,4, QPSK) system withLt = 4 Tx RF
chains andLg = 2 Rx RF chains, having a normalized throughputRof= 2 bits/symbol. The
achievable BER performance of the proposed NBJTRAS aideBSBEM, N; 4,2;2,4, QPSK)
system given three different AS loading factors are showrign 4.12, in comparison to the per-
formance of the conventional CST$K2;4,2;2,4, QPSK) system operating without AS. Similar
to the results shown in Fig. 4.10, it may be seen that with ideofthe NBJTRAS, the per-
formance of the CSTSK system is significantly improved. Tarme explicit, the BER of the
conventional CSTSK reaches the BER levellof* at approximately SNR 13.5dB, while the
BER of the NBJTRAS aided CSTSK, 4;4,2;2,4, QPSK) system with the AS loading factor of
fas(8,4) = 2 reaches the BER level aD—* at about SNR= 10 dB, yielding an SNR gain of over
3 dB. Moreover, as the value of the AS loading factor incredsem 2 to 3, a further SNR gain
of about 1 dB is obtained. However, when the AS loading faittoreases from 3 to 11, only an
additional SNR gain of 1.8 dB is achieved.

We provide the achievable throughputs of the NBJTRAS aid@@&K(M, N; 4,2;2,4, QPSK)
system associated with various AS loading factors and aaared throughput oR = 2 bits/symbol
in Fig. 4.13, in comparison to that of the non-AS aided cotieeal CSTSK4, 2;4,2;2,4, QPSK)
system. Similar to the conclusions drawn from Fig. 4.11 rédseilts in Fig. 4.13 also show that the
proposed NBJTRAS is capable of significantly improving thevi® channels’ throughput.

4.2.2.1.3 CSTSKM, N;4,4;2,4,16-QAM) associated withR = 3 bits/symbol

We also provide the achievable BER performance and the MIM&nhieels’ throughput perfor-
mance of the proposed NBJTRAS aided CSTBKN;4,4;2,4,16-QAM) system having a nor-
malized throughput oR = 3 bits/symbol in Figs. 4.14 and 4.15, respectively, in coriguarto the
performance of the conventional CSTSK system operatingonit AS. It can be seen again that
with the aid of the NBJTRAS, both the BER and MIMO channelsbtighput performance of the
CSTSK MIMO system are improved significantly.

4.2.2.2 Three-Stage Turbo Coded and NBJTRAS Aided SDM/V-BAST MIMO Systems

This section presents the performance of the three-staigd-sencatenated turbo coded and NBJ-
TRAS aided SDM/V-BLAST MIMO systems. In the simulation, thenerator polynomials of the
half-rate RSC encoder were expressed in binary formétzas = [1,0,1], andGjs- = [1,1,1]2,
while those of the URC encoder we€q;zc = [1,0]2 and Gz = [1,1]2, where G- and
Glirc denoted the feedback polynomials of the RSC and URC encodespectively. An in-
terleaver length ofil60, 000 bits was used by the three-stage serial-concatenated ¢umtxmder-
decoder. Two SDM/V-BLAST systems were considered, whichewdIMO(M, N; 2,2; BPSK)



4.2.2. Simulation Results 152

and MIMO(M, N; 4, 2; 4-QAM). Additionally, both the independent Rayleigh fading eomment
and spatially correlated environméntere considered. The channels’ spatial correlation factor
was set tgp = 0, 0.3, 0.6 and 0.9, where = 0 implied fully independent fading and = 1
indicated fully correlated fading. We have summarized ystesn parameters of the three-stage
serial-concatenated turbo coded and NBJTRAS aided SDM/AXE MIMO systems of Fig. 4.7

in Table 4.2.

Table 4.2: System parameters of the three-stage seriaktamated turbo coded and NBJ-
TRAS aided SDM/V-BLAST MIMO systems of Fig. 4.7.

Number of Tx antennas M
Number of Rx antennas N
Number of Tx RF chains Lt
Number of Rx RF chains Ly
Modulation L-QAM or L-PSK
AS loading factor fas(M,N) of Eqg. (4.12)
Channels Frequency-flat Rayleigh fading
Channel’s spatial correlation factor 0
Detector ML MIMO soft-demapper of Eq. (2.6)
Interleaver blocklength 160,000 bits
Outer channel code Half-rate RSC
Generator polynomials (Gkscr Grsc) = (7,5)s
Precoder URC
Number of inner iterations Ly,
Number of outer iterations Lout

4.2.2.2.1 MIMO(M, N;?2,2;BPSK) associated withR = 2 bits/symbol under Independent

Fading Environments

We first considered the independent Rayleigh fading enkent associated with a channel’s spa-
tial correlation factor op = 0. Our investigations commenced with the EXIT chart analg$ite
proposed three-stage serial-concatenated turbo codedBHERAS aided MIMQ4, 4; 2, 2; BPSK)
system of Fig. 4.7 having a system'’s throughpuiRo£= 2 bits/symbol, in comparison to that of
the conventional three-stage serial-concatenated tusdeccMIM(Q(2,2;2,2; BPSK) system of
Fig. 2.7, assuming again the CSI was perfectly known at bwhransmitter and receiver. It can
be seen from the EXIT charts shown in Fig. 4.16 that for theppsed NBJTRAS aided MIMO
system having an AS loading factor 6fis(4,4) = 2, an open EXIT-tunnel exists between the

1The generation of spatially correlated fading channels beafpund in [155, 156].
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EXIT curve of the amalgamated inner MIMO soft-demapper-UBtoder and the outer RSC
decoder at SNR —6.6dB. The actual Monte-Carlo simulation based stair-caspeshaecod-
ing trajectory, which closely matches the EXIT curves, sathown at SNR —6.6 dB for this
NBJTRAS aided MIMO system. The trajectory shows that thenfpof perfect convergence at
(1.0,1.0) may be reached with the aid 6f,; = 7 outer iterations, implying that the proposed NBJ-
TRAS aided MIMO scheme is capable of achieving a vanishitgly BER at SNR= —6.6 dB.
This is confirmed by the BER performance shown in Fig. 4.17enalit can be seen that for the
case offas(4,4) = 2, the ‘turbo-cliff’ of the BER curve is observed just befotgetpoint of
SNR= —6.6dB. Fig. 4.16 also shows the EXIT curve of the conventionaI®@| system operating
without AS. Unlike the NBJTRAS aided MIMO system, the cori@mal MIMO system without
AS fails to achieve an open tunnel between the EXIT curve eftimalgamated inner MIMO soft-
demapper-URC decoder and the outer RSC decoder. This Bripli¢ the conventional MIMO
system operating without AS cannot attain a vanishingly BBR at SNR= —6.6dB, which is
confirmed by its BER performance shown in Fig. 4.17, whereattigal convergence point of this
conventional MIMO system using no AS is near SNR-3 dB.
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Figure 4.16: EXIT chart analysis of the NBJTRAS aided MIOL; 2,2; BPSK) sys-
tem of Fig. 4.7 relying on the three-stage turbo detectieceding scheme under the
independent Rayleigh fading environment, in comparisorthed of the conventional
MIMO (2,2;2,2; BPSK) system of Fig. 2.7 operating without AS. The systems’ thibug
put isR = 2 bits/symbol. All other system parameters were summarinethble 4.2.
The corresponding BER curves are seen in Fig. 4.17.

The BER performance of our NBJTRAS aided three-stage turfd®{M, N;2,2; BPSK)
system of Fig. 4.7 having a system'’s throughputRof= 2 bits/symbol is depicted in Fig. 4.17
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Figure 4.17. Achievable BER performance of the proposed THAS aided
MIMO (M, N;2,2; BPSK) system of Fig. 4.7 associated with various AS loading fac-
tors under the independent Rayleigh fading environmentomparison to that of the
conventional MIMQ2,2;2,2; BPSK) system of Fig. 2.7 operating without AS. The sys-
tems’ throughput iR = 2 bits/symbol. All other system parameters were summariged i
Table 4.2. The corresponding EXIT chart is seen in Fig. 4.16.

associated with various AS loading factors, in comparisothé¢ performance of the conventional
three-stage turbo MIMQ, 2; 2, 2; BPSK) system of Fig. 2.7 operating without AS. It can be seen
from Fig. 4.17 that the BER performance of the NBJTRAS aidd1 system is significantly
better than that of the conventional MIMO system operatintpout AS. More specifically, the
BER of the conventional MIMO system operating without ASiaghs an infinitesimally low BER

at about SNR= —3 dB, while the BER of the NBJTRAS aided MIMO system usifig (4,4) = 2
reaches the same infinitesimally low BER at about SNR6.6 dB, representing an SNR gain of
3.6dB. The BERs of our NBJTRAS aided MIMO system associatiéd thve AS loading factors of
fas(6,6) =3, fas(8,8) = 4andfas(36,4) = 10 are also shown in Fig. 4.17, which converge to a
vanishingly low BER at about SNR —7.7dB, -8.3dB and -9.1 dB, achieving SNR gains of about
4.7dB, 5.3dB and 6.1dB, respectively, compared to the cuiomal MIMO system operating
without AS. It can be seen that for the NBJTRAS aided MIMO sgst high performance gains
are achieved by increasing the AS loading factor, at the abstquiring more antennas. Most
interestingly, although the rate of the gain enhancemess dppear to slow down as the AS loading
factor increases, further significant gains are achievedha AS loading factor tends to large
values. This is dissimilar to the standard diversity ordends, where the achieved gain tends to
saturate upon increasing the diversity order to large galue
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4.2.2.2.2 MIMO(M, N;2,2;BPSK) associated withR = 2 bits/symbol under Spatially Cor-
related Fading Environments

The investigations carried out so far assumed an indepéfading channel environment, an as-
sumption that is commonly made in the literature of AS teghas. However, in practice, the
MIMO channels are often spatially correlated, because titenaa spacing may not be sufficiently
high to experience independently fading MIMO channels. déenve investigated the impact of
spatial correlation on the BER performance of the proposBdTRAS algorithm.

The NBJTRAS aided MIM®4, 4; 2, 2; BPSK) system of Fig. 4.7 usingi4s(4,4) = 2 was first
considered associated with a throughputRof= 2 bits/symbol. Furthermore, a perfectly known
full MIMO CSI was assumed and again all the results were ataver 100 channel realisations.
The simulation results obtained are shown in Fig. 4.18, mmarison to those of the conventional
MIMO (2, 2;2,2; BPSK) system of Fig. 2.7 operating without AS. As expected, the BERor-
mance of both the NBJTRAS aided MIMO system and the conveali®™IMO degrade, as the
spatial correlation between the MIMO channels increasesalse increasing the channel’s spatial
correlation is expected to reduce the diversity gain of tH#M system. It can also be observed
that the NBJTRAS aided MIMO system is capable of outperfagrthe conventional MIMO sys-
tem operating without AS in a spatially correlated chanmglrenment. To be more explicit, in the
independent fading environment, an SNR gain of about 3.&d®hieved by the NBJTRAS aided
MIMO system over the conventional MIMO system operatinghwitt AS. At the spatial correla-
tion value ofp = 0.3, the NBJTRAS aided MIMO still outperforms the conventiohsiMO by
approximately 3.2dB in the SNR gain. As the spatial corretavalue is increased o = 0.6 and
p = 0.9, the SNR gain is reduced to approximately 2.1 dB and 1.6 dipeetively. Based on these
results, we may conclude that at a low spatial correlativellef sayp < 0.3, the NBJTRAS aided
MIMO system is capable of achieving the same performance gar the conventional MIMO
system without AS as in the independent fading environmehiie in the highly correlated chan-
nel environment of say > 0.6, the NBJTRAS aided MIMO is still capable of outperforming th
conventional MIMO, but provides a smaller SNR gain.

We also provided the BER performance of NBJTRAS aided M(83; 2, 2; BPSK) system
of Fig. 4.7 associated with a throughput Bf= 2 bits/symbol andf4s(8,8) = 4 in Fig. 4.19,
in comparison to those of the conventional MINE2; 2, 2; BPSK) system of Fig. 2.7 operating
without AS. Comparing Fig. 4.19 with Fig. 4.18, it may be sdkeat in the spatially correlated
fading environment, the performance gain of the NBJTRARGIMIMO system can be further
enhanced by increasing the AS loading factor, at the cognpl@ying more AEs.
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Figure 4.18. Achievable BER performance of the proposed THAS aided
MIMO (4,4;2,2;BPSK) system of Fig. 4.7 associated witfus(4,4) = 2 and
a throughput of R = 2 bits/symbol, in comparison to those of the conventional
MIMO (2,2;2,2;BPSK) system of Fig. 2.7 operating without AS, under various spa-
tially correlated channel environments. All other systeamgmeters were summarized in
Table 4.2.
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Figure 4.19: Achievable BER performance of the proposed THB\S aided
MIMO (8,8;2,2,BPSK) system of Fig. 4.7 associated witfus(8,8) = 4 and
a throughput ofR = 2 bits/symbol, in comparison to those of the conventional
MIMO (2,2;2,2;BPSK) system of Fig. 2.7 operating without AS, under various spa-
tially correlated channel environments. All other systeamameters were summarized in
Table 4.2.
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Figure 4.20: EXIT chart analysis of the NBJTRAS aided MI8D4;4,2; 4-QAM)
system of Fig. 4.7 relying on the three-stage turbo deteali@coding scheme un-
der the independent Rayleigh fading environment, in comsparto that of the conven-
tional MIMO(4, 2;4,2; 4-QAM) system of Fig. 2.7 operating without AS. The systems’
throughput isR = 8 bits/symbol. All other system parameters were summarizd@éble
4.2. The corresponding BER curves are seen in Fig. 4.21.

4.2.2.2.3 MIMO(M, N;4,2;4-QAM) associated withR = 8 bits/symbol under Independent

Fading Environments

We next focused on the EXIT chart analysis of our NBJTRAS &it#MO (8, 4; 4, 2; 4-QAM)
system of Fig. 4.7 associated wiflis(8,4) = 2 and a system’s throughput &f = 8 bits/symbol,
under the independent Rayleigh fading environment, in @iapn to that of the conventional
MIMO (4, 2;4,2;4-QAM) system of Fig. 2.7, assuming again that the CSI was perf&athyvn

at both the transmitter and receiver. Similar to the EXITrthasults shown in Fig. 4.16 for the
MIMO (4, 4;2,2; BPSK) system, it can be seen from the EXIT charts shown in Fig. sa6for
the NBJTRAS aided MIM@8, 4; 4, 2; 4-QAM) system having an AS loading factor of 2, an open
EXIT-tunnel exists between the EXIT curve of the amalgamh@teer MIMO soft-demapper-URC
decoder and the outer RSC decoder at SNR4 dB. The actual Monte-Carlo simulation based
stair-case shaped decoding trajectory, which closely imeat¢he EXIT curves, is also shown at
SNR= 1.4dB for this NBJTRAS aided MIMO system. The trajectory showattthe point of
perfect convergence &t.0,1.0) may be reached with the aid &f,; = 5 iterations, implying that
the proposed NBJTRAS aided MIMO scheme is capable of acigeaivanishingly low BER at
SNR= 1.4 dB. This is confirmed by the BER performance shown in Fig. Antfere it can be seen
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Figure 4.21. Achievable BER performance of the proposed THAS aided
MIMO (M, N; 4, 2; 4-QAM) system of Fig. 4.7 associated with various AS loading factor
under the independent Rayleigh fading environment, in arispn to that of the conven-
tional MIMO(4, 2;4,2; 4-QAM) system of Fig. 2.7 operating without AS. The systems’
throughput isR = 8 bits/symbol. All other system parameters were summarizdéble
4.2. The corresponding EXIT chart is seen in Fig. 4.20.

that for the case of45(8,4) = 2, the ‘turbo-cliff’ of the BER curve is observed just befotet
point of SNR= 1.4dB. Fig. 4.20 also shows the EXIT curve of the conventionaM@I system
operating without AS. Unlike the NBJTRAS aided MIMO systdire conventional MIMO system
dispensing with AS fails to achieve an open tunnel betweerEKIT curve of the amalgamated
inner MIMO soft-demapper-URC decoder and the outer RSCdkrcd his implies that the conven-
tional MIMO system operating without AS cannot attain a gaimigly low BER at SNR- 1.4 dB,
which is confirmed by its BER performance shown in Fig. 4.2ieme the actual convergence point
of this conventional MIMO system using no AS is approximatsi SNR= 4 dB.

The BER performance of our NBJTRAS aided three-stage turbd® M, N; 4, 2; 4-QAM)
system of Fig. 4.7 having a system’s throughputRof= 8 bits/symbol is depicted in Fig. 4.21,
in comparison to the performance of the conventional tistage turbo MIM@4, 2; 4, 2; 4-QAM)
system of Fig. 2.7 operating without AS, where it can be skahthe BER performance of the
NBJTRAS aided MIMO system is significantly improved comphte that of the conventional
MIMO system without AS. More specifically, the conventiofdIMO system operating without
AS achieves an infinitesimally low BER at approximately SNRdB, while the NBJTRAS aided
MIMO system usingfas(8,4) = 2 reaches an infinitesimally low BER at about SNR.4dB,
which represents a significant SNR gain of 2.6 dB. As also shimwFig. 4.21, our NBJTRAS
aided MIMO system associated with the AS loading factorg@f(12,6) = 3, fas(16,8) = 4
and f45(52,8) = 10 converge to a vanishingly low BER at approximately SNR.2 dB, -0.4 dB
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and -1.5dB, respectively, achieving the SNR gains of abd&itiB, 4.4 dB and 5.5dB, compared
to the conventional MIMO system operating without AS.
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Figure 4.22: Achievable BER performance of the proposed THB\S aided
MIMO (8,4;4,2;4-QAM) system of Fig. 4.7 associated withys(8,4) = 2 and

a throughput of R = 8 bits/symbol, in comparison to those of the conventional
MIMO (4, 2;4,2;4-QAM) system of Fig. 2.7 operating without AS, under various spa-
tially correlated channel environments. All other systeamgmeters were summarized in
Table 4.2.

4.2.2.2.4 MIMO(M, N;4,2;4-QAM) under Spatially Correlated Fading Environments

Fig. 4.22 shows the achievable BER performance of the NBX Bided MIMQ(8, 4; 4, 2; 4-QAM)
system of Fig. 4.7 associated wiflis(8,4) = 2 and a system’s throughput &f = 8 bits/symbol,

in comparison to those of the conventional MINK)2; 4,2;4-QAM) system of Fig. 2.7 using
no AS. Similar to the results shown in Fig. 4.18 for the MIN#D4; 2,2; BPSK) system, the
BER performance of both the NBJTRAS aided MINK)4;4,2;4-QAM) and the conventional
MIMO (4,2;4,2;4-QAM) degrade as the correlation between the MIMO channels isesealt
can also be observed that the NBJTRAS aided MIMO system staf outperforming the con-
ventional MIMO system operating without AS in a spatiallyrredated channel environment. To
be more explicit, in the independent fading environmentapproximate SNR gain of 2.6 dB is
achieved by the NBJTRAS aided MIMO system over the convaatidIMO system operating
without AS. At the spatial correlation value pf= 0.3, the NBJTRAS aided MIMO still outper-
forms the conventional MIMO with an approximate SNR gain &@B. As the spatial correlation
value is increased to = 0.6 andp = 0.9, respectively, the SNR gain achieved by the NBJTRAS
aided MIMO over the conventional MIMO is reduced to approxiety 1.8 dB.

We also provide the BER performance of the NBJTRAS aided M{VK8; 4, 2; 4-QAM) sys-
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Figure 4.23: Achievable BER performance of the proposed THB\S aided
MIMO (16, 8;4,2;4-QAM) system of Fig. 4.7 associated wilfys(16,8) = 4 and
a throughput of R = 8 bits/symbol, in comparison to those of the conventional
MIMO (4, 2;4,2;4-QAM) system of Fig. 2.7 operating without AS, under various spa-
tially correlated channel environments. All other systeamameters were summarized in
Table 4.2.

tem of Fig. 4.7 associated withfas(16,8) = 4 and a system’s throughput & = 8 bits/symbol

in Fig. 4.23 under various spatially correlated fading smvnents, in comparison to the perfor-
mance of the conventional MIM@, 2; 4, 2; 4-QAM) system of Fig. 2.7 operating without AS. By
comparing Fig. 4.23 with Fig. 4.22, it can be seen again tl@performance gain of the NBJTRAS
aided MIMO system can be enhanced by increasing the AS Igddator, at the cost of employing
more AEs.

4.3 Channel Estimation for NBJTRAS

In the previous section, we have assumed having a perfeatl&dge of the CSI for the NBJTRAS
aided MIMO system. However, in practice, the CSl requiredbfith AS operation and data detec-
tion must be estimated. Additionally, it has been mentidnesection 4.1.3 that AS operation may
rely on a less accurate CSl estimate, while data detecti@h rely on a very accurate CSI estimate.
Therefore, in this section let us focus on the CE schemesuiopimposed NBJTRAS algorithm.
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4.3.1 Conventional TBCE for NBJTRAS
4.3.1.1 System Description

The TBCE schemes of [151, 152] may be preferred for estigatia MIMO CSI owing to their
algorithmic simplicity, albeit they impose a substanti@l.FFortunately, it has been shown in [157]
that the achievable diversity order obtained under thenagtan of perfect CSl is not reduced,
when an imperfect CE is used for AS. In other words, AS is kedt insensitive to the CE error.
Consequently, a simple TBCE scheme relying on a small to sidé® may be sufficient for as-
sisting our proposed NBJTRAS aided MIMO system in its AS afien. However, the full MIMO
channel matrixd € CN*M must be estimated by a MIMO channel estimator for the NBJTRAS
algorithm to carry out AS, but we can only configure @k x L7)-element MIMO physically.
Therefore, a way must be found to estimate the ‘virtual’ MIMO channel matrix based on the
limited affordable hardware resources. An attractive tiaius toreuse the available RF chains for
estimating all thé Lr x Lt)-element subset MIMO channel matrices and consequenttyriio the
estimate of this full MIMO channel matrix based on thesenested subset channel matrices. The
resultant full MIMO estimate can then be adopted for NBJTRMSreover, the selected subset
MIMO CE can be further employed in data detection. The edgitasystem block diagram of this
TBCE assisted NBJTRAS is shown in Fig. 4.24.

For the sake of simplicity and without loss of generality, assume that the ratio% and
% are both integers. Then the number of the subset channekesathat have to be estimated
is LMT X % More specifically, we have to estimate the subset channeigesH /) ¢ CLr*Lt
fori € {1,2,--- ,ﬂR} andj € {1,2,--- ,MT} in order to form the full MIMO channel matrix
H c CN*M_ For an illustrative purpose, we further assume that the ®II8ystem considered is
the SDM/V-BLAST type, and the number of the training blockaitable for TBCE isMt. Then
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Figure 4.24: TBCE scheme relying on RF chain reuse for theT/\5 aided MIMO.
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the training data for estimating (i) can be arranged as
Yiih = |y () y @)y ()], (4.19)
SS\Z — [s(z‘,j)(l) si)(2) ... i) MT)] ) (4.15)

wherey (") (g) € Cx is the received signal vector corresponding to the tranechitymbol vector
s (g) € CL7 for 1 < g < Mr. The estimate oH"/) based on the training data of Egs. (4.14)
and (4.15) is readily obtained as

~ (i .. .aNH . -1 .\ H
A =i (s s+ No ) (s60)" (.10

and the estimate of the full channel matfike CN*M can be formed according to

[ g0 g H(lﬁ)
~(2,1) ~(22) ~(24)

a-| " H H (4.17)
gl g2 o gl

Then the NBJTRAS described in Section 4.2 is carried outdasethis estimated full channel
matrix H € CV*M, which also yields the estimafd,,, € CL**L7 of the subset channel matrix
H,,, € CLx*L1 for the selected subset MIMO system over which the actual slahsmission will

take place.

Estimated Full Channel Matrifl  of Eq. (4.17)

Virtual Full Channel Matrix H

M=4 RF Chain Reuse
MIMO Channel Estimator ﬁ\(l,z)
Select one| CE for each
submatrix —(ij) submaitrix
E— H L.—2 N=4
of Eq. (4.16) T
@1 =20y
H” H”

Figure 4.25: An example of the TBCE relying on RF chain reuwdgch is related to the
“RF Chain Reuse Channel Estimator” component of Fig. 4.24.

Fig. 4.25 shows an example of the TBCE for NBJTRAS relying ¢nhdRain reuse. Without
loss of generality, we consider a full channel matHxassociated witiM = 4 Tx antennas and
N = 4 Rx antennas. The number of Tx and Rx RF chains is sétte= Lr = 2, respectively. In
this case, the total number of the subset channel matriatsdle to be estimatedfé;, X % =4,
which may be seen from the structure of the virtual full crelrmatrix in Fig. 4.25. However, due
to the limited number of available RF chains, the RF chaing tb@ be reused in order to estimate
this virtual full channel matrix. To be more explicit, an @&t MIMO system is associated with the
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subset channel matriéf (/) ¢ C2*2, which is constructed with the aid of the available RF chains
) € €2%2is obtained by the TBCE scheme,
fori € {1,2} andj € {1,2}. After four-fold RF chain reuse, four subset channel megiare

Fig. 4.24, and the estimated subset channel mﬁﬁf(

estimated, and the estimated full channel makixe C*** can readily be formed according to
Eq. (4.17).

For CSTSK MIMO systems, the TBCE scheme relaying on RF chaise is exactly the same
as given above, except for that the training data for estirgdi (@) are given by

Y = [y(iJ)(l) YO (2) ...yl MT)] , (4.18)
s = [Su,j)(l) s (2)... s<l>f'>(MT)] , (4.19)

whereY(i'f)(q) € Ckr*T js the received signal matrix corresponding to the trartechisymbol
matrix S/ () € CL7T for 1 < g < My, andT is the number of time slots occupied by the
CSTSK signal block.

4.3.1.2 Simulation Results

This section provides the simulation results of using theCEBscheme to aid the NBJTRAS al-
gorithm. The simulation setup used in this section was tiheesas the setup employed in Sec-
tion 4.2.2. In particular, an independent Rayleigh blodkirfg environment was considered, and
two types of MIMO were considered, which were the uncoded SISMIMO system and the
three-stage serial-concatenated turbo coded SDM/V-BLABWO system. Two metrics were
used for assessing the achievable performance, nameldEReand the MCEE of the channel
estimator. The MCEE for NBJTRAS aided MIMO systems is defibgd
| Houw — Hou||”

JMCEE <Hsub) = HHSubHZ , (4.20)

whereH,,, € CLr*Lt denotes the true channel matrix of the activated MIMO systehH

its estimate. All the results were averaged over 100 chamadisations. We have summarized
the system parameters of uncoded NBJTRAS aided CSTSK MIM&syin Table 4.3 and of the
three-stage serial-concatenated turbo coded and NBJTRI&8 8DM/V-BLAST MIMO system
of Fig. 4.24 in Table 4.4.

4.3.1.2.1 TBCE for NBJTRAS Aided Uncoded CSTSK Systems

We first applied the conventional TBCE scheme relaying on R&ircreuse, presented in Fig.
4.24 of Section 4.3.1.1, to NBJTRAS aided uncoded CSTSK Mig§6tems. For the NBJTRAS
aided CSTSK4,4;2,2;2,4,QPSK) system of Fig. 4.24 associated with the AS loading factor
fas(4,4) = 2 and a system’s normallized throughput®f= 2 bits/symbol, the achievable BER
performance is shown in Fig. 4.26, where it may be seen th#teaaumber of CSTSK training
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Table 4.3: System parameters of the TBCE aided NBJTRAStadsB3STSK system of
Fig. 4.24 and the TTCE aided NBJTRAS assisted CSTSK systdfigofl.32.

Number of Tx antennas M
Number of Rx antennas N
Number of Tx RF chains Lt
Number of Rx RF chains Lg
Symbol durations per block T
Number of dispersion matrices Q
Modulation L-QAM or L-PSK
AS loading factor fas(M,N) of Eq. (4.12)
Number of training blocks Mr
Number of signal blocks per frame T =250
Pilot overhead O, of Eq. (3.7)
Channels Frequency-flat Rayleigh fading
Detector ML detector of Eq. (2.19)
Number of CE iterations I,

blocks increases, i.e. have a higher PO, the BER performaricgroved due to the improved CE
accuracy. When the number of training blocks is increaséd to= 30 (O, = 12%), the SNR gap
between the BER curve of the perfect CSI based system andfttieg CE based system becomes
smaller than 0.1 dB. Additionally, it is worth mentioningattfor a NBJTRAS aided MIMO system,
the CE error may cause two errors, namely, the AS error dubetaniaccurate CE used by the
NBJTRAS and the detection error owing to the inaccurate Gil Uy the MIMO data detector.
The combination of these two errors leads to the overalloperdince degradation. However, it is
widely recognized that the data detector is much more semsi the CE error.

Fig. 4.27 compares the MCEE performance of the TBCE scheméhéNBJTRAS aided
CSTSK(4,4;2,2;2,4,QPSK) system system of Fig. 4.24 given the AS factorfaf(4,4) = 2
and a system’s normallized throughput ®Bf= 2 bits/symbol with those of the TBCE scheme
for the conventional CSTSR, 2;2,2;2,4, QPSK) operating without AS, obtained given different
POs. It can be seen from Fig. 4.27 that for the cas&3,0f 0.8% (Mt = 2) and SNR< —1dB
as well as0, = 2% (Mr = 5) and SNR< —5dB, the MCEE of the training based NBJTRAS
aided CSTSK system is slightly worse than that of the trgjitiased conventional CSTSK system
operating without AS. Note that for the non-AS based conweat CSTSK system, the MCEE is
purely the CE error, but for the NBJTRAS aided CSTSK systémm MCEE also includes the AS
error. However, despite the fact that the CE error may degtiael performance of the NBJTRAS,
the MCEE of the TBCE scheme for the NBJTRAS aided CSTSK isifsogimtly lower than the
MCEE of the TBCE scheme for the conventional non-AS CSTSKeneagal. More specifically,
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Figure 4.26: BER performance of the TBCE scheme assistedren®lBJTRAS aided
CSTSK(4,4;2,2;2,4,QPSK) system of Fig. 4.24 associated wiflis(4,4) = 2 and a
system’s normallized throughput & = 2 bits/symbol. The number of CSTSK training
blocks isMt = 2, 5, 10 and 30 and the corresponding POs@ye= 0.8%, 2%, 4%
and12%, respectively. The BER performance is compared to thateoNBJTRAS aided
CSTSK(4,4;2,2;2,4,QPSK) system of Fig. 4.7 based on perfect CSI. All other system
parameters were summarized in Table 4.3.

with SNR > —1dB andO, < 4% (Mt < 5) as well as withO,, > 4% (Mt > 5) for all the range
of SNR values, the TBCE for the NBJTRAS aided CST8&MK; 2, 2; 2,4, QPSK significantly out-
performs the TBCE for the conventional non-AS aided CST5K; 2,2;2,4, QPSK). This clearly
demonstrates that with the aid of the NBJTRAS scheme, thecCliracy is significantly enhanced,
which is remarkable considering the fact that both the cabestimators employ the same number
of training blocks and rely on the same CE scheme.

It has been mentioned in the discussion for the results of £B6 that the overall perfor-
mance degradation of the TBCE assisted NBJTRAS-MIMO sydtem the optimal perfect CSI
based performance bound is caused by the two error soute#\3 error and the data detec-
tion error due to an inaccurate CE. In order to quantify ttfeat$ of these two errors, we de-
signed a simulation study where the NBJTRAS was based ondHegp CSI, and the TBCE
scheme withM 7y training blocks was only used to estimate the selected sulsmnel matrix
which was then used in data detection. The performance deima of such a perfect NBJ-
TRAS aided MIMO system from the perfect CSI bound was purely t the data detection error
caused by an inaccurate CE. Fig. 4.28 shows the BER perf@en@mparison between this per-
fect NBJTRAS aided CSTSHK, 4;2,2;2,4, QPSK) system and the TBCE based NBJTRAS aided
CSTSK(4,4;2,2;2,4,QPSK) system, given the two different numbers of CSTSK traininachks,
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Figure 4.27: MCEE performance of the TBCE scheme assistédh@anNBJTRAS aided
CSTSK(4,4;2,2;2,4,QPSK) system of Fig. 4.24 associated wiflis(4,4) = 2 and a
system’s normallized throughput & = 2 bits/symbol. The number of CSTSK training
blocks isMr = 2, 5, 10 and 30 and the corresponding POs@ye= 0.8%, 2%, 4% and
12%, respectively. The MCEE performance is compared to that@ffBCE scheme for
the conventional CSTSR, 2;2,2;2,4, QPSK) system of Fig. 2.17 operating without AS.
All other system parameters were summarized in Table 4.3.

Mr = 2 and 10, associated with the corresponding POS,0f= 0.8% and4%. It may be seen
from Fig. 4.28 that in the case Gf, = 0.8% (Mr = 2), there exists an SNR gap of about 0.4 dB
between the imperfect and perfect NBJTRAS scenarios, wipicmtifies the effect of the AS er-
ror. Since the TBCE based NBJTRAS aided CST&HK; 2,2;2,4, QPSK) has a 2 dB performance
degradation from the perfect CSI performance bound, trecefff the data detection error caused
by the inaccurate CE accounts for about 1.6 dB SNR degradalitiis confirms that AS is less
sensitive to the CE error than MIMO data detection is. Moezpwhen the PO is increased to
Op = 4% (Mt = 10), the BER performance of the imperfect NBJTRAS aided systenverges
to the perfect NBJTRAS aided system, implying that the ABrdsecomes negligibly small.

Fig. 4.29 compares the achievable MCEE performance of the ' Bcheme for the imper-
fect TBCE based NBJTRAS aided CST8K4;2,2;2,4, QPSK) system with those of the TBCE
scheme for the perfect CSI based NBJTRAS aided CSESK?2,2;2,4, QPSK) system, given
different POs. Again for the latter, the TBCE scheme is ordgdito estimate the selected subset
channel matrix. It can be seen that as the SNR increases, @eE\df the imperfect TBCE based
NBJTRAS converges to that of the perfect NBJTRAS systemlyiimg that increasing the SNR is
capable of reducing the AS error. Additionally, increasihg number of CSTSK training blocks
also reduces the performance gap between the imperfatingdiased NBJTRAS and the perfect
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Figure 4.28: BER performance comparison between the irapeBCE based NBJ-
TRAS and the perfect NBJTRAS for the CSTEK4;2,2;2,4, QPSK) system of Fig.
4.24 associated witliss(4,4) = 2 and a system’s normallized throughput Bf= 2
bits/symbol, given the numbers of CSTSK training bloédds = 2 and 10 and the cor-
responding POs ai®@, = 0.8%, 2%, 4% and12%. The optimal perfect CSI based BER
performance bound is included as the benchmark. All othgtegsy parameters were sum-
marized in Table 4.3.

NBJTRAS. For example, at the SNR—6 dB, the MCEE performance gap between these two sys-
tems is approximately 4.0 for the case@f = 0.8% (Mr = 2), while the MCEE gap is reduced

to as small as 0.2 for the case@f = 4% (Mt = 10). This corresponds to the BER performance
shown in Fig. 4.28, where there exists a clear SNR gap in the a0, = 0.8% (M = 2), while

in the case 0D, = 4% (Mt = 10) there exists a negligible performance loss. Additiondhym

Fig. 4.29 it may be seen that with, = 12% (Mt = 30), the MCEE of the imperfect training
based NBJTRAS converges to the MCEE of the perfect NBJTRAgBy, with a MCEE gap of
0.02 at the SNR- —6dB.

4.3.1.2.2 TBCE for NBJTRAS Aided Three-Stage Turbo Coded SBI/V-BLAST Systems

The three-stage serial-concatenated turbo coded SDMAYHLMIMO system was considered
using the MIMO configuration of MIM@8, 4; 4, 2; 4-QAM) system of Fig. 4.24 associated with
an AS factor off45(8,4) = 2 and a throughput oR = 8 bits/symbol. The BER perfor-
mance of the TBCE scheme assisted and NBJTRAS aided M8/M)4,2; 4-QAM) is depicted

in Fig. 4.30, using the optimal performance bound assatiat¢h the perfect CSI based NBJ-
TRAS aided MIMQ(8, 4; 4, 2; 4-QAM) as the benchmark. It can be seen from Fig. 4.30 that when
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Figure 4.29: MCEE performance comparison between the ifegerBCE based NBJ-
TRAS and the perfect NBJTRAS for the CSTEK4;2,2;2,4, QPSK) system of Fig.
4.24 associated witliss(4,4) = 2 and a system’s normallized throughput Bf= 2
bits/symbol, given the numbers of CSTSK training blodds = 2 and 10 and the cor-
responding POs ai@, = 0.8%, 2%, 4% and12%. The optimal perfect CSI based BER
performance bound is included as the benchmark. All othstegsy parameters were sum-
marized in Table 4.3.

PO isO, = 0.04% (Mt = 8) is employed by the TBCE scheme, the system’s BER converges
to a vanishingly low value at the SNR value of 5dB, while annitéisimally low BER is attained

at the SNR of 4.6 dB, when the PO increase®ip = 0.06% (Mr = 12). When the CE uti-
lizes the PO o0, = 0.15% (M7 = 30), it becomes capable of assisting the NBJTRAS aided
MIMO (8, 4;4,2;4-QAM) scheme to achieve a vanishingly low BER at the SNR value of2,1

but there still exists a performance gap of approximateRd® with respect to the benchmark as-
sociated with perfect CSI. Evidently, the NBJTRAS aided MDMystem assisted by the standard
TBCE scheme having a PO up@, = 0.15% is incapable of approaching the performance bound
of the idealised NBJTRAS aided MIMO system associated wéifiget CSI.

We further investigated the achievable MCEE performandbe$tandard TBCE scheme, when
assisting the NBJTRAS aided MIMO system as well as when tasgithe conventional MIMO
system operating without AS. The MCEE results obtained Hertioth systems are compared in
Fig. 4.31, where the POs were set@p = 0.04% (Mt = 8), 0.06% (Mr = 12) and0.15%
(Mt = 30), respectively. It can readily be seen from Fig. 4.31 thatMtCEE of the training based
CE for the NBJTRAS aided MIM(3, 4; 4, 2; 4-QAM) scheme associated wiffys(8,4) = 2 is
approximately 3dB lower than the MCEE of the same trainingeldlaCE for the conventional
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Figure 4.30: BER performance of the TBCE scheme assistedhentiBJTRAS aided

three-stage turbo coded MIM®, 4;4,2; 4-QAM) system of Fig. 4.24 associated with
fas(8,4) = 2 and a throughput oR = 8 bits/symbol, given different POs, in compar-
ison with the perfect CSI based performance bound. All oflystem parameters were

summarized in Table 4.4.
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Figure 4.31: MCEE performance of the TBCE scheme for the NBYS aided three-
stage turbo coded MIM(3,4;4,2;4-QAM) system of Fig. 4.24 associated with
fas(8,4) = 2 and a throughput ofR = 8 bits/symbol, given different POs, in
comparison to the MCEE performance of the TBCE scheme for ciasentional
MIMO (4,2;4,2;4-QAM) of Fig. 2.7 operating without AS. All other system parame-

ters were summarized in Table 4.4.
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Table 4.4: System parameters of the TBCE and TTCE based-stage serial-
concatenated turbo coded and NBJTRAS aided SDM/V-BLAST KiMystems of
Fig. 4.24 and Fig. 4.32, respectively.

Number of Tx antennas M
Number of Rx antennas N
Number of Tx RF chains Lt
Number of Rx RF chains Ly
Modulation L-QAM or L-PSK
AS loading factor fas(M,N) of Eqg. (4.12)
Number of training blocks Mr
Number of selected reliable MIMO symbol blocks Mg = 500
Number of signal blocks per frame T = 20,000
Pilot overhead O, of Eq. (3.7)
Channels Frequency-flat Rayleigh fading
Detector ML MIMO soft-demapper of Eqg. (2.6)
Interleaver blocklength 160,000 bits
Outer channel code Half-rate RSC
Generator polynomials (Gkscr Grsc) = (7,5)s
Precoder URC
Number of inner iterations L,
Number of outer iterations Lout

MIMO (4, 2;4,2; 4-QAM) operating without AS. This clearly demonstrates that tieppsed NBJ-
TRAS scheme is capable of improving the TBCE accuracy, whigbports a widely recognised

observation that AS is generally beneficial in terms of exchranthe accuracy of TBCE.

4.3.2 TTCE for NBJTRAS

In Section 4.3.1, we have discussed the conventional TBCEgsisting the NBJTRAS aided
MIMO system, where it has been found that a low PO may be seiffidior AS operation since

it is relatively insensitive to CE errors. However, unlik& Aperation, data detection is relatively
more sensitive to CE errors, and the coarse CE obtained byBIRE scheme based on a low
PO is insufficiently accurate for the system to attain thénoglt ML performance associated with
perfect CSI. To obtain an accurate estimate of the MIMO CSktHaon a TBCE scheme would
impose a substantial PO and hence would erode the systefiecsivaf throughput quite consider-
ably. Therefore, the challenge here is to design a CE schemdBJTRAS aided MIMO systems,

which is capable of approaching the optimal MIMO performaiound associated with perfect
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CSil, without increasing the training overhead and the aatsxt computational complexity. These
two considerations motivate the design of our novel TTCEestd illustrated in Fig. 4.32, for
assisting the NBJTRAS aided MIMO system.

4.3.2.1 System Description

The equivalent system diagram of our proposed TTCE schemdHATRAS aided MIMO systems
is described in Fig. 4.32, where it can be seen that diffefiogn the conventional TBCE scheme
for NBJTRAS depicted in Fig. 4.24, the proposed TTCE scheomsists of two parts or two tiers.
The first part or tier one, which is in fact the conventionalQBscheme of Fig. 4.24, generates an
initial estimate of the full channel matrix utilizing onlyleaw number of training blocks. The rough
initial estimate of the full channel matrix is used for NBJAR, and the selected subset channel
estimate is then used in initial data detection. The madtwdr this tier-one arrangement is based
on the fact that AS operation is less sensitive to CE errard,the conventional TBCE scheme
employing a few training blocks is sufficient for AS operatito select a near optimal antenna
combination according to the NBAS optimisation criteriodnkm. (4.2). The second part or tier
two includes a DDCE scheme to assist iterative joint chapetination and data detection. The
motivation for this tier-two arrangement is based on ourehguint channel estimation and turbo
detection scheme for MIMOs, detailed in Section 3.4, whicbapable of approaching the optimal
ML performance bound associated with perfect CSl, whilg oalying on a low training overhead
and without increasing computational complexity.
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Figure 4.32: Proposed two-tier channel estimation schem&BJTRAS aided MIMO
systems.
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43.2.1.1 TierOne

Now let us first recap the operation of tier one. By completing RF chain reuse based TBCE
in tier one, as detailed in Section 4.3.1.1, we have theainitbarse channel estimate of the full
channel matrix afi € CN*M. Based on this coarse estimate, we perform the NBJTRAS to
select the specific subset MIMO system over which the actata ttansmission will take place.
This process also yields the coarse estinfdtg, € CLx*L of the actual subset channel matrix
H.,, € CLrxLt for data transmission. Additionally, the coarse estimdtéhe subset channel
matrix H.,;, will be used for both initial data detection and further CEmement in tier two.

4.3.2.1.2 Tier Two

It has been demonstrated previously that even though awurete channel estimate delivered
by the conventional TBCE relying only on a small training invead may not have significant
impact on AS operation, it affects data detection seriouBherefore, the coarse estimdte,; is
insufficient for the receiver detector to attain an adeqpatéormance, not to say to approach the
optimal performance bound associated with perfect CSletrtwo, a CE scheme that is capable of
improving the CE accuracy is necessary, and such a CE egtintan only be a blind one or based
on decision-directed updating. One straightforward afidiefit way of achieving this purpose is
to employ the Decision-Directed SBCE (DDSBCE) scheme thtoed in Chapter 3.

We now ready to provide the details of tier two in the propoB@€E scheme. Generally, given
the initial CE of the subset channel matrix obtained in tee dne, we may perform the DDSBCE
to further refine it in an iterative joint CE and data detettvocess. To be more explicit, for the
uncoded MIMO system, the SBCE scheme introduced in Sect®bof3hapter 3 can be invoked.
Moreover specifically, given the initial estimate of the sebchannel matrix aBl,,, € CLr*Lr,
let the observation data be

Yor = [Y(1) Y(2) - Y(7)] (4.21)
for the STSK MIMO, or

Yor = [y(1) y(2)--- y(7)] (4.22)

for the SDM/V-BLAST MIMO, wherert is referred to as the number of received data blocks in
one frame. Assuming the maximum number of CE iterations t he¢he semi-blind iterative CE
algorithm consists of Steps 1 to 4 described in Section 3Ghaipter 3.

Furthermore, for near-capacity MIMO systems, the joint Gl ¢hree-stage turbo detection
schemes introduced in Sections 3.4 and 3.5 of Chapter 3 campyed. More explicitly, for
the near-capacity CSTSK MIMO system of Fig. 2.28, the joi@IBCE scheme discussed in
Section 3.4.2 can be invoked, while for the SDM/V-BLAST MIMKYstem of Fig. 2.7, the soft-
decision aided BBSBCE scheme introduced in Section 3.51beamployed.
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We summarize the above discussions in Table 4.5.

Table 4.5: TTCE arrangements for various MIMO systems.

NBJTRAS Aided System Tier One Tier Two

Uncoded MIMO System Conventional TBCH, SBCE (Section 3.3.1 of Chapter B)
Near-Capacity CSTSK Conventional TBCE BBSBCE (Section 3.4.2 of Chapter 3)
Near-Capacity SDM/V-BLAST| Conventional TBCE BBSB-SCE (Section 3.5.1 of Chapter B)

4.3.2.2 Simulation Results and Discussions

This section provides the simulation results of the prodoEECE scheme for NBJTRAS aided
MIMO systems of Fig. 4.32. The simulation setup was as giveBection 4.2.2. Specifically,
independent Rayleigh block fading environment was comsaleTwo MIMO systems considered
were the uncoded CSTSK and the three-stage serial-coatateturbo coded SDM/V-BLAST
MIMO system. Two metrics were used for assessing the adblieyeerformance, namely, the BER
and the MCEE of the channel estimator. All the results weesayed over 100 channel realisations.

4.3.2.2.1 TTCE for NBJTRAS Aided Uncoded CSTSK System

For the NBJTRAS assisted uncoded CST8M;2,2;2,4, QPSK) system of Fig. 4.32 associated
with fas(4,4) = 2 and a normalized throughput & = 2 bits/symbol, the achievable BER
performance of the proposed TTCE scheme associated withad Q= 2% (Mt = 5) is shown

in Fig. 4.33, in comparison to the performance of the congaat TBCE scheme of Fig. 4.24
given POs 000, = 2% (Mt = 5) and4% (Mt = 10). It may be seen that in the low SNR region
of SNR < 3dB, the TTCE assisted system fails to converge to the pe@&ttoound. However,
for the SNR range of SNR- 3 dB, the BER of the TTCE assisted system is capable of comgrgi
to the perfect CSl based performance. The results of Fi§. @< indicates that the conventional
TBCE assisted NBJTRAS aided CSTSK system with= 4% (Mt = 10) is unable to attain the
BER performance bound associated with perfect CSI.

Fig. 4.34 shows the MCEE convergence behaviour of the peab@3 CE scheme given dif-
ferent SNRs, where it can be seen thhat= 3 iterations are sufficient for the TTCE scheme of
Fif. 4.32 to reach the convergence state. Fig. 4.35 depiet8fCEE performance comparison be-
tween the TTCE scheme and the conventional TBCE scheme vesestiag the NBJTRAS aided
uncoded CSTSK4, 4;2,2;2,4, QPSK) system. As expected, with a POOf, = 2% (Mt = 5),
the conventional TBCE scheme has the same performance iagithleCE performance of the pro-
posed TTCE scheme which also empl@ys = 2%. When PO increases ©, = 4% (Mt = 10),
in the extremely low SNR range of SNR —4 dB, the conventional TBCE scheme is capable of
outperforming the proposed TTCE. This agrees with the BEfogeance comparison shown in
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Figure 4.33: BER performance of the proposed TTCE based RB$Taided uncoded
CSTSK(4,4;2,2;2,4,QPSK) system of Fig. 4.32 giveMt = 5 initial training blocks
and a PO oD, = 2%, in comparison to those of the conventional TBCE assisted-NB
TRAS aided uncoded CSTSK 4;2,2;2,4, QPSK) system of Fig. 4.24 given POs of
Op = 2% (Mt = 5) and4% (Mt = 10). The systems’ normalized throughputRs= 2
bits/symbol. All other system parameters were summariaédble 4.3.

Fig. 4.33. However, as SNR increases, the TTCE scheme ibleapfarefining the channel estimate
and outperforming the conventional TBCE scheme.

Fig. 4.35 also provides the MCEE performance of the congaatiTBCE scheme of Fig. 4.24
associated with a PO @, = 100% (Mt = 250) as a performance bound for the proposed TTCE
scheme. This is because in our simulation, each frame o280 CSTSK symbol blocks. If the
symbol decisions are correct, the proposed TTCE should leetalzonverge to this performance
bound. It can be seen from Fig. 4.35 that in the region of SN&RIB, a performance degradation
from this performance bound exists due to the relativehhiBgER. However, when SNR 6 dB,
the BER becomes lower thal)—3 and the decisions becomes reliable, which may be used for
significantly refining the channel estimates. In anotherdytitese decisions may be equivalently
seen as training blocks. Therefore, the proposed TTCE sehéth T = 250 blocks per frame is
capable of approaching the performance bound of the caovehtTBCE withMr = T CSTSK
training blocks in the high SNR range which corresponds t®SN dB in this example.
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Figure 4.34: MCEE convergence performance of the propo3&Elscheme for the NBJ-
TRAS aided uncoded CSTSK 4;2,2;2,4, QPSK) system of Fig. 4.32 associated with
fas(4,4) = 2and givenMr = 5 training blocks and a PO @, = 2%, at different SNR
values of 0dB, 2dB and 6 dB. The systems’ normalized througigR = 2 bits/symbol.
All other system parameters were summarized in Table 4.3.

4.3.2.2.2 TTCE for NBJTRAS Aided Three-Stage Turbo Coded SBI/V-BLAST MIMO
System

Now we are ready to present the achievable performance @roppsed TTCE assisted NBJTRAS
aided near-capacity three-stage turbo coded M(8}@; 4, 2; 4-QAM) system of Fig. 4.32 having
athroughput oR = 8 bits/symbol and employingj4s(8,4) = 2. According to Table 4.5, for near-
capacity SDM/V-BLAST MIMO systems, the tier-two DDSBCE sche is the BBSB-SCE scheme
given in Section 3.5.1 of Chapter 3. The maximum number obtlected symbol blocks invoked
for the DDSBCE scheme in the tier two of the TTCE was sé¥itg, = 500 blocks, and we tested
the effects ofMr = 12 and 30 MIMO training blocks, corresponding to POSf = 0.06% and
O, = 0.15%. The achievable BER performance of the TTCE assisted NBH&#éed three-stage
turbo coded MIM{8, 4; 4, 2; 4-QAM) scheme is shown in Fig. 4.36 as solid curves, in compar-
ison to those of the standard TBCE assisted same Mi394, 2; 4-QAM) arrangement, which
are depicted as dashed curves in Fig. 4.36. The optimalpeaftce bound of the idealised NBJ-
TRAS aided near-capacity MIM@, 4; 4, 2; 4-QAM) associated with perfect CSl is also included
in Fig. 4.36 as a benchmark. It can be seen from Fig. 4.36 llegpttoposed TTCE assisted NBJ-
TRAS aided MIMQ(8, 4; 4,2; 4-QAM) system is capable of achieving an infinitesimally low BER
at SNR~ 1.9dB, givenO, = 0.06% (Mr = 12). Hence it outperforms the standard TBCE
assisted NBJTRAS aided MIMO system by approximately 2.7rdB& SNR. This clearly demon-
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Figure 4.35: MCEE performance of the proposed TTCE schemthéoNBJTRAS aided
uncoded CSTSK4, 4;2,2;2,4, QPSK) system of Fig. 4.32 giveMt = 5 initial training
blocks and a PO o, = 2%, in comparison to those of the conventional TBCE assisted
NBJTRAS aided uncoded CST$K 4; 2, 2; 2,4, QPSK) system of Fig. 4.24 given POs of
Op = 2% (Mt = 5), 4% (M1 = 10) and100% (Mt = 250). The systems’ normalized
throughput isR = 2 bits/symbol. All other system parameters were summarizdéble
4.3.

strates the power of the tier-two DDSBCE scheme in improtirgaccuracy of the MIMO CE.
Additionally, we note that there exists a small SNR gap ofaximately 0.5 dB between the TTCE
aided MIMO system usin@, = 0.06% (Mr = 12 initial training data blocks) and the perfect
CSl performance bound. The reason for this performanceadaton can be explained as follows.
The CE error of the tier-one TBCE scheme has two effectstlitee full channel matrix estimate
H contains the CE error which in turn will cause AS errors. ®elty the initial estimate.,;, of
the selected subset MIMO system used for actual commuaitatso contains the CE error. Even
though the effects of the CE error in the initial estimafg,, on the system’s achievable perfor-
mance will be completely eliminated by the tier-two DDSBCHEeame, the effects of the AS error
cannot be dealt with by the tier-two DDSBCE scheme. Givemaomber of initial training data,
such as in the case &fl;y = 12 (Op = 0.06%), the AS error will be noticeable, and this leads to
a slight degradation of the overall performance observeeign4.36. By increasing the number
of initial training data, we will be able to reduce the AS eramd consequently to mitigate this
performance loss. Observe in Fig. 4.36 that the TTCE agsN®ITRAS aided MIMO system
is capable of closely approaching the the optimal perfocadound associated with perfect CSI
with the aid of Mt = 30 (O, = 0.15%) initial training data blocks.
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The effects of the block-of-bits selection thresh@}don the achievable BER performance of
the BBSB-SCE were also investigated by varying the valug,dh the set{0.01,0.03,0.05,0.1}
under the same system configuration. The correspondindgesa shown in Fig. 4.37, where it
can be seen that faf, = 0.03 and0.05, the same system performance is attained with the aid of
the BBSB-SCE scheme. However, for a threshold valug,of 0.01, a performance degradation
occurs, since the number of the decision blocks selecte@Eois probably insufficient for such
a low threshold. On the other hand, given a high valugdjof= 0.1, some unreliable decision
blocks may have been selected for CE and this may lead to arperfice degradation. The results
of Fig. 4.37 clearly confirm that as long as the threshold e/asunot chosen to be too high or
too low, the performance of the BBSB-SCE scheme remainsitsee to the actual value dfj,.
Indeed, there exists a range of values Ty which allow the BBSB-SCE scheme to attain its full
performance potential. For this system, values in thevatél, € [0.03, 0.05] are all appropriate.

Fig. 4.38 characterizes the MCEE convergence performahtieeqroposed TTCE assisted
NBJTRAS aided MIMQ8, 4; 4,2; 4-QAM) system of Fig. 4.32 giveMr = 12 initial training
blocks O, = 0.06%) and a throughput oR = 8 bits/symbol. Additionally, the MCEE per-
formance of the standard TBCE scheme based NBJTRAS aided{8M; 4, 2; 4-QAM) given
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Figure 4.36: Achievable BER performance of the proposed HBESsisted NBJTRAS
aided three-stage turbo coded MIN®)4;4,2; 4-QAM) system of Fig. 4.32 associated
with Mt = 12 and 30 initial training blocks and POS@% = 0.06% andOp = 0.15%, in
comparison to those of the standard TBCE scheme assisteliR¥Es aided three-stage
turbo coded MIM8, 4; 4, 2; 4-QAM) system of Fig. 4.24 associated with the same POs.
The systems’ normalized throughputRs= 8 bits/symbol. All other system parameters

were summarized in Table 4.4.
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Figure 4.37: Effects of the block-of-bits selection thmsi;, to the achiev-
able performance of the TTCE assisted NBJTRAS aided theggesturbo coded
MIMO (8, 4;4,2; 4-QAM) system of Fig. 4.32 associated witdr = 12 initial train-
ing blocks and a PO oD, = 0.06%. The system’s normalized throughputRs= 8
bits/symbol. All other system parameters were summariad@éble 4.4.

Mr = 12 (O, = 0.06%) and 500 O, = 2.5%) training blocks are also presented in Fig. 4.38
for comparison. From the results shown in Fig. 4.38, it casdxn that the tier-two BBSB-SCE
scheme is capable of substantially improving the accurfdyeoCE by approximately 15 dB, and
its MCEE converges in 5 iterations from the initial MCEE o&tMBCE scheme associated with
Mr = 12 (O, = 0.06%) training data to that of the TBCE scheme with the aid\éf = 500

(Op = 2.5%) training data for SNR> 1.8 dB. This is because in our simulations the BBSB-SCE
scheme selects no more thafy,; = 500 high-quality data blocks per frame for the DDCE and,
furthermore, with the aid of the tier-two BBSB-SCE schemar, TCE assisted and NBJTRAS
aided MIMQ(8, 4; 4, 2; 4-QAM) arrangement attains a vanishingly low BER at the SNR value of
1.8dB, as shown in Fig. 4.36. Therefore, under the operaticonditions of SNR> 1.8 dB the
selected data symbols are all correct and they are as “gauitiiearaining data symbols.

4.4 Chapter Summary and Conclusions

In Section 4.1, we reviewed the concept of AS and in Secti@nwe proposed a simple yet effi-
cient AS algorithm, referred to as the NBJTRAS. Moreover,pr@posed a novel TTCE scheme
for NBJTRAS aided MIMO systems in Section 4.3.2, which wamdestrated to be capable of
achieving both high CE accuracy and high system throughplhite maintaining a low computa-

tional complexity.
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Figure 4.38: Achievable MCEE performance of the propose@H Bssisted NBJTRAS
aided three-stage turbo coded MINi®)4; 4, 2; 4-QAM) system of Fig. 4.32 giveM 1 =

12 training blocks O, = 0.06%), in comparison to those of the standard TBCE scheme
assisted NBJTRAS aided three-stage turbo coded MI8/1®4,2;4-QAM) system of
Fig. 4.24 givenM = 12 and 500 training blocks, corresponding to PO$)gf= 0.06%
and2.5%. The systems’ normalized throughputRs= 8 bits/symbol. All other system

parameters were summarized in Table 4.4.

A general introduction of AS and CE schemes for AS was pralideSection 4.1. To be more
explicit, a pair of popular AS optimization criteria weresdiissed in Section 4.1.1, namely, the
CBAS optimization of Fig. 4.1 and NBAS optimization of Fig24 It was pointed out that the main
idea of CBAS was to select the specific antenna combinatianntiaximizes the MIMO system’s
channel capacity. The optimal exhaustive search basedgseeas illustrated in Fig. 4.1. However,
it was widely recognized that the exhaustive search oveéhalpossible subsets of the full channel
matrix may imposed an excessive system complexity and #medmpractical for systems having
a large number of Tx and/or Rx antennas. Therefore, anothmrlar AS optimization criterion —
the NBAS was introduced in Section 4.1.1.2, where the maia iglas to select the particular subset
channel matrix combination that captures the maximum oblgmower or equivalently maximizes
the system’s SNR, so as to attain a better BER performanceit Was also demonstrated that
in contrast to the CBAS algorithms of Section 4.1.1.1, theAlSBalgorithms of Section 4.1.1.2
were capable of approaching the performance of CBAS, whifmsing a reduced AS complexity.
Hence this chapter mainly focused on the NBAS criterion. tiSeat.1.2 further discussed three
types of AS, namely, the TxAS of Fig. 4.3, RXAS of Fig. 4.6 afidRAS. Since TXAS and RxXAS
can be regarded as special cases of JTRAS, we mainly coedid€RAS. Additionally, since the
full CSI was required for AS aided MIMO systems, in Sectiot.d.we briefly introduced the
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relevant background of CE schemes in a depth necessary for AS

Section 4.2 provided the system description and simulagsalts for the proposed simple yet
efficient NBJTRAS algorithm conceived for MIMO systems,asfng that the full channel matrix
was available. More specifically, the system descriptios gigen in Fig. 4.7 of Section 4.2.1,
where an example was provided for illustrating the NBJTRAg®@hm. Additionally, the com-
plexity analysis of our proposed NBJTRAS algorithm was giire Section 4.2.1.3, while the AS
loading factor was defined in Section 4.2.1.4. Our simutatiesults characterizing NBJTRAS
aided MIMO systems were presented in Section 4.2.2, whealeurwoded CSTSK and three-stage
turbo coded SDM/V-BLAST MIMO systems were considered. Isviaund from the simulation
results depicted in Fig. 4.10, Fig. 4.11, Fig. 4.12, Fig34Hig. 4.14, Fig. 4.15, Fig. 4.17 and Fig.
4.21 that the NBJTRAS was indeed capable of improving bathBER and throughput perfor-
mance of MIMO systems, compared to the conventional MIMQesys utilizing the same number
of RF chains operating without AS. Additionally, apart frdhe independent Rayleigh flat fading
environment, we also considered the spatially correlaeihf environment for the simulation of
three-stage turbo coded SDM/V-BLAST MIMO systems in Fid.84.Fig. 4.19, Fig. 4.22 and Fig.
4.23,. The results obtained demonstrated that at a lonedpatirelation level, the NBJTRAS aided
MIMO system was capable of achieving the same performaniceogar the conventional MIMO
system operating without AS as in the independent fading@mwent, while in a highly correlated
channel environment, the NBJTRAS aided MIMO was still capall outperforming the conven-
tional MIMO without AS, but providing a smaller performangain than in the independent fading
environment. We have summarized the performance of NBJTRA&] MIMO system of Fig.
4.7 in Table 4.6 under independent fading channel envirotsnand in Table 4.7 under spatially
correlated fading environment, including the throughg\8, loading factorf4s(M, N), required
SNR for achieving BER- 10~ and AS complexity order.

Our detailed discussions of CE schemes designed for aidengroposed NBJTRAS algorithm
were included in Section 4.3, where it was pointed out thaegaly, a TBCE scheme was pre-
ferred due to its simplicity. Therefore, we first developbd RF chain reused-based TBCE aided
NBJTRAS systems of Fig. 4.24 in Section 4.3.1, where it wasvshin Fig. 4.26 and Fig. 4.28
that since the AS operation was relatively insensitive @@ error, conventional TBCE relying
on a low number of training blocks is adequate for the purmdsibtaining an estimate of the full
channel matrix to carry out AS. However, since the CE errardanore significant impact on the
attainable data detection performance, there may exisiderable performance gap between the
TBCE aided NBJTRAS system and the perfect CSI based sceifdahie PO is insufficiently high.

In order to eliminate this performance gap without imposingigh PO, in Section 4.3.2 we pro-
posed the novel TTCE scheme , which consists of two tiers.eNdpecifically, tier one adopts the
TBCE scheme only utilizing a low number of training blocks §enerating a rough estimate of the
full channel matrix for NBJTRAS, while the tier two adoptetBDSBCE for refining the accuracy
of the selected subset CE for data detection. In this wayyvdrkining overhead and hence a high
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Table 4.6: Performance summary of NBJTRAS aided uncodedSBSand three-stage
turbo coded SDM/V-BLAST MIMO systems of Fig. 4.7 under indadent fading en-

vironments at BER: 10~%.

Their AS complexity is on the order afnpjrras ~
O ((M-(Lg+1)+1)-Cif).

MIMO Scheme Throughput| fas(M,N) | SNR Figure | CnpjTrAS
[bits/symbol] [dB]
CSTSK(?2,2;2,2;2,4,QPSK 2 1| 14.5] Fig. 4.10 N/A
CSTSK(4,4;2,2;2,4,QPSK 2 8.5 | Fig. 4.10 96
CSTSK(6,6;2,2;2,4,QPSK 2 3 7.0 | Fig. 4.10 360
CSTSK(40,4;2,2;2,4,QPSK) 2 11 5.6 | Fig. 4.10 960
CSTSK(4,2;4,2;2,4,QPSK 2 13.5| Fig. 4.12 N/A
CSTSK(8,4;4,2;2,4,QPSK) 2 10 | Fig. 4.12 192
CSTSK(12,6;4,2;2,4, QPSK) 2 9 | Fig. 4.12 720
CSTSK(60,6;4,2;2,4,QPSK) 2 11 7.2 | Fig. 4.12 3600
CSTSK(4,4;4,4;2,4,16-QAM) 3 12.5]| Fig. 4.14 N/A
CSTSK(S, 8;4,4;2,4,16-QAM) 3 9.6 | Fig. 4.14 3360
CSTSK(12,12;4,4;2,4,16-QAM) 3 8.6 | Fig. 4.14 35640
CSTSK(80,8;4,4;2,4,16-QAM) 3 11 7.6 | Fig. 4.14 5040
MIMO (2,2;2,2; BPSK) 2 -3 | Fig. 4.17 N/A
MIMO (4, 4;2,2; BPSK) 2 -6.6 | Fig. 4.17 96
MIMO (6, 6;2,2; BPSK) 2 -7.7 | Fig. 4.17 360
MIMO (8, 8;2,2; BPSK) 2 -8.3 | Fig. 4.17 896
MIMO (36, 4;2,2; BPSK) 2 10| -9.1| Fig. 4.17 864
MIMO (4,2;4,2;4-QAM) 8 1 4 | Fig. 4.21 N/A
MIMO (8, 4;4,2;4-QAM) 8 1.4 | Fig. 4.21 192
MIMO (12, 6;4,2;4-QAM) 8 0.2 | Fig. 4.21 720
MIMO (16, 8;4,2; 4-QAM) 8 -0.4 | Fig. 4.21 1792
MIMO (52, 8;4,2;4-QAM) 8 10| -1.5| Fig. 4.21 5824

system throughput is maintained, while the accuracy of GHemce the system’s achievable BER

performance is significantly enhanced. The extensive sitiom results of Fig. 4.33 and Fig. 4.36

showed that with only a small training overhead, the systeanhievable BER performance of this

novel TTCE aided NBJTRAS scheme was capable of convergitigetperfect CSI based perfor-

mance bound. We have summarized the performance of TBCH AIBSTRAS assisted MIMO
system of Fig. 4.24 and TTCE aided NBJTRAS assisted MIMOesysif Fig. 4.32 in Table 4.8,
including the throughput, AS loading factgss(M, N), required SNR for achieving BER 10~*
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Table 4.7: Performance summary of NBJTRAS aided uncodedSBSand three-stage
turbo coded SDM/V-BLAST MIMO systems of Fig. 4.7 under spHyi correlated fad-
ing environments at BER 10~%. Their AS complexity is on the order @INBjTRAS R
O ((M-(Lg+1)+1)-Cif).

MIMO Scheme Throughput| p | fas(M,N) | SNR Figure
[bits/symbol] [dB]

MIMO (2,2;2,2;BPSK) 2 0 1 -3 | Fig. 4.18
2103 1 -1
21|06 1| -0.1
2109 1 3.3

MIMO (4, 4;2,2; BPSK) 2 0 2| -6.6| Fig. 4.18
2103 2| -4.2
2106 2| -2.2
2109 2 1.7

MIMO (8, 8;2,2; BPSK) 2 0 4| -8.2| Fig. 4.19
2103 4| -5.8
21|06 4| -35
2109 4 15

MIMO (4,2;4,2;4-QAM) 8 0 1 4 | Fig. 4.22
8103 1 7.1
8| 0.6 1 8.6
8109 1| 13.8

MIMO (8, 4;4,2;4-QAM) 8 0 2 1.4 | Fig. 4.22
8|03 2 4.5
8| 0.6 2 6.8
8109 2 12

MIMO (16, 8;4, 2; 4-QAM) 8| 0 4| -0.1| Fig. 4.23
8103 4 3.2
8| 0.6 4 5.9
8109 4| 115

and AS complexity order.

This chapter focused on the concept of AS for MIMO systemswas$ shown that AS tech-
niques were capable of efficiently achieving the advantag®4lMO systems with an affordable
number of RF chains. Therefore, this promising concept vessetd to be capable of finding
wide employment in future mobile communication systemstigaarly in massive MIMOs and
millimetre-wave communications. However, it has been gased by researchers that due to the
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Table 4.8: Performance summary of TBCE and TTCE aided NBJ Bégsisted uncoded
CSTSK and three-stage turbo coded SDM/V-BLAST MIMO systeifrfsig. 4.24 and Fig.
4.32, respectively, at BER 10~%. Their AS complexity is on the order @INBjTRAS ~

O ((M-(Lg+1)+1) - CiF).

MIMO Scheme Throughput| CE Schemeg PO | fas(M,N) | SNR| Figure
[bits/symbol] [dB]

CSTSK4,4;2,2;2,4,QPSK 2 TBCE | 0.8% 2| 10.5| Fig. 4.26
2 TBCE 2% 2 9.5
2 TBCE 4% 2 9
2 TBCE 12% 2 8.6

2 TTCE 2% 2 8.5 | Fig. 4.33

MIMO (8, 4;4,2;4-QAM) 8 TBCE | 0.04% 2 5.1 Fig. 4.30
8 TBCE | 0.06% 2 4.6
8 TBCE | 0.15% 2 2.1

8 TTCE | 0.06% 2 1.9 Fig. 4.36
8 TTCE | 0.15% 2 14

limited size of mobile handsets, it is impractical to accoodieite a relatively large number of

AEs. In this case, MIMO-aided transmit diversity in the mehiplink becomes difficult to real-

ize. Against this background, the more recent concept gbe@iive communications is advocated

for the sake for allowing the nodes to assist each other hydialing messages to the destination.

The diversity gain of cooperative communications is adakielry forming a VAA for each node in

a cooperative communication network, where several siagtenna-aided nodes (users) coopera-

tively share their antennas. As a benefit, their random ilmesiwill result in mutually uncorrelated

Rayleigh fading. Therefore, in the next chapter, we willieour attention on cooperative virtual

MIMO systems and propose a Differential STSK (DSTSK) aided successive relaying assisted

cooperative multi-user system.




Chapter

Multiple-Symbol Differential Sphere
Detection Aided Differential Space-Time
Shift Keying

5.1 Introduction

5.1.1 Differential MIMO Systems

The MIMO systems discussed in Chapters 2, 3 and 4 are cohdist® schemes, which generally
require CSI for performing data detection or antenna selectin this case, the accuracy of CE
has a significant impact on the performance of coherentlgatied MIMO systems. Since CE
techniques [43, 45-47] exploit the fact that the conseeutime-domain samples of each of the
CIR taps are correlated, obeying a correlation that is consorate with the velocity of the vehicle,
both the pilot symbol overhead and the CE complexity in@easmmensurately, as the vehicular
speed increases. This implies having more rapidly flucigaliR taps. Additionally, for a MIMO
system associated withl Tx antennas andV Rx antennas, a total ¢fM x N) MIMO channels
have to be estimated, which may also lead to increasinglly @i complexity, as the number of
Tx and Rx antennas increases.

In contrast to classic coherent detectors, the family diedhtially encoded non-coherent
detectors requires no CSI at the receivers, hence theyitwesin attractive design alternative
[104, 105]. Furthermore, since non-coherent receiversallysauffer from the well-known 3 dB
SNR penalty, the MSDD algorithm [91] can be applied for natigg the associated performance
degradation, albeit at the cost of an exponentially inada®mplexity upon extending the MSDD
detection window sizeN,, on the order ofCyspp = L£M+=1). The concept of MSDSD was
proposed by Lampet al. [98] for reducing the detection complexity to an order@fispsp =
L - (N — 1), while enhancing the attainable BER performance. As aéurgluvance, the SISO-
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MSDSD is capable of achieving substantial iteration ga®83.[

5.1.2 Cooperative Communication Systems

It has been widely recognised that in order to achieve asltyagain, the distance between multiple
AEs of MIMO systems has to be sufficiently high for the sakexgfegiencing independent fading.
However, due to the critical limitation of physical size amatdware cost, it may become hard to
accommodate co-located antennas on mobile devices. Addily, these co-located antennas may
experience spatially correlated fading, which may leadhéodrosion of diversity gain.

e

DN

Broadcasting Relaying

Figure 5.1: Block diagram of cooperative communicatiortesys

As a more recent concept, cooperative communication sgsteene proposed [109-113] for
allowing the RNs (or mobile nodes) to assist each other bydating messages from the SN
to the DN. Fig. 5.1 illustrates the block diagram of a coofjeeacommunication system, where
it may be seen that in cooperative systems, a number of RNsthssufficiently far apart may
be selected to form a VAA [117]. In this way, a distributed MIMsystem may be constructed
relying on the spatially distributed single antennas of tingbile devices. Since the correlation
between AEs can be avoided, “cooperative diversity” maydadized. Additionally, the operation
of a conventional cooperative communication system isdasea two-phase principle, namely,
the broadcasting phase followed by the relaying phase. Tadre explicit, the SN transmits its
source information to the RNs in the broadcasting phaselamdthe RNs forward the information
to the DN during the relaying phase. However, it may be olezkthat in conventional two-phase
cooperative communication systems [112,113, 158, 159Q)% Bultiplexing loss is encountered
due to the half-duplex transmit and receive constraint atfical transceivers. Therefore, the
concept of successive relaying was proposed in [160] farvexing the half-duplex multiplexing
loss.

Generally, the cooperative protocols may be classified @a#\thprotocol [104, 114, 115] and
the DF protocol [105,116, 161, 162]. In AF cooperative cominations, the noisy signals trans-
mitted from the SN are amplified by the RNs and then forwardetieé DN, while in a DF relaying
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network, the noisy source signals are first decoded andaeded at the RNs, and then they are
forwarded to the DN. As it has been discussed before, cotigmetected MIMO systems have to
estimate the CSI and this may become impractical, becawssly,fin cooperative communication
systems, the number of wireless links may be significanttyeiased, which may lead to an ex-
cessive CE complexity. Secondly, it is unrealistic to explat the RNs dedicate precious battery
power to the complex CE operations in addition to the relgyask. Therefore, differential MIMO
schemes might be preferred in cooperative communicatistes)ys, since no CSl is required.

5.1.3 Novel Contributions

Against the above background, in this chapter, we will firsefty review the MSDSD aided
DSTSK system. Then we will propose a DSTSK aided MUSRC sysByexploiting the flexibil-
ity of the DSTSK concept, our system becomes capable of stipgalifferent number of users by
appropriately adjusting the constellation size of the PSiafation scheme employed by DSTSK,
and we opt for using BPSK, QPSK, 8-PSK, etc., in conjunctidtha variable number of dis-
persion matrices. Additionally, our system is capable divating a different number of relays
by adjusting the dimensions of each dispersion matrix. &ine apply the successive relaying
philosophy of [160] in our system, the 50% throughput lossafventional two-phase relaying
is recovered at the cost of supporting less users. Findlly[xS-CDMA concept is adopted for
suppressing the MALL.

The rest of this chapter is organized as follows. The disonssf MSDSD aided DSTSK
systems is provided in Section 5.2, while the proposed DSaigKd MUSRC system is detailed
in Section 5.3. Our chapter summary and conclusions aremex in Section 5.4.

5.2 MSDSD for DSTSK

Again, the CDD schemes usually suffer from a 3 dB SNR penaltpgared to their coherently
detected MIMO counterparts associated with perfect CSaseof a low Doppler frequency, i.e.
slow fading. Additionally, when the fading channel flucestapidly due to a high vehicular speed,
an error-floor may formed by CCD. In order to combat theselprab, MSDD was proposed, which
makes joint decisions based &f, — 1(> 1) information symbols/blocks, when¥,, is referred
to as detection window size [92, 93, 95-97, 107, 108]. InWay, the effects of fading channels
may be readily mitigated and the performance degradatiorpaced to coherent schemes may be
compensated. However, a major problem faced by MSDD is therentially increased detection
complexity associated with an increased window gizg For example, in arC-DPSK scheme,
MSDD has to detect(Ne—1) |egitimate combinations ofN,, — 1) information symbols. As a
remedy, MSDSD was proposed for reducing the detection caxitplto £ - (N, — 1) while retain
the system performance with the aid of sphere detection [8his section, we will briefly review
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the MSDSD aided DSTSK philosophy.

5.2.1 DSTSK Transmitter Structure

We consider a Rayleigh fading environment. The DSTSK systamploying £-PSK is denoted

as DSTSKM, N, T, Q, £), whereM andN are the numbers of Tx and Rx antennas, respectively,
while T = M is the number of time slots occupied by the DSTSK signal bloa#Q is the number

of dispersion matrices employed.

Source

Space-Time | e

. sp @ @ Mapping e
X, s, M

L-PSK

) | =g v

Tn

Figure 5.2: Transmitter structure of the DSTSK based MIMBesge.

Fig. 5.2 illustrates the transmitter structure of a DSTSKWI system, which is similar to that
of the CSTSK scheme shown in Fig. 2.17, except for the diffigmbencoding operation invoked for
DSTSK. More specifically, in the DSTSK scheme, the informmatbit sequence is firstly converted
to a number of blocks with the number of BPB given by BPBlog,(Q) + log,(£). The first
log,(Q) bits of thenth block are used for selecting a specific dispersion matrifrom the Q
pre-assigned dispersion matrickd, € C™*T,1 < g < Q}, while the remainindog, (L) bits
are mapped to the complex-valugdPSK symbok, € {s;,1 <1 < L} [5]. In this way, a total of
BPB source bits are mapped to a unitaBSTSK signal blockX,, € CT*T as

Xi’l = S)’lAi’l' (51)

Given the condition that in DSTSK systems the number of trdhantennas and the number of
time slots should be identical [5], i.e. we have = T, the signal blocks are differentially encoded

as

It, n=0,
S, = (5.2)
XuSy-1, n>0,

whereS,, € CT*T is the DSTSK transmission matrix. The corresponding recksignal block
Y, € CT*N can be expressed as [5]

Y,=58H,+V,, (53)

1The dispersion matriced, are designed to be unitary in order to ensheto be unitary matrices [124].
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where H,, € CM*N s the MIMO channel matrix, whose elements are generatedrdiog to
Clarke’s fading model [163] of zero-mean and unit varianghile each element of the AWGN
matrix V,, € CN*T obeys the complex-valued Gaussian distributio.4f (0, No) with Ny being
the AWGN power.

5.2.2 Hard-Decision Aided MSDSD

Since MSDSD relies on a sliding-window model associatedh aitvindow size ofN,, > 2, the
N, received MSDSD signal blocks of Eq. (5.3) may be formulated a

Y=SH+V, (5.4)

where we havey = [Y} Y} _;--- YE_NWH]T, S = diag{S,, Su-1,- - ,Su-n,+1}, H = [H}
H - -HLNZUH]T andV = [VIVI_ .- VLNZUH]T. Based on thé\,,-symbol signal blocks
of Y, we detect th¢ N;, — 1) transmitted DSTSK signal blocksX,,, X, 1, -+ , Xy—nN,+2}-

According to the differential encoding process of Eq. (5i2may be seen that each trans-
mission matrixS,,1)_; for 1 < i < Ny contains a common multiplie$ ,, . )_y, which is the
oldest transmission matrix in the observation window. Ildeorto avoid the effects of the common
multiplier S, 1)_n,, We define an accumulated information matrix of

T Xy 1<i< Ny
IT/ l - NZU'

D; = S(us1)-iS{ni1) N, = (5.5)

Then the equivalent baseband received MSDSD signal blddkg.¢5.4) may be rewritten as
Y=DSy,H+V, (5.6)

where the accumulated information block-diagonal mafix= diag{ D1, Dy, - - - , Dy, }, and the
common multiplier block-diagonal matri&y, = diag{S ,41)-n, S(n+1)-Nes "=+ S(n+1)—Ny J -
Note that bottSy,, andD are unitary matrices since we ha@gﬁ%w = Ity, andDDY = I7y,.

The MSDSD aims for maximizing the posteriori probability of [92]
exp <—NR r {YH (Ryy) " Y})

(mNedet(Ryy))N*
where the correlation matriRyy is expressed as

Pr(Y|S) =

, (6.7

Ryy = E {Y : YH} — DRy D" + Ryy = DCDY, (5.8)

whereC = It ® (Rum + Rvv) = It ® Cis also a correlation matrix, and the fading channel’s

correlation matrixRg g is given by

Lo P1 " PNp—1

01 00 0 PNp-2
Rynp = : : N : p (5.9)

| ONu—1 PNy—2 “* Q0
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whose elements constituted by the correlation factors reagbtained by the temporal fading cor-
relation function defined in Clarke’s fading model@s= ]y (27tkf;) [163], while the correlation
matrix of the equivalent AWGN matrix is given by

Ryv =Ny - In,. (5.10)

Then the trace operation of tlagosteriori probability based decision metric of in Eq. (5.7) can be
further formulated as

tr {YH (Ryy) " y} —tr {YH <DCDH) o Y} : (5.11)

SinceD is a unitary matrix, we hav®~! = D. Let L denote the lower triangular matrix, which is
created by decomposing the inversion of the channel’s letima matrix, namely, by’ ' = LLH,
we may then reformulate the trace operation in Eg. (5.11) as

tr {YH (Ryy)*ly} —tr {YHDc—lva} - ‘ (5.12)
whereL € CTN«xTNu s g block lower triangular matrix taking the form of
Li; 0 ... 0
I — %1 %2 . _ ) (5.13)
Ln,1 Ln,2 - LngN,

with each sub-matriL; ;, 1 < i < N, and1l < j < Ny, having a size of T x T). Furthermore,

l]!
eachL;; is a lower triangular matrix. Then the decision metric of €gl12), which is a part of Eq.

(5.7) can be rewritten as

2

N 'l( N w

HLHDHYH Y| LDHY ) (5.14)
j=i

=1
Note that maximizing Eq. (5.7) is equwalent to minimizing.E5.14) which is a “shortest vector
problem” [108]. In this case, we may invoke MSDSD for examinthe accumulated information

matrices{ D; } of Eq. (5.5) that lie within the sphere radius®§p, which is given as

2
<R%p. (5.15)

Ny

).

i=1

Ny
ZL D Yn+l —j

Note that the accumulated information matrigd3; }N“ !

contain the transmitted DSTSK signal
Ny—1
bIocks{ (Ml),i}, . to be detected in the current observation window, while weti2y =
1=
It.
Additionally, if we defineC! = LI, we have the( N, x Ny )-element lower triangular

matrix

B~
I

(5.16)

L INet INw2 o INuN,
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then we have the relationship of
L=Ir®L (5.17)

and the MSDSD of Eq. (5.15) may be further simplified to
2
<R%p. (5.18)

Ny || Nw

Yo YLD Y (1)
i=1||j=i

Let us now define the Partial Euclidean distance (PED) of &4.8) as
% 2
t=i

=d? |+, (5.19)
fori=N,—1,N, —2,---,1, where the PED increment can be expressed as

Ny
Z tD Yn+1 )—j

2

LU

Zl]lD Yn+l)
j=i

N
Xy y1)—i¥ (n1)-i T Dist < )3 lJ}iDjHY(nH)J')
j=i+1
Based on the PED increment of Eq. (5.20), the hard-decisaedaVSDSD may be implemented
by the SD algorithm of [98] to examine the set of candidg&s,, 1) }Nw ! that lie within the
decoding sphere radiu®sp. Additionally, it may be seen from Eq. (5.20) that in the MII)S

di :dz d1+l - luD Y(n+l it Z l]zD Y(n+l)
j=i+1

2

(5.20)

)

=i+1
determined and, therefore, only the current symbol bIocXg,fH )—i has to be tested. For further

for a specific index, all the previously tested accumulated symbol blo{:@} ¥ . have been

details please refer to [98].

5.2.3 Soft-Decision Aided MSDSD

For the sake of achieving a near-capacity performance snsiition, the soft-decision aided MS-
DSD principle is introduced. In order to assist the MSDSDenegr to accept soft information, the
apriori probability of theN,,-block-diagonal accumulation matri@ may be expressed as

Nyp—1

n(PAD}) = ) In(PH{X(ui1)-i}), (5.21)

i=1
where the “probabilities” oin (Pr{X(nH),i}) for1 <i < N, — 1 may be calculated from the
a priori LLRs and the corresponding binary bit combinations. Sintikethe hard-decision aided
MSDSD, the soft-decision aided MSDSD aims for minimizing #uclidean distance of

2

w LU N w 1

Zl]lDHY )il — Y In(PH{X(41)-i}) <R%p. (5.22)
j=i i=1

If we define the PED of the soft-decision MSDSD as

Ny || N 2 N1
di =) || D Y iy — ) I (PH{X () i}) =diy +4,  (5.23)
t=i ||j=t i=

Z

I
—_
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then the PED increment is given by

2

N
0 = li,iXI(_;+1)_iY(n+1)—i+Di+1 ( Y lf/iDjHY(nH)—j)
j=i+1
Ny—1
— Y In(PH{X(yi1)-i})- (5.24)
i=1

Note that the corresponding hard-decision-based fornudadoe seen in Eq. (5.20). By obtaining
the PED of Eg. (5.23) and the PED incremental of Eq. (5.24),3D algorithm of hard-decision
aided MSDSD may be invoked to get the soft-decisions whichfgether be incorporated with the
powerful near-capacity three-stage serial-concatenarbd coding scheme of Fig. 2.7 discussed
in Chapter 2.

5.2.4 Simulation Results

The achievable performance of both the uncoded hard-dec@éded and of the three-stage turbo
coded soft-decision aided MSDSD for DSTSK MIMO systems af. F5.2 were investigated in
frequency-flat Rayleigh fading environments, where themabdized Doppler frequency was cho-
sen asf; = 0.01 for simulating a relatively slow fading environment afgd = 0.03 for a fast
fading environment. The average transmitted symbol povas mormalised to unity and, there-
fore, the SNR wag},—o, with Ny being the AWGN power. A pair of DSTSK MIMO systems,
DSTSK(2,1,2,4,QPSK) and DSTSK2,2,2,4, QPSK), were considered, which have a normal-
ized throughput ofR = 2 bits/symbol. The system parameters of the uncoded MSDS&daid
DSTSK scheme of Fig. 5.2 are summarized in Table 5.1.

Table 5.1: System parameters of the uncoded hard-decisiSBD3D aided DSTSK
scheme of Fig. 5.2.

Number of Tx antennas M
Number of Rx antennas N
Symbol durations per block T
Number of dispersion matrices Q
Modulation L-PSK
Channels Frequency-flat Rayleigh fading
Normalized Doppler frequency fa
Detector MSDSD

Detection window size Nw
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5.2.4.1 Uncoded Hard-Decision aided MSDSD for DSTSK
DSTSK(2,2,2,4,QPSK) associated withR = 2 bits/symbol

We first consider the hard-decision aided MSDSD for DSTEBR, 2,4, QPSK) scheme of Fig. 5.2
under the normalized Doppler frequency fof = 0.01. The system’s normalized throughput is
R = 2 bits/symbol. The achievable BER performance is shown in %8, in comparison to the
benchmark BER performance of the CST@I2, 2,4, QPSK) scheme of Fig. 2.17 based on the
perfect CSI as well as the BER of the CDD scheme associatédNyjt= 2. It may be seen that
at f; = 0.01, the CDD BER curve falls below0—° at just over SNR= 23 dB, while the CSTSK
scheme reached the same BER level at about SNMR dB, where the characteristic 3dB SNR
penalty of CDD is clearly observed. However, when the MSDSé&baiated with a window size of
Ny = 4 is considered, the performance of the DSTSK is slightly imwpd, while increasing the
window size toN,, = 6 shows no further performance improvement.

® © — CDD-DSTSK
10" A —— MSDSD-DSTSK, N,=4 |
© —— MSDSD-DSTSK, N,=6
5 VRN |9 CSTSK
107 1 * 7
f,=0.01
-3 L i
% 10
m
10—4 L B
10° f 1
10—6 | | | |
0 5 10 15 20 25 30 35 40

SNR (dB)

Figure 5.3: Achievable BER performance of the hard-decisidled MSDSD for the
DSTSK(2,2,2,4, QPSK) system of Fig. 5.2 under fading condition ff = 0.01, in com-
parison to that of the CDD aided DST8K2,2,4, QPSK) and CSTSK2,2,2,4, QPSK)
of Fig. 2.17. The system’s normalized throughpuRis= 2 bits/symbol. All other system

parameters were summarized in Table 5.1.

We further show the achievable BER performance of MSDSDHeDSTSK?2,2,2,4, QPSK)
scheme of Fig. 5.2 under the normalized Doppler frequengy ef 0.03 in Fig. 5.4, in comparison
to the performance of the CDD and the CSTSK. It may be seerathtlie fading rate increases,
resulting in more rapidly fluctuating CIR taps, the CDD exgeaces an error-floor at about BER
of 10~5. By contrast, the MSDSD does not exhibit such an error-fléarthermore, the MSDSD
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Figure 5.4: Achievable BER performance of the hard-dexisiaed MSDSD for the
DSTSK(2,2,2,4, QPSK) system of Fig. 5.2 under fading condition ff = 0.03, in com-
parison to that of the CDD aided DST8K2,2,4, QPSK) and CSTSK2, 2, 2,4, QPSK
of Fig. 2.17. The system’s normalized throughpuRis= 2 bits/symbol. All other system
parameters were summarized in Table 5.1.

associated with the window size of, = 4 achieves the BER of0° at about SNR= 26 dB,
while the MSDSD associated with the window sizeMf, = 6 achieves the same BER at about
SNR= 24 dB, where a SNR gain of about 2dB is attained by increasingMidew size from 4
to 6. Note that this is different from the BER performanceemg = 0.01 depicted in Fig. 5.3,
where no further performance gain is achieved upon inangabie window size.

It may be concluded from the above discussion that as theaiized Doppler frequency in-
creases, the CDD experiences an irreducible error-flodtewtie MSDSD is capable of mitigating
this error-floor. Secondly, in a relatively slow-fading @omment, no obvious performance gain
can be achieved by increasing the detection window sizeeoMBDSD, but in a relatively fast
fading environment, a performance gain can be attained pareking the window size.

DSTSK(2,1,2,4, QPSK) associated withR = 2 bits/symbol

We also considered the hard-decision aided MSDSD for theS¥$7, 1, 2,4, QPSK) system of
Fig. 5.2 under the normalized Doppler frequencieg;of 0.01 and 0.03. The system’s normalized
throughput isR = 2 bits/symbol. The corresponding achievable BER perforraasfcthe case
fi = 0.01 are depicted in Fig. 5.5, where it may be seen that firstlykarthe case of the CDD
aided DSTSK2,2,2,4,QPSK), the CDD aided DSTSK, 1,2,4, QPSK) experienced an error-
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Figure 5.5: Achievable BER performance of the hard-dexisialed MSDSD for the
DSTSK(2,1,2,4,QPSK) system of Fig. 5.2 under fading condition ff = 0.01, in
comparison to that of the CDD aided DSTEX1, 2,4, QPSK). The system’s normalized
throughput isR = 2 bits/symbol. All other system parameters were summarizdble

5.1.
© CDD
10° | ~ MSDSD, N,=4
© MSDSD, N,=6
0 | 14=0.03 7
D
o -3 | i
i 10
m
10 ¢ T
10° | T
\
10° ‘ | ‘ ‘ | | | o
0 5 10 15 20 25 30 35 40
SNR (dB)

Figure 5.6: Achievable BER performance of the hard-decisidled MSDSD for the
DSTSK(2,1,2,4,QPSK) system of Fig. 5.2 under fading condition #f = 0.03, in
comparison to that of the CDD aided DSTEX1, 2,4, QPSK). The system’s normalized
throughput isR = 2 bits/symbol. All other system parameters were summarizdble
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floor. This implies that increasing the number of receiveeanas is capable of reducing the error-
floor. Additionally, it may be seen from Fig. 5.5 that agairthwthe aid of MSDSD, the error-floor
experienced by CDD may be mitigated. The achievable BERopednce of the MSDSD aided
DSTSK(2,1,2,4, QPSK) underf; = 0.03 are depicted in Fig. 5.6, where it may be seen that the
error-floor of the CDD scheme tends to become higher uporeasimg the normalized Doppler
frequency, while the MSDSD only experiences a modest pmdoce loss and no error-floor is
observed.

5.2.4.2 Soft-Decision aided MSDSD for DSTSK

The achievable BER performance of the soft-decision MSDiiEdthree-stage turbo coded DSTSK
systems of Fig. 5.2 was investigated. An interleaver lerdth0,000 bits was used by the three-
stage serial-concatenated turbo encoder/decoder. Theagenpolynomials of the RSC encoder
represented in a binary format weiksc = [1,0,1]> andGgs- = [1,1, 1], while those of the
URC encoder wer&yrc = [1,0], andGJ;z- = [1,1]2. The numbers of inner iterations and outer
iterations werd;,,,, = 2 andI,,; = 4. The system parameters of the soft-decision MSDSD aided
three-stage turbo coded DSTSK scheme of Fig. 5.2 are suedar Table 5.2.

Table 5.2: System parameters of the soft-decision MSDSé&ddidree-stage turbo coded
DSTSK scheme of Fig. 5.2.

Number of Tx antennas M
Number of Rx antennas N
Symbol durations per block T
Number of dispersion matrices Q
Modulation L-PSK
Channels Frequency-flat Rayleigh fading
Normalized Doppler frequency fa
Detector MSDSD
Detection window size Ny
Interleaver blocklength 10, 000 bits
Outer channel code Half-rate RSC
Generator polynomials (GrscrGrsc) = (7,5)s
Precoder URC
Number of inner iterations L,=2
Number of outer iterations Loyt = 4

We first considered the DSTSK, 2, 2,4, QPSK) system of Fig. 5.2 associated wifh = 0.01.
The system’s normalized throughputRs= 2 bits/symbol. The corresponding BER performance
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Figure 5.7: Achievable BER performance of the soft-decisdSDSD aided three-stage
turbo coded DSTSK2,2,2,4, QPSK) system of Fig. 5.2 under fading condition of
fs = 0.01. The system’s normalized throughputRs= 2 bits/symbol. All other sys-

tem parameters were summarized in Table 5.2.
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Figure 5.8: Achievable BER performance of the soft-decisdSDSD aided three-stage
turbo coded DSTSK2,2,2,4, QPSK) system of Fig. 5.2 under fading condition of
fs = 0.03. The system’s normalized throughputRs= 2 bits/symbol. All other sys-

tem parameters were summarized in Table 5.2.

is depicted in Fig. 5.7, where it can be seen that the MSDSRpsalgle of improving the perfor-

mance of the DSTSK system relying on the CDD. For examplegarierror-free” performance is
achieved by the CDD at SNR 4.9 dB, while the MSDSD associated a window sizeNgf = 4 is
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capable of achieving an infinitesimally low BER at SNR3.9 dB. Moreover, it may also be seen
that by employing the SISO-MSDSD and three-stage turbangositheme of Fig. 2.7, the BER per-
formance of DSTSK is significantly improved, compared touheoded BER performance shown
in Fig. 5.3. Additionally, we also considered the DSTRK2, 2,4, QPSK) system associated with
fs = 0.03. Recall thatf; = 0.03 represents a relatively fast-fading environment, theeetn
error-floor may exist in the case of CDD, as seen from the BEfRprance recorded for the un-
coded DSTSK2, 1, 2,4, QPSK) shown in Fig. 5.4. By contrast, it may be observed from Fif. 5.
that there is no visible error-floor, implying that the ireetble error-floor experienced by the CDD
can be mitigated by employing the three-stage turbo codéstecture of Fig. 2.7.

5.3 DSTSK aided MUSRC System

In the previous section, we have introduced the MSDSD for 8§ Bystems. It has also been
mentioned previously that in cooperative communicatiostays, differential schemes are pre-
ferred since no CSl is required. Against this backgroundprepose a DSTSK aided and succes-
sive relaying assisted multi-user DF cooperative systemeWiploy low-complexity non-coherent
detection, which does not require any CSlI, neither at the Rdisat the DN. Specifically, the
SNs employ differentially encoded PSK modulation, while BNs perform SISO-MSDSD based
DF relaying during the relaying phase. Similarly, DSTSKnsmission is employed at the RNs,
which is detected with the aid of the SISO-MSDSD at the DN. dMexplicitly, three-stage serial-
concatenated turbo encoding/decoding is employed thautghe system in order to enhance the
attainable performance. Additionally, the MMBCS alganmitintroduced in Section 2.3.5 of Chap-
ter 2 is employed to select the optimal DSTSK configuratiansigpporting a specific number of
users. Moreover, we adopt a successive relaying architefu recovering the conventional 50%
half-duplex relaying-induced throughput loss, at the odstupporting less users.

5.3.1 System Model

Let us now focus on the system model of the proposed MUSREmshose schematic is depicted
in Fig. 5.9, where the two-phase relaying network consiét€ 8Ns (users)2N; RNs and a DN.
Due to the limited size of the shirt-pocket mobile devicks, $Ns and RNs are all limited to have a
single antenna. By contrast, the number of antenna eleratttts DN depends on the configuration
of the DSTSK scheme adopted. DS-CDMA is adopted as the nauliiizess technique [11]. Since
two-phase successive relaying is employed, the number 86\A the network isNy44 = 2. The
number of RNs in each of the two VAA groupsh§ = 2.
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Figure 5.9: Block diagram of the DSTSK aided MUSRC systemictvimplements the
two-phase successive relaying with the aid of two virtuaéana arrays. In this example,
the number of RNs in each VAA iN, = 2.

5.3.1.1 System Operation Overview

The operation of our MUSRC system is based on a two-phaisas¢ 1 and Phase 2) alternating
principle, where each operating phase contains two comeutransmissions referred to as broad-
casting and relaying transmissions, which are outlineaé®As.

1) Phase 1

The operation oPhase 1 is represented in Fig. 5.9 by the solid-line arrows. Durimg broadcast
phase, the information bits of each of tkesNs are firstly channel encoded by the two-stage serial-
concatenated RSC-URC encoder of Fig. 5.10 at the SNs. Theehaoded bits are mapped to
the DPSK constellation symbols for generatikiglifferentially encoded symbol sequences, which
are spread by thK user-specific spreading codes. The CDMA-spread signalsaaremitted from
each of theK SNs to the first VAA (VAAL), which is formed by, RNs. At the RNs of VAAL,

the signals received from the SNs are firstly de-spread, lemddecoded by the three-stage serial-
concatenated decoder of Fig. 5.10, generatingtecoded signals of thi€ users.

During the relaying transmission, the decoded users’ &gadnich are acquired from the most
recent broadcast slot, are encoded by the two-stage RSCdoB@tler of Fig. 5.10 at the VAA2,
which are further modulated by the DSTSK modulator beforiadgepread by the VAA-specific
spreading codes, and finally transmitted to the DN. At the D ,signal received from the VAA2
is de-spread and then decoded by the three-stage serizdteoated decoder of Fig. 5.10. Finally,
the hard decisions are generated for khesers to completPhase 1.
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Figure 5.10: Structure of three-stage serial-concatdnaido encoder/decoder.

2) Phase 2

The operations oPhase 2 are depicted in Fig. 5.9 by the dashed-line arrows, whicheseetly
identical to those inPhase 1, except for the roles of the VAAL and VAA2, which are swapped.
More explicitly, in Phase 2, the VAAZ2 is in the broadcast mode, while the VAAL is in theasel
ing transmission mode. In this way, the successive relapggpmes capable of recovering the
conventional 50% throughput loss.

In order to suppress the successive relaying-induced-\#térInterference (1VI1), the classic
DS-CDMA technigue is adopted at the RNs, where each VAA igaesd a specific spreading code,
which implies thatNy4 4 spreading codes will be adopted by the VAAs in the networkaAssult,
the number of users supported is reduced\igy 4, albeit in reality only the users roaming at the
cell-edge will rely on relaying.

5.3.1.2 Relay Architecture Overview

We assume that the proposed MUSRC has a symmetric topoloijysisated in Fig. 5.11. By
exploiting the fact that the RNs in each VAA are geometricalbse to each other, and the distances
between them are significantly smaller than the distanaes the SNs to RNs and from the RNs
to DN, we can reasonably assume that the distances from theédSiRe RNs in a VAA are equal
and the distances spanning from the RNs in a VAA to the DN @@ edual, which are denoted as
D, and D,,, respectively. Then the average path-loss reduction o$tliece-to-relay (SR) links
and relay-to-destination (RD) links can be expressed as

D, \* D, \*
Gy = s and G,; = <,
sr < Dsr > rd (Drd>
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Figure 5.11: Topology of the proposed MUSRC system. Theegys$ symmetric in the
sense that the distance from the SNs to the VAAL is approeimaiual to the distance
from the SNs to the VAA2, while the distance between the VAAL &he DN is approxi-

mately equal to the distance between the VAA2 and the DN.

respectively, wherd,,; is the distance between the SNs and DN, which is normalizashity.
Additionally, the average path-loss reduction betweertwieVAAs is denoted as

Do )"
Goo=(=2) ,

where D, is the distance between the two VAAs. Throughout this paperpath-loss exponent

is given bya = 3, which represents a typical urban area. Naturally, the ala@gumptions do not
affect the general applicability of our analysis.

Since the direct signals transmitted from the SNs to the D\a#tenuated by the pathloss, es-
pecially in high-carrier-frequency mobile broadband eyst, such as millimetre-wave communi-
cation and free-space optical mobile systems [164,165hnmyeconsider the SR and RD transmis-
sions. For the SR transmission, we adopt the DPSK signalérgy DBPSK and DQPSK), while
for the RD transmission, we adopt the DST®¥, N, T, Q, £) system associated witN, = T.
Naturally, increasing’” improves the achievable BER performance at the cost of negule sys-
tem throughput, while imposing a higher complexity in fongiia VAA [5]. Having a higher
complexity is due to the fact that, sindé = T, the designer has to choose more RNs and the syn-
chronisation of the RNs also becomes more of a challengerefdre, we limit the number of the
time slots tol' = 2 and mainly consider two configurations, namely, the DSTSK, 2, Q, £) and
DSTSK(2,2,2,Q, L), associated wittN = 1 andN = 2 receive antennas at the DN, respectively.

Since no CSl is required by our MUSRC, no CSl is available fdecting RNs. Hence the
selection of RNs can only be based on their geometric lagatitormation [117]. Referring to
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Fig. 5.11, let us now discuss how to select the RNs and howremge the selected RNs into
the two VAAs, based on the RNs’ geometric location informati It is plausible that having a
symmetric topology as illustrated in Fig. 5.11 is reasoeabécause the two VAAs may be treated
identically. In this symmetric topology, we can denote tistahce from the SNs to each of the two
VAAs as Ds,, while denoting the distance between each of the two VAAsthedDN asD,,;. In
order to benefit from collaborative relaying, we have

Dg < Dgg andD,; < Dgy. (5.25)
The distance between any pair of RNs in a VAA, which is denetel,,, satisfies
D,, < D andD,, < D,4. (5.26)

Furthermore, we should have,, > 10 x A, whereA is the carrier's wavelength, in order to ensure
that we fully exploit the spatial diversity, but this condit is usually automatically met for the
mobile relays. Regarding how to divide the selected RNstintmVAAS, we note that the distance
between the two VAASs, which is denoted Rs,, should be sufficiently large, so that the inter-VAA
interference is minimised. On the other hamd,, should not be excessive so that the condition
Eq. (5.25) is satisfied. Lastly, the question arises, wheatleeshould place a VAA closer to the
SNs or closer to the DN. Since the RD links employ DSTSK, whiels an inherent diversity
capability and it is more powerful than the DPSK scheme egpguldoy the SR links, therefore, we
may appoint a VAA closer to the SNs, for the sake of achievitiglance of performance for the
SR and RD links. This would also mitigate the error propageiinflicted by the DF scheme. More
explicitly, we arrange for
Dg, < Dyy. (5.27)

Let us now detail the operations involved in SNs, RNs and DN.

5.3.1.3 Source Nodes

During the broadcast interval, the information bit seqmaeb{i:of the k' user is encoded by the

two-stage serial-concatenated channel encoder of Fi@, ard the encoded bit sequeneeis

mapped to a PSK symbol sequence= {xk}, which is then differentially encoded according to
1, n=020,

K
. (5.28)
! . gk n > 0.

n “n—1s/

The system employs a set of spreading co{:&és},lfleVAA, each having a spreading factor Iof,
whereNy44 = 2 is the number of VAAs. The firsk spreading codes are used for supporting the
K users, and the spreading operation atdfieSN is expressed as

1
ek = sk, 1<k <K (5.29)

VLs
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5.3.1.4 Relay Nodes

We assume that the CDMA up-link is synchronized, so thathallsignals arrive at a RN with the
same delay and hence the near-zero cross-correlationrpragehe DS-CDMA system may be
exploited for reducing the multi-user interference (MWAYditionally, the Rayleigh fading channel
is considered to be quasi-static, yielding a constant gadinvelope and phase within @g-chip
transmission period. Let the two VAAs be denoted Wyand V,, respectively. In the sequel,
column vector based notation will be adopted.

1) Decoding

The signal received at the!” RN of the VAA V; may be expressed as
K
Yo, = \/GS,kZ1 ek + \/Gyo {first-Ls-elementg Py, H{} ) } + 301y, (5.30)

wherey?, € Ct=*1, 1% € Cis then™ Rayleigh distributed channel coefficient betweenttie
SN and then" RN of the VAA Vi, while Py, € CTL*Nr s the received CDMA-spread DSTSK
signal block from the VAAV;. Furthermore HY;, € CN ! is the equivalent channel matrix
between the VAAV; and them™ RN of the VAA V;, while 3, € CL-*1 is the equivalent AWGN
vector. De-spreadingy;, for thek!" user yields

km _V GST’ T, m
rnVl - /LS (C ) y?’lV]
VG T _
= () ek, + i, + ok,

VLs

— Gs,sﬁh%l + ;7,’;’{}1 + ﬁﬁ’gl, (5.31)

whererk7; denotes the MUI and IVI term, which may be substantially melias a benefit of the
near-orthogonality of the spreading code family employﬁq,[andz‘fﬁ’g1 is the noise term having
a zero mean and a varianced§ /2 per dimension. When considering a detection windouwgf
received samples, Eq. (5.31) may be expressed as

r = +/Ggdiag{s}h +v = \/GsSh+ v, (5.32)
wherer = [r}% r{it ) - +1)v1]T includes theN,, consecutive signals received within

the detection window oN,, sampless = [s s&_,---sk_ ] is the corresponding differen-
tially encoded symbol vector, arl= diag{s}, while h € CN«*1 js the Rayleigh fading channel
vector andv € CNe*1 the AWGN vector. Note tha$ is a unitary matrix, and any small residual
MUI and IVI term in Eq. (5.31) is assumed to be includedvinFor notational simplification, we

omit the user indeX in the sequel.

The SISO-MSDSD is based on the Log-MAP algorithm [1], wheiveg the window size of
Ny, the multiple-symbol decisions faf,, x,,—1, - - - , x,—n,+2 depend on the conditional probabil-
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ity density function (PDF)(r|s), which satisfies the following relation [99]
—In (p(r|s)) o« "R}, !r. (5.33)

Define the channel’s correlation matrix Bg, = E{hh" }, the noise correlation matrix d&,, =
E{vv"} and the combined correlation mat = Ry, + G%,RW' Then the power normalized
conditional correlation matriR,, of the received signal vectarin Eq. (5.33) is given by
1 H H, 1 H
R, = —E{rr"} = SR;,S” + —Ry, = SCS". (5.34)
Gsy GSV

Upon applying the Cholesky factorisation, we h&ve' = LLH, whereL is a lower triangular
matrix. By defining the upper triangular matrix of

u= (\/é_LHdiag{r})*, (5.35)
we arrive at
—In (p(r|s)) « ||Us|. (5.36)

Note that the common phase shift_y_ 1 in all the firstN,, — 1 elements of the differential symbol
vectors has no effect on the ML metric of Eq. (5.36). If we define theuscualated differential
symbol as [166]

Ny—1
: [ Xsn)jy 1<i<No—1,
i = S(n+1)—i " S(n+1)-Ny, — J=

1/ Z = NZUI
_ x(n+l)7i caAit1, 1 < i < Nw - 1/ (5.37)

1, i = Ny,

the following relationship is obtained

—In (p(rfs)) e [|Ual?, (5.38)

wherea = [al ay - an,—1 an] !is the accumulated differential symbol vector. Sphere deap

(SD) examines the set of candidau{eqnﬂ)7]‘}3\’2”‘1

et that lie within the decoding sphere radils

i.e. within

|Ual/® < R2. (5.39)

The SISO-MSDSD accepts tleepriori soft information from the URC decoder of Fig. 5.10
and produces the corresponding soft outputs. Assumingtrli@a*symbols{x(nﬂ)_]-}]I.\’:wl’l are
independent, theia priori information may be expressed as

Nyp—1

In (P{a}) = Y In(P{x( 1)_j}) (5.40)

j=1
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By defining
Uip 2 -+ UILN,
u—| "’ 1_2’2 N ] (5.41)
0 e 0 uNw/Nw

we may further modify Eq. (5.39) to yield:

Ny—1 Ny—1

|tal? —n (Pa}) = Y (| 1

2
uj,lal‘ —In (PF{X(nJrl),j})) < R (5.42)
=1

The partial-Euclidean-distance (PED) contribution isitdefined as

Nyp—1 Nyp—1

#=y (| X

2
“j,lal‘ _ln(Pr{x(nJrl)fj})) =diq + A (5.43)
= IS

where the PED increment is expressed as

Ny—1

2
Uiili 1 X (pi1)—i T Y Mz',lﬂz‘ —In (Pr{x(yy1)-i})- (5.44)
1=+

AF =

The a posteriori probability of the bit of interesb, can then be calculated by the Max-Log-
MAP algorithm [1], which is expressed as
B Pr{b, = 1|r}
Lp(bafr) =1n (Pr{bn - O|r})
~ — [Uaypl® +In (Pr{xyiap}) + [Uayipl? —In (Prixyip})

by=1 by =0
=dyiap — Ayiaps (5.45)

where the subscripi;4p indicates the MAP solution obtained by the SD, while the ssgrgpts
b=1 and?=0 indicate the associated solutions obtained with the bihtrestb,, set to 1 and 0,
respectively. Furthermoré}: 1, andd”: =9 denotes the minimum PEDs estimated by the SD when
the bit of interesb,, is set to 1 and 0O, respectively.

The extrinsic information ofb, may be calculated by subtracting thepriori information of
Eq. (5.40) from the posteriori probability of Eq. (5.45), which can then be fed to the URCatkxr
to form an decoding inner loop, as portrayed in Fig. 5.10alynafter the termination of the three-
stage MSDSD-URC-RSC turbo decoding process depicted irbFi§, the hard-decision outputs
of the three-stage turbo decoder recover the bit sequehties users at the:'” RN, each having

~1m ~2m /\Km]

the Iengtth, to form the decision matri8" = [b b ---b |, wherem € {1,---,N,}in

our system. The details of the three-stage turbo decodimgeps can be found in [1].

2) Forwarding

In order to perform the three-stage serial-concatenated-BRBC-DSTSK encoding, as illustrated
in Fig. 5.10, the decision matriB” € CLr*Kis firstly parallel-to-serial (P/S) converted to form
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the decision vectob,,, € CXL-*1. Then this decision vector is encoded by the half-rate RSC-
URC encoder to generate a coded sequéiites C2XLr*! which is then serial-to-parallel (S/P)
converted to the coded matiX" € C2L7*X and then transmitted by the DSTSK modulator [124].

In order to supporK users, the number of bits conveyed by each DSTSK signal ldodkhe
number of users have to meet the following condition

K =log,(Q) +log, (L), (5.46)

wherelog,(Q) bits are used for choosing a specific dispersion matjx € CT*Nr from the

set of Q dispersion matrices arldg, (L) bits are adopted to unambiguously represent a specific
constellation poins,, of the conventionallC-PSK modulation scheme. To elaborate a little further,
supporting different numbers of users can be realized byogpiately modifying the values ad
and £, without changing the system configuration. For examplemag haveQ) = 2 andL = 2

for a system supporting = 2 users, while we may opt for the values@f= 4 and L = 4 for
supportingK = 4 users. Additionally, given a specific number of users, wagioombinations of

Q and £ may be used, provided that the relation Eq. (5.46) is safisfibich are summarised in
Table 5.3 for different values . The most beneficial DSTSK combination selection is dedaile
in Section 5.3.2.

After obtaining the dispersion matrig,, and the corresponding convention2lPSK symbol
su, the DSTSK signal block is generated as

X" =s,Ap. (5.47)

The number of transmit antennas and the number of time dlotsd be identical for the DSTSK
scheme [5], i.eN, = T. With this constraint, the DSTSK symbol block is given by

It, n=0,
S = T (5.48)
xnsn n>0,

n—1s

which is spread by the spreading cade of the VAA V; to yield

- \/%52’1 ®cv., (5.49)
where the spread DSTSK signal block obdy$ € C’*Nr. Since in our proposed MUSRC
systemN, RNs form a VAA, if we denote the equivalent signal block traitsed by the VAAV;

to the DN asPy, € CT-*Nr, then then' column of Py, is contributed by then™ column of PY; .

To be more specific, tha! column of Py, is transmitted by the corresponding” RN to the DN.
This corresponds to the system block diagram shown in Fgwvhere for example, the first RN in
the VAAL extracts and transmits the first column of the DSTSkdalated and spread signal block
matrix formulated in Eq. (5.49). Note that the allocatiorthaf total transmission power to the RNs
in a VAA is performed automatically. This is because evegpdrsion matrixA,, is designed to
have the same constant power [5] and, therefore, every aquivsignal matrix’y, has the same
constant power. Since the!” RN transmits then!" column of Py,, wherel < m < N, the
transmit powers of all thé&vV, RNs add up to the total transmit power.
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5.3.1.5 Destination Node

All the RNs are assumed to be perfectly synchronized, imglyhat during thel" time slots, the

N, RNs in a specific VAA group transmit their signal blocks sitankously. Furthermore, the
Rayleigh fading channel is assumed to be quasi-static sththdading envelope and phase remain
constant within the time duration @f,T. The de-spread signal block received at the DN with the

aid of N receive antennas ovértime slots may be expressed as [5]

R, = V GraSnHy + Vo, (5-50)

whereR,, € CT*N andS, € CT*Nris the equivalent differential signal block received frame t
transmitting VAA, whosen! column is identical to then™ column of$”, while H, € CN-*N
denotes the fading channel matrix between the transmit#kyand the DN, whileV,, € CT*N is
the corresponding AWGN matrix. Note the “similarity” betere Eq. (5.50) and Eq. (5.31), where
the scalar elements in Eq. (5.31) are replaced by matrideq.i(6.50). Unlike Eq. (5.31), however,
there exists no MUl or IVI in Eq. (5.50). Note that Eq. (5.5@slthe same form of Eq. (5.3).

Similar to the RNs, the three-stage MSDSD-URC-RSC turb@decdetects the signal blocks
received at the DN. More explicitly, the URC and RSC decodérisig. 5.10 used at the DN are
exactly identical to the ones employed in the RNs, while tt&833MSDSD of the RNs is extended
for detecting the DSTSK signal blocks. In particular, over N, DSTSK signal blocks, Eg. (5.50)

can be expressed as
R=\G,SH+YV, (5.51)

where we haveR = [RI RI_;- --RE,NZUH]T, S = diag{Su, Su-1," "+ ,Sn-No+1}, H =
HYH_, - H_y ] andV = [VIVI_,...vT_, ]". Then the MSDSD for DSTSK
systems introduced in Section 5.2 may be invoked for geingrétie bit decisions for th& users.

5.3.2 DSTSK Configuration Selection

It has been demonstrated in Section 2.3.5 of Chapter 2 teathhbice of the number of disper-
sion matriceqQ and the conventional PSK constellation sizés important for achieving a fixed
throughput. Therefore, the MMBCS algorithm was proposedil&ly, in our proposed DSTSK
aided MUSRC scheme, the novel MMBCS algorithm may also bekiea for selecting the optimal

combination ofQ and L.

It has been mentioned in Section 5.3.1.4 that the propose8RALsystem is capable of sup-
porting the same number of users by different DSTSK configpma. To be more explicit, ac-
cording to Eq. (5.46), for a given number of uséswe may opt for different combinations of
Q and L. For example, if we havik = 4 users, the possible combinations @fand £ are
(Q,L) =1(2,8),(Q,L) = (44) and(Q, L) = (8,2). Detailed DSTSK configuration list is
shown in Table 5.3. Since different configuratiof@, £) for the same number of useks may
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Table 5.3: Combinations @D and £ for supporting different numbers of uséfsand the
corresponding lower bound complexily: [98] associated witlN,, = 4, DBPSK at SNs
andN = 1 receive antenna at DN.

K=2 K=3 K= K=5
Q=2L=2|Q=2L=4|0=2L=8|Q=2L=16
(N.=180) | (N.=200) | (N.=250) | (N.=360)

N/A Q=4L=2|Q=4L=4| Q=4,L=38

(N. =200) | (N.=250) | (N.=360)

N/A N/A Q=8L=2| Q=8L=4

(N. =250) | (N.=360)
N/A N/A N/A Q=16L=2
(N, = 360)

have differentlmax—min(Q, £), the resultant BERs may be different as well. The most apjatep
DSTSK configuration is obviously the one that yields the IstNBER. The maximum minimum-
determinant values @fax—min(Q, £) for various DSTSK configuration&Q, £) are listed in Ta-
ble 5.4 for the system with the DBPSK at the SNs &hd= 1 receive antenna at the DN as well
as for the system with the DQPSK system at the SNsMnd 2 receive antennas at the DN. Then
according to the MMBCS algorithm, we arrive at the optimalT3X configurations Qopt, Lopt)

to support various number of usdfs which are summarized in Table 5.5. In the following simu-
lation study, we will demonstrate that the most appropria8 SK configuration selected by our
proposed MMBCS algorithm is capable of outperforming o&M SK configurations, in terms of
their maximum achievable rate.

5.3.3 Simulation Results

A Rayleigh fading environment having a normalized Dopptleqtiencyf; = 0.01 was consid-
ered, and an interleaver length of 10,000 bits was used bithe-stage serial-concatenated turbo
encoder/decoder. The generator polynomials of the RSCdenawereGgrsc = [1,0,1], and
Gkrse = [1,1,1]2, while the generator polynomials of the URC encoder wefgc = [1,0]> and
Glire = [1,1]2, whereGjg- and G,z are the feedback polynomials of the RSC and URC en-
coders, respectively. The numbers of inner iterations amek dterations weré;,, = 2 andl,,; = 4,
respectively. Unless otherwise statethe distance between the two VAAs wBs, = % N, =2
RNs were employed in each of the two VAA groups, leading tda tuf 2N, = 4 relays. Since the
transmit signal powers of all the simulated systems (SNNe &1d RNs to DN) were normalized
to unity, the equivalent SNR of the overall system was deﬁme]%, with Ny being the equivalent

2Normally, the closer the two VAAs, the stronger IVl and thepe the achievable system performance.



Table 5.4: The maximum minimum-determinah.x—min (Q, £) for different combinations ofQ, £) for the system with the DBPSK at the SNs and

N = 1 receive antenna at the DN as well as for the system with the ¥y stem at the SNs arid = 2 receive antennas at the DN.

DBPSK at SNs andV = 1 receive antenna at DN
Q=2 Q=14 Q=8 Q=16
L=2 | dnax-min(2,2) = 199846 | dimax min(4,2) = 1.41065 | dimax—min(8,2) = 0.47171 | dmax—min(16,2) = 0.092138
L=4 | dnax—min(2,4) = 1.21914 | dmax—min(4,4) = 0.75919 | dmax—min(8,4) = 0.21126 N/A
L =28 | dmnax—min(2,8) =0.58578 | dmax—min(4,8) = 0.40317 N/A N/A
L =16 | dmax—min(2,16) = 0.15224 N/A N/A N/A
DQPSK at SNs andV = 2 receive antennas at DN
Q=2 Q=4 Q=38 Q=16
L= Amax—min(2,2) = 1.99822 | dmax—min(4,2) = 1.41172 | dmax—min(8,2) = 0.42625 | dmax—min(16,2) = 0.10477
L= Amax—min(2,4) = 1.36047 | dmax—min(4,4) = 0.80871 | dmax—min(8,4) = 0.20731 N/A
= Amax—min(2,8) = 0.58579 | dmax—min(4,8) = 0.42085 N/A N/A
L =16 | dmax—min(2,16) = 0.15224 N/A N/A N/A

Sinsay uonenwis "e€'e'q

80¢
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Table 5.5: Optimal combination®.pt, Lopt) for supporting different numbers of users
K, associated with DBPSK or DQPSK at SNs axid= 1 or 2 receive antennas at DN.

K=2 K=3 K=4 K=5
(Qopt/ Eopt) (Qopt/ Eopt) (Qopt/ Eopt) (Qopt/ Eopt)
=(2,2) = (4,2) = (4,4) = (4,8)

system’s AWGN power. Taking into account the path lossesdgs. (5.31) and (5.50), the noise

power at a RN was set t¥ / G5, while the noise power at the DN was given Ny/G,;. The set

of (K + 2) non-orthogonal random codes with the spreading faktfoe 256 was used to support

multiple K users and the two VAAs. The system parameters of the thagge-stirbo coded DSTSK

aided MUSRC system of Fig. 5.9 are summarized in Table 5.6.

Table 5.6: System parameters of the three-stage turbo d@8&&K aided MUSRC sys-

tem of Fig. 5.9.

Number of RNs in a VAA
Number of Rx antennas

Symbol durations per block

Number of dispersion matrices

Distance between two VAAs

Distance between SN and RNs

Spreading factor
Number of users
Modulation
Channels

Normalized Doppler frequency

Detector

Detection window size
Interleaver blocklength
Outer channel code
Generator polynomials
Precoder

Number of inner iterations
Number of outer iterations

L-PSK

Frequency-flat Rayleigh fading

fa=0.01

MSDSD

Ny

10, 000 bits
Half-rate RSC

(G;{SC’ GRSC) = (7/ 5)8

URC
Iy =2
Iout =4
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5.3.3.1 DBPSK for SR transmission and DSTSK2, 1,2, Q, £) for RD transmission

We first considered the proposed DSTSK aided MUSRC systenigof39 employing DBPSK
for the SR transmission and a DSTSK scheme of DS{SK 2, Q, £) for the RD transmission,
associated withN, = 2 relays in each of the two VAA groups and a DN equipped with=

1 receive antenna. Various number @fdispersion matrices and-PSK constellations may be
adopted by the DSTSK scheme at the RNs, depending on the nwhisersk, as listed in
Table 5.3. The most appropriate or optimal combinati@g,, Lopt) can be determined using the
proposed MMBCS algorithm as presented in Section 5.3.2 optimal combination$Qopt, Lopt)
corresponding to various can be found in Table 5.5. Therefore, we commenced our igetgns
with the aid of the maximum achievable rate to verify the $abiat the different combinations of
(Q, £) lead to different system performances and the optimal coation (Qopt, Lopt) found by
the MMBCS algorithm indeed offers the optimal performartle simulation results obtained are
shown in Fig. 5.12, where the DSTSK aided MUSRC systems stippK € {3,4} users were
considered, in conjunction with an MSDSD window sizeNyf = 4. The normalized source-to-
relay distance was chosen Bs, = 0.51, which will be shown to be the optimal distance for the
system configurations used in this example later in this@ect

4= 0.01

4.0 1l 2inner iterations

4 outer iterations

3.6 | Dg=0.51, Q,=0.25
DBPSK at SNs, N =1 at DN

32+

28

K=3 Users
2.4+

2.0 K=4-user system’s half-rate throughput -

16

K=3-user system’s half-rate throughput |
12+

o — K=4, (Q, L)=(2, 8)

08 r 4 —— K=4, (Ql L)=(4, 4)

Maximum achievable rate [bits/DSTSK symbol]

o — K=4, (Q, L)=(8, 2)
0.4+ 0 ---- K=3, (Q, L)=(4, 2)
0----K=3,(Q, L)=(2, 4)
0'0-7-6-5-4-3-2-101234567
SNR (dB)

Figure 5.12: Maximum achievable rates of DSTSKL, 2, Q, £) aided MUSRC scheme
of Fig. 5.9 using different combinations 60, £) for supportingK = 3 and4 users,
associated with DBPSK at SNs adl = 1 receive antenna at DN. All other system

parameters were summarized in Table 5.6.

It can be seen from Table 5.3 that fkr= 3 users, there are two legitimate combinations of
(Q,L) = (4,2) and (Q, L) = (2,4). The corresponding maximum achievable rates of these
two configurations are shown in Fig. 5.12 as two dashed cuwhsre it is seen that both these
two DSTSK combinations are capable of achieving the systeoughput of 3 bits/symbol at ap-
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proximately SNR= 7 dB. However, based on the fact that for near-capacity systamanishingly
low BER may occur a few dBs beyond the system’s capacity, emplfied latter by the BER
simulation results of Fig. 5.15, we may focus our attentiartle system’s capacity point and its
immediate vicinity. It can be seen that the combinationN @f £) = (4,2) reach the half-rate
throughput of 1.5 bits/symbol at SNR—3.8 dB, while the combination ofQ, £) = (2,4) reach
the half-rate throughput at SNR—3.4 dB. Beyond this point, the combinatidi), £) = (4,2)
still outperforms the other combinatig®, £) = (2,4). Clearly, the combinatiofQ, £) = (4,2)

is the most appropriate configuration based on the systeassnmum achievable rate. This agrees
with the results produced by the proposed MMBCS algorithniistsd in Table 5.5, which also
confirms that(Qopt, Lopt) = (4,2) is the best configuration for supportiig= 3 users.

»
~

K=3, Q=4, BPSK K=4 Users
4.0 K=4, Q=4, QPSK E_—lv’::‘-=z_—_—_:='>‘
26l 0 Dy=0.75 < |
|| © Dg=0.51
32 1| O Dg=10.40 |
A Dg,=0.25 - B —E

N
o]
T

ING
IS
T

n
o

K=4-user system’s half-rate throughput

K=3-user system’s half-rate throughput

f4=0.01, Q,=0.25

2 inner iterations

4 outer iterations

DBPSK at SNs, N =1 at DN

3 4 5 6 7 8 9 10 11 12
SNR (dB)

Figure 5.13: Effects of different SR distances on the systenaximum achievable rate
for the systemgQopt, Lopt) = (4,2) and (Qopt, Lopt) = (4,4) to supportk = 3 and
K = 4 users, respectively. All other system parameters were sriped in Table 5.6.

Maximum achievable rate [bits/DSTSK symbol]

<D
2
=
-4

The three maximum achievable rates for the system Witk 4 users are shown in Fig. 5.12
as solid curves, where we observe that the combinat@nl) = (4,4) reaches the half-rate
throughput point at approximately SNR—3.7 dB, while the other two combinations require about
SNR= —3 dB. Additionally, beyond its half-rate SNR point, the comdtion (Q, £) = (4,4)
outperforms the other two combinations, in terms of the maxn achievable rate. Therefore,
(Q, L) = (4,4) can be regarded as the optimal combination, which agaireagvéh the results
of Table 5.5, provided by the proposed MMBCS algorithm. Itvsrth pointing out that all the
legitimate DSTSK configuration§Q, £) associated with the same number of us€rkave the
same system complexity. According to the operational jplamf our SISO-MSDSD invoked for
DSTSK, the size of the search-set is determined by the ptaducdC, which in fact depends on
the number of userK. Note that all the combinations have the same product, aslog,(Q -
L) = K. In other words, given the number of usé(s the lower-bounded complexity of our
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SISO-MSDSD aided cooperative system is determined. Thisitdounded complexity is given in
Table 5.3 ag\,, where the complexity is quantified in terms of the numberarhplex additions,
multiplications and absolute value calculations per user.

Fig. 5.13 shows the effects of the different SR distanfgson the maximum achievable rate
for the DSTSK system&opt, Lopt) = (4,2) to supportk = 3 users and Qopt, Lopt) = (4,4) to
supportk = 4 users, respectively, where the SR distances are cho$en as{0.25,0.40,0.51,0.75}.
The maximum achievable rates associated with the systekh-ef 3 users are shown as dashed
curves, where it can be seen that even though the curi®,of= 0.51 exhibits a lower through-
put in the low-SNR region, it reaches the half-rate througtgmint at SNR= —3.8 dB, which is
smaller than the SNR values required by the other three S&diss. Additionally, th®,, = 0.51
scenario outperforms the others beyond its half-rate SNiR pad up to about SNR 2 dB, where
a vanishingly low BER is achieved as will be seen in Fig. 5.Be four solid curves in Fig. 5.13
correspond to the maximum achievable rates associatedhitiour SR distanceB, for the sys-
tem of K = 4 users. It can be seen that similar to thaser system, in the low-SNR region, the
curve of theD,, = 0.51 case for the 4-user system is relatively low, but it reacheshialf-rate
point at SNR= —3.7 dB, which is earlier than the other three SR distance casaghdfmore,
the Ds, = 0.51 scenario outperforms the other three cases up to-SISRIB. Therefore, we can
conclude that the SR distané®, = 0.51 is optimal for this system configuration to support both
K = 3 and 4 users, in terms of the system maximum achievable rate.

1.0 ‘ ‘ ‘ ‘ ‘
DBPSK at SNs, N =1 at DN
0ol K=4,Q=4,QPSK !
SNR =-0.8dB

fd =0.01

2 inner iterations
4 outer iterations
D, =0.51
D,,=0.25

0.8

0.7

0.6
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0.4
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0.2t & —— Relay-Aided-SISO-MSDSD-URG
RSC, Memory length = 3, half rate
0.1 Trajectory 1

Ie(Relay-Aided-SISO-MSDSD-URC),(RSC)
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Figure 5.14: The EXIT characteristics and the correspandiecoding trajectory of the

proposed cooperative Systei@qpt, Lopt) = (4,4) for the given number oK = 4 users

at SNR= —0.8 dB. All other system parameters were summarized in Table Bl

corresponding BER curves are seen in Fig. 5.15.
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Fig. 5.14 portrays the EXIT chart [1] of the DSTSK aided MUSBY&tem(Qopt, Lopt) =
(4,4) supportingk = 4 users and relying on a detection window size\gf = 4. It can be seen
that an open tunnel exists between the EXIT curves of ther iM&8DSD-URC decoder and of
the outer RSC decoder at SNMR—0.8 dB. The Monte-Carlo simulation based stair-case shaped
decoding trajectory, which closely matched the EXIT cunigslso provided at SNR —0.8 dB.

This trajectory shows that the point of perfect convergesidd .0, 1.0) is reached with the aid of
L,y = 4 iterations, implying that our system supportikg= 4 users and relying on an MSDSD
detection window size olN,, = 4 is capable of achieving a vanishingly low error probability

beyond the point of SNR —0.8 dB, as is confirmed by the BER curves of tke= 4-user system
characterized in Fig. 5.15.

1 ‘
0-6-08
10" "
= = 1-user benchmark
b
2 ', i K = 2 users
107 ¢ ¥
li_ E K =3 users
1
% 10° F ”H” K =4 users i
i i i 4-user system throughput
4 wlt 1
10 i 3-user system throughput
n E;; 2-user system throughput
10° - EJT :ii 1-user system throughput 4
it
10° ‘ T ‘ ‘ ‘ ‘ ‘ ‘

-10 -8 -6 -4 -2 0 2 4 6 8 10
SNR (dB)
Figure 5.15: BER performance of the proposed cooperatistesyof Fig. 5.9 supporting
K = 1,2,3 and 4 users and the corresponding system capacity. Thersgstwloys
DBPSK at SNs andN = 1 receive antenna at DN. All other system parameters were
summarized in Table 5.6. The corresponding EXIT chart is $e€ig. 5.14.

In a multi-user system exhibiting fairness, the BER perfamoe should be identical for each
user. We plot the BER performance of the individual usersign 5.15 for the cases & = 2, 3
and 4. The BER curve group indicated k¥ = 4 users” contains the four individual users’ BERSs,
while the BER curve group ofK = 3 users” represents the three individual users’ BERs. Rinall
the two BER curves of the two-user system as well as of thdesimger benchmark are grouped
under the labels ofK = 2 users” and K = 1-user benchmark”, respectively. It can be seen from
Fig. 5.15 that for the system supportige {2, 3,4} users, all the users in each case share the same
BER performance, implying that the same QoS is guarantaeshfth of theK users. Additionally,
the system throughput for each of tke= 1, 2, 3 and 4 scenarios are also plotted in Fig. 5.15, where
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it can be seen that the differences between the capacitydimg “Turbo cliffs” are usually less than
3 dB, implying that our proposed DSTSK aided MUSRC schemedséd capable of achieving
near-capacity performance with the aid of three-stagalseoncatenated coding scheme.

Table 5.7: Comparison of the complexity bourids[98] for the DSTSK aided MUSRC
system and the conventional DPSK aided MUSRC system, betitiaded with\N,, = 4,
DBPSK at SNs andN = 1 receive antenna at DN. The DSTSK aided system employs 2
RNs per VAA and the conventional DPSK based system has aediiglper VAA.

Users K=2 K=3 K=4 K=5
DSTSK aided MUSRCGN, =2 per VAA) | N, =180 | N, =200 | N, =250 | N, = 360
DPSK aided MUSRGN, = 1 per VAA) N.=35 | N.=46 | N.=70 | N, =150

1
10" | 1
DSTSK aided_| | | : |
MUSRC e |7t Nonfcooperative
102 + i i \ \\ direct transmisgion
D A L
» K | A
W 10° - ' ' [DPSK aided 1
B ' | MUSRC
10 | | | | |
& K=2Users| ! 1
@ K=3 Users| ! | |
5| | AK=4Users || | !
107 1 L ! 1 i
— Ny=2 . 1 !
-~ Ny=4 D ‘ !
10'6 L L [ ! L L I I I

-10 -8 -6 -4 -2 0 2 4 6 8 10
SNR (dB)
Figure 5.16: Effects of MSDSD window siz§,, on the BER performance of the pro-

posed DSTSK aided MUSRC system, which employs DBPSK at SHsh\ar= 1 re-
ceive antenna at DN, as well as the BER performance compangb the DSTSK non-
cooperative direct transmission system and the convaitipRSK aided MUSRC system.
All other system parameters were summarized in Table 5.6.

Fig. 5.16 shows the effects of the MSDSD detection window 3iz on the attainable BER
performance of our proposed system supportihge {2,3,4} users. It can be seen from the
results shown in Fig. 5.16 that the BER performance is imgias the window size increases from
N, = 210 4, at the cost of a higher complexity. However, the conipteof the proposed MSDSD
scheme does not increase exponentially, hence the systempglexity remains acceptable for a
detection window size oN,, = 4. The BER performances of non-cooperative three-stagelseri
concatenated turbo coding aided DSTSK schemes relying dASIDSD window size ofN,, = 4
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are also included in Fig. 5.16 for the comparison with oupps®ed DSTSK aided MUSRC system.
Observe in Fig. 5.16 that the proposed DSTSK aided MUSR@systgnificantly outperforms the
non-cooperative DSTSK scheme. We also simulated a DPSK &itléSRC system, where the
DSTSK scheme based axi, = 2 RNs per VAA invoked for relaying in our proposed DSTSK
aided MUSRC was replaced by the conventional DPSK basegmglaelying on a single RN per
VAA. The performance of this DPSK aided MUSRC system supgK = 4 users and with an
MSDSD window size ofN,, = 4 is also included in Fig. 5.16. Observe from Fig. 5.16 that the
proposed DSTSK aided MUSRC offers a performance gain oftabalB over this DPSK aided
MUSRC, which is achieved at the cost of imposing a slightighleir complexity than the DPSK
aided MUSRC system, as confirmed by the complexity bouxidsf the two MUSRC systems
given in Table 5.7.

5.3.3.2 DQPSK for SR transmission and DSTSK2,2,2, Q, £) for RD transmission
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Figure 5.17: Maximum achievable rates of DST8R, 2, Q, £) aided MUSRC scheme

of Fig. 5.9 using different combinations 60, £) for supportingK = 3 and4 users,
associated with DQPSK at SNs amnd = 2 receive antenna at DN. All other system

parameters were summarized in Table 5.6.

We also considered the proposed DSTSK aided MUSRC systeig.cs® employing DQPSK
for the SR transmission and a DSTSK scheme of DSI2SK 2, Q, £) for the RD transmission,
associated withN, = 2 relays in each of the two VAA groups and a DN equipped with= 2
antennas. We first quantified the maximum achievable rateallfdhe legitimate DSTSK con-
figurations (Q, £) supportingK € {3,4} users, respectively, in conjunction with an MSDSD
window size ofN,, = 4. The SR distance was chosenlds = 0.4, which will be shown to be
the optimal distance for this DSTSK aided MUSRC system. Timailation results obtained are
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shown in Fig. 5.17, where the maximum achievable rates ofutleeDSTSK configurations sup-
porting K = 3 users are depicted as dashed cures, while the maximum ablaeates of the three
DSTSK configurations supporting = 4 users are shown as solid curves. The results of Fig. 5.17
demonstrate that the configuratio, £) = (4,2) is optimal for the 3-user system while the con-
figuration (Q, £) = (4,4) is optimal for the 4-user system, in terms of the maximumetle
rate. This observation agrees with the results providethéyptoposed MMBCS algorithm listed in
Table 5.5, which again demonstrates the power of the MMB@8rithm in selecting the optimal
DSTSK configuratior(Qopt, Eopt) for the given number of users.
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Figure 5.18: Effects of different SR distances on the systenaximum achievable rate
for the systemgQopt, Lopt) = (4,2) and (Qopt, Lopt) = (4,4) to supportk = 3 and
K = 4 users, respectively. All other system parameters were surined in Table 5.6.
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The effects of SR distancd3,, on the maximum achievable rate of the proposed cooperative
system for the optimal combinations @opt, Lopt) = (4,2) and(Qopt, Lopt) = (4,4) supporting
K € {3,4} users, respectively, are portrayed in Fig. 5.18, where RediStances chosen for
our simulation wereD, € {0.2,0.3,0.4,0.50}. The four dashed curves in Fig. 5.18 depict the
maximum achievable rates for tié = 3-user scenario, where it can be seen clearly that the
D, = 0.4 scenario outperforms the other three distances. The foxinmian achievable rates for
the K = 4-user system are illustrated in Fig. 5.18 as solid curved,itis clearly that the case
of Dy, = 0.4 outperforms the other three cases. Hence, for the DSTSKI ditldSRC system
employing the DQPSK for the SR transmission and a DSTSK set®#®STSK?2,2,2,Q, £) for
the RD transmission, the SR distancelnf = 0.4 is optimal.

Fig. 5.19 portrays the EXIT chart for the DSTSK aided MUSR&tM (Qopt, Lopt) = (4,4)
supportingK = 4 users and relying on a detection window sizeNgf = 4. It can be seen that
an open tunnel exists at SNR —2.4 dB. The Monte-Carlo simulation based stair-case shaped
decoding trajectory shows that the point of perfect cormecg at(1.0,1.0) is reached with the
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Figure 5.19: The EXIT characteristics and the correspandiecoding trajectory of the

proposed cooperative Systei@opt, Lopt)

(4,4) for the given number oK = 4 users

at SNR= —2.4 dB. All other system parameters were summarized in Table Bl

corresponding BER curves are seen in Fig. 5.20.
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K =4 users

4-user system throughput

3-user system throughput
2-user system throughput
1-user system throughput

10
SNR (dB)

Figure 5.20: BER performance of the proposed cooperatistesyof Fig. 5.9 supporting

K = 1,2,3 and 4 users and the corresponding system capacity. Thersgsteloys

DQPSK at SNs andN = 2 receive antenna at DN. All other system parameters were

summarized in Table 5.6. The corresponding EXIT chart is $e€ig. 5.19.
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aid of 1,,; = 4 iterations. Hence our system supportikg= 4 users with an MSDSD detection
window size of N, = 4 is capable of achieving a vanishingly low error probabiliggyond the
point of SNR= —2.4 dB, which is also confirmed by the BER curves of tie= 4-users system
provided in Fig. 5.20. In Fig. 5.20, we plot the BER performarof the individual users for the
systems supporting = 2, 3 and 4 users, respectively, where it can be seen cleatlglthbe users

in each system exhibit an identical BER performance, irfigahat the same QoS is guaranteed
for each of theK users. The&K = 1 user performance is included as a benchmark. By comparing
the BER “Turbo cliffs” with their corresponding capacityéis in Fig. 5.20, we observe that our
DSTSK aided MUSRC scheme is capable of achieving near-tgg@erformance with the aid of
three-stage serial-concatenated coding scheme.

5.4 Chapter Summary and Conclusions

In Section 5.2, we first introduced the MSDSD aided DSTSKeaysand demonstrated that the
MSDSD was capable of mitigating the error-floor in diffeieahMIMO systems, while maintaining
a lower computational complexity than its coherent-dédeeassisted counterpart. Additionally,
based on the MSDSD assisted DSTSK system, we proposed théREIU4gstem of Fig. 5.9 in
Section 5.3.

Specifically, the general introduction of differential Msystems and cooperative communi-
cation systems was provided in Section 5.1. To be more eéipliwas pointed out in Section 5.1.1
that unlike coherent MIMO schemes, differential MIMO sclesrdo not require CSlI for performing
data detection. As a result, high-complexity CE schemes eagvoided, which is advantageous,
especially when number of antennas or the fading rate is. hitppwever, it was also mentioned
that CDD assisted differential schemes usually suffer feomharacteristic 3 dB SNR penalty.
Against this background, the MSDD philosophy of Sectionbwas introduced for compensating
this performance loss. However, due to the exponentialtyemsed computational complexity of
an increased window siz,, the value ofN, has to remain moderate. Then the novel concept
of MSDSD was proposed for the sake of reducing the detectomptexity, compared to MSDD,
while enhancing the achievable BER performance. Sectib2 §enerally discussed the concept of
cooperative communications, where differential schemag Ine applied, since no CSl is required.
Two major types of cooperation were considered in the liteea namely the AF and DF relaying
protocols. Additionally, it was also mentioned in Sectiofh.3 that the conventional two-phase op-
eration of relaying systems suffer from a 50% throughpug.ld$herefore, the concept of successive
relaying systems may be invoked in conjunction with the CI3M2\ technique for recovering this
throughput loss.

Section 5.2 reviewed the family of MSDSD aided DSTSK systeMsre explicitly, the dif-
ferential encoding transmitter structure of DSTSK was dbed in Fig. 5.2 of Section 5.2.1.
Then the hard-decision and soft-decision MSDSD aided DS3&#ems were introduced in Sec-
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tions 5.2.2 and 5.2.3, respectively. The correspondingiisition results of MSDSD aided DSTSK
were shown in Section 5.2.4. More specifically, it was fourafrf the simulations of Fig. 5.4, Fig.
5.5 and Fig. 5.6 that the MSDSD was capable of mitigating ther€loor of CDD based DSTSK
schemes, especially when the fading rate is high, e.g. ghemormalized Doppler frequency of
fis = 0.03. Additionally, it was seen from Fig. 5.4, Fig. 5.6, and Fig8 %hat in a relatively fast
fading environment, the performance of the MSDSD might Heaned by expanding the window
size at the cost of an increased computational complexitgrellver, it was also found from the
comparison between Fig. 5.3 and Fig. 5.5 that employing Mitd€hniques helped in reducing
the error-floor due to their increased diversity gain. Rypal was shown in Fig. 5.7 and Fig. 5.8
that the three-stage serial concatenated turbo codingrecbéFig. 5.10 could be invoked for the
sake of significantly improving the system’s performances Wive summarized the performance
of MSDSD aided DSTSK systems of Fig. 5.2 in Table 5.8, inaigdihe throughput, required SNR
for achieving BER= 10~® and complexity order.

Table 5.8: Performance summary of MSDSD aided DSTSK(AZIRSK) and
DSTSK(2,1,2,4,QPSK) systems of Fig. 5.2 at BER0~®. The corresponding systems’
normalized throughput i8® = 2 bits/symbol. Their MSDSD complexity lower bound is
on the order ofCyspsp = Q - L(Ny — 1).

MIMO Scheme fi | Nw | SNR (Uncoded)| SNR (Coded), Cyspsp Figure
[dB] [dB]
DSTSK(2,2,2,4,QPSK) 0.01 2 23 4.9 16 | Fig. 5.3 and
4 22.5 3.9 48 Fig. 5.7
6 22.5 3.3 80
0.03 2 Error-floor 5.1 16 | Fig. 5.4 and
4 26 4.1 48 Fig. 5.8
6 24 3.6 80
DSTSK(2,1,2,4,QPSK) 0.01 2 Error-floor 16 Fig. 5.5
4 40 48
6 38 80
0.03 2 Error-floor 16 Fig. 5.6
4 42 48
6 40 80

The DSTSK aided MUSRC system of Fig. 5.9 was proposed in @e&ti3. To be more ex-
plicit, the two-phase alternating operation principle wasoduced in Section 5.3.1.1, where it was
shown that by adopting the successive relaying, the coiveit50% throughput loss could be
recovered. The relay architecture was introduced in Se&i8.1.2, while the operations of the
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SNs, RNs and DN were described in Sections 5.3.1.3, 5.3rid4%&.1.5, respectively. In Sec-
tion 5.3.2, the MMBCS proposed in Chapter 2 was employedifeiiSTSK scheme to select the
optimal configuration for the MUSRC system. The correspogdiimulation results investigation
were provided in Fig. 5.12 to Fig. 5.20 of Section 5.3.3, wvehiéwas shown that the proposed
DSTSK aided MUSRC system was capable of achieving a neacitgperformance, while main-
taining a low complexity. We have summarized the performearfthe proposed MUSRC systems
of Fig. 5.9 in Table 5.9, including the number of supportedrs&, required SNR for achieving
BER= 10~° and complexity order.

Table 5.9: Performance summary of DSTSK aided MUSRC systéfigg. 5.9 at BER=
10~°. The MSDSD complexity lower bound is on the orde@fispsp = Q - L(Ny, — 1).

Cooperatie Scheme fi| Nw | K| SNR| Cpspsp | Figure
[dB]

DBPSK and DSTSK2,1,2,Q, £) | 0.01 41 1| 4.1 12 | Fig. 5.15
2| -39 24
3| -34 42
4| -0.8 72

DBPSK and DSTSK2,1,2,Q, £) | 0.01 212 -24 8 | Fig. 5.16
3| -1.9 14
4| -04 24

DQPSK and DSTSK2,2,2,Q, L) | 0.01 41 1| -4.9 18 | Fig. 5.20
2| 4.4 36
3| -33 60
4| -24 96




Chapter

Conclusions and Future Research

In this concluding chapter, we will provide the overall suamnand conclusions of this treatise
in Section 6.1. Design guidelines for the MIMO systems dised in this thesis will be listed in
Section 6.2. Then several promising topics will be brieflycdissed as future research directions
Section 6.3.

6.1 Summary and Conclusions

e Chapter 2: In Chapter 2, we briefly reviewed a pair of MIMO systems, ngntiee SDM/V-
BLAST and STSK. The system model and performance investigatf uncoded SDM/V-
BLAST were detailed in Section 2.1. More specifically, thesteyn model of uncoded
SDM/V-BLAST was introduced in Section 2.1.1, where the mati ML detection rule was
formulated in Eq. (2.5). Additionally, it was also pointdtat the optimal ML solution of
SDM/V-BLAST might impose excessive detection complexity,the total number of Tx an-
tennas was increased. In this case, the family of lineaccttee such as the MMSE and ZF
detectors may be employed for the sake of achieving a lowmptaxity, at the expense of
a performance loss. The corresponding simulation resakedon optimal ML detection of
uncoded SDM/V-BLAST were provided in Fig. 2.2, Fig. 2.3, Fig4, Fig. 2.5 and Fig. 2.6
of Section 2.1.2, where it was demonstrated that the systdmdughput might be improved
by either employing higher order modulations or by incnegghe number of Tx antennas,
while owing to the lack of transmit diversity, a diveristyigacould only be achieved by
employing multiple AEs at the receiver side. For the sakecbieving a near-capacity per-
formance, the powerful three-stage serial-concatenaidd toded SDM/V-BLAST MIMO
system of Fig. 2.7 was introduced in Section 2.2, where itpeasted out that a URC may be
employed to beneficially spread tbdrinsic information across the iterative decoder compo-
nents to avoid the well-known error-floor exhibited by thesentional turbo schemes. This
was confirmed by the BER performance characterized in Se2tth2, as exemplified by the
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Sections Contributions
Section 2.1 Reviewed the system model and performance of uncoded SDM/V-

>

BLAST system, pointing out that the optimal ML solution mig
impose an exponentially increased detection complexitigjlenthe
low-complexity linear detectors might experience a penfance loss
Our simulation results demonstrated that a diversity gaim anly be
achieved at the receiver side.

Section 2.2 Conceived a three-stage turbo coded SDM/V-BLAST MIMO syster
the sake of eliminating the potential error-floor and foriaeimg a near-
capacity performance.

Section 2.3 Introduced the novel concept of STSK systems and detadesygtem
design, computational complexity, maximum achievablesdiity, as
well as its dispersion matrix design. Proposed a MMBCS dlgor
for selecting the most appropriate STSK configurations.

Section 2.4 Developed a three-stage serial-concatenated turbo cadled CSTSK

MIMO system for the sake of achieving a near-capacity peréorce.

Table 6.1: Summary of contributions of Chapter 2.

results shown in Fig. 2.9, Fig. 2.13, etc. Additionally, EXdharts were adopted as a tool
for predicting the convergence behaviour of the iteratigeadier, as shown in Fig. 2.8 and
Fig. 2.10.

As a more recent MIMO concept, CSTSK modulation scheme af Ei§j7 was introduced
in Section 2.3, in terms of its system model, computatiomahglexity, maximum achiev-
able diversity order and dispersion matrix generation. dvgpecifically, Section 2.3.1 gave
an overview of the system design of the novel STSK scheme.uAdtep STSK encoding
procedure was shown in Fig. 2.17, where it may be seen thaicim & mbol block, log Q)
information bits were encoded by activating one ouQodlispersion matrices, while another
log, (L) bits were modulated by the convention&PSK/QAM modulations. In this way,
an extra log(Q) bits may be encoded by the STSK scheme, leading to an impsystem
throughput formulated in Eq. (2.9). Due to the eliminatiéhi, facilitated low-complexity
single-antenna-based ML detection, which was expresskd.ir{2.20), associated with the
corresponding computational complexity detailed in Eq212 and (2.22) for fast and slow
fading, respectively. The maximum achievable diversityeorof the CSTSK systems was
characterized in Eq. (2.25) & - min(M, T), implying that solely increasing! beyondT

or increasingl’ beyondM made no further contribution to the attainable diversiting&he
generation of dispersion matrices was detailed in SectiB2where a random search al-
gorithm was adopted for optimizing the PSEP formulated in®@d7). We also proposed a
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novel MMBCS algorithm in Section 2.3.5, which was demortetido be capable of selecting
the most appropriate STSK configuration, while avoidingtthee-consuming Monte-Carlo
simulation based approach. The uncoded CSTSK MIMO systper®ormance was then
intensively investigated in Fig. 2.18, Fig. 2.19, Fig. 2.By. 2.21, Fig. 2.22, Fig. 2.23,
Fig. 2.24, Fig. 2.25, Fig. 2.26 and Fig. 2.27 of Section 2[#a6ed on various CSTSK
configurations. By analysing the results obtained from ti@va-mentioned simulation fig-
ures, it was concluded that the proposed CSTSK scheme wableapf striking a flexible
tradeoff between the MIMO’s diversity and multiplexing ggsj while again, facilitating the
low-complexity single-antenna-based ML detection owimghie elimination of ICI. Finally,
the three-stage serial-concatenated turbo coding aida@GRSMIMO system of Fig. 2.28
was developed in Section 2.4 for the sake of achieving a cegaacity performance, where
it was demonstrated that with the aid of three-stage turlie£0CSTSK was capable of
achieving an infinitesimally low BER and a near-capacityfgrenance, as demonstrated by
the BER results depicted in Fig. 2.30 and Fig. 2.32.

We have summarised the major contributions of Chapter 2 lateTé 1.

e Chapter 3. Chapter 3 mainly focused on the CE schemes conceived faratherently de-
tected MIMO systems discussed in Chapter 2. To be more spettif system model of
conventional TBCE constructed for CSTSK systems of Fig.v&a$ introduced in Section
3.2.1, and the corresponding performance investigation prvavided in Fig. 3.2, Fig. 3.3,
Fig. 3.4, Fig. 3.5, Fig. 3.6, Fig. 3.7, Fig. 3.8 and Fig. 3.95afction 3.2.2 based on the
CSTSK MIMO system, under both uncoded and three-stagd-sernaatenated turbo coded
scenarios. Two metrics, namely the BER and the MCE have bd@pted for assessing the
performance of the CE based schemes. As expected, the Sonuiesults of Fig. 3.2, Fig.
3.4, Fig. 3.6, Fig. 3.8 and Fig. 3.9 confirmed that in ordertfer TBCE based scheme
to approach the perfect CSI benchmark, a high PO (a large auaofliraining blocks) was
required, hence substantially reducing the system'’s ffethroughput. For example, from
the BER performance of TBCE shown in Fig. 3.2, it may be seahdh PO increased, the
BER performance was improved, and when the PO bed@pe- 12% (Mt = 30), the
BER curve of TBCE approached that of the perfect CSI caseitidddlly, in order to solve
the throughput loss problem faced by TBCE, SBCE schemes wiogluced in Fig. 3.10
of Section 3.3, in which the detected bits and training syinbbmcks were used jointly for
further DDCE. The corresponding simulation results weesented in Fig. 3.11, Fig. 3.12,
Fig. 3.13, Fig. 3.14, Fig. 3.15, Fig. 3.16, Fig. 3.17 and Big.8 of Section 3.3.2 in terms of
the BER and MCE metrics. The BER results shown in Fig. 3.1d, Bil3, Fig. 3.14, Fig.
3.16, and Fig. 3.17 demonstrated that the SBCE based schenesapable of approaching
the performance of the perfect CSI scenario with the aid ainaRPO, substantially outper-
forming the TBCE scheme utilizing the same PO. Additiondilgm the MCE simulations
depicted in Fig. 3.12, Fig. 3.15 and Fig. 3.18, it might beadie seen that typically as
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few asl., = 5 iterations were sufficient for the MCE to converge, and oveemain SNR
threshold range, the SBCE based scheme was capable offrgdlchiultimate performance

bound associated with perfect CSI.

Based on the concept of SBCE introduced in Section 3.3, ovel®BSBCE scheme de-
signed for the three-stage turbo coded CSTSK regime of FR&f) ®as proposed in Section
3.4. Firstly, the conventional arrangements of CE and tulection MIMO schemes of
Fig. 3.19 were discussed in Section 3.4.1 and two majorditioihs were recognized. Firstly,
the conventional turbo coded CE scheme utilizing the exlitected data frame for DDCE
introduces an extra CE loop, leading to a significant ina@aéascomputational complex-
ity. Secondly, the detected frame contains erroneousidasideading to potentially serious
error propagation, which may degrade the system’s achHieymsformance. In order to over-
come these limitations, the efficient yet low-complexity BBCE based scheme of Fig. 3.20
and Fig. 3.21 was detailed in Section 3.4.2. A high systewutjinput was maintained, since
the proposed scheme only utilized a low PO for generatingnigialiCE. Most significantly,
unlike the existing methods, the proposed BBSBCE schemaadtidequire an extra itera-
tive loop between the CE and the turbo detector-decodeare she BBSB iterative CE was
naturally embedded into the original iterative three-stdgmapping-decoding turbo loop.
Furthermore, since only high-confidence decision blockssatected in the BBSBCE based
scheme, the error propagation problem exhibited by coramait SBCE schemes was miti-
gated. In this way, the complexity order of BBSBCE seen inlda&b7 became close to that
of the idealised three-stage turbo demapping-decodingnselassociated with perfect CSI.
Additionally, the CRLB was introduced in Section 3.4.3, vlhivas capable of characterizing
the best attainable performance of our proposed BBSBCEitllgn The performance of the
proposed BBSBCE algorithm was extensively investigatefign 3.24, Fig. 3.25, Fig. 3.26,
Fig. 3.27, Fig. 3.28, Fig. 3.29, Fig. 3.30, Fig. 3.31, FigZand Fig. 3.33 of Section 3.4.4.
More specifically, it was confirmed in Fig. 3.26 and Fig. 3.Battthe proposed semi-blind
BBSBCE and three-stage turbo demapping-decoding schermeaymble of approaching
the near-capacity performance bound of the idealised -#tegge turbo detector-decoder at
the same number of turbo iterations. Additionally, Fig. 8&hd Fig. 3.33 confirmed that
the proposed BBSBCE was capable of approaching the CRLR iass0 with the specific
number of training sequence length related to the frameheng

In Section 3.5, the BBSBCE algorithm was improved by inceaing the concept of soft-
decision based CE scheme for the sake of further reducingffibets of erroneous decisions
in our SBCE scheme, namely in the BBSB-SCE arrangement. Bjueeifically, we firstly
demonstrated that the soft-decision aided CE was inapptegdor the STSK MIMO system.
Then a novel semi-blind joint BBSB-SCE and three-stageataidtection-decoding scheme
was proposed for near-capacity SDM/V-BLAST MIMO systemsiction 3.5.1. The soft
symbol estimation invoked for soft-decision based CE was ffiaviewed in Section 3.5.1.1.
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Then the system model of the BBSB-SCE aided scheme seen.irBHf was detailed in
Section 3.5.1.2. The corresponding simulation resulteweovided in Section 3.5.2, where
it was confirmed in Fig. 3.43 that with the aid of selectingstisufficient’ number of reli-
able decision blocks and by employing the soft-decisiort&3E, the proposed BBSB-SCE
based scheme was capable of approaching the optimal MLrpeaface bound associated
with perfect CSI, while maintaining a high system effectikieoughput and without impos-
ing an excessive computational complexity. Additionalhe BBSB-SCE operating in time
varying environments was also considered, where it wad¢ubiout that there was a trade-off
between the time-varying channel’s estimator’s (TVCEY@@&nance and the turbo channel
decoder’s performance, as shown in Fig. 3.48.

We have summarised the major contributions of Chapter 3liteTé 2.

Sections Contributions

Section 3.2 Reviewed the system model and the performance of the TBC&rseh
of Fig. 3.1 for MIMO systems, and confirmed that TBCE was cépab
of obtaining accurate CSI at the expense of reducing systewerall
throughput.

Section 3.3 Introduced the system model of Fig. 3.10 and characterizegerfor-
mance of SBCE scheme invoked for MIMO systems, confirming tha
SBCE was capable of obtaining accurate CSI with the aid of allsm
PO, hence maintaining a high system throughput.

Section 3.4 Proposed a novel BBSBCE algorithm, which reduced the effafatrror
propagation imposed on SBCE schemes by selecting onlyduglity

decisions. Additionally, the CE loop was embedded in a tudop of
Fig. 3.20, leading to further complexity reduction.

Section 3.5 Incorporated the BBSBCE of Fig. 3.20 in Section 3.4 with i for
the sake of further reducing the effects of error propagatio

Table 6.2: Summary of contributions of Chapter 3.

e Chapter 4. Chapter 4 mainly focused on the AS schemes designed for Myi<blems.
This is motivated by the fact that MIMO systems utilize npuliéi RF chains, hence their
power consumption and hardware costs tend to be substavibabover, for massive MIMO
systems and particularly for millimetre-wave based MIM@tsyns, the number of available
antenna array elements increases massively, while iniggaitte number of available RF
chains is typically limited. As a remedy, AS offers a low-dew-complexity technique of
reducing the number of RF chains utilized at the transméttel/or receiver, while retaining
the significant advantages of MIMO systems. Section 5.1flprietroduced the concept
of AS for MIMO systems. More specifically, two popular AS apization criteria were
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discussed in Section 4.1.1, namely the CBAS and NBAS. The®tAS arrangements were
introduced in Section 4.1.2 as TXAS, RxAS and JTRAS. Adddity, since CSl is required
for AS aided MIMO systems, we briefly introduced the backgibof CE schemes for AS
in Section 4.1.3.

Sections Contributions

Section 4.1 Briefly introduced the concept of AS for MIMO systems. Two pltgp
AS criteria (CBAS and NBAS), three arrangements (TxAS, Rxak8
JTRAS) were reviewed.

Section 4.2 Proposed a simple yet efficient NBJTRAS algorithm for MIMGssy
tems, which was demonstrated to be capable of improving thé¢Ov
system’s BER and throughput.

Section 4.3 Further proposed a novel TTCE scheme for NBJTRAS aided MIMO
systems by exploiting the fact that AS was less sensitiveBEoe@ors

than data detection.

Table 6.3: Summary of contributions of Chapter 4.

In Section 4.2 we proposed a simple yet efficient NBJTRASritlym for MIMO systems.
More specifically, the system description was provided intia 4.2.1 based on perfectly
known CSI. An example was provided to clearly show the prooéthe proposed NBJTRAS
algorithm in Fig 4.8. Section 4.2.1.3 analysed the compjesi our proposed NBJTRAS
algorithm, where it was shown that the complexity of NBJTRW&s significantly lower
than that of an exhaustive search, especially when the nuafifiex/Rx antennas was high.
The corresponding simulation results of NBJTRAS aided MIB{Gtems were presented in
Section 4.2.2 based on perfect CSI. The NBJTRAS designednfiomded CSTSK systems
was firstly investigated in Section 4.2.2.1 in an indepetigdiading environment, where
Fig. 4.10, Fig. 4.12 and Fig. 4.14 confirmed that NBJTRAS vagsable of improving the
BER performance of MIMO systems compared to the converitighislO systems utilizing
the same number of RF chains. By contrast, Fig. 4.11, Fi® dntl Fig. 4.15 showed that
the attainable MIMO channels’ throughput performance was anproved by employing
NBJTRAS. Then the performance of NBJTRAS invoked for thstsge turbo coded SDM/V-
BLAST systems was investigated in Section 4.2.2.2 unddn batependent and spatially
correlated fading environments, where it was found that latvaspatial correlation level,
the NBJTRAS aided MIMO system was capable of achieving timeesperformance gain
over the conventional MIMO system using no AS, as in the iedelent fading environment,
while in the highly correlated channel environment, the RBAS aided MIMO was still
capable of outperforming the conventional MIMO, but pr&dda lower performance gain.

Since CSl is usually needed in AS aided MIMO systems, we tigated CE schemes con-
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ceived for the proposed NBJTRAS algorithm in Section 4.3. rdvispecifically, we first
introduced the simple TBCE scheme designed for NBJTRAS ati@e4.3.1 based on the
RF chain reuse scheme of Fig. 4.25. It was found from the sitioul results of Fig. 4.26
and Fig. 4.28 that due to the reason that AS operation wativedlainsensitive to the CE
errors, conventional TBCE associated with a low PO was atedior AS. However, since
the CE errors had a more significant impact on the data detegtirformance, there still ex-
isted a certain performance gap between the TBCE aided NBST&dystem and the perfect
CSl scenario. In order to circumvent this problem, we prega$ie novel TTCE scheme of
Fig. 4.32 in Section 4.3.2, which included TBCE of Fig. 4.24 AS and initial data detec-
tion. It also included DDCE of Fig. 3.10 for further CE refinent and data detection. The
corresponding BER performance shown in Fig. 4.33 and the EI®2iergence performance
depicted in Fig. 4.34, confirmed that with only a low PO, theRBferformance of TTCE
aided NBJTRAS was capable converging to the perfect CSduasdormance.

We have summarised the major contributions of Chapter 4 et 3.

e Chapter 5. Chapter 5 mainly focused on the MSDSD aided DSTSK systenthiorsake
of avoiding complex CE. Section 5.1 gave a brief introduttio both differential detection
and to cooperative communications. More specifically, iswainted out in Section 5.1.1
that differential detection did not require CSI and therefaomplex CE could be avoided.
However, it was also observed that the conventional CDD rsapees the well-known 3 dB
performance loss and that an irreducible error-floor mayphbméd in the presence of fast fad-
ing channels. Then MSDD was proposed for solving the probleh€DD and MSDSD was
further developed for the sake of reducing the excessiveptaxity imposed by MSDD. Sec-
tion 5.1.2 introduced the concept of cooperative commuiaics, where differential MIMO
techniques are attractive, since no CSl was needed.

The system description of Fig. 5.2 and performance restif4SDSD aided DSTSK were
detailed in Section 5.2, where both hard-decision anddatsion aided MSDSD were dis-
cussed. The corresponding simulation results were pravidé&ig. 5.3, Fig. 5.4, Fig. 5.5,
Fig. 5.6, Fig. 5.7 and Fig. 5.8 of Section 5.2.4. As it was coméid in Fig. 5.3 and Fig.
5.4, in relatively fast fading environments that CDD migkiibit an irreducible errror floor,
while the MSDSD was capable of mitigating the error-flooreTSTSK aided cooperative
communication system of Fig. 5.9 was proposed in Sectionraiely the MUSRC. More
specifically, DSTSK transmission was employed at the RN&;lmvas detected with the aid
of SISO-MSDSD at the DN. Additionally, the MMBCS algorithmtioduced in Section 2.3.5
was employed to select the optimal DSTSK configuration fgpsuting a specific number
of users. Moreover, we adopted a successive relaying aothit for recovering the conven-
tional 50% half-duplex relaying-induced throughput Iagbeit at the cost of supporting less

users.
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Sections Contributions

Section 5.1 Briefly introduced the differential detection philosophydahe concept

of cooperative communications.

Section 5.2 Investigated the family of MSDSD aided DSTSK systems.
Section 5.3 Proposed the MUSRC system of Fig. 5.9 based on MSDSD aided
DSTSK.

Table 6.4: Summary of contributions of Chapter 5.

Coherent Versus Differential MIMOs: In this thesis, coherent versus differential MIMO systems
have been discussed. Naturally, coherent MIMO systemsreeG$| for performing data detection.
In this case, accurate yet efficient CE schemes are desirechavé introduced three major types
of CE techniques, namely the TBCE, BCE and SBCE of Section [t.Bas been demonstrated
in Fig. 3.2 that the conventional TBCE scheme is capable biesitg accurate CE at the cost
of significantly reduced throughput loss. BCE does not redhe system’s throughput, but it is
widely recognized that the BCEs impose a high complexitysiog convergence, whilst suffering
from unavoidable estimation and decision ambiguities.s Hatentially limits the applications of
BCE schemes. Against this background, in Section 3.3 SBG&mses were proposed for achieving
accurate CE without significantly reducing the system’suighput. Moreover, in Section 3.4.2, we
proposed a BBSBCE scheme for three-stage turbo coded apacity coherent MIMO systems,
which has been demonstrated to be capable of approachiraptimeal performance obtained by
perfect CSI.

As a counterpart of coherent MIMO systems, differential MOMystems were discussed in
Chapter 5, where no CSl is required for performing data dietecHowever, compared to coherent
MIMOs, differential MIMOs may have a lower design flexibflisince transmitted data blocks have
to rely on unitary matrices. More importantly, CDD invokeat flifferential MIMOs experiences
3 dB performance loss and the Doppler frequency also aftbetperformance of CDD schemes.
To be more explicit, when the Doppler frequency increades,system performance will be sig-
nificantly degraded, leading to an error floor in CDD schemdSDD schemes lead to a lower
performance discrepancy between the coherent and difi@rechemes. However, the detection
complexity increases exponentially with the detectiondein sizeN,,. In order to conceive low-
complexity ML-MSDD for Rayleigh fading channels, the MSD®DSection 5.2 was proposed,
which introduces the concept of SD into MSDD schemes for aélke sf reducing the computational
complexity.

From the above discussion, it may be concluded that evergth@$l is required for coherent
MIMOs, they are attractive due to their capability of prdwigla higher design flexibility compared
to their differential counterparts. Additionally, withetaid of the proposed low-complexity BB-



6.2. Design Guidelines 229

SBCE scheme, the system’s performance may be capable afamimg the perfect CSI bound.
On the other hand, with the aid of MSDSD, differential MIMQ® @apable of reducing the per-
formance gap compared to its coherent counterpart and mawtdimpplications in the case that
obtaining CSl is impractical, i.e. in cooperative commatiien systems. The comparison between
coherent and differential MIMOs are summarized in Table 6.5

Table 6.5: Coherent versus differential MIMO systems.

MIMO Types Coherent MIMO Differential MIMO
Csli Required, may be obtained byNot required
TBCE, BCE or SBCE, etc
Design flexibility | High Low
Detectors ML, MMSE, ZF, etc CDD, MSDD, MSDSD, etc
Applications Wide range of applications whenPreferred when CE becomes im-
CE is practical practical

6.2 Design Guidelines

Improving the overall quality of wireless systems in ternisstriving for a better compromise
amongst the conflicting design constrains of, i.e. BER co#iffe throughput, coding rate, etc., are
the basic motivation of our designs. These efforts led taigs#gn guidelines listed below:

e Compared to the conventional single-antenna aided systdiMO systems are capable of
providing spatial diversity and/or multiplexing gains. deedingly, for the sake of achieving
MIMO advantages, we may opt for invoking two types of MIMOs BN/V-BLAST and
novel STSK systems.

e However, the performance of MIMOs heavily relies on the aacy of CE, which may be-
come a crucial component in coherent MIMO communicationesys. Conventional TBCE
schemes of Fig. 3.1 is capable of acquiring accurate CSI Ipjasimg a high PO, which may
substantially reduce the system'’s effective throughpute BCE techniques have attracted
significant attention. However, it is well-known that blingethods not only impose a high
complexity, while exhibiting a slow convergence, but alsffer from inherent estimation
and decision ambiguities.

e The SBCE scheme of Fig. 3.10 is proposed for solving the abomationed problems of
TBCE and BCE, which is capable of significantly improving 8E accuracy, while em-
ploying only a low PO, hence maintaining a high system thihpug. Additionally, the joint
CE and turbo detection/decoding philosophy of Fig. 3.19tsetive, since the turbo detec-
tor/decoder is capable of feeding back more reliable dedesignals to assist the DDCE and
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likewise, more accurate channel estimates will result ilnareasingly more accurate turbo
detector/decoder output.

e However, there are two major limitations of convention&hj&@E and turbo detection schemes
of Fig. 3.19. Firstly, the conventional turbo coded CE schertilizing the entire detected
data frame for DDCE introduces an extra CE loop, hence lgatdira significant increase
in computational complexity. Secondly, the detected framoetains erroneous decisions,
potentially leading to serious error propagation, whiclyrdegrade the system’s achievable

performance.

e For the sake of avoiding the above-mentioned limitationsomfventional joint CE and turbo
detection schemes of Fig. 3.19, we may use a low-compleiity BBSBCE and three-stage
iterative demapping/decoding scheme of Fig. 3.20 for sapacity CSTSK systems, which
does not impose an extra iterative loop between the chastiehaor and the three-stage
turbo detector. Additionally, only the “high quality” or “ame reliable” blocks-of-bits are
selected for further DDCE, for the sake of reducing both ttieregropagation and the CE
complexity.

e Additionally, in order to further mitigate the effects ofdt” decisions to certain extent and
to improve the system’s performance, we opt for using a nlBBSB-SCE scheme in Section
3.5.

e Even though the above-mentioned CE schemes may help tceegfficrealize the “MIMO
advantages”, it may also be realized that since MIMO systetitigze multiple RF chains
both at transmitter and receiver, their power consumptimhteardware costs are substantial.
Moreover, for massive MIMO systems and particularly forlimitre-wave based MIMO
systems, the number of available antenna array elememtages massively, while in prac-

tice the number of available RF chains is typically limited.

e For the sake of removing the above-mentioned barriers of @idMwe may introduce the
concept of AS into MIMO systems, which offers a low-cost, foamplexity technique of
reducing the number of RF chains utilised at the transméttel/or receiver, while retaining
the significant advantages of MIMO systems.

e Generally, two popular optimization criteria can be used A& algorithms, namely the
CBAS and NBAS of Sections 4.1.1.1 and 4.1.1.2. The optimaA&Bnay be achieved by
a complex full-search, while sub-optimal algorithms magdéeo certain performance loss.
Moreover, it has been demonstrated that NBAS algorithmsapable of approaching the
performance of CBAS techniques, while imposing a lower ARplexity.

e Against this background, we may opt for using the low-comipjeyet efficient NBJTRAS
algorithm of Section 4.2 in MIMO systems, which is capablesighificantly improving the
attainable MIMO performance. Additionally, the proposeBINNRAS aided MIMO system
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is capable of achieving an extra diversity gains over thatefconventional MIMO sys-
tem relying on the same number of RF chains and operatingutitAS, albeit this gain is
achieved at the cost of employing more AEs than the latter.

e Inthe AS aided MIMO systems of Fig. 4.7, CSl is usually regdifor performing both AS
and data detection. The TBCE scheme of Fig. 4.24 is ofterepasf due to its simplic-
ity. However, the conventional TBCE schemes are capableenémgting accurate MIMO
CSl only at the cost of imposing a potentially excessive Pichvsignificantly erodes the
system’s throughput, while simutaneously imposing an &sige CE complexity.

e Additionally, it has been shown in Fig. 4.28 that for AS aidétiMO systems, AS requires a
less accurate CSI, while data detection must rely on a vemyrate channel estimate.

e Against this background, we may employ TTCE scheme proposBdction 4.3.2 relying on
a low PO for assisting the NBJTRAS aided MIMO system, whichntaéns a high system
throughput, while imposing a low computational complexifijo be more explicit, in tier
one of the proposed TTCE scheme of Fig. 4.32, a low-compigsdt low-pilot-overhead
based TBCE scheme relying on RF chain reuse generates & auitied estimate of the full
MIMO channel matrix using only a low number of training syrhbtiocks. Then NBJTRAS
is carried out based on this rough CE, and the selected TARAsdre activated for actual
data transmission. In tier two of the proposed scheme, a S&@Eme is employed. As
seen in of Fig. 4.32, this scheme relies on the selected sabaanel matrix, obtained in
the tier-one NBJTRAS stage, as the initial MIMO CE for adiivg the decoding process
invoked for detecting the data as well as for refining the CE.

e From all the above discussion, it may be concluded thatziaeglithe potential MIMO ad-
vantages requires the AEs to be sufficiently far apart. Tatoles impractical due to the
physical size of mobile devices. Fortunately, we may relytlem concept of a distributed
MIMO techniques, namely on cooperative communicationsere@tthe individual single-
antenna based mobile devices may for a VAA for the sake okatig spatial diversity.

e Due to the dual-phase operations, conventional cooperatimmunications typically expe-
riences a 50% throughput loss. In order to make up for theutfitput loss of conventional
half-duplex cooperation, we may opt for invoking a sucoesselying protocol, where the
main idea is to utilize a pair of VAAS, so that the signals\ang from the SNs may be re-
ceived by one of the pair of VAA and concurrently transmitbgtanother one. Additionally,
in successive relaying system IVl may exist. Therefore,dlassic DS-CDMA technique
may be invoked for the sake of suppressing the interference.

e Moreover, in coherent distributed MIMO systems, multipleaeless channels have to be
estimated. This may not only reduce the system'’s througéfficiency, but also impose an
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excessive CE complexity. Against this background, we mayfapinvoking the family of
differential MIMO schemes for the sake of avoiding CE.

e Conventional CDD imposes the well-known 3 dB performanss land an irreducible error-
floor may be formed in the presence of rapidly fading chann&€lsen MSDD philosophy
is then proposed for solving the problems of CDD, at the egpearf imposing an excessive
computational complexity. As a remedy, we may opt for usingD&D for the sake of
reducing the excessive complexity imposed by MSDD.

6.3 Future Research

In this section, we will briefly discuss a number of futureeash ideas.

6.3.1 Particle Swarm Optimisation for Antenna Selection Seemes

It has been mentioned in Chapter 4 that for the CBAS schemEggof4.1, optimal performance
may be achieved by exhaustive search, while imposing iszrgly high computational complexity.
Against this background, a near-optimal yet low complegi§/algorithm is desired. As an efficient
population-based stochastic search algorithm, the corafephe PSO proposed by Kennedy and
Eberhart in 1995 [167] may be invoked for AS schemes [168].168ore specifically, the PSO
algorithm relies on a group of random particles, where eactigle represents a potential solution
to the clustering problem. Then the best value of the objedtinction (i.e. Eq. (4.1) of CBAS)
may be found by keeping a particle moving towards its loch#gt and the globally best particle.
In this way, PSO may be employed to find the near-optimal mwidor AS schemes [168].

Apart from the potential ability of reducing the computatb complexity, PSO may also be
invoked for improving the performance of AS in spatially ®ated fading channel environments.
Generally, in the research on AS, usually an independeimdaghvironment is assumed, imply-
ing that no correlation exists between the Tx/Rx antennasweher, in practice, the correlation
between the antennas is unavoidable, especially when ywcphsize of the mobile devices is
limited. It has been demonstrated in Section 4.2.2.2 thdtérpresence of spatial correlation, the
performance of AS may be degraded. One way of solving thikleno is to classify the antennas
into several groups according to their correlations [188jere PSO may be invoked. More specif-
ically, if we selectL out of M antennas, we may first employ PSO to clasdifyantennas into
L7 groups. Note that AEs within a group may experience a highenetation, while AEs from
different groups are considered to have lower or zero cioel. Then we select the best antenna
in each class, and in this way, a total lof antennas may be selected, which have lower spatial
correlation, hence resulting in an improved performandhefAS schemes.
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6.3.2 Antenna and Relay Selection in Cooperative Communitians

As it has been demonstrated in Chapter 5 that cooperativencoimsations are capable of enhancing
both the throughput and reliability of wireless commurimag by employing multiple relays to
form a distributed MIMO system. However, in cooperative canmications, the number of relays
employed is usually limited due to the increased system tmxitp. Against this background, relay
selection (RS) has become an attractive concept due togtbiiy of efciently using power and
bandwidth resources and owing to its simplicity of implemtagion [170-176]. As a result, we
may further introduce the concept of RS in conjunction with iAto our proposed MUSRC system
discussed in Chapter 5. More specifically, in the broaddaas@, RS may be invoked for selecting
the best receiving relays according to their channel candit i.e. the channels associated with a
higher norm. Meanwhile, in the relaying phase, AS takesgé#ddestination to further enhance the
performance of the relaying transmission. In this way, taéggmance of MUSRC may be further
improved, while maintaining a low system complexity.

6.3.3 Millimetre-Wave Mobile Broadband Systems

Rapid evolutionary changes have been seen in mobile congatiotis systems every decade since
the 1970s. The First generation (1G) cellular systemsdinized in 1970s were based on analogue
technologies, while the Second generation (2G) systemzdinted in the 1980s were digital sys-
tems. Both of these two generations of wireless commuwoicaystems were mainly designed for
providing voice-oriented services. However, due to thedapansion of multimedia traffic, higher
access speeds are required. The International Mobile drlexinications 2000 (IMT-2000) con-
cept was introduced at the beginning of the 21st centuryea3iiird generation (3G) cellular sys-
tems, which could provide 2 Mb/s and 144 kb/s in indoor andotgér environments. However,
this will not be the end of evolution. Researchers have shbein great interests in the future gen-
erations of mobile communications, including the Fourthagation (4G) and Fifth generation (5G)
systems [177-179].

Nowadays, almost all commercial radio communicationsidicig AM/FM radio, high-definition
TV, cellular, satellite communications, GPS and Wi-Fi hdngen confined to a relatively nar-
row band of RF spectrum in the 300 MHz-3 GHz band. However,sibecific portion of RF
spectrum above 3 GHz has hardly been explored for commen@ialess communication appli-
cations [164, 180]. The Millimetre-wave Mobile BroadbardMB) systems spanning from 30
GHz to 300 GHz are capable of achieving multiGigabit dataga@nd beginning to find its poten-
tial applications in mobile communication systems. Fomagke, a hybridVIMB + 4G system was
proposed in [181], where the system’s primary informat@mtrol channel, and feedback channels
are transmitted through a 4G system, while utilizing the MiBhigh data rate communications.
This is expected to improve the user experience. Additlgnaillimetre-wave wireless communi-
cation systems may also be applied in high-speed indootessecommunications [182], railway
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communications [183] and soldier-to-soldier communanagi[184].

Since MMB systems have been considered as a promising @oltdithe future generation
mobile communications, in the next stage of research, we apajor some of these topics. Ad-
ditionally, since the wavelengths of the MMB range from 1movl®mm, the concept of massive

MIMOs [185] may be applied in MMB systems. This may be a prangigesearch topic as well.
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