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Abstract

We propose a soft sensing method using local partial least squares models with adaptive process state partition, referring to as the LPLS-APSP, which is capable of effectively handling time-varying characteristics and nonlinearities of processes, the two major adverse effects of common industrial processes that cause low-performance of soft sensors. In our proposed approach, statistical hypothesis testing is employed to adaptively partition the process state into the unique local model regions each consisting of certain number of consecutive-time data samples, and partial least squares is adopted to construct local models. Advantages of this adaptive strategy are that the number of local models does not need to be pre-defined and the local model set can be augmented online without retraining from scratch. Moreover, to improve the prediction accuracy, a novel online model adaptation criterion is proposed, which not only takes the current process dynamics into account, but also enables mining the information contained in the neighborhood of the query sample. The guidelines for tuning the model parameters are also presented. The LPLS-APSP scheme is applied to develop the dynamic soft sensors for a simulated continuous stirred tank reactor and a real industrial debutanizer column, and the results obtained demonstrate the effectiveness of this proposed approach, in comparison to several existing state-of-the-art methods, for online soft sensor design.
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I. INTRODUCTION

Hardware sensors are ubiquitous in industrial plants to measure process variables in order to deliver data for process monitoring and control [1], [2]. Many important quality-related process variables, such as product concentration and octane number, are very difficult to obtain. Although hardware based analysers can provide online measurements for these difficult-to-measure variables, they are expensive and have severely limitations, including long analysing delay, inaccuracy and difficult to maintain, which make them an unsatisfactory choice for industrial process sensing applications [3], [4]. Moreover, some key process variables, for example, the melt index of polypropylene, can mostly be obtained through laboratory analysis [4], [5], which may take hours to complete. Infrequent and inaccurate estimation of these key process variables may result in poor control performances, huge production losses and even cause safety hazards [6].

Fortunately, the above-mentioned problems may be eliminated by applying soft sensors, which are easy to maintain and can deliver real-time estimates of those hard-to-measure primary process variables with low cost. Compared to the first principle based modeling, a procedure that is typically time-consuming and costly, data-driven soft sensors are widely applied because they can be quickly developed without the need to first gain the substantial insights into the complex mechanisms of industrial plants. Therefore, a variety of algorithms have been proposed to develop data-driven soft sensors for industrial processes, such as multivariate statistical regression (MSR) techniques that include principal component analysis (PCA) [7], [8], partial least squares (PLS) [9], [10], artificial neural networks (ANN) [11], [12], and support vector machines (SVMs) [13], [14]. However, the performance of soft sensors often deteriorate over time due to a predominant difficulty encountered in most industrial processes, namely, time-varying characteristics caused for example by catalyst deactivation, mechanical aging, et al [4], [15].

Consequently, online updating soft sensor models is essential in practice. Moving window and recursive methods are commonly adopted to adapt soft sensors to new process dynamics [16]–[20]. But it is well known that these adaptive methods have difficulty in coping with abrupt changes such as change of set point value, unless sufficient samples from the new operational condition have been collected. Most recursive methods belong to the category of fitting a single ‘global’ model, which may fail to perform well owing to the strong nonlinearities existed in most complex industrial processes [4], [21], as a single global model has the difficulties in adequately representing all the operating points of an industrial process. Compared to the global model based learning, local learning based soft sensors that employ the philosophy of ‘divide and rule’
construct several local models, each of which serves as the expert for one specific operating region of the process. The time-varying characteristics, including abrupt changes, can also be handled when the local models or their contributions to the query sample are updated online.

The first key task in the development of soft sensors under the local learning framework is to divide the process state into the local model regions by partitioning the entire data set into an appropriate number of the data subsets so that the local models can be constructed on the corresponding local regions or data subsets. In the soft sensing field, clustering based methods, such as fuzzy C-means (FCM) [22]–[25] and expectation maximization (EM) based finite mixture models [10], [26]–[28], are commonly used solutions to this problem. However, appropriate number of clusters is not easy to determine and it is difficult to add new clusters online for coping with the time-varying characteristics of a process. Although the latter issue can be alleviated by updating the offline constructed local models using recursive or moving window techniques [27], [28], it is more desirable to construct a new local model upon receiving the newly emerged data samples located in the previously unexploited region of the sample space. Besides, the EM based methods may encounter difficulty when the dimensionality of the process variables is very high, because in such a scenario accurate estimation of probability density function demands considerable amount of training samples. Just-in-time learning (JITL) [29]–[34] is another popular technique for partitioning the process state into the local data subsets, and it also has the potential to address both process nonlinearities and time-varying characteristics. However, the performance of JITL based methods are not always satisfactory because the correlation between the process variables is ignored [21].

Recently, some approaches were proposed for identifying the local models, each of which is constructed based on a data subset consisting of some consecutive time samples. The advantages of these methods are that the correlation between process variables is considered and the number of local models does not need to be pre-defined. In [21], [35], [36], the process state is partitioned by a moving window with a fixed length. Normally, high prediction accuracy requires a small moving window width, leading to a great amount of local models and a large online computational load. The work [37], [38] proposed to repeatedly partition the entire dataset whenever an adaptation is triggered as newly measured samples are accumulated, and thus this approach may be time consuming. In the incremental local learning soft sensing algorithm (ILLSSA) [39], an adaptive way was presented for splitting the entire data set into the local consecutive-time-sample regions based on the t-test. This method considers the relationship of modeling function
and process characteristics better than the above-mentioned other two methods. However, the variance in the denominator of the $T$ statistic may cause negative effects on the performance of the ILLSSA, and as a result, the null hypothesis may remain valid even when the process characteristics have changed. It can be seen that adaptively and appropriately partitioning the process state into the local consecutive-time-sample regions is a promising but challenging task.

The other critical part of developing local learning based soft sensors is to formulate the estimated value of the target variable based on the constructed local models. There are two strategies to fulfill such a task. The first strategy computes the final model output as the weighted combination of all the local models’ outputs. The weights can be either equal for all the local models [31] or different for different local models [22], [23], [25]–[27], [39]. The second strategy is to switch to different local models online according to some model adaptation criteria, such as fuzzy membership [24] or posterior probability [10], [40], [41]. However, both the fuzzy membership and the posterior probability are distance based similarity metrics, and they are not very suitable for the local models built from the consecutive-time-sample data. In the correlation-based just-in-time learning (CoJIT) [21], the correlation indexes among the process variables are utilized for local model adaptation, which improves the prediction performance, and this ensures that the CoJIT often outperforms the conventional JITL. However, it neglects the mapping relationship between the target variable and the secondary variables, which may sometimes lead to inappropriate model adaptation. Moreover, it requires the massive memory space for storing the loading matrices of the PCA models, which may not be available in some applications [42].

In the works [35], [36], a similarity measure, which is constructed by the support vector data description (SVDD) and independent components (ICs), was proposed as the model adaptation criterion. But the online computational load of the quadratic programming introduced by the SVDD can be large. In the localised adaptive recursive PLS (LARPLS) [37] and the localised adaptive soft sensor (LASS) [38], the prediction error for the newest one sample was selected as the local model adaptation criterion. Although this approach overcomes the shortcomings of the CoJIT, the estimate produced may not be sufficiently accurate. The reason is simply because it too greedily pursues the error minimization for the single newest sample, while disregarding the information about the query sample. This drawback severely limits the generalization ability of the adapted local models. It can be seen that although the second strategy of computing the final model output is promising owing to its potential ability to enhance the adaptive performance of soft sensor models, many critical issues remain unsolved by the existing techniques.
Against the above background, in this paper, we propose an online soft sensor design which is capable of dealing effectively with the time-varying characteristics and nonlinearities encountered in most real-life industrial processes. As our proposed soft sensing method adopts the local learning framework that utilises local partial least squares models with adaptive process state partition, it is referred to as the LPLS-APSP. Our soft sensor design also adopts the approach of adaptive switching to different local models online. In comparison to the existing adaptive soft sensing methods, however, our novel contributions are as follows.

- We develop an adaptive process state partition based on effective statistical hypothesis testing. Specifically, local model regions are adaptively defined, while redundant local models are automatically detected and discarded, both based on the $\chi^2$-test and $t$-test, which account for the effects of the variance and mean of the predicted residuals, respectively.
- We propose a novel criterion for online model adaptation by exploiting the predicted error for the newest measured sample as well as mining the neighborhood information of the query sample, which significantly enhances the online performance of our LPLS-APSP based soft sensor.
- We conduct an extensive evaluation of the proposed LPLS-APSP soft sensor design using a simulated continuous stirred tank reactor and a real industrial debutanizer column, and demonstrate its superior performance over several existing benchmark online soft sensor designs.

This paper is structured as follows. Section II very briefly reviews the local PLS model. In section III, our proposed online LPLS-APSP based soft sensor design is detailed, which includes adaptive process state partition, online model adaptation and the design of the LPLS-APSP based soft sensor. In section IV, two chemical processes are employed to demonstrate the superior performance of the LPLS-APSP soft sensor design over several existing state-of-the-art designs. In addition, in this section, how the design parameters of our proposed soft sensor influence the online sensing performance is thoroughly investigated and the guidelines for tuning these parameters are presented. Our conclusions and remarks for future work are given in Section V.

II. REVIEW OF LOCAL PARTIAL LEAST SQUARES

Under the local learning framework, linear local models are normally constructed to avoid huge computational complexity. However, process data used for soft sensing are typically strongly co-linear which may be caused for example by the partial redundancy in the sensor arrangement,
such as two adjacent temperature meters, and so on [1]. A commonly used way of eliminating
data co-linearity is to transform the secondary variables onto the latent space by means of
PLS, which has gained popularity and becomes a most preferable modeling method by practical
engineers [43].

Let \( \mathbf{x}_k = [x_{1,k} \ x_{2,k} \cdots x_{m,k}]^\text{T} \in \mathbb{R}^m \) be the \( k \)th sample vector of the \( m \) secondary variables and
\( \mathbf{y}_k = [y_{1,k} \ y_{2,k} \cdots y_{p,k}]^\text{T} \in \mathbb{R}^p \) be the \( k \)th sample vector of the \( p \) primary variables, respectively,
where \((\cdot)^\text{T}\) denotes the transpose operator. Assume that the process state has been partitioned into
a number of local model regions, and each local model region is associated with a consecutive-
time-sample time series data set \( \{\mathbf{X}, \mathbf{Y}\} \), where \( \mathbf{X} = [\mathbf{x}_1 \ \mathbf{x}_2 \cdots \mathbf{x}_N]^\text{T} \in \mathbb{R}^{N \times m} \) and \( \mathbf{Y} = [\mathbf{y}_1 \ \mathbf{y}_2 \cdots \mathbf{y}_N]^\text{T} \in \mathbb{R}^{N \times p} \) are the input and output matrices with \( N \) samples, respectively. For
notational simplicity, we have omitted the local model index. For example, for the \( l \)th local
model, the associated data set is \( \{\mathbf{X}^{(l)}, \mathbf{Y}^{(l)}\} \) with \( N_l \) samples but the index \( l \) is dropped.

In PLS modeling, the linear relationship between \( \mathbf{Y} \) and \( \mathbf{X} \) is described by \( \mathbf{Y} = \mathbf{X} \mathbf{C}^\text{PLS} + \mathbf{E}, \) where all the data samples in \( \mathbf{X} \) and \( \mathbf{Y} \) have been mean-centered, and \( \mathbf{C}^\text{PLS} \in \mathbb{R}^{m \times p} \) is the
regression coefficient matrix defined by \( \mathbf{C}^\text{PLS} = (\mathbf{X}^\text{T} \mathbf{X})^+ \mathbf{X}^\text{T} \mathbf{Y} \) in which \((\cdot)^+\) denotes the
generalized inverse operator, while \( \mathbf{E} \in \mathbb{R}^{N \times p} \) is the residual matrix. Thus, the estimate of \( \mathbf{Y} \) is
defined by \( \hat{\mathbf{Y}} = \mathbf{X} \mathbf{C}^\text{PLS}. \) PLS projects \( \mathbf{X} \) and \( \mathbf{Y} \) onto respective latent variables according to

\[
\mathbf{X} = \mathbf{T} \mathbf{P}^\text{T} + \mathbf{E}_X, \tag{1}
\]

\[
\mathbf{Y} = \mathbf{U} \mathbf{Q}^\text{T} + \mathbf{E}_Y, \tag{2}
\]

where \( \mathbf{T} = [\mathbf{t}_1 \ \mathbf{t}_2 \cdots \mathbf{t}_A] \in \mathbb{R}^{N \times A} \) and \( \mathbf{U} = [\mathbf{u}_1 \ \mathbf{u}_2 \cdots \mathbf{u}_A] \in \mathbb{R}^{N \times A} \) are the score matrices,
\( \mathbf{P} = [\mathbf{p}_1 \ \mathbf{p}_2 \cdots \mathbf{p}_A] \in \mathbb{R}^{m \times A} \) and \( \mathbf{Q} = [\mathbf{q}_1 \ \mathbf{q}_2 \cdots \mathbf{q}_A] \in \mathbb{R}^{p \times A} \) are the loading matrices, of
\( \mathbf{X} \) and \( \mathbf{Y} \), respectively, while \( A \) is the number of the latent variables, and \( \mathbf{E}_X \in \mathbb{R}^{N \times m} \) and
\( \mathbf{E}_Y \in \mathbb{R}^{N \times p} \) are the input and output residual matrices. The columns of the score matrix \( \mathbf{T} \) are
usually orthogonal to each other, but those of \( \mathbf{U} \) are generally not.

Eqs. (1) and (2) represent the external relationship of the PLS model. The linear internal
relationship of the PLS model is given by

\[
\mathbf{U} = \mathbf{T} \mathbf{B} + \mathbf{F}, \tag{3}
\]

where \( \mathbf{B} = \text{diag}\{b_1, b_2, \cdots, b_A\} \) is a diagonal matrix, and the regression weights \( \{b_1, b_2, \cdots, b_A\} \)
are determined by minimizing the residuals \( \mathbf{F}. \) The estimate of \( \mathbf{Y} \) can alternatively be represented
by \( \hat{\mathbf{Y}} = \mathbf{T} \mathbf{B} \mathbf{Q}^\text{T}. \)
A PLS model can be computed by either the nonlinear iterative PLS (NIPALS) algorithm [44] or the kernel algorithm for PLS [45]. To improve the prediction performance, a dynamic PLS model can also be formulated by augmenting the input matrix with the past samples of the secondary variables. Moreover, in order to cope with time-varying characteristics, the PLS model can be recursively updated by “merging” the old model with the new data sample \( \{ x_{\text{new}}, y_{\text{new}} \} \). Specifically, the new regression coefficient matrix is updated from \( C_{\text{PLS}} \) according to

\[
C_{\text{new}}^{\text{PLS}} = \left( \begin{bmatrix} \lambda P^T \\ x_{\text{new}} \end{bmatrix} \right)^T \left( \begin{bmatrix} \lambda P^T \\ x_{\text{new}} \end{bmatrix} \right) + \left( \begin{bmatrix} \lambda BQ^T \\ y_{\text{new}} \end{bmatrix} \right)^T,
\]

where the forgetting factor \( 0 \leq \lambda \leq 1 \) specifies the adaptation strength. A necessary condition to perform this recursive updating is that the number of the selected latent variables \( A \) is sufficiently large such that \( \| E_X \|_F \) is sufficiently small [19], where \( \| \cdot \|_F \) denotes the matrix Frobenius norm.

III. PROPOSED ONLINE SOFT SENSOR DESIGN

The operations of the LPLS-APSP based online soft sensor can be viewed as consisting of “offline” operations and online operations. At the offline operation stage, the process state is adaptively partitioned into local model regions using statistical hypothesis testing and a new local PLS model is constructed upon the identified new local model region. Moreover, the newly added local model is checked with the existing local models using statistical hypothesis test, and if an existing local model is found to be very similar to this new local model, the existing old local model is discarded. Note that during this adaptive process state partitioning stage, the plant is operating online continuously to provide consecutive-time samples of the measured process variables. The term “offline” really means that the computations for this stage can be carried out offline. At the online operation stage, a query sample arises and the online soft sensor must response. In this online stage, model adaptation occurs based on some specific criterion and the selected local model is responsible for predicting the output of the query sample. Our proposed criterion for online model adaptation not only exploits the predicted error for the newest measured sample but also mines the neighborhood information of the query sample. We now detail these two components of our proposed LPLS-APSP based online soft sensor design.

A. Adaptive Process State Partition Based on Statistical Hypothesis Testing

For the sake of illustrating the basic concepts as well as for the purpose of simplifying notations, we restrict the discussions to the single output case, namely, \( p = 1 \). A rational local
model region should contain a period of consecutive-time samples during which the model has the same performance [39]. Our local model region partition approach is depicted in Fig. 1, which considers the variances of both first-order and second-order information in the measured process variables. Initially, a data window $\mathcal{W}_{\text{ini}}$ is set with the $W$ consecutive-time samples denoted by $\mathcal{W}_{\text{ini}} = \{X_{\text{ini}}, Y_{\text{ini}}\}$, upon which a local expert or PLS model $f_{\text{ini}}$ has been constructed, where $X_{\text{ini}} \in \mathbb{R}^{W \times m}$, $Y_{\text{ini}} \in \mathbb{R}^{W \times 1}$ and $f_{\text{ini}}$ maps $X_{\text{ini}}$ onto the predictions of $Y_{\text{ini}}$. It is assumed that at this point the local model set consists of $L$ local models $\{f_{l}\}_{l=1}^{L}$ with $L \geq 1$, which indicates that the process state has been partitioned into the $L$ local model regions which are represented by the $L$ data subsets $\{\mathcal{W}_{l}\}_{l=1}^{L}$, each containing $W$ consecutive-time samples. Without loss of generality, the local model $f_{L}$ is identified at the previous local model region extraction, and we have $\mathcal{W}_{\text{ini}} = \mathcal{W}_{L}$ and $f_{\text{ini}} = f_{L}$.
Subsequently, the window is shifted one sample step ahead and a shifted window $W_{\text{sft}}$ is obtained with the data set $W_{\text{sft}} = \{X_{\text{sft}}, Y_{\text{sft}}\}$. For $Y_{\text{ini}}$ and $Y_{\text{sft}}$, the predicted residuals based on $f_{\text{ini}}$ are calculated, respectively, according to

$$R_{\text{ini}} = Y_{\text{ini}} - f_{\text{ini}}(X_{\text{ini}}),$$

$$R_{\text{sft}} = Y_{\text{sft}} - f_{\text{ini}}(X_{\text{sft}}).$$

If $R_{\text{ini}}$ and $R_{\text{sft}}$ are not significantly different, the performance of $f_{\text{ini}}$ over $W_{\text{sft}}$ can be regarded as the same as that over $W_{\text{ini}}$. Then, the samples in $R_{\text{ini}}$ and $R_{\text{sft}}$ can both be regarded as coming from the same local process state. Consequently, $W_{\text{sft}}$ is continuously shifted and the new $R_{\text{sft}}$ is calculated. Once $R_{\text{sft}}$ significantly deviates from $R_{\text{ini}}$, a local process state is identified, which is different from the one represented by $W_{\text{ini}}$, and the shifting process is stopped. A new local mode $f_{\text{new}}$ can then be constructed based on $W_{\text{sft}}$. Thus, how to judge whether $R_{\text{sft}}$ evidently differs from $R_{\text{ini}}$ is a critical issue for this adaptive process state partition. In our previous work [46], this problem is converted into examining whether the means and variances of the two residual sequences, $R_{\text{ini}}$ and $R_{\text{sft}}$, are significantly different or not based on the $t$-test and $\chi^2$-test, respectively. In this paper, we also adopt these two statistical tests.

Under the assumption that both $R_{\text{ini}}$ and $R_{\text{sft}}$ follow normal distribution, the $T$ statistic and $\chi^2$ statistic can be constructed as follows

$$T = \sqrt{W} \left( \frac{\overline{R}_{\text{sft}} - \overline{R}_{\text{ini}}}{\sigma_{\text{sft}}} \right),$$

$$\chi^2 = (W - 1) \frac{\sigma_{\text{sft}}^2}{\sigma_{\text{ini}}^2},$$

where $\overline{R}_{\text{ini}}$ and $\sigma_{\text{ini}}$ are the mean and standard deviation of the distribution from which the samples of $R_{\text{ini}}$ are drawn, while $\overline{R}_{\text{sft}}$ and $\sigma_{\text{sft}}$ are the mean and standard deviation of $R_{\text{sft}}$. $\overline{R}_{\text{ini}}$ and $\sigma_{\text{ini}}$ can be estimated using the samples of $W_{\text{ini}}$ provided that $W$ is sufficiently large. Normally, $\overline{R}_{\text{ini}}$ is essentially 0. Similarly, $\overline{R}_{\text{sft}}$ and $\sigma_{\text{sft}}$ can be estimated based on the samples of $W_{\text{sft}}$. According to the standard statistical theory, when the hypothesis

$$H_{\text{mean}} : \overline{R}_{\text{sft}} = \overline{R}_{\text{ini}},$$

is valid, the $T$ statistic (7) follows the $t$ distribution with the degree of freedom $W - 1$. Likewise, the $\chi^2$ statistic (8) follows the $\chi^2$ distribution with the degree of freedom $W - 1$, if the hypothesis

$$H_{\text{std}} : \sigma_{\text{sft}} = \sigma_{\text{ini}}$$


holds. Consequently, the $t$-test and $\chi^2$-test can be utilized to test whether the above two hypotheses are valid or not. Specifically, if

$$|T| < \lambda_t \text{ and } \chi^2 < \lambda_\chi$$  \hspace{1cm} (11)$$

the hypothesis (9) is valid by the $t$-test and the hypothesis (10) is valid according to the $\chi^2$-test, that is, the mean of $R_{sft}$ does not deviate significantly from that of $R_{ini}$, and the variances of $R_{sft}$ and $R_{ini}$ are considered to be the same. In Eq. (11), $\lambda_t$ is the threshold value of the $T$ statistic for the given significance level $\alpha_t$, i.e. $\text{Prob}\{|T| < \lambda_t\} = 1 - \alpha_t$, while $\lambda_\chi$ is the threshold value of the $\chi^2$ statistic for the given significance level $\alpha_\chi$, namely, $\text{Prob}\{\chi^2 < \lambda_\chi\} = 1 - \alpha_\chi$.

Thus, $R_{sft}$ does not differ significantly from $R_{ini}$ when the both conditions of Eq. (11) are fulfilled. Otherwise, $R_{sft}$ is judged to deviate from $R_{ini}$ significantly, and we have identified a local process state that is different from the one represented by $\{W_{ini}, f_{ini}\}$. Let us denote the newly constructed local model based on the newly identified data subset $W_{sft} = \{X_{sft}, Y_{sft}\}$ as $f_{new}$. In the previous work [46], $\{W_{sft}, f_{new}\}$ is simply added to the local model set, and the number of the local model regions is increased by one. However, a potential problem associated with this approach is that the number of local models is even increasing as the plant is continuously operating. Simply removing the ‘oldest’ local model may not be the correct way of avoiding this problem, as the oldest local model may actually be different from the newly constructed one, and it represents a different local process state. The more serious problem associated with the approach of [46] is however the growing local model set may contain many similar local models, and therefore some of them are redundant.

Let us analyze the root of this problem. When we identify a new local process state $\{W_{sft}, f_{new}\}$ based on the $t$-test and $\chi^2$-test of Eq. (11), we only show that it differs from $\{W_{ini}, f_{ini}\} = \{W_L, f_L\}$ in the existing old local model set $\{W_I, f_I\}_{I=1}^L$. If $\{W_{sft}, f_{new}\}$ also differs from $\{W_l, f_l\}$ for $1 \leq l \leq L - 1$, then it represents a truly new local process state. In this case, $\{W_{sft}, f_{new}\}$ is added to the local model set and the number of the local models is increased by 1, i.e. $L = L + 1$. However, if there exists an old local model $\{W_{I'}, f_{I'}\}$ which is similar to $\{W_{sft}, f_{new}\}$, where $I' \in \{1, 2, \cdots, L - 1\}$, then either $\{W_{sft}, f_{new}\}$ or $\{W_{I'}, f_{I'}\}$ can be regarded as redundant. Since $\{W_{I'}, f_{I'}\}$ is ‘older’ than $\{W_{sft}, f_{new}\}$, after adding $\{W_{sft}, f_{new}\}$ to the local model set, we should discard $\{W_{I'}, f_{I'}\}$ and the number of the local models does not increase. In this paper, we propose to use statistical hypothesis testing for performing this task of detecting and discarding a redundant local model during the adaptive process state partition.
The predicted residuals of \( \{X_{\text{sft}}, Y_{\text{sft}}\} \) based on \( f_{\text{new}} \) and \( f_{l} \) are defined respectively by

\[
R_{\text{new}} = Y_{\text{sft}} - f_{\text{new}}(X_{\text{sft}}),
\]
\[
R_{l} = Y_{\text{sft}} - f_{l}(X_{\text{sft}}), \quad 1 \leq l \leq L - 1.
\]

Again, under the assumption that \( R_{\text{new}} \) and \( R_{l} \) follow normal distribution, the \( T \) statistic and \( \chi^2 \) statistic can be constructed according to

\[
T_{l} = \sqrt{W} \left( \overline{R}_{l} - \overline{R}_{\text{new}} \right) / \sigma_{l},
\]
\[
\chi^2_{l} = (W - 1) \sigma_{l}^2 / \sigma_{\text{new}}^2,
\]

where \( \overline{R}_{\text{new}} \) and \( \sigma_{\text{new}} \) are the mean and standard deviation of \( R_{\text{new}} \), which can be estimated using the samples of \( R_{\text{new}} \), while \( \overline{R}_{l} \) and \( \sigma_{l} \) are the mean and standard deviation of \( R_{l} \), which can also be estimated. If the following two hypotheses

\[
H_{\text{mean}}: \overline{R}_{l} = \overline{R}_{\text{new}},
\]
\[
H_{\text{std}}: \sigma_{l} = \sigma_{\text{new}},
\]

are valid, \( T_{l} \) and \( \chi^2_{l} \) follow the \( t \)-distribution and \( \chi^2 \)-distribution, respectively. Therefore, if there exists an \( l \in \{1, 2, \cdots, L - 1\} \) such that

\[
|T_{l}| < \lambda_{T} \quad \text{and} \quad \chi^2_{l} < \chi_{\text{L}},
\]

the hypotheses (16) and (17) are both valid, and \( \overline{R}_{\text{new}} \) and \( R_{l} \) are regarded to be identical. In this case, we discard \( \{W_{l}, f_{l}\} \) and add \( \{W_{\text{sft}}, f_{\text{new}}\} \) to the local model set. Otherwise, we add \( \{W_{\text{sft}}, f_{\text{new}}\} \) to the local model set and increase the number of the local models by 1.

In practice, the significance levels \( \alpha_{T} \) and \( \alpha_{\chi} \) can be set to small values, such as 0.05, and their effects can be compensated partly by adjusting the window size \( W \). It is worth pointing out again that although new local model regions may be continuously extracted at the plant is operating online continuously, all the operations involved at this stage can be implemented ‘offline’. Therefore, the online computational efficiency is not really an issue here.

**Offline stage:** We are now ready to summarize the procedure of adaptively extracting the unique local model regions through the proposed statistical hypothesis testing, which constitutes the offline stage of our proposed LPLS-APSP based online soft sensor.

**Initialization:** Collect an initial data set \( W_{\text{ini}} \) with \( W \) consecutive-time samples, and build a PLS model \( f_{\text{ini}} \) upon \( W_{\text{ini}} \). Then calculate \( R_{\text{ini}} \), and estimate \( \overline{R}_{\text{ini}} \) and \( \sigma_{\text{ini}} \).
Set $L = 1$ and $\{W_L, f_L\} = \{W_{\text{ini}}, f_{\text{ini}}\}$. Then set $W_{\text{sft}} = W_L$, and go to **Step 1).**

**Step 1):** Extract a new local model region.

**Step 1a):** Collect a new data sample from the plant\(^1\), shift $W_{\text{sft}}$ one sample ahead to obtain the new $W_{\text{sft}}$, calculate $R_{\text{ini}}$ of Eq. (6) using $f_{\text{ini}}$, and estimate the corresponding $\bar{R}_{\text{sft}}$ and $\sigma_{\text{sft}}$.

**Step 1b):** Construct the $T$ statistic and $\chi^2$ statistic of Eqs. (7) and (8), respectively.

**Step 1c):** Check the conditions of (11). If both the conditions hold return to **Step 1a);** otherwise go to **Step 1d).**

**Step 1d):** Build a new PLS model $f_{\text{new}}$ upon $W_{\text{sft}}$, compute $R_{\text{new}}$ of Eq. (12), and estimate the associated $\bar{R}_{\text{new}}$ and $\sigma_{\text{new}}$. Then go to **Step 2).**

**Step 2):** Detect and discard redundant local model. for $(l = 1$ to $L - 1$) loop

**Step 2a):** Calculate $R_l$ of Eq. (13), estimate $\bar{R}_l$ and $\sigma_l$.

**Step 2b):** Construct the $T_l$ statistic and $\chi^2_l$ statistic of Eqs. (14) and (15), respectively.

**Step 2c):** Check the conditions of Eq. (18).

If both the conditions hold: i) discard $\{W_l, f_l\}$, renumber the remaining $L - 1$ old local models as $1, 2, \cdots, L - 1$, and add $\{W_{\text{sft}}, f_{\text{new}}\}$ as $\{W_L, f_L\}$. ii) Then break loop and go to **Step 2d)

otherwise: continue until **end of loop**.

**end of loop:** Set $L = L + 1$, add $\{W_{\text{sft}}, f_{\text{new}}\}$ as $\{W_L, f_L\}$, and go to **Step 2d).**

**Step 2d):** Set $W_{\text{sft}} = W_L$, and return to **Step 1).**

---

**B. Criterion for Online Model Adaptation**

For the LPLS-APSP based online soft sensor, a single local model is responsible for estimating unknown samples. Thus, an effective model adaptation criterion is of vital importance in selecting an appropriate local model to estimate the output of query sample. Before introducing our proposed model selection criterion, we examine three existing approaches to learn from their strength and weakness. In the JITL modeling [29]–[34], the samples that are located within a neighborhood of the query sample, represented by the dashed circle in Fig. 2 (a), are used to train

\(^1\)If the plant operational data have already been collected and stored, simply shift $W_{\text{sft}}$ one sample step ahead.
a temporal local model $f_{\text{tmp}}$ to estimate the output of the query sample. In the case illustrated in Fig. 2 (a), the JITL criterion selects neither local model 1 nor local model 2. Given the newest input and output measurement $\{x_0, y_0\}^2$, the CoJIT modeling [21] calculates the $Q$-statistics $Q_l$ of $\{x_0, y_0\}$ to the input-output subspaces $W_l$, $1 \leq l \leq L$, and selects the local model $f_{l^*}$, which has the minimum $Q$-statistic value $Q_{l^*}$, to predict the output of query sample. However, the $Q$-statistic, which is the square distance between $\{x_0, y_0\}$ and the subspace of data set $W_l$, does not represent the prediction accuracy for $y_0$. For the example shown in Fig. 2 (b), $Q_1$ is smaller than $Q_2$, and thus, the model $f_1$ is selected. But the actual predicted error of $f_1$ for $\{x_0, y_0\}$, $e_1 = y_0 - f_1(x_0)$, is larger than $e_2 = y_0 - f_2(x_0)$ of the model $f_2$. In the LARPLS [37] and the LASS [38], the local model that minimizes the prediction error for the newest measured sample $\{x_0, y_0\}$ is selected to provide the estimate of the output for query sample. For the case illustrated in Fig. 2 (c), the local model $f_2$ is selected as it provides a smaller prediction error $e_2$ for $\{x_0, y_0\}$ than $e_1$ offered by the local model $f_1$. However, the prediction accuracy of $f_2$ for the query sample is rather poor in this case. This is because $x_0$ and the query sample may not belong to the same local process state.

In addition to capturing the latest process dynamics, the principle of ‘similar inputs resulting in similar outputs’ is also important, and thus model adaptation should take into account the following factors:

1) The latest available process’s operating condition, which is normally contained in the newest labeled measurement sample, should not be ignored.

\footnote{As we consider $p = 1$, the single-output case, the scalar notation is used for the output.}
2) An appropriate local model should also provide good estimates for the neighbors of the query sample.

3) Furthermore, since the query sample is similar to its neighbors, for a good local model, the estimates for the query sample and its neighbors should not differ too much. In other words, the differences between the predicted error of the query sample and those of its neighbors are expected to be small.

By taking into account the above three considerations, we propose the following novel criterion for online local model adaptation, where $J^{(l)}$ denotes the value of the proposed cost function for the $l$th local model,

$$J^{(l)} = \alpha e_0^{(l)} + (1 - \alpha) \left( \sum_{i=1}^{K} s_i e_i^{(l)} / \sum_{i=1}^{K} s_i + (1 - \beta) \sum_{i=1}^{K} s_i \Delta e_i^{(l)} / \sum_{i=1}^{K} s_i \right)$$

$$= \alpha J_1^{(l)} + (1 - \alpha) J_2^{(l)}. \quad (19)$$

In the criterion (19), $K$ is the neighborhood size of the query sample $x_q$, namely, the neighbors of $x_q$ are $\{x_i^{(q)}, y_i^{(q)}\}$ for $1 \leq i \leq K$, $0 < \alpha, \beta < 1$ are the two weighting parameters, and

$$e_0^{(l)} = |f_l(x_0) - y_0|, \quad (20)$$

$$e_i^{(l)} = |f_l(x_i^{(q)}) - y_i^{(q)}|, \quad 1 \leq i \leq K, \quad (21)$$

$$\Delta e_i^{(l)} = |f_l(x_i^{(q)}) - f_l(x_q)|, \quad 1 \leq i \leq K, \quad (22)$$

while $s_i$ defines the similarity of $x_i^{(q)}$ and $x_q$. Several similarity measures are defined in [29], [47], [48]. The following commonly used, simple yet effective similarity measure is employed

$$s_i = \exp \left( -\phi d(x_i^{(q)}, x_q) \right), \quad (23)$$

where $d(\cdot, \cdot)$ denotes the Euclidean distance metric and $\phi > 0$ is a scaling factor. When $0 < \phi < 1$, the influence of distance is attenuated, while when $\phi > 1$, the influence of distance is amplified. Later, we will discuss how to determine an appropriate value of $\phi$, which depends on application.

The first item in the right hand side of Eq. (19), $J_1^{(l)}$, considers the current operating condition, while the second term $J_2^{(l)}$ enables the mining of the information contained in the query sample and its neighbors. These two components of the cost function together ensure that the selected local model $f_{\tilde{l}}$, where

$$\tilde{l} = \arg \min_{1 \leq l \leq L} J^{(l)}, \quad (24)$$
has the ability to generalize well for the query sample. For the case shown in Fig. 2 (c), for example, the proposed model selection criterion will select the local model \( f_1 \), rather than \( f_2 \). Note that if we set \( \alpha = 1 \), then \( J^{(l)} = J^{(l)}_1 \), and the proposed model selection criterion degenerates to the one that is used in the LARPLS [37] and the LASS [38]. We are now ready to summarize the online stage of our proposed LPLS-APSP based online soft sensor. Given a query sample \( x_q \):

**Step 1):** Search for the \( K \) nearest neighbors of \( x_q \) according to the Euclidean distance metric, and denote the results by \( \{ x_i^{(q)}, y_i^{(q)} \}_{i=1}^K \).

**Step 2):** Calculate the similarity of \( x_q \) and \( x_i^{(q)} \) using Eq. (23) for \( 1 \leq i \leq K \).

**Step 3):** According to Eqs. (20) to (22), calculate \( \epsilon_0^{(l)}, \epsilon_i^{(l)} \) and \( \Delta \epsilon_i^{(l)} \) with \( f_l \) for \( 1 \leq i \leq K \) and \( 1 \leq l \leq L \).

**Step 4):** Calculate \( J^{(l)} \) according to Eq. (19) for \( 1 \leq l \leq L \).

**Step 5):** Find the optimal local model \( \hat{f}_l \) according to Eq. (24), and estimate the output of \( x_q \) using \( \hat{f}_l \).

It is worth pointing out that compared to the JITL based online soft sensor, online constructing local models is avoided in our LPLS-APSP based online soft sensor, since all the local models have been prepared ‘offline’. Therefore, our LPLS-APSP is computationally more efficient than the JITL at the online operation stage.

### IV. Two Case Studies

The performance of our LPLS-APSP based online soft sensor was investigated using a simulated continuous stirred tank reactor (CSTR) and a real industrial debutanizer column process. For comparison purpose, the results of several state-of-the-art methods for online soft sensor design were also provided and analyzed. These benchmark methods included the least squares SVM (LSSVM) [49] based design, the conventional distance based JITL PLS (JITLPLS) [47], the recursive PLS (RPLS) [19], the moving window PLS (MWPLS) [18] and the CoJIT [21]. Except for the LSSVM based design which is a global nonlinear modeling method, the rest ones investigated are all adaptive and employ a linear PLS algorithm to construct the soft sensor model. The estimation accuracy was evaluated by the root mean squares error (RMSE), the relative RMSE (RR) and the maximum absolute error (MAE) defined respectively by

\[
\text{RMSE} = \sqrt{\frac{1}{N_T} \sum_{t=1}^{N_T} (y_t - \hat{y}_t)^2} / N_T,
\]  
(25)
\[
RR = 100\% \times \sqrt{\sum_{t=1}^{N_T} \left( \frac{y_t - \hat{y}_t}{y_t} \right)^2 / N_T},
\]  
(26)

\[
\text{MAE} = \max \left\{ \left| y_t - \hat{y}_t \right|, t = 1, 2, \cdots, N_T \right\},
\]  
(27)

where \( y_t \) and \( \hat{y}_t \) denote the true output value and its predicted value of the \( t \)th test sample, respectively, while \( N_T \) is the number of test samples. Additionally, assuming that each element of matrix occupies one byte’s memory space, the local model number (MN) and the occupied memory space (MS) were also employed to measure the requirements on storage devices. Furthermore, the online consumed CPU time (CPT_{\text{online}}), averaged over 10 independent simulations, was utilized to evaluate the online computational efficiency of a soft sensor. The computations of all the experiments were carried out on a Core i5 (2.6 GHz×2) with 4GB RAM, and with Windows 7 and MATLAB version R2010a.

A. Continuous Stirred Tank Reactor

The schematic structure of an exothermic irreversible first-order CSTR, which are widely used for testing soft sensors’ performance [27], [40], is shown in Fig. 3. In the CSTR, an irreversible reaction \( A \rightarrow B \) takes place, which transforms cyclopentadiene \( A \) to the product cyclopentenol \( B \). This reaction can be described by

\[
\frac{dC_A(t)}{dt} = \frac{F_i}{V} (C_{Ai} - C_A(t)) - k_0 C_A(t) \exp \left( - \frac{E}{RT_r(t)} \right),
\]  
(28)

![Fig. 3. Schematic diagram of the CSTR with its control structure.](image-url)
\[
\frac{dT_r(t)}{dt} = \frac{F_i}{V} (T_i - T_r(t)) - \frac{\Delta H k_0 C_A(t)}{\rho C_p} \exp \left( - \frac{E}{RT_r(t)} \right) \\
+ \frac{\rho c p c}{\rho C_p V} F_c(t) \left( 1 - \exp \left( - \frac{h A}{F_c(t) \rho C_p} \right) \right) (T_{ci} - T_r(t)).
\] (29)

The detailed description of this CSTR’s nonlinearity and its steady state operating conditions as well as the model parameters can be found in [27]. The residual concentration of A, denoted as \( C_A(t) \), was the target variable for soft sensing. The flow rate of the cooling water, \( F_c(t) \), and the reactor temperature, \( T_r(t) \), were chosen as the secondary variables.

Throughout the entire simulation process, we periodically alter the set point of \( T_r(t) \) to \( \pm 2 \) (K) every 60 hours. The sampling interval was set to 1 min. But we assumed that \( C_A(t) \) was analyzed in the laboratory every 2 hours and the analyzed value was referred to as the ‘analytical value’. Thus the sampling period for collecting the ‘labeled’ samples was 2 h, and between the two labeled samples, there were 119 ‘unlabeled’ samples with the sampling period of 1 min. To capture the process dynamics, the input vector was augmented with the samples at the previous sampling instant, and therefore the model structure for developing soft sensors was set to

\[
C_A(k) = f \left( F_c(k - 1), F_c(k - 2), T_r(k - 1), T_r(k - 2) \right).
\] (30)

To simulate the periodical decrease and recovery of catalyst activation, the frequency factor \( k_0 \) was changing as shown in Fig. 4, which made this CSTR process time-varying and highly nonlinear. The whole simulation period was 1800 hours containing 900 analytical (labeled) samples, among which the 600 analytical samples of the first 1200 h were used as the training samples.

![Fig. 4. Periodical change of the frequency factor.](image-url)
dataset for model construction and the rest 300 analytical samples in the test period of 600 h were employed as the validation data set for determining the algorithmic or design parameters of the soft sensor by cross validation. During the test period, there were large number of 'unlabeled' samples (35700) obtained at the sampling period of 1 min, for which the corresponding output values of $C_A$ were actually known. These unlabeled data samples together with their actual output values formed the test dataset for evaluating the performance of an online soft sensor. In the simulations, all the process variables, $C_A(k), F_c(k)$ and $F_r(k)$, were corrupted by Gaussian noises. Additionally, all the variables were scaled to within the range of $[0.0, 1.0]$.

1) **Online soft sensor designs:** The number of local models found by the CoJIT was $MN = 881$, while the number of local models determined by the APSP procedure of our proposed soft sensor was $MN = 98$, which was much smaller than that of the CoJIT. The design parameters of all the methods investigated were optimized by a particle swarm optimization (PSO) technique to minimize the predicted RMSE over the validation dataset. Appendix explains how the search ranges for the parameters of each soft sensor were determined for the PSO algorithm, which produced the following optimized algorithmic parameters for each soft sensor design.

a) LSSVM: the Gaussian kernel width was 0.28, and the regularization parameter was 998.5.
b) JITLPLS: 8 nearest samples were used as the query sample’s neighbors, and the number of latent variables in the PLS model, $LV_{PLS}$, was $LV_{PLS} = 1$.
c) RPLS: the forgetting factor was 0.965 and $LV_{PLS} = 3$.
d) MWPLS: the moving window length was 10 and $LV_{PLS} = 2$
e) CoJIT: the window size was 20 with the window moving width set to 1, and the coefficient for constructing the correlation index was $7.14 \times 10^{-5}$, while $LV_{PLS} = 3$ and the number of latent variables in the PCA model, $LV_{PCA}$, was $LV_{PCA} = 3$.
f) LPLS-APSP: the window size was $W = 13$, $LV_{PLS} = 1$, $K = 15$, $\phi = 47.1$, $\alpha = 0.216$, and $\beta = 0.483$. Both the significance levels for the $t$-test and $\chi^2$-test, namely, $\alpha_t$ and $\alpha_{\chi}$, were set to 0.05, as suggested in [39].

As an example, we illustrate why the obtained design parameters of the LPLS-APSP are appropriate. Fig. 5 (a) to (d) show the predicted RMSE over the test data set as the function of the window width $W$, the neighborhood size $K$, the scaling factor $\phi$, and the two weighting parameters $\alpha$ and $\beta$, respectively, where in each case, the rest of the algorithmic parameters were set to the designed values given above, obtained by optimizing the predicted RMSE over the validation data set using the PSO. It can be seen from Fig. 5 (a) that the true optimal value of
Fig. 5. Predicted RMSE over the test data set as a function of the LPLS-APSP design parameters: (a) $W$, (b) $K$, (c) $\phi$, and (d) $\alpha$ and $\beta$. In each case, the rest of the algorithmic parameters were set to the designed values.

$W = 12$ for the best test performance is close to the optimized $W = 13$ based on the validation data set. Fig. 5 (b) shows that when $K$ is greater than 10, small test RMSE can be obtained and, therefore, the optimized $K = 15$ obtained based on the validation set is also a good choice. Fig. 5 (c) indicates that the test RMSE is a uni-modal function of $\phi$ and the optimal value of $\phi$ is about 30 with the minimum test RMSE value of 0.208. Note that the test RMSE for the designed $\phi = 47.1$ is 0.0210, which is very close to the optimal value of 0.0208, and therefore the optimized $\phi = 47.1$ based on cross validation is appropriate. Lastly, Fig. 5 (d) provides a three dimensional plot to illustrate the influence of $\alpha$ and $\beta$ on the test RMSE, which reveals that the optimized value ($\alpha = 0.216, \beta = 0.483$) based on cross validation is located within the ‘acceptable area’ of high test performance, where the test RMSE is less than 0.0215. The results of Fig. 5 confirm that the algorithmic parameters obtained by minimizing the predicted RMSE
over the validation data set achieve a good generalization performance for the unseen test data set and, therefore, are appropriate. Space limitation precludes us from detailing the procedure of optimizing the algorithmic parameters by using the PSO to minimize the predicted RMSE over the validation data set, which is basically a standard cross-validation approach.

In addition, some other useful information can be extracted from Fig. 5. For example, it can be seen from Fig. 5 (a) that large window size $W$ results in poor test performance while small window size is preferable. This is because the larger $W$ is, the lower the ‘localization degree’ is, i.e. the weaker the ability of handling the process nonlinearity by local linear models is, and vice versa. However, too small window size may cause model instability and incorrect estimation of the predicted residuals’ mean value and variance, which are required in calculating the $T$ and $\chi^2$ statistics of Eq. (7) and Eq. (8) as well as Eq. (14) and Eq. (15). Thus the value of $W$ should be set to achieve a satisfactory cross-validation performance.

The effect of the query sample’s neighbors, depicted in Fig. 5 (b), indicates that the test RMSE decreases as $K$ increases. However, when $K$ is larger than 10, the test RMSE remains almost constant. This is because the influence of distant neighbors abates sharply to nearly zero through the weighting strategy given in Eq. (23) for the given scaling parameter of $\phi = 47.1$. When $\phi$ is set to 0, all the neighbors have the same importance and the test accuracy is poor as can be seen from Fig. 5 (c). This confirms that differentiating the influence of neighbors is necessary, meaning we should choose $\phi > 0$. But if $\phi$ is excessively large, only the first neighbor of the query sample counts, which is equivalent to setting $K = 1$ and is not appropriate either. Thus, the influences of $K$ and $\phi$ should be considered jointly, and we suggest setting $K$ to a relative large value together with a carefully selected scaling parameter value $\phi$.

Additionally, when $\alpha$ is set to 1, the model adaptation criterion $J^{(1)}$ defined by Eq. (19) degenerates to the one used in the LARPLS [37] and the LASS [38], and the test RMSE is very large as can be seen from Fig. 5 (d), which indicates incorrect model adaptation. By contrast, as soon as $\alpha$ decreases away from 1, meaning that the neighbors of the query sample start to take effect, the test RMSE decreases. Therefore, mining neighborhood information of query samples to form a model adaptation criterion is necessary and effective.

2) Test performance comparison: We are now ready to compare the performance of various online soft sensor designs. Fig. 6 (a) to (f) depict the predicted values for $C_A$ over the test data set obtained by the various online soft sensor designs based on the LSSVM, the JITLPLS, the RPLS, the MWPLS, the CoJIT and the proposed LPLS-APSP, respectively, where the actual
Fig. 6. Comparison of the prediction results over the test data set for the CSTR achieved by various online soft sensors based on: (a) the LSSVM, (b) the JITLPLS, (c) the RPLS, (d) the MWPLS, (e) the CoJIT and (f) the LPLS-APSP.

values as well as the analytical values of $C_A$ are also shown for comparison. Table I quantitatively compare the test performance of these online soft sensor designs over the test data set with several performance measures. Note that the historical data set, i.e. the training data set, was augmented
TABLE I

<table>
<thead>
<tr>
<th>Soft sensor</th>
<th>RMSE</th>
<th>RR(%)</th>
<th>MAE</th>
<th>MN</th>
<th>MS (byte)</th>
<th>$\text{CPT}^{\text{online}}$ (s)</th>
<th>$\text{CPT}^{\text{opt}}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSSVM</td>
<td>0.0294</td>
<td>6.53</td>
<td>0.280</td>
<td>1</td>
<td>–</td>
<td>5.72</td>
<td>329.2</td>
</tr>
<tr>
<td>JITLPLS</td>
<td>0.0245</td>
<td>5.91</td>
<td>0.206</td>
<td>1</td>
<td>–</td>
<td>27.91</td>
<td>247.1</td>
</tr>
<tr>
<td>RPLS</td>
<td>0.0386</td>
<td>10.5</td>
<td>0.217</td>
<td>1</td>
<td>–</td>
<td>1.11</td>
<td>266.7</td>
</tr>
<tr>
<td>MWPLS</td>
<td>0.0335</td>
<td>8.03</td>
<td>0.491</td>
<td>1</td>
<td>–</td>
<td>1.15</td>
<td>292.6</td>
</tr>
<tr>
<td>CoJIT</td>
<td>0.0327</td>
<td>7.94</td>
<td>0.214</td>
<td>881</td>
<td>20263</td>
<td>1.14</td>
<td>14556.5</td>
</tr>
<tr>
<td>LPLS-APSP</td>
<td>0.0210</td>
<td>5.26</td>
<td>0.159</td>
<td>98</td>
<td>490</td>
<td>13.57</td>
<td>2273.7</td>
</tr>
</tbody>
</table>

with the analytical values every two hours at the online operation stage.

Fig. 6 (a) indicates that the global modeling based LSSVM design does not behave well for this CSTR process with strong time-varying nonlinearity, and its predictions of $C_A$ are visually biased over the time intervals of 1300 h to 1350 h, 1400 h to 1450 h, and 1650 h to 1700 h. As a local learning strategy, the JITLPLS design can improve the estimation accuracy to some extent compared to the LSSVM, but its performance is still unsatisfactory because its prediction errors are still large and the biases in the time intervals of 1300 h to 1350 h, 1400 h to 1450 h, and 1650 h to 1700 h are still visible, as can be seen from Fig. 6 (b). The prediction accuracy of the RPLS design is very poor, particularly from the time period of 1200 h to 1550 h, as clearly shown in Fig. 6 (c), where the RPLS struggles to track the process dynamics in time when the set point value of the reaction temperature changes, leading to large prediction errors. The MWPLS based design achieves much higher prediction accuracy, particularly in the relative steady-state operating conditions. As can be seen from Fig. 6 (d), however, its performance deteriorates significantly when the operation condition changes sharply. For example in the enlarged plot shown in Fig. 6 (d), when the actual plant state is undergoing a step change, the prediction of the MWPLS based soft sensor goes wild. This is because the query sample is strange to the current PLS model under such a circumstance. Only after a few labeled analytical samples have been accumulated for the new operational state, can the newly updated PLS model recover from such a catastrophe. Similar problem also appears in Fig. 6 (e), because the CoJIT does not switch local model unless the labeled analytical value is available [21]. Besides, it can be seen from Fig. 6 (e) that when the local model is selected properly, for example at the time period around 1680 h showing in the enlarged plot, the estimation performance of the CoJIT is excellent, but in many time periods, the estimation variances of the CoJIT are large, which indicates that inappropriate model adaptations occur.

By contrast, it can be seen from Fig. 6 (f) that the overall prediction performance of the
proposed LPLS-APSP is the best. To be more specific, although the prediction variance of the LPLS-APSP design is slightly larger than that of the MWPLS in relative steady states, its prediction accuracy is consistently very good over all the states. In particular, the proposed LPLS-APSP based soft sensor is highly effective to prevent large prediction error when the process state undergoes abrupt changes, such as the change of the set point value of the reaction temperature and the recovery of catalyst activity. In fact, the MWPLS model may approximately be regarded as the ‘optimal’ local model for the newest 10 ‘labeled’ samples, and mining neighborhood information in the LPLS-APSP is similar to that of the JITL. Therefore, the proposed method, in a sense, performs a trade off between the MWPLS and the JITLPLS, but it is capable of alleviating the negative effects of both the MWPLS and JITLPLS. The prediction accuracy measures listed in Table I also confirm that the LPLS-APSP based soft sensor attains the overall best performance. This demonstrates that the proposed model adaptation criterion defined in Eq. (19) is highly effective. However, like the JITLPLS, online model switching occurs in the proposed soft sensor each time a query sample is produced, which may result in high model adaptation frequency too.

The selected local model for the LPLS-APSP soft sensor during the online operation stage is illustrated in Fig. 7. It can be seen that the latest model is only selected for about 16% of all the queries, and for about 84% of all the queries other models are selected. This is simply because the latest model may not be optimal for minimizing the objective defined in Eq. (19), especially when abrupt changes occur, as the latest model does not take the query sample’s information into

![Fig. 7. The selected local model for the LPLS-APSP soft sensor during the online operation stage.](image)
consideration. Actually, if the latest model were always selected, the proposed method would degrade into the MWPLS, whose performance is far inferior to the proposed method, as shown in Fig. 6 (d) and Table I.

In terms of MN, the LSSVM adopts a global nonlinear model, while the JITLPLS, RPLS and MWPLS adapt a single linear PLS model. By contrast, as can be seen from Table I, the LPLS-APSP adapts among 98 local models, among which 28 local models are actually identified during the online operation stage. This clearly shows that the proposed soft sensor is capable of handling the plant’s time-varying dynamics. Furthermore, the MN of the LPLS-APSP is only 11% of the total local models employed by the CoJIT, and the window size of the LPLS-APSP is also smaller than that of the CoJIT. Consequently, the required MS of the LPLS-APSP is significantly smaller than that needed by the CoJIT. More specifically, for the CoJIT, the $Q$ and $T^2$ statistics of all the local PCA models need to be calculated in each adaptation and thus the loading matrices and eigenvalues of all the PCA models have to be stored. For this CSTR process, a total of $MN \times (m + 2) \times LV_{PCA}$ bytes’ memory space are required for storing the local PCA models’ parameters, where $m$ is the dimension of the input vector. Furthermore, the local PLS models’ regression coefficients need to be stored too, and this requires the additional $MN \times (m + 1)$ bytes’ memory space. Thus, the CoJIT requires a total of 20263 bytes’ MS. By contrast, the LPLS-APSP design only needs the $MN \times (m + 1) = 490$ bytes’ MS for storing its local PLS models’ regression coefficients. Since the LSSVM, JITLPLS, RPLS and MWPLS designs just need to store a single model for online operation, their MS requirements are negligible, which are indicated in Table I by the symbol ‘–’.

In terms of online computational complexity, Table I shows that the RPLS, MWPLS and CoJIT all consume very little online $CPT_{online}$. This is because these three soft sensors require neither online modeling nor searching for the query sample’s nearest neighbors. By comparison, the online $CPT_{online}$ consumed by the LPLS-APSP soft sensor is significantly larger, as it requires to perform a model adaptation to choose a most appropriate local model. However, the online $CPT_{online}$ consumed by the LPLS-APSP is only half of the online $CPT_{online}$ required by the JITLPLS, which need to online construct a local model. The advantage of the LPLS-APSP over the JITLPLS by avoiding online constructing a local model is particular significant in the scenario where the PLS model requires a large number of latent variables.

The computational complexity of off-line soft sensor design was also investigated, and the last column of Table I lists the CPU time spent by each soft sensor design on the offline
parameter optimization, denoted by $CPT_{\text{opt}}$, using the PSO algorithm which iterated 50 times with the number of particles set to ten times of the number of the parameters to be optimized. It can be seen that the LPLS-APSP requires considerably more offline $CPT_{\text{opt}}$ than the first four methods in offline parameter optimization. This is owing to the following two aspects. Firstly, the APSP continuously identifies newly emerged local model regions and detect redundant local models. As explained previously, this APSP does not require real-time implementation. Although it does not affect the online computational efficiency, it does increase offline computational requirements. Secondly, the number of parameters to be optimized is six, larger than those of the first four methods. However, the offline computational complexity of the proposed LPLS-APSP design is significantly lower than that of the CoJIT design. For the CoJIT method, in order to sufficiently localize the process, the window moving width is set to 1, and this results in a huge amount of local models. Note that in terms of real-time operation of a soft sensor, it is the online computational complexity, represented by $CPT_{\text{online}}$, that is really matter. The offline computational complexity of $CPT_{\text{opt}}$ is only of secondary importance.

B. Industrial Debutanizer Column Process

The debutanizer distillation column is a part of the desulfuring and naphtha splitter plant where propane and butane are removed as overheads from the naphtha steam [2] as shown in Fig. 8. Thus, one of its main tasks is to minimize butane content at the bottom of the column, and the butane content measurement is normally obtained by the gas chromatography with a large measurement delay. Therefore, a soft sensor for online estimating the concentration of butane

![Fig. 8. Block diagram of the debutanizer column.](image_url)
is desirable. Several hardware sensors are installed in the debutanizer column for obtaining secondary variables, which are indicated with yellow circles in Fig. 8. The detailed descriptions of these input variables are given in Table II.

The debutanizer column dataset containing 2394 samples, which is available at [50], came from a real industrial chemical process, and it has become a benchmark dataset for evaluating the performance of adaptive soft sensors [15]. We selected 600 samples evenly from the first half of the entire data set to form the historical training data set, while the second half of the data set was evenly divided into two parts, with one part served as the validation data set and the other as the test data set. The samples of the validation data set were also served as the measured samples at the online operation stage and added into the historical data set to simulate the real-life operation situation. The PLS model structure was determined by the expert knowledge and the consideration of process dynamics [2], and can be expressed as

\[
\hat{y}(t-k) = f(u_1(t), u_2(t), \ldots, u_5(t), u_5(t-1), u_5(t-2),
\]
\[
u_5(t-3), (u_6(t) + u_7(t))/2, y(t-4), y(t-5), y(t-6)),
\]

where \(\hat{y}(t)\) represents the predicted value of the butane concentration at time \(t\), and \(y(t-k)\) denotes the analytical value of the butane concentration measured by the gas chromatography at time \(t-k\) with \(k\) being a positive integer.

The PSO was again utilized to optimize the algorithmic parameters of all the soft sensors based on the validation data set. With the search ranges for the parameters of each soft sensor as given in Appendix, the obtained design parameters are as follows.

a) LSSVM: the Gaussian kernel width was 13.97, and the regularization parameter was \(1.2 \times 10^5\).
b) JITLPLS: 150 nearest samples were chosen as the query sample’s neighbors and the number of latent variables $LV_{PLS}$ was 12.

c) RPLS: the forgetting factor was 0.963 and $LV_{PLS} = 12$.

d) MWPLS: the moving window length was 240 and $LV_{PLS} = 12$.

e) CoJIT: the window moving width was set to 1, the window size was 250, and the coefficient for constructing the correlation index was $9.38 \times 10^{-7}$. In addition, $LV_{PLS}$ and $LV_{PCA}$ were 12 and 10, respectively.

f) LPLS-APSP: $W = 90$, $LV_{PLS} = 10$, $K = 16$, $\phi = 69.9$, $\alpha = 0.691$ and $\beta = 0.235$.

Additionally, $\alpha_t$ and $\alpha_x$ were set to 0.05 in advance.

Performance comparisons in terms of scatter plots between the LPLS-APSP and the other methods are illustrated in Fig. 9, while Table III quantitatively compares the performance of all the online soft sensors. From Fig. 9 (a), it can be seen that the prediction results of the LSSVM are biased when the target variable is less than 0.2 and greater than 0.6, due to the time-varying nonlinear characteristics of the debutanizer column process. By contrast, the data points of the LPLS-APSP are located more tightly and evenly along the diagonal line within the whole operating range, implying no estimation bias and a smaller estimation variance. Like the LPLS-APSP, the JITLPLS, RPLS, MWPLS and CoJIT are capable of avoiding the estimation bias, as can be seen from Figs. 9 (b) to (e). The scatter plots of Figs. 9 (b) to (e) together with the prediction accuracy measures listed in Table III also show the advantage of the LPLS-APSP design over these other online soft sensors, in terms of prediction accuracy. In addition, Table III indicates that the proposed LPLS-APSP design constructs a total of 36 local models. Among these 36 local models, 10 are identified at the online operation stage. For this debutanizer column process, again the LPLS-APSP design requires a significantly smaller number of local models.

<table>
<thead>
<tr>
<th>Soft sensor</th>
<th>RMSE</th>
<th>RR(%)</th>
<th>MAE</th>
<th>MN</th>
<th>MS (byte)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSSVM</td>
<td>0.0215</td>
<td>23.4</td>
<td>0.163</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>JITLPLS</td>
<td>0.0175</td>
<td>13.5</td>
<td>0.067</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>RPLS</td>
<td>0.0163</td>
<td>19.1</td>
<td>0.091</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>MWPLS</td>
<td>0.180</td>
<td>23.8</td>
<td>0.081</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>CoJIT</td>
<td>0.0170</td>
<td>21.6</td>
<td>0.105</td>
<td>945</td>
<td>144585</td>
</tr>
<tr>
<td>LPLS-APSP</td>
<td>0.0120</td>
<td>14.9</td>
<td>0.069</td>
<td>36</td>
<td>468</td>
</tr>
</tbody>
</table>
Fig. 9. Scatter plot comparison over the test data set of the debutanizer column process by the online soft sensors: (a) the LSSVM and LPLS-APSP, (b) the JITLPLS and LPLS-APSP, (c) the RPLS and LPLS-APSP, (d) the MWPLS and LPLS-APSP, and (e) the CoJIT and LPLS-APSP.

as well as considerably lower memory cost than the CoJIT based design.

As discussed in Section III-A, in the proposed APSP strategy, we determine whether two predicted residuals are significantly different or not by considering both the mean and variance
information based on the $t$-test and $\chi^2$-test, which is different from the way of using only the mean value information proposed in [39]. We now illustrate why employing both the $t$-test and $\chi^2$-test is better than only adopting the $t$-test. For this purpose, we denote the proposed LPLS-APSP considering both the mean and variance information as the LPLS-APSP1, while a similar LPLS-APSP strategy only considering the mean information is denoted as the LPLS-APSP2.

With the significance levels fixed to 0.05, Fig. 10 (a) and (b) investigate the influence of the window size to the achievable predicted RMSE on the test data set and the number of local models identified, respectively, for the both design strategies. Note that when the window size changes, other design parameters are fixed to their corresponding values optimized by the PSO based on the validation data set. Observe from Fig. 10 (a) that the predicted RMSE performance over the test data set based on the LPLS-APSP1 design is consistently smaller than that obtained by the LPLS-APSP2 design across the whole range of window sizes investigated. As can be seen from Fig. 10 (b), for the design considering only the mean information, the window size has little influence to the number of local models needed. In addition, the local model size of the LPLS-APSP2 is always smaller than that of the LPLS-APSP1. This phenomena together with the predicted RMSE performance of Fig. 10 (a) indicate that using only the mean value information is insufficient for detecting the deterioration of a model, since the hypothesis of $H_{\text{mean}}$ may remain valid even thought the hypothesis $H_{\text{std}}$ is already invalid. The results of Fig. 10 thus confirm that our APSP scheme of utilizing both the $t$-test and $\chi^2$-test is more reliable and accurate in identifying the actual local models required.

Fig. 10. Influence of the window size on: (a) the predicted RMSE and (b) the local model number, for the LPLS-APSP1 which employs both the $t$-test and $\chi^2$-test and the LPLS-APSP2 which adopts the $t$-test only.
V. CONCLUSIONS

We have developed a novel adaptive soft sensing method under the generic local learning framework, referred to as the LPLS-APSP, which is capable of reliably and effectively handling highly nonlinear and time-varying industrial processes. Our original contribution has been twofold. Firstly, we have proposed a new APSP strategy based on both the $t$-test and $\chi^2$-test by utilizing both the mean and variance information together, which is capable of reliably and efficiently identifying and updating the local PLS model set. Secondly, we have derived a novel model adaptation criterion for online local model switching, which effectively and efficiently exploits the prediction error information for the newest measured sample as well as mines the neighborhood information of the query sample. In the extensive simulation investigation involving two chemical processes, our proposed LPLS-APSP based soft sensor has been shown to significantly enhance prediction accuracy, while improving the online computational efficiency and maintaining low memory cost, in comparison to several existing adaptive soft sensors.
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APPENDIX

Search ranges for the parameters of each soft sensor

We determine the parameters of each soft sensor using the PSO to minimize the predicted RMSE over the validation dataset. Hence the search range of each parameter needs to be set properly for the PSO algorithm. Search ranges of some parameters can be directly obtained according to their physical meanings or interpretations. For example, according to Eq. (30), we know that the dimension of the input vector is 4 for the CSTR process, while through Eq. (31) we see that the dimension of the input vector is 12 for the debutanizer column process. Therefore, the search ranges for the numbers of the latent variables of the PLS model are obviously $\{1, 2, 3, 4\}$ and $\{1, 2, \cdots, 12\}$ for the CSTR process and the debutanizer column process, respectively. Search ranges of many parameters however are difficult to set properly just according to their physical meanings. We then set the search ranges of these parameters by trial-and-error. We now explain what we meant by trial-and-error. For example, consider setting the search range of the scaling
factor $\phi > 0$ for our LPLS-APSP in the case of the CSTR. We initially set its search range to $(0, 10]$, and run a tentative optimization process by the PSO with a few iterations. When the tentative optimization process is finished, we find that the ‘optimized’ value of $\phi$ is 10, which reaches the upper bound of its search range. So we enlarge the search range to $(0, 100]$ and repeat the above tentative optimization process. This time the ‘optimized’ value of $\phi$ is inside the search range. Therefore, we set the search range for $\phi$ to be $(0, 100]$. We now detail how the search ranges for the parameters of each soft sensor are determined, specifically, by physical interpretation or by trial-and-error.

a) LSSVM: the search ranges for the Gaussian kernel width and regularization parameter are determined by trial-and-error.

b) JITPLS: the search range for the neighborhood size is determined by trial-and-error, while the search range for the number of latent variables in the PLS model, $LV_{PLS}$, is determined by physical interpretation.

c) RPLS: the search ranges for the forgetting factor and $LV_{PLS}$ are determined by physical interpretation.

d) MWPLS: the search range for the window size is determined by trial-and-error, while the search range for $LV_{PLS}$ is determined by physical interpretation.

e) CoJIT: the search range for the window size is determined by trial-and-error, while the search ranges for the other three parameters, the coefficient for constructing the correlation index, $LV_{PCA}$ and the number of latent variables in the PCA model, $LV_{PCA}$, are determined by physical interpretation.

f) LPLS-APSP: the search ranges for the window size $W$, the neighborhood size of query sample $K$ and the scaling factor $\phi$ are determined by trial-and-error, while the search ranges for the two weighting parameters, $\alpha$ and $\beta$, are determined by physical explanation.

The resulting search ranges for the parameters of each soft sensor are listed below. For the CSTR process:

a) LSSVM: the search ranges for the Gaussian kernel width and regularization parameter are [0.05, 5] and [1, 5000], respectively.

b) JITPLS: the search range for the neighborhood size is $\{6, 7, \cdots, 50\}$ and $LV_{PLS} \in \{1, 2, 3, 4\}$.

c) RPLS: the search range for the forgetting factor is $(0, 1]$, while $LV_{PLS} \in \{1, 2, 3, 4\}$.

d) MWPLS: the search range for the window size is $\{8, 9, \cdots, 50\}$, while $LV_{PLS} \in \{1, 2, 3, 4\}$.

e) CoJIT: the search ranges for the window size and correlation index coefficient are $\{8, 9, \cdots, 50\}$.
and \([0, 1]\), respectively, while \(\text{LV}_{\text{PLS}} \in \{1, 2, 3, 4\}\) and \(\text{LV}_{\text{PCA}} \in \{1, 2, 3\}\).

f) LPLS-APSP: \(W \in \{8, 9, \cdots, 50\}\), \(\text{LV}_{\text{PLS}} \in \{1, 2, 3, 4\}\), \(K \in \{1, 2, \cdots, 50\}\), \(\phi \in (0, 100]\), \(\alpha \in [0, 1]\), and \(\beta \in [0, 1]\).

For the debutanizer column process:

a) LSSVM: the search ranges for the Gaussian kernel width and regularization parameter are \([0.05, 50]\) and \([1, 2 \times 10^3]\), respectively.

b) JITPLS: the search range for the neighborhood size is \(\{20, 21, \cdots, 200\}\), while \(\text{LV}_{\text{PLS}} \in \{1, 2, \cdots, 12\}\).

c) RPLS: the search range for the forgetting factor is \((0, 1]\), while \(\text{LV}_{\text{PLS}} \in \{1, 2, \cdots, 12\}\).

d) MWPLS: the search range for the window size is \(\{20, 21, \cdots, 250\}\), while \(\text{LV}_{\text{PLS}} \in \{1, 2, \cdots, 12\}\).

e) CoJIT: the search ranges for the window size and correlation index coefficient are \(\{20, 21, \cdots, 300\}\) and \([0, 1]\), respectively, while \(\text{LV}_{\text{PLS}} \in \{1, 2, \cdots, 12\}\) and \(\text{LV}_{\text{PCA}} \in \{1, 2, \cdots, 11\}\).

f) LPLS-APSP: \(W \in \{20, 21, \cdots, 150\}\), \(\text{LV}_{\text{PLS}} \in \{1, 2, \cdots, 12\}\), \(K \in \{1, 2, \cdots, 50\}\), \(\phi \in (0, 100]\), \(\alpha \in [0, 1]\), and \(\beta \in [0, 1]\).
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