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Abstract

The present study focuses on the identi�cation of the evolution of the dynamic

elasto-plastic properties of Al 5456 FSW welds. An innovative method is pro-

posed to make best use of the data collected with full-�eld measurements during

dynamic experiments, and achieve identi�cation of the mechanical properties of

heterogeneous materials without requiring measurement of the load. Compres-

sive specimens have been submitted to high strain-rate loading through a Split

Hopkinson Pressure Bar (SHPB) device while displacement �elds were measured

using full-�eld measurement techniques. Two sets of experiments have been per-

formed using two di�erent methods: the Grid Method and Digital Image Corre-

lation. Afterwards, the identi�cation of the elastic and plastic properties of the

material was carried out using the Virtual Fields Method. Finally, identi�cation

of the evolution of the yield stress throughout the weld has been achieved for

strain-rates of the order of 103 s−1.
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1. Introduction

Since its invention in 1991, the friction Stir Welding (FSW) process [1] has

allowed the use of large aluminium structures for a wide range of applications,

thanks to the high resistance of the welds thus produced. In various �elds, such

as automotive and aeronautics, these welds hold an important place. Therefore,

the evolution of the mechanical properties at di�erent strain-rates is of interest;

with the knowledge that, depending on the process, the welded material can

undergo important structural changes, ranging from di�erent grain size to a to-

tal recrystallisation. However, the high strain-rate mechanical properties used

in numerical simulations are still estimates. Indeed, di�erent issues arise when

dealing with dynamic experiments. It is not easy to obtain accurate measure-

ments of the strain, the load and the acceleration at strain-rates of the order of

103 s−1 or more.

Several tests have been used over the last century to carry out experiments at

high strain-rates [2]. The Split Hopkinson Pressure Bar (SHPB) was developed

based on the work of Hopkinson [3] and Kolsky [4]. This system allows the

realization of experiments at strain-rate up to 10000 s−1. Over the last decades,

the Split Hopkinson Pressure Bar (SHPB) and the tensile split Hopkinson bar

[5] have become standards for the dynamic characterization of materials [6�

14]. Starting with Hoge [15], the in�uence of the strain-rate on the mechanical

properties of aluminium alloys, more speci�cally here, the tensile yield stress, has

been investigated. For Al 6061 T6 and a strain-rate varying from 0.5 to 65 s−1,

Hoge measured an increase in yield stress of approximately 28 %. More recent

work by Jenq et al. [8] showed the evolution of the stress-strain curve between

compressive quasi-static and dynamic tests at strain-rates ranging from 1350 to

2520 s−1. In that work, increases in yield stress of 25 % between the quasi-static

test and the 1350 s−1 test and 60 % between the quasi-static and the 2520 s−1

test were measured. For Al 5083, Al 6061 and A356 alloys, it is also worth

noting that Tucker [13] reported almost no evolution of the yield stress between

tensile quasi-static and dynamic tensile tests, also reaching similar conclusions

for compression and shear. However, signi�cant work hardening di�erences

2



were recorded between tension and compression, with consistent increasing work

hardening with strain-rate in compression.

To date, very few investigations have been conducted on the dynamic prop-

erties of welds. With SHPB experiments, it is possible to identify the aver-

age properties of a welded specimen [16�18]. However, there is no information

about the local evolution of the dynamic properties within the weld. Due to

the complex thermo-mechanical history of the welded material, the strain-rate

dependence of the di�erent areas of the weld could be quite di�erent. There-

fore, investigation of the evolution of the local properties of the material is of

interest. Yokoyama et al. [19] proposed to carry out the identi�cation of the

dynamic local properties in a weld by cutting small specimens in the weld so as

to consider each specimen as homogeneous. However, some issues remain due

to the low spatial resolution and the assumption of the specimen homogeneity.

This is also a very long and tedious process.

Developments in the �eld of digital ultra-high speed (UHS) cameras now

allows the imaging of experiments at 106 frames per second and above. The

de�nition of 'ultra-high speed imaging' is provided in [20]. Studies regarding

the performance of high speed and ultra-high speed imaging systems have been

reported in the past few years, e.g. [21, 22]. These technologies enable tem-

poral resolutions on the order of a microsecond and below with good spatial

resolution, making it possible to measure both full-�eld strains and accelera-

tions with excellent temporal and spatial resolutions; this is essential for the

current study. These cameras still have important drawbacks however: high

noise level, low number of images and very high cost. Recently, the advent of

in-situ storage cameras like the Shimadzu HPV-X or the Specialized Imaging

Kirana has given new impetus to using ultra-high speed imaging for full-�eld

deformation measurements. Image quality has improved considerably, as evi-

denced in [23].

Finally, in dynamic testing, the key issue relates to external load measure-

ment. Indeed, inertial e�ects in standard load cells ('ringing') prevents accurate

loads to be measured. The alternative is to resort to an SHPB set-up using the
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bars as a very bulky and inconvenient load cell. This procedure works well but

within a very restrictive set of assumptions: specimen quasi-static equilibrium

(no transient stress waves, requiring a short specimen) and uniaxial loading, in

particular. The need for more complex stress states to identify and fully vali-

date robust constitutive models requires investigators to move away from such

stringent assumptions if at all possible. The current study is exploring this idea

for welds, based on the Virtual Fields Method (VFM).

The VFM was �rst introduced in the late 1980's in order to solve inverse

problems in materials constitutive parameter identi�cation with the aid of full-

�eld measurements. Since then, it has been successfully applied to the iden-

ti�cation of constitutive parameters for homogeneous materials in elasticity

[24, 25], elasto-plasticity [26, 27], and visco-plasticity [28]. The method has

also been used for heterogeneous materials (welds) in quasi-static loading and

elasto-plastic material response [29]. Recent developments by Moulart et al.

[30] introduced the application of the VFM to the identi�cation of the dynamic

elastic properties of composite materials. The main idea in this case is to use

the acceleration �eld as a load cell, avoiding the need to measure an external

load. Since then, it has also been used to identify the damage process of concrete

materials [31], and to analyze the deformation of a beam in dynamic three-point

bending [32]. More recently, spectacular improvements in image quality has led

to unprecedented quality of identi�cation, as evidenced in [23] for the elastic

response of a quasi-isotropic laminate at strain-rates above 2000 s−1. However,

until now, it is has never been attempted to identify an elasto-plastic model

with this approach. Thus, the enclosed work breaks new ground by not only

using acceleration �elds instead of measured load data but also applying this ap-

proach in the more complex situation where heterogeneous plastic deformation

is occurring in a weld.

The aim of this study is to explore new ways to use the VFM for the identi-

�cation of the dynamic heterogeneous elasto-plastic properties of Al 5456 FSW

welds. The nature of the paper is seminal in the way that it insists on the

methodology and its potential. Many developments are still required to make
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this procedure a standard tool (including better UHS cameras, adapted test

design etc.) but the authors feel that the current technique has great potential

for future dynamic tests of materials. However, this study is part of a global

long-term e�ort to design the next generation of high strain-rate tests based

on rich full-�eld deformation information. The recent progress in UHS cameras

reported above makes this contribution all the more timely, even if the results

reported here are somewhat impaired by the fact that lower image quality cam-

eras were used at the time that the experiments were performed.

2. Specimens and experiments

The identi�cation of the dynamic properties of the weld was performed based

on experimental results from SHPB tests. It is worth noting however that the

set-up of the SHPB test is used here, but the SHPB data reduction procedures

are not used. Moreover, the �rst images were taken when the transient stress

wave was present in the specimens and the acceleration were at their maximum,

preventing any use of the standard SHPB analysis anyway. Two series of tests

have been carried out for this work: one at the University of Oxford on welded

and base material specimens where the grid method (or 'sampling moiré') [33�

39] was used, and a second one at the University of South Carolina on welded

specimens only where digital image correlation [40] was used.

2.1. Specimens

Generally, cylindrical specimens are used in the SHPB set-up to ensure a

homogeneous propagation of the wave. However, in this case, 2D imaging was

performed during the experiment. Therefore, �at surfaces were machined on

both sides of the specimens (Fig. 1) in order to comply with 2D-DIC and grid

method requirements. The specimen was designed so as to avoid any compres-

sive buckling during the early part of the test when measurements were collected.

Indeed, for this kind of specimen, buckling will occur for an axial stress of about

420 MPa, when the expected dynamic yield stress for the base material (50 %

higher than the quasi-static value [13]) is 380 MPa. Therefore, information on

the elasto-plastic behaviour will be available before any buckling occurs.
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2.2. SHPB tests using the grid method

These tests were performed on a SHPB set-up at the University of Oxford.

Five tests were performed with the grid method, three on base material speci-

mens and two on welded specimens.

2.2.1. Experiment

Before performing the experiments, cross-line grids have been transferred

onto the surface of interest of the di�erent specimens. The grids were printed

on a 0.18 mm thick polyester �lm, with a period of 150 µm. The grid transfer

was performed using the method proposed by Piro and Grédiac [41]. The imag-

ing �eld of view was 24.5 mm along the X2-direction (starting on the left hand

side of the specimen) and 10 mm along the X1-direction which is the width of

the �attened side of the specimen, see Fig. 1. The camera used here is a SIM

16 camera with a 50 mm lens. This camera possesses 16 CCD sensors and a

beam splitter spreading the light through the 16 channels, enabling extremely

fast imaging as the limiting factor is electronic gating. However, the downside

of this technology concerns the use of light ampli�ers (ICCD sensors) causing

issues in the imaging, as will be demonstrated later on in this article and il-

lustrated in previous studies [21, 22]. Some details concerning the camera and

lens are reported in Table 1. The camera was positioned facing the grid with

the lens axis normal to the observed surface, with the specimen approximately

20 cm from the lens. The specimen was illuminated using two �ash lights trig-

gered from a strain gauge bonded onto the incident bar. In dynamics, wave

propagation is much faster than time associated with rigid body movements.

Therefore, it is favourable for 2D imaging with a camera positioned close to

the specimen, as the issue of parasitic strain coming from out-of-plane displace-

ments can largely be ignored since the strain wave has passed before the out

of plane motions occur. The quanti�cation of the noise level was performed by

measuring the displacement between two sets of images of the stationary spec-

imen and calculating the standard deviation of the resulting displacement and

strain �elds.
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Both input and output bars were 500 mm long, 15 mm in diameter and

made from steel. The impactor speed was up to 18 m.s−1. The strain-rate

�elds obtained by �nite di�erence di�erentiation of the strain �elds showed

maximum local strain-rates of respectively 1300 s−1 and 1000 s−1 for welded

and homogeneous specimens. It should be noted that the strain-rate maps

are heterogeneous in space and variable in time. In particular, at the onset of

plasticity, there is a sharp local increase of the strain-rate, as was also evidenced

in [28]. In the standard SHPB approaches, this is ignored and only an average

strain-rate is considered. Ideally, the heterogeneous strain-rate maps should be

used to enrich the identi�cation of the strain rate dependence, as was performed

in [28]. This was not done here as the quality of the data does not currently allow

for it, but this is a clear track to follow in the future to improve the procedure.

The acquisition and lighting systems were triggered by a strain gauge bounded

onto the incident bar. The images were taken with an interframe time of 5 µs,

and a shutter speed of 1 µs. A total of 16 images were taken during each test.

Indeed, the technology of the camera is based on the use of a beam splitter

and 16 sensors. Therefore, each image was taken from a di�erent sensor. As

a result, there was a di�erence in light intensity between the di�erent images,

and it was not possible to accurately measure the displacement �elds between

images taken from di�erent sensors. To address this issue, the displacement

�elds were computed between two images taken with the same sensor: one static

reference image and the actual dynamic one. The displacement computation is

based on the phase shift between the reference and deformed images [33]. In

this study, a windowed discrete Fourier transform (WDFT) algorithm was used

[34, 35, 42, 43]. It calculates the discrete Fourier transform of the intensity

over a set of pixels over a triangular windowed kernel. However, the measured

phase maps consist of values between −π and π . Therefore, it is not possible

to measure a displacement associated to a phase shift that exceeds π. In this

case, it is necessary to unwrap the phase map in order to obtain the actual value

of the displacement. Extensive work has been done in the past to address this

problem [44�46]. The algorithm used in this study is presented in [47].
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2.2.2. Smoothing, acceleration and strain computation

In order to reduce the e�ect of measurement noise, displacement �elds were

smoothed using an iterative least square convolution method [48]. The smooth-

ing was performed over a 31 x 31 pixels window using a second order polynomial

function. Then, the strain �elds were computed from the displacement �elds

by �nite di�erence. Velocity and acceleration �elds were calculated from the

smoothed displacement �eld using a centred temporal �nite di�erence scheme.

This precluded reliable acceleration maps to be obtained for the two �rst and

last images. Therefore, acceleration �elds were only available for 12 steps of the

experiment, when 16 steps were available for the strain and displacement �elds.

By recording two sets of images for the stationary specimen prior to testing,

it is possible to compute the standard deviation of the resulting displacement,

strain and acceleration maps. This provides an estimate of the 'resolution' as

reported in Table 1 together with smoothing details.

2.3. SHPB tests using digital image correlation

This test was carried out on a welded specimen with digital image correlation

on a SHPB set-up at the University of South Carolina.

2.3.1. Experiment

Before performing the experiment, the specimen was coated with a thin layer

of white paint and a black random speckle pattern was transferred on it using

rub on transfer decal paper. This method was preferred to the use of paint and

airbrush to obtain a highly contrasted speckle pattern. The reasoning behind

this choice will be developed in the next section. The �eld of view of the camera

was 24.5 mm along the X2-direction (starting on the left side of the specimen)

and 10 mm along the X1-direction which is the width of the �attened side of the

specimen. The camera used here was a DRS IMACON 200 with a 200 mm lens

(Table 2). The camera was positioned facing the specimen with the lens axis

normal to the observed surface. The specimen was lit by two �ash lights. The

quanti�cation of the noise level was performed by measuring the displacement
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between two sets of static images and calculating the standard deviation of the

resulting displacement and strain �elds.

Both input and output bars were 2388 mm long, 25.4 mm in diameter and

made from steel. The 483 mm long steel impactor speed was 24 m.s−1. The

strain-rate �elds measured by �nite di�erence of the strain �elds showed a max-

imum local strain-rate of 1600 s−1. The acquisition system was triggered by a

piezo-electric sensor set on the incident bar. The images were taken with an

interframe time of 4 µs, and a shutter speed of 0.4 µs. The DRS IMACON

200 uses the same type of technology as the SIM 16, therefore displacement

�elds were computed between a static reference image and the actual dynamic

image from each sensor. Moreover, in order to reduce the in�uence of the dif-

ference of contrast between the di�erent sensors, �at-�eld correction has been

performed on the images [22]. All images were processed using the 2D-DIC

software VIC-2D [49].

2.3.2. Noise issues

Due to the technology of the DRS IMACON 200, the noise level remains

an issue. In fact, the camera tends to smooth out the grey levels on the raw

images (Fig. 2). This is caused by pixel to pixel photon "leakage" due to the

light ampli�ers. It is worth noticing that the same issue arises with the SIM

16 camera, however, the phenomenon was less marked probably because of the

lower grain size in the phosphorous screens used in the light ampli�ers. As a

consequence, it was chosen to realise the speckle pattern by using a rub on trans-

fer decal paper instead of spray paint. Thanks to the highly contrasted speckle

pattern, it has been possible to reduce the e�ects of the high noise level (Fig. 3).

Despite this improvement, the noise level remains signi�cant. This matter was

investigated by Tiwari et al. [22] who recommended the use of unusually large

subsets at the cost of spatial resolution. Therefore, to ensure accurate mea-

surement of the displacement �elds, a subset of 55 pixels was used. However, a

second issue arose. Even with a large subset, the noise presented a high spatial

correlation (Fig. 3). This will remain a problem as it will make smoothing less

e�cient. Nevertheless, the spatial heterogeneities of the mechanical �elds are
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limited, which is the reason why the current limitations can be overcome and

quantitative data produced.

2.3.3. Smoothing, acceleration and strain computation

The strain �elds were computed by analytical di�erentiation after least

square quadratic �t over a 5 x 5 window of the displacement �elds by the

VIC-2D software [49]. Then the strain �elds were smoothed using an iterative

least square convolution method [48] over a 31 x 31 pixels window using a sec-

ond order polynomial function. The calculation of the acceleration �elds was

performed with the method used for the computation of the measurement from

grid method tests. The baseline information on the measurements can be found

in Table 2.

2.4. Results

The evolution of the axial strain and acceleration �elds are presented in

Figs. 4-9. Foremost, it is important to note that there is a time shift between

the two set-ups. Indeed, the triggering was not performed in the same manner.

As a result, the earliest stages of the mechanical wave do not appear on the

acceleration �elds from the set-up using the grid method. On the �rst accelera-

tion �eld, the mechanical wave is already halfway through the specimen which

corresponds to the third �eld (16 µs) measured with DIC. However, in Figs. 5,

7 and 9, the impact wave is clearly visible at the early stages of the experiment

(acceleration > 0), which is followed by a re�ected wave (acceleration < 0)

and a second re�ection of the wave (acceleration > 0) of lower magnitude. It

should be noted that the elastic strains caused by the elastic wave cannot be

seen on the strain maps as they are hidden in the large plastic strains present

in the specimen. It is also worth noting that, for both welded and homogeneous

specimens, there is a strong localisation of strain on the impact side. For base

material specimens, this is mostly due to a non-uniform contact between the

impacting bar and the specimen, while the gradient of mechanical properties is

responsible for it in the case of welded specimens. It should be noted however
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that this is not a problem for the analysis performed in this paper as the inverse

identi�cation naturally folds this in.

Concerning the measurements with the grid method, the lower impact veloc-

ity could a�ect the identi�cation of the mechanical properties of the material.

Indeed, it results in lower values in the acceleration and strain �elds and there-

fore, could hinder the identi�cation process due to larger noise to signal ratio.

One can notice that the average strain on the right hand side of the specimen

barely reaches the estimated base material yield strain (' 0.005). Therefore,

it could a�ect the identi�ed plastic parameters. This problem does not occur

in the measurements realised with DIC due to the higher impact velocity and

average strain over the specimen.

3. Virtual �elds method

The virtual �elds method is based on the principle of virtual work, which is

written, in absence of volume forces, as (1). The convention of summation over

repeated indices is used here.

−
∫∫∫

V

σijε
∗
ij dV +

∫∫
SV

Tiu
∗
i dS =

∫∫∫
V

ρaiu
∗
i dV (1)

(i, j) = (1, 2, 3) (2)

Ti = σijnj over SV (3)

with:

σij the stress tensor

ρ the density of the material

ai the acceleration vector

V the volume where the equilibrium is written

u∗i the virtual displacement �eld
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ε∗ij the virtual strain tensor deriving from u∗i

SV the boundary surface of V

Ti the imposed traction vector over the boundary SV

In the case of dynamic experiments, load measurement is an issue. Therefore, in

order to cancel out the contribution of the load in the principle of virtual work

(PVW), a speci�c virtual �eld is used that must comply with the speci�cation

described in (4). ∫∫
SV

Tiu
∗
i dS = 0 (4)

Then, by replacing (4) into (1) a new formulation of the PVW for dynamic

loading is obtained (5).

−
∫∫∫

V

σijε
∗
ij dV =

∫∫∫
V

ρaiu
∗
i dV (5)

Therefore a relationship is obtained between the stress �eld and the acceleration

�eld. Then, with the assumption that the mechanical �elds are uniform through

the thickness and that the virtual �elds are selected so that they do not depend

on the through-thickness coordinates, (5) is developed into (6).

−
∫∫

S

σijε
∗
ij dS =

∫∫
S

ρaiu
∗
i dS (6)

It is interesting to note that this equation is valid on any surface of the

specimen. Therefore, it is possible to carry out a local identi�cation of the

mechanical parameters without any consideration for what happens outside of

this zone.

3.1. Virtual �elds in elasticity

The identi�cation of Young's modulus and Poisson's ratio was performed on

the whole specimen which was considered as a homogeneous material. In order

to perform this identi�cation during the elastic steps of the test, two virtual
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�elds are necessary and both of them have to comply with (4). The virtual

�elds de�ned in (7) and (8) have been used. u
∗(1)
1 = 0

u
∗(1)
2 = x2(x2 − L)

(7)

 u
∗(2)
1 = 0

u
∗(2)
2 = x22(x2 − L)

(8)

where L is the length of the identi�cation area. By incorporating (7) and (8)

into (6), the following system is obtained, assuming plane stress, linear isotropic

elasticity and homogeneous elastic properties, as it has been shown in Sutton

et al. [29] for quasi-static properties.

− E
1−ν2

∫∫
S

(2x2 − L)ε22 dS − νE
1−ν2

∫∫
S

(2x2 − L)ε11 dS

= ρ
∫∫
S
x2(x2 − L)a2 dS

− E
1−ν2

∫∫
S

(3x22 − 2x2L)ε22 dS − νE
1−ν2

∫∫
S

(3x22 − 2x2L)ε11 dS

= ρ
∫∫
S
x22(x2 − L)a2 dS

(9)

Full-�eld measurements are available over the surface of the specimen during

the experiment. In order to carry out the identi�cation of the elastic parame-

ters, the integrals over the surface are approximated by discrete sums (see for

instance (10)) with w the width of the specimen, N the number of measurement

points over the area, and the bar indicating spatial averaging over the �eld of

view. The quality of this approximation is dependent on the spatial frequency

content of the mechanical �elds and the spatial resolution of the measurements.

∫∫
S

εij dS '
Lw

N

N∑
k=1

ε
(k)
ij = Lwεij (10)

where the overline indicates spatial averaging over the area under consideration.

This formulation leads to a new formulation of (9) reported in (11).

 − E
1−ν2 (2x2 − L)ε22 −

νE
1−ν2 (2x2 − L)ε11 = ρx2(x2 − L)a2

− E
1−ν2 (3x22 − 2x2L)ε22 −

νE
1−ν2 (3x22 − 2x2L)ε11 = ρx22(x2 − L)a2

(11)
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Then (11) is �rst solved for E/(1− ν2) and νE/(1− ν2) by inversion of the

linear system. Then, E and ν are calculated from these quantities.

3.2. Virtual �elds in homogeneous plasticity

The elasto-plastic model used in this study is very simple. It assumes Von-

Mises yield function with associated plasticity and isotropic hardening. As a

�rst attempt to keep things simple, a linear hardening model is selected. As a

consequence, the model only involves the yield stress (σy) and the hardening

modulus (H) (12).

σ(t) = f(ε, E, ν, σy, H, t) (12)

Due to the non-linearity of the stress-strain relationship in plasticity, it is not

possible to extract the mechanical parameters from the �rst integral, and carry

out the identi�cation as in elasticity. This problem has been solved by Grédiac

and Pierron [27]. The identi�cation has been carried out by constructing a cost

function dependent on the plastic parameters (13). This function is the sum of

the quadratic di�erence of the two terms in Eq.(6) over time.

Φ(σy, H) =

tf∑
t=t0

[

∫∫
S

σij(ε, E, ν, σy, H, t)ε
∗
ij dS +

∫∫
S

ρaiu
∗
i dS]2 (13)

In order to carry out the identi�cation of the elastic parameters, the inte-

grals over the surface are approximated by discrete sums as it has been done in

Eq. (11). It leads to a new formulation of Eq. (13) shown in Eq. (14). The plas-

tic parameters are then identi�ed by minimization of the following cost function

(Fig. 10).

Φ(σy, H) =

tf∑
t=t0

[σij(ε, E, ν, σy, H, t)ε∗ij + ρaiu∗i ]
2 (14)

Moreover, the stress-strain relationship being non-linear, a single virtual �eld

is generally su�cient to perform identi�cation when the number of parameters

is low, which is the case here [27]. In order to calculate the value of Φ(σy, H),

the stress �eld is computed at each step of the experiment using the method
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proposed by Sutton et al. [50]. This is an iterative method based on the radial

return. The minimisation of the cost function is based on the Nelder-Mead

simplex method [51].

3.3. Virtual Fields in plasticity for heterogeneous materials

As opposed to the situation where a homogeneous material is studied, as in

[26, 52], the elasto-plastic parameters within the weld depend on the space vari-

ables. Di�erent strategies have been devised in the past to parameterize this

variation: identify distinct zones based on strain localization (or microstruc-

ture), as in [29] or consider the properties constant over a certain transverse

slice of the weld, as in [53]. This is the approach used here. For each of the nine

shaded slices on Fig. 11, the following virtual �eld is used: u
∗(1)
1 = 0

u
∗(1)
2 = x2(x2 − L)

(15)

It is worth noting that the (X1,X2) reference frame is a local frame linked

to each individual slice. On Fig. 11, it is given for the �rst slice. By replacing

(15) into (14), the following formulation of the cost function is obtained for each

slice (numbered (i)).

Φ(i)(σ(i)
y , H(i)) =

tf∑
t=t0

[(2x2 − L)σ22(ε, E, ν, σ
(i)
y , H(i), t)

(i)

+ x2(x2 − L)ρa2(t)]2
(i)

(16)

Here, only one virtual �eld has been used. Experience has shown that this

was generally su�cient for a predominantly unidirectional stress state when

considering isotropic yield surfaces. However, in spite of the work reported in

[52], the optimization of the choice of virtual �elds for non-linear constitutive

models is still very much an open problem. It must also be understood that

the thickness of the slices represents a compromise between a thin slice for

better spatial resolution and a thick slice for lower in�uence of noise thanks to

the spatial averages in Eq. 16. Here, the slices are much thicker than in [53]

because the measurements are of much lower quality due to the noise levels

present in the images obtained with the two sets of ultra-high speed cameras.
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4. Results

4.1. Elastic parameters

The noise level in the measured displacement data remains the main issue

when carrying out the identi�cation of the mechanical parameters under high

strain-rate. This point becomes more critical for the elastic parameters due to

the high noise to signal ratio. Because of this issue, it was not possible to retrieve

the elastic parameters for the test using DIC. For the experiments performed

with the SIM16 camera, the identi�cation was completed using only the data

from the elastic steps of the tests. The results are presented in Table 3. The

quasi-static reference values (as given by the supplier) of these parameters have

been added in order to give a reference for the results obtained. These results

still exhibit relatively large dispersion. Nevertheless, the results are promising

since the accuracy of the extracted parameters will improve with the quality of

images, which is already happening with the new generation of UHS cameras

based on in-situ image storage, allowing unprecedented image quality and ease

of use, as evidenced in [23]. In fact, the values obtained for the welded specimen

are much better because of the better image quality for this particular test.

4.2. Plastic parameters

The reference value of Young's modulus and Poisson's ratio were used for

the identi�cation of the plastic parameters. The identi�cation was carried out

using the images from the plastic steps of the tests. Moreover, due to the fact

that all areas of the weld do not yield at the same time and do not undergo the

same amount of strain, the identi�cation has been carried out using di�erent

numbers of images for each slice. Indeed, with the slices on the impact side

of the specimen, the strain level is more important and yield occurs earlier.

Therefore, 5 to 8 images were used to perform the identi�cation, depending on

the slice. Knowing that the identi�cation makes use of a minimisation process,

the starting values of the algorithm could have an impact on the identi�ed

parameters. The evolution of the cost function with the plastic parameters is

represented in Fig. 12, for a slice in the centre of a base material specimen.
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It is important to note that if the cost function admits a clear minimum value

for variations of the yield stress, it is almost insensitive to the variation of the

hardening modulus. This problem can be addressed by increasing the number

of images in the cost function. Unfortunately, the number of available images

for the dynamic tests was very limited. As a result, it has not been possible

to carry out the identi�cation of the hardening modulus, and only the yield

stress has been identi�ed. Fig. 12 shows that the cost function admits a clear

minimum over a range of reasonable values for the yield stress. The identi�cation

has been performed using a starting point of 200 MPa. For the base material

specimens, the identi�cation has been carried out over the whole �eld of view.

The results are presented in Table. 4. The quasi-static value for the yield stress

has been added as a reference [54]. A steady identi�cation (i.e. convergence

was achieved) of the yield stress has been obtained on these specimens, with

an average value of 382 MPa. These values are about 50 % higher than the

quasi-static reference and are consistent with the results obtained by Tucker

[13]. In practice, the choice of the slice width (or the choice of the total number

of slices within the �eld of view) will determine how �nely the spatial yield

stress distribution can be described within the weld. Indeed, a sharp change

of yield stress within a slice will be smoothed out by the fact that a constant

yield stress is identi�ed over this slice. Considering this, one would want to go

for thinner slices but then, the spatial averages in Eq. 16 will be less e�cient

at �ltering out measurement noise so a compromise has to be found. In order

to investigate this issue and help select a typical slice width, the base material

specimens have been divided up in slices and the identi�cation performed as

it will be on the weld specimens. Ideally, the yield stress values obtained in

each slice should be identical but because of measurement noise, they are not,

as shown on Fig. 13. The �rst thing that is apparent on this �gure is that a

consistent 20 % reduction of the identi�ed yield stress can be observed on the

right-hand side of the specimen. This can be attributed to the very low strain

levels experienced there (Fig. 4) compared to the welds (Figs. 6 and 8). The

other conclusion that can be drawn is that the number of slices has to be kept
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low. Looking at the 0 to 15 mm zone to the left of the graph where strains are

large enough for satisfactory identi�cation, one can see that thin slices (12 slices)

produce noisy yield stresses, ranging from 280 to 400 MPa whereas thicker slices

(6 slices) produce yield stress values that are much less scattered, as one would

expect.

The same type of evaluation has been performed on a welded specimen

(Fig. 14). As seen in Figs. 6 and 8, the strain levels are larger than for the base

materials so the identi�cation can be carried out over the whole �eld of view.

It can clearly be seen that an increased slice thickness (i.e. decreased number

of slices) leads to a smoother spatial variation of the yield stress. However,

when the number of slices goes over 12, it is not possible to identify the yield

stress on the second half of the specimen where there is no convergence of the

minimisation process anymore. The reason for this is that when the stress state

is too uniform spatially, and accelerations are low, then both terms in Eq. 16

are close to zero and convergence cannot be reached (the (2x2 − L) term has a

zero mean over the slice where x2 varies between 0 and L). Increasing the slice

width results in higher stress heterogeneity and convergence can be restored.

This problem is not evidenced in the welded area where signi�cant strain and

stress heterogeneities are present because of the strain localization process. As

a result of this compromise, the number of slices will be kept around 9 (and

varies slightly for one specimen to the next as �eld of views and impact speeds

are slightly di�erent).

Additionally, the size of the smoothing window can also in�uence the identi-

�ed parameters. As stated earlier in this chapter, a 31 x 31 window was used for

all the tests. Nevertheless, information is lost in the smoothing process, espe-

cially when dealing with gradient of properties. The in�uence of the smoothing

on the identi�cation of the yield stress is shown in Fig. 15.As expected, it shows

that a larger smoothing window reduces the dispersion of the results. However,

the spatial resolution drops with a larger window size, and it will hinder the

measurement of the gradients in mechanical properties. The e�ect of increased

smoothing window is basically the same as that of decreased number of slices.
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The �nal results for the identi�ed yield stress for welded specimens is pre-

sented in Fig. 16. It can be seen that very similar identi�cation results have

been obtained in the three tests, with evolution of the yield stress through-

out the weld exhibiting the lowest value around the center of the weld. The

DIC results however provide a much smoother variation as expected because of

the reduced spatial resolution of the measurements arising from the very large

subset used.

Finally, the current results have been collated with that from [53] to ob-

tain an overview of the variations of yield stress pro�les over a large range of

strain-rates (Fig. 17). It is interesting to note that at the center of the weld,

the identi�ed values show a signi�cant strain-rate sensitivity between 83 µs−1

and 0.63 s−1, whereas for the base material, sensitivity is towards the larger

strain-rates [53]. This is interesting but would need to be backed up with mate-

rials science studies to con�rm if such an e�ect is expected. It is clear however

that the very di�erent micro-structures between the nugget, heat a�ected zones

and base material could potentially lead to such di�erences. It must be em-

phasized that this kind of results would be extremely di�cult to obtain by any

current method and as such, the present methodology has great future poten-

tial to explore local strain-rate sensitivity in welds. This in turn can lead to the

development of better visco-plastic constitutive models for such welds. Finally,

more complex tests such as three or four point impact bending tests (as in [32])

could be used to identify elasto-visco-plastic models over a wider range of stress

multi-axiality, which is currently another main limitation of the standard SHPB

analysis.

5. Conclusion

A new method for the identi�cation of the dynamic properties has been

proposed in this study. It o�ers a signi�cant contribution to the �eld of high

strain-rate testing. In this work, the acceleration �elds have been used as a

load cell, in order to carry out the identi�cation of the mechanical properties

of the material. While previous work in this area [23, 30] was limited to the
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characterisation of the elastic properties, the identi�cation of both elastic and

plastic parameters has been carried out during this study. According to the

authors knowledge, it is the �rst time that the identi�cation of the dynamic yield

stress of a material has been attempted without any external load measurement.

Moreover, a local characterisation of the dynamic yield stress was performed

on welded specimens. The repeatability of the process has been veri�ed on

two di�erent set-ups and with two di�erent full-�eld measurement techniques.

The hardware, and more speci�cally, the high noise level of the cameras and

the low number of available images currently remains the main weak point of

the method. Moreover, it is essential that in the future, detailed uncertainty

assessment of the identi�ed data has to be performed so that error bars can

be added to the yield stress evolutions in Fig. 17. This is a challenging task

as the measurement and identi�cation chain is long and complex with many

parameters to set. This can only be addressed by using a realistic simulator as

developed in [55] for the grid method and more recently [56] for Digital Image

Correlation. This enables �rst to optimize the test and processing parameters

(load con�guration, subset and smoothing in DIC, virtual �elds in the VFM)

and then to provide uncertainty intervals for the identi�ed parameters. This

has recently been validated experimentally in [57]. The present case will be

more computationally challenging but conceptually, the procedures in [55�57]

can be used in exactly the same way as for elasticity. This will have to be

investigated in the near future when tests with better images are available. It is

a key issue for making this new procedure a standard technique for which users

have con�dence in the results.

It is believed that the demonstrated ability to extract local material proper-

ties without the requirement for external load measurement will open unprece-

dented opportunities to expand the range of experimental approaches that can

be used in the �eld of high strain-rate testing. To develop the next generation

of novel methodologies and make them available to researchers and engineers,

signi�cant additional research will be required, with the growth and continuous

improvement of modern high speed imaging technology being the foundation
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for the e�ort.
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Figure 1: Schematic of a welded specimen with the retreating side on the right and the impact

side on the left. The red lines represent the position of the nugget (centre) and the limit of

the welded zone.
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Figure 2: Same subset on 2 di�erent static images taken with the Imacon 200 with (a) spray

paint speckle pattern and (b) rub on transfer decal speckle pattern. Both set of images were

taken on the same set-up and under the same lighting condition and grey level scale.
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Figure 3: (a) Raw displacement �eld in pixels between two static images for a rub on transfer

decal speckle pattern (b)Raw displacement �eld in pixels between two static images for a spray

paint speckle pattern
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Figure 4: Measurement with the grid method of the evolution of the axial strain �eld over

time for a base material specimen
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Figure 5: Measurement with the grid method of the evolution of the axial acceleration �eld

(in ms−2) over time for a base material specimen
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Figure 6: Measurement with the grid method of the evolution of the axial strain �eld over

time for a welded specimen
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Figure 7: Measurement with the grid method of the evolution of the axial acceleration �eld

(in ms−2) over time for a welded specimen
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Figure 8: Measurement with DIC of the evolution of the axial strain �eld over time for a

welded specimen
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Figure 9: Measurement with DIC of the evolution of the axial acceleration �eld (in ms−2)

over time for a welded specimen
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Figure 10: Flowchart of the identi�cation of plastic parameters using the VFM
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Figure 11: Schematic of the di�erent slices of the specimen

Figure 12: Representation of the logarithm of the VFM cost function for a slice at the centre

of a base material specimen (grid method, specimen divided up in 6 slices)
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Figure 13: Evolution of the identi�ed yield stress for a base material specimen depending on

the number of slices. The X axis correspond to the distance from the center of the weld on

welded specimen to enable comparison between welded and homogeneous specimens (31 x 31

smoothing window)

Figure 14: In�uence of the number of slices over the identi�cation of the yield stress for a

welded specimen (Grid Method, 31 x 31 smoothing window)
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Figure 15: In�uence of the size of the smoothing window (in data points) over the identi�cation

of the yield stress for a welded specimen (Grid Method, 10 slices)

Figure 16: Identi�ed yield stress for the 3 dynamic tests on welded specimens (10 slices and

31 x 31 smoothing window)
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Figure 17: Identi�ed yield stress for the 3 dynamic tests (dots) and 3 quasi-static tests [53]

(lines) on welded specimens
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Camera SIM 16

Resolution 1360 x 1024

Field of view 24.5 x 10 mm2

Interframe 5 µs

Shutter speed 1 µs

Total number of images 16

Technique used Grid method

Period size 150 µm

Pixels per period 9

Displacement

Smoothing method Least square convolution

Smoothing window 31 x 31 measurement points

Resolution 0.048 pixels (0.8 µm)

Strain

Di�erentiation method Finite di�erence

Resolution 313 µstrain

Acceleration

Di�erentiation method Finite di�erence from smoothed displacements

Resolution 66,000 m.s−2

Table 1: SHPB imaging parameters with SIM 16 camera
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Camera IMACON 200

Resolution 1340 x 1024

Field of view 24.5 x 10 mm2

Interframe 4 µs

Shutter speed ∼0.4 µs

Total number of images 16

Technique used DIC

Speckle pattern Rub on transfer decal

Subset 55

Shift 20

Displacement

Smoothing method least square convolution

Smoothing window 31 x 31 measurement points

Resolution 0.07 pixels (1.28 µm)

Strain

Di�erentiation method analytical

Resolution 484 µstrain

Acceleration

Di�erentiation method Finite di�erence from smoothed displacements

Resolution 45,000 m.s−2

Table 2: SHPB imaging parameters with DRS IMACON 200 camera
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Reference Grid: base material Grid: welded specimen

Young's modulus (GPa)

First test 70 62 68

Second test 70 32 72

Third test 70 43

Poisson's ratio

First test 0.33 0.1 0.31

Second test 0.33 0.1 0.37

Third test 0.33 0.7

Table 3: Elastic parameters identi�ed by the VFM

Reference Base material 1 Base material 2 Base material 3

Yield stress (MPa) 255 368 376 402

Table 4: Plastic parameters identi�ed by the VFM for base material specimens using the grid

method
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