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Abstract

The Earth’s oceans host an enormous range of natural resources, over
90 billion kg of fish and shell fish are caught each year (WorldOceanReview, 2011).
The oceans play an overriding role in climate regulation, removing vast quantities of
carbon from the atmosphere. It is believed phytoplankton could account for more than
half the earth’s oxygen production (ConsciousAlliance, 2011). Monitoring these
biological and chemical characteristics offers an invaluable insight into the way our
oceans work, which can then be used to generate and verify reliable models of the
global ecosystem. In-situ sensors have been identified as the way forward, due to the
ever changing properties of the world’s oceans in terms of chemistry and biology. The
sensors will have to overcome harsh working conditions and process large quantities of
data, whilst using as little power as possible.

The work undertaken for this thesis aims to develop ultrasonic standing wave
particle manipulation techniques for use in an oceanographic environment. Ultrasonic
particle manipulation techniques are generally confined to ceramic devices, which are
incompatible with oceanographic sensing on a large scale deployment. This work has
bridged that gap and developed fresh approaches to ultrasonic techniques in polymer
devices. In addition to this, novel manufacturing methods have been developed to
improve the robustness of the devices or to make the technology more compatible with
cheaper, quicker and easier manufacturing techniques. A specific problem in
oceanographic sensing is biofouling — the build up of microorganisms in and around the
sensor. This project has investigated the feasibility of using ultrasonic techniques to
reduce this build up, in particular, the formation of biofilms within sensors. The use of
ultrasonics to reduce biofouling has been investigated by others, but it generally
focuses on acoustic streaming techniques which induces mixing and has high power
requirements incompatible with remote sensing (Sankaranarayanan et al., 2008).

This work was carried out in conjunction with the Centre for Marine
Microsystems in Southampton. The centre is developing robust high performance
metrology systems for use in oceanographic science. Four distinct class of sensors will
all be looked at, Chemical, Physical, Nucleic acid sensors and a p-flow cytometer
(UniversityOfSouthampton, 2011).

To assist in the development of oceanographic ultrasonic sensing
platforms, one dimensional and two dimensional modelling was carried out in Matlab
(R2014b) and ANSYS (12.0). The models were used to design new devices as well

verify experimental results. In particular, ANSYS was used to investigate the



mechanism behind standing wave particle manipulation devices. The modelling
investigated the robustness of such a device and their suitability for scaling up and
integration into an oceanographic sensor. Once the computational modelling had been
carried out, devices were built using a variety of manufacturing techniques. As
required, the techniques were adapted and optimised for the production of ultrasonic
oceanographic sensors. The work went on to qualitatively and quantitatively analyse
the affects of ultrasonic techniques in an oceanographic sensor. In particular, the
formation of biofilm within a polymer sensor was analysed. Image processing software
was optimised for the experiments then used to identify the effects of ultrasonic
standing wave techniques.

The work shows that it is possible to reduce the build up of biofilms within
polymer devices over substantial time periods using ultrasonic standing wave
techniques. The devices used differ from conventional ceramic devices in that less than
an exact half wave was set up across the fluid channel. This means there are non zero
forces acting at the polymer/fluid boundary which is beneficial for the reduction of
biofilm formation. The work also identifies a mechanism for the alignment of particles
within a microfluidic device through the use of surface acoustic waves, though it was
not possible to verify the computational results experimentally. A novel manufacturing
technique using spin coating was developed that would allow easier construction of
surface wave devices. In addition to this, a new type of device was developed utilising
the transparent properties of lithium niobate in a bulk acoustic wave configuration. In
the process of carrying out this work an experimental method has been developed
allowing the depth of particles within devices to be ascertained through long exposure
images. The length of the particle streak allows the position of the particle relative to a
solid/fluid boundary to be inferred, and the data can be presented in such a way to

build up a picture of the device characteristics.









Contents

ADSTITACT ... [
L7001 (=T 01 2 PP %
IS A ) T 11 =2 Xiii
LISt Of TADIES ... XXIX
DECLARATION OF AUTHORSHIP ... XXXili
ACKNOWIEAGEMENTS ...t e e e a e e e e e e e e eeeennnnnns XXXV
Definitions and ADDIEVIALIONS. .........uuuuiiiiiiiiiiiiiiiiie e 1
NOMENCIATUIE ...t 3
L4 gF=Y o (=7 g R 1 1o o 11 Tod 1 o] o PSR 7
1.1  Ruggedised MicroSystem Technology for Marine Measurement .................... 8
1.1.1  ChemiCal SENSOIS .....uuiiiiiiiiiiiiiiiiiii e 8
I ¥ (011 N @3V () 4[] (=] 10
1.1.3  RESEAICH OULPULS. ....uuuuiiiiiiiiiiiiiiiiiiitiiii e 12
1.1.4  CONCIUSIONS ....uuiiiiiiiiiiiiii e 12
Chapter 2 Ultrasonics and MicrofluidiCS .........couuuuiiiiiiiiii e 15
2.1 UKRTBSONICS. ..ttt 15
2.1.1  BUIKACOUSHC WAVES ... 15
2111 Waves at BOUNCAIES ........coiiiiiiiieiie e 24
2112 StaANAING WAVES ......ooviiiiiiiieieeieeieeeteiet ettt 25

2.1.2  Surface ACOUSHIC WAVES.......ccooeeeieeeeeeeee e 26
2121 RayIEIgh WaAVES..... oo 26
2122 Leakey Rayleigh Waves ... 38
21.2.3 SCNOIE WAVES ... 41
2124 INterface WaVES. ... 42
2.1.25 StONEIEY WAVES.........oeeeeiieeeieeee e 45
2.1.2.6 Anisotropic Media and Piezoelectric Considerations....................... 45
2127 Generation of Surface Waves..............uuvuiiiiiiiiiiiiiiiiiiiiiieeeineeiennnnnens 46



2.1.3 ACOUSEIC RAIALION FOICE . .enieeeee et 49

2.2 MICTOFIUIICS ... 51
2.2.1  Reynolds NUMDET..........oooiiiiiiiiie e 53
222  Flowinachannel.......cccoooiiiiiiiiiiiiiie 54

2221 Channels iN SEerES......cco oo 56
2222 Channels in parallel ... 57
2223 Hydraulic CompPlanCe.........cooeeiiiiiiiii e 57
2.2.3  CAPIANTEY .ccceeeeeeeiiiiieieeeeee e 59

2.3 Devices for Particle Manipulation ..o 61
2.3.1  BUIK ACOUSLIC DEVICES........etviiiiiiiiiiiiiiiiiiiiiieeeeeeeeeeeee ettt 61
2.3.1  Surface ACOUSLIC DEVICES ........cceviiiiiiiiiiiiiiiiiiiiiiee e 66

2311 Travelling Wave DEVICES .........ccooviiiiiiiiiiii 68
2312 Flow Free Standing Wave DEVICES.............uuuuviimmeriiiiiiiiiiiiiiiiennnnnnns 70
2.3.1.3 Flowing Standing Wave DEeVICES..............uuuuiimmmirieiiiiiiiiiiiiineenennnnnnns 71

2.3.2  HydrodynamiC DEVICES .........ceevriiiiiiiiiiiiiiiiiiieeieeeeeeeeee ettt 72
2321 Flow Assisted Hydrodynamic Separation..................eeevvveeeeeeeenennnnns 72
2322 Hydrodynamic Separation and FOCUSING ...........uveveeeeeirmiiieeeeennnnnne. 74

2.4 SUMMEBTY ©eeeiiieeeeeeeee e et e e e e et e e e e e e e e e ens e s s e e e e e e ennnnn e aaeeeeeennnnns 76
Chapter 3 Manufacturing and Design TeChNIQUES...........ccooiveiiiiiiiiiiiiee e 79

3.1  Piezoelectric MaterialS ..........coooioieeeeeeeeeeeee e 79
3.1.1 P T e e 79
3.1.2  Lithium NIODAE.......ceiiiiiiiiiiiiiiiieieeeeeeeeeeee e 80

3.1.21 Conducting POIYMETIS......cooooeeeeeeeeeeee e 80
3.1.2.2 INAIUM TN OXIAE.....eeiiiiieiiiieiieieee e 81

3.2  Polydimethylsiloxane (PDMS) .......ccooiiioiiieeeeeeeee e 83
I 0 O O U 1 oo PP P PP PPPPPPPPPPPPI 83
3.2.2  Surface Treatments and Forming Channels.............cccccccocvviiiiiiinnnnn. 84

3.2.21 Oxygen Plasma Bonding ........cccooooooooioiieie s 85
3.2.2.2 Oxygen Plasma Surface Treatments ... 86

Vi



3.2.2.3 Chemical BONAING .....cevveiiiiiiiiiiiiiiiiiiiiee e 89

3.2.3  PDMS in MICrOflUIdICS.......ccoooeeeeeeeeeeeeeeeeee e 90
3.3 PIOCESSES....ceeiiieii ettt 93
3.3.1  FOrming ChannelS ... 93
3.3.11 Photlithography..........coooo o 93
3.3.1.2 ELCNING s 95
3.3.1.3 Other Channel FOrming ProCeSSEeS............uuuuiimiriiiiiiiiiiiiiiinrniinnnnnnns 97
3.3.2  SPIN COBLING . 98
I S S TV [ 10 4T PP PPPPTT 101
Chapter 4 Bulk ACOUSEIC WaVe DEVICES .......coeuuuiiiiieeeeieeeeiee e 103
4.1 POIYMEN DEVICES.....ceeeiiiiei et e e e e e e 103
o O R |V 11T To [ o o] (o Tod o 1= S 104
4111 (DAY (od I 1= L= o | o U 105
41.1.2 Voltage Drop ANAlYSIS .....coovveeiiiiieiie e 108
41.1.3 Repeatability.........cooii i 111
4.1.2  POlymer SHAeS........coooiiiiiiiiii 111
41.2.1 Acoustic Pressure and Force Profile...........ccooooiiiiiiiiiiiiiiis 112
4122 Speed of Sound of FlIUId .........covviiiiiiiiiiiiiiiiieieeeeeeeeeeeeeeeee 120
41.2.3 DISCUSSION ... 122
41.2.4 CONCIUSIONS.....ceieeeeeeeeeee ettt ennnnes 126
4.1.3  EXPEIMENTS .cooiiiiiiiiiiiiie e 127
4131 Impedance ANAIYSIS ..o 127
4.1.32 Particle focusing method ... 132
4.1.33 Width Of PZT reSUIS ..o 133
4.1.3.4 Width of the fluid channel results ..., 136
4.1.35 Voltage Drop ANAIYSIS ... 140
4.1.4  CONCIUSIONS....cciiiiiiiiiieieeeee e 140
4.2 Lithium NiODate DEVICES .........uuuiiiiiiiiiiiiiiiiii e 141
4.2.1  Computational Modelling ........ccoooeiiiiiii e 141



O =T 10 1 T= o TS 144

4221 Glass Capillary ......ocooe oo 144
4222 Polymer SlIdes ... 147
4.2.3  CONCIUSIONS ...ttt sennnnes 148
Chapter 5 BiofOUIING ... e 151
5.1 Biofouling Mechanisms and Protection Strategies ............cccceeeeeeeeeiieeeeeenn. 151
5.1.1  Biofouling Prot@CtioN ...........coiiii i 152
5111 E0Y=T 010 TP 153
5.1.2  Biofouling and URIaS0oNiCS .......cccoeiiiumiiiieeeiiieeeeicie e 155
5.2  Initial Experiments — Glass Capillarnies .........cccoooeviviiiiiiieeeeeee e 156
S R = o 1T 1411 o1 A 157
5211 DISCUSSION ...ttt nnnnnnnne 160
A = (o 1T 11411 o1 161
5221 DISCUSSION ...ttt nnnnnnnne 164
5.2.3  EXPENMENT 3 ..ottt e e e e e e e e e eeeees 164
5231 DISCUSSION ...ttt nnnnnnnne 165
5.2.4  CONCIUSIONS ....ceiiiiiiiiiiiiiiiiiiii ettt ettt ettt ettt 166
5.3 Initial experiments — Polymer ChipsS ... 166
5.3.1  MEhOUS....oiiiiiiiiiiiiiiiieeeeeeeee e 166
5.3.2  RESUIES i 170
5.3.3  CONCIUSIONS ...ccoiiiiiiiiiiiiiiiiieee ettt ettt 173
5.4  Polymer Slide EXPeriMENTS .......ccoiiiiiiiieeeeeeee e 174
5.4.1  Experimental MethOdsS ........ccoooeiiiiiiiiiii e 175
5.4.2  IMAgE ANAIYSIS ...t e e eaeae 177
54.2.1 CrOP IMAGES ... et 177
5422 Enhance and Suppress Features...............ueveeeeeeeeieiiiiieeeeeeeieinnnnne. 180
5.4.2.3 Identify Primary ODJECES.........vviiiiiiiiiiiieiiieiieeeeeeeeeeeee e 181
5424 ANOMAIOUS RESUILS......cooviiiiiiiiiiiiiieiieee e 184
54.25 DISCUSSION ...ttt nnnnnnnne 185



54.3 (R ETS] U 1L TP 185

5431 Total quantity of bacteria (DAPI IMages) ............uuuvvvvmmvmveiiiniennnnnns 186
5.4.3.2 Actively Respiring Bacteria (CTC Images) ........ccoevveeeeeeieeeeeeeeeenn 187
5.4.3.3 Discussion - Effects on Cells ... 189
5.43.4 Discussion - Bacteria POSItioNiNg...........ccoooeeviiiieiiiiiiieeeeeeeeiiiennn, 192
5.4.4  CONCIUSIONS ... 194
Chapter 6 Surface ACOUStIC Wave DEVICES..........ccoeviiiiiiiiiiiiii e 197
L 200 R |V o T = 111 o ST 197
6.1.1.1 Substrate ThICKNESS ........uviiiiiiiiiiiiiiiiiiiii e 198
6.1.1.2 Multiple Wavelength Changes In Transducer Width ..................... 200
6.1.1.3 Sub Wavelength Transducer Width ..., 202
6.1.14 PDMS LAYEIS ...ttt et 204
6.1.15 MECNANISM ... 206
6.1.1.6 CONCIUSIONS.....ceieeee ettt nnnnnes 208

LT |V =Y o LU = o £ 1T ST 208
6.2.1  ChemiCal BONAING .....oiiiiiiiiiiiiiie e 208
6.2.2  Oxygen Plasma Bonding .........ccooeeeiiiiiiiiiiiie e 209
6.2.3  SPIN COBLING ... 210
6.2.4  CONCIUSIONS ... 211
6.3 EXPEIIMENTS. ..ottt 211
6.3.1  First Generation DEVICES .......cccceeeiieeeieeeee e 211
6.3.2  Second Generation DEVICES ........ccooeviiiiie e 212
6.3.3  CONCIUSIONS ... 213
Chapter 7 CONCIUSIONS. .......ie e e e e e e e e e eeeenanns 217
7.1  Bulk ACOUSEIC WAVE DEVICES .......ovveeeieiiiiiiiiiiiiiiiiniiiieeeeeaessnsensssnssnnnnennnnnnnnes 217
7.1.1  POIYMEI DEVICES. .. uuuiiie et e e e e e e 217
7.1.2  Lithium NIiobate DEVICES .......ccoeeeeeeeeeeeee e 219
2 = 1T 01U 1T TR 220
7.3 Surface ACOUSEIC WaVE DEVICES .........oeveeieiiiiiiiiiiiiieieieieeeeeeeeeeeeeeeeeeeeeeeeeeeees 221



7.4 FINAL REMAIKS. . e et ettt e i eaeen 222

Y o] o= g T [ I 225
Y o] o= g T [l = PRI 225
APPENTIX C oo 231
APPENTIX D oo 233
REFEIENCES ... 245



Xi



Xii



List of Figures

Figure 2-1 A schematic of a surface wave propagating along the xy plane of a half
space. Reproduced from (Gedge and Hill, 2012) with permission from The Royal
SOCIEtY Of ChEIMISIIY. ..o e e et e e e e e e eeeeennees 28
Figure 2-2 Displacement amplitudes for a Rayleigh wave as a function of depth for an
example isotropic material. Green represents motion in the x or horizontal direction.
Blue represents motion in the z or vertical direction. Reproduced from (Gedge and Hill,
2012) with permission from The Royal Society of Chemistry............cocvvieiiiiiiiiniinnnnnn. 34
Figure 2-3 Typical elliptical particle motion for different depths. The top ellipse will
rotate in the opposite direction to the lower ellipses. Reproduced from (Gedge and Hill,
2012) with permission from The Royal Society of Chemistry............ccvveiiiiieiiiniiinnnnn. 35
Figure 2-4 Variation in the ratio Cgr/Ct as function of C{/C.. Values of Poisson’s ratio
are marked along the curve. Reproduced from (Gedge and Hill, 2012) with permission
from The Royal Society of ChemiStry. ........oooiiiiiiii e 36
Figure 2-5 A plot showing how displacement (u) in the x direction varies with depth and
Poisson’s ratio. The values are normalised against displacement in the z direction
when Poisson’s ratio is 0 at the surface of the half space. ........cccccoeeeiiiiiiiiie 37
Figure 2-6 A plot showing how displacement (w) in the z direction varies with depth and
Poisson’s ratio. The values are normalised against displacement in the z direction
when Poisson’s ratio is 0 at the surface of the half space. ........cccccoeeeiiiiiiiiie 38
Figure 2-7 Schematic of a Rayleigh wave “leaking” from a solid into a fluid. Reproduced
from (Gedge and Hill, 2012) with permission from The Royal Society of Chemistry. ... 40
Figure 2-8 Diagram showing the limits of the inequality that determines stiffening or
loading of a rayleigh wave. A stiffening substrate will cause an increase in the rayleigh
wave speed. A loading substrate will cause a drop in the rayleigh wave speed. It is not
possible to generalise on the Rayleigh wave speed if it lies between these two lines
(Farnell and Adler, 1972). Reproduced from (Gedge and Hill, 2012) with permission
from The Royal Society of ChemiStry........coooiiiiiiiie e 43
Figure 2-9 An example graph showing variation in group and phase velocity with
varying layer thickness. This is for a layer on a substrate when the layer transverse
wave speed is > V2 substrate transverse wave speed (Farnell and Adler, 1972)........ 44
Figure 2-10 An example graph showing variation in group and phase velocity with
varying layer thickness. This is for a layer on a substrate when the layer transverse

wave speed is < 1/(V2) substrate transverse wave speed [6]. .......c..ccccecvevrerrecerennn. 45

Xiii



Figure 2-11 Wedge coupling to generate Rayleigh waves in a solid, the waves
produced will be unidirectional. Reproduced from (Gedge and Hill, 2012) with
permission from The Royal Society of Chemistry. ...........ccooviiiiiiiiiiiiie e 47
Figure 2-12 Periodic array for the generation of SAWs. The waves produced will be
bidirectional and the frequency efficiency. The coupling array is usually made from
metal (Viktorov, 1967). Reproduced from (Gedge and Hill, 2012) with permission from
The Royal Society of ChemiSTIY. ......oooeiiii e a7
Figure 2-13 Uniform, periodic IDT array deposited on piezoelectric substrate.
Reproduced from (Gedge and Hill, 2012) with permission from The Royal Society of
L0 1= 0 01153 1 Y 48
Figure 2-14 A diagram showing the contact angle formed between a droplet and a
SUITAICE. .. 61
Figure 2-15 . Particles are focussed axially and laterally before being moved down the
fluid channel using frequency sweeping. Reproduced from (Manneberg et al., 2009b)
with permission from The Royal Society of Chemistry...........cccoovviiiiiiiiiii, 62
Figure 2-16 Striations seen in an ultrasonic standing wave device, particles were
focused in a plane parallel to the page but secondary forces caused the particles to
(o F= 0 [T T T o =T o £ (o Lo TR 63
Figure 2-17 Flow free stabilization of particles in a fluid channel. Reproduced from
(Manneberg et al., 2009b) with permission from The Royal Society of Chemistry. ...... 64
Figure 2-18 A schematic showing how particles can be removed from their original
carrier fluid using lateral acoustic forces. The channel width was 350 ym wide
corresponding to an operating frequency of approximately 2 MHz. Reprinted with

permission from (Petersson et al., 2005). Copyright 2005 American Chemical Society.

Figure 2-19 A diagram showing how particles can be fractionated using lateral acoustic
forces. Reprinted with permission from (Petersson et al., 2007). Copyright 2007
American ChemiCal SOCIELY. ......ccoiiiiiiiiii e e e eeeeenas 65
Figure 2-20 Diagram explaining bulk wave radiation in a SAW device . Reproduced
from © (Mitchell and Read, 1975) [1975] IEEE............coiiiiiiii e 67
Figure 2-21 A diagram showing the crystal orientation of a Y cut X propagating wafer.
The wafer is cut perpendicular to the Y axis of the crystal. Two cuts are then made
across the surface of the wafer so that the direction of propagation along the wafer can
be ascertained. The larger cut is made perpendicular to the X axis and the smaller cut

PAFAIIEL. ..o 68

Xiv



Figure 2-22 A diagram showing the crystal orientation of a Y + 128° cut X propagating
wafer. The wafer is cut perpendicular to the Y axis + 128° of the crystal. Two cuts are
then made across the surface of the wafer so that the direction of propagation along
the wafer can be ascertained. The larger cut is made perpendicular to the X axis and
the smaller cut parallel. ... e 68
Figure 2-23 Diagram showing how a SAW can generate motion in a droplet.
Reproduced from (Guttenberg et al., 2005) with permission from The Royal Society of
L0 1= 0 01153 1 PR 69
Figure 2-24 . Diagram showing the mechanism behind droplet motion. Step a; the
droplet is visible on the surface with a contact angle almost perpendicular to the
surface. Step b; The SAW is absorbed by the droplet causing an elongation and a
reduction in the contact angle. Step c; the droplet leans with the direction of the SAW.
Step d; the droplet falls to form a standard droplet but has shifted in the direction of the
SAW. This happens at a frequency of approximately 120 Hz. Reproduced from
(Beyssen et al., 2006) Copyright 2006, with permission from Elsevier. ....................... 70
Figure 2-25 Diagram showing how two pairs of SAWSs can trap particles. Reprinted with
permission from (Wood et al., 2009). Copyright [2009], AIP Publishing LLC. .............. 71
Figure 2-26 Diagram showing how a SAW can focus particles in a fluid flow.
Reproduced from (Shi et al.,, 2008) with permission from The Royal Society of
L0 1= 0 01153 1 PP 72
Figure 2-27 A series of images showing how cells can be sorted based on momentum
using sheath flows and changes in direction. Reproduced from (Wu et al., 2009) with
permission from The Royal Society of Chemistry............oooiiiiiiiiiiiieeicee e 73
Figure 2-28 Diagram showing the path of a particle passing through chevrons.
Reproduced from (Hsu et al.,, 2008) with permission from The Royal Society of
L4 1= 0 01153 1 Y PP 75
Figure 2-29 Diagram showing the mechanism which causes particles to separate.
Reproduced from (Hsu et al.,, 2008) with permission from The Royal Society of
L4 1= 0 01153 1 YRR 75
Figure 2-30 Images depicting how particles can be focused using only channel
geometry, such a device could increase particle concentration and also align particles
for sensing later in the channel. Reproduced from (Di Carlo et al., 2007). Copyright
2007, National Academy of SCIENCES, USA ....oouuiiiii e 76
Figure 3-1 The chemical backbone of PEDOT:PSS. The PSS chain is shown above the
PEDOT chain. The double bonds in the thiophene rings interact with the sulphonic acid



associated with the PSS. Reprinted from (Groenendaal et al., 2000). Copyright 2000,
with permission from John Wiley and SONS. ..........ooiiiiiiiiii e 81
Figure 3-2 The effect of film thickness on the sheet resistance of an ITO film prepared
by e-beam evaporation. Reproduced from (Pokaipisit et al., 2007). Copyright 2007, with
PErmission from KASELAIt. .........ooouuiii e 82
Figure 3-3 Resistivity of a 100 nm thick ITO film of varying composition. Reproduced
from (George and Menon, 2000). Copyright 2000, with permission from Elsevier. ...... 82
Figure 3-4 Diagram showing how the base agent of PDMS attaches to the curing
agent. The base agent is shown horizontally and the curing agent vertically. Reprinted
with permission from (Lisensky et al., 1999). Copyright 2000, American Chemical
Yo o= S 84
Figure 3-5 Schematic showing the process of covalently bonding two PDMS surfaces
using the oxygen plasma teChniqQUE. ..........oouuuiiii i 86
Figure 3-6 SEM image of the surface cracks that appear on plasma treated PDMS.
Reproduced from (Owen and Smith, 1994). Copyright 1994, with permission from
JLIE= N7 0] N o = T o] L PP 87
Figure 3-7 Diagram showing how 3D structures can be manufactured in PDMS.
Reprinted, with permission, from (Jo et al., 2000). © 2000, IEEE.................cceeeeivnnnnn. 88
Figure 3-8 A friction image depicting the difference between plasma treated PDMS and
the PDMS that was covered by a copper mesh. Light areas depict high friction areas.
The image shows that there are chemical differences between exposed areas and
covered areas. Reprinted from (Hsieh et al., 2009). Copyright 2009, with permission
FTOM EISEVIET . ... 89
Figure 3-9 An optical micrograph showing the lateral collapse of PDMS walls in a
microfluidic device. Channels are blocked (B) or open (O) after the stresses from being
formed, handled and used. Reprinted from (Delamarche et al., 1998). Copyright 1998,
with permission from American Chemical SOCIety. .........ccovviiiiiiiiiiiiii e, 92
Figure 3-10 Process flow for photolithography. Reprinted from (McDonald and
Whitesides, 2002). Copyright 2002, with permission from Elsevier.............................. 94
Figure 3-11 SEM image of the wavy fluid channels produced using rapid prototyping
methods, Reprinted with permission from (Duffy et al., 1998). Copyright 1998,
American ChemiCal SOCIELY. ......ccooiiiiiiiii e e e 95
Figure 3-12 Diagram depicting the sequence of photolithographic lithography.
Reprinted with permission from (Fan and Harrison, 1994). Copyright 1994, American
L4 aT=T0 T Tor=1 IS0 Tox = Y 96



Figure 3-13 Diagram depicting the DRI etch process. The steps are repeated many
times to etch channels to the required depth, (Knol, 2011). .......coovviiiiiiiiiiiiieee. 97
Figure 3-14 Diagram depicting spin coating. a) The droplet is placed on the wafer and

spun. b) The droplet spreads across the surface of the wafer due to the centripetal

forces from the SPINNMING.......coiiiii e e e e e 98
Figure 3-15 An example thickness profile for spin coated Sylgard 184 PDMS. © 2004,
IEEE. Adapted, with permission, from (Zhang et al., 2004). .........ccccoviiiiiiiiiiiiiiiineeenn. 100

Figure 4-1 A schematic of the polymer devices. The matching layer and reflector layer
are made from 1 mm thick PMMA sheets. The matching layer has a fluid cavity milled
into it, thus the total thickness of the two layers is constrained to 1 mm. The reflector
layer can be milled to any thickness but for these designs an area at the edge of the
layer was left at 1 mm for strength and ease of manufacturing. The PZT used for these
designs was 1 mm which corresponds to a 2 MHz resonance and approximately 350
MM half wavelength in WaLer. ....... ..o 104
Figure 4-2 The predicted pressure amplitude in a PMMA device 0.7, 0.3 and 0.35 mm
L0103 TP PRR TP 106
Figure 4-3 The corresponding force profile at 2.104 MHz. Note that forces at the
boundaries are more than 0 as slightly less than a half wavelength is present in the
U CRANNEL. ..ot 106
Figure 4-4 The predicted pressure amplitude across the device based on actual
MEASUIEA TIMENSIONS. ... 107
Figure 4-5 Impedance measurements for four PMMA chips with a 0.370, 0.325 and
0.240 mm thick matching, fluid and reflector layer respectively. The chips have good
repeatability with a visible resonance at just under 2.1 MHz. A less pronounced
resonance is apparent at approximately 1.95 MHz and is likely to be caused by a
lateral resonance in the 0.4 mm wide fluid channel. ... 108
Figure 4-6 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.175, 0.175 and 0.375 mm thick respectively. Whilst the pressure
amplitude generated across the device is strong, the position of the node is close to the
matching layer, this would invariably lead to particles being moved within very close
range of the matching layer. Few applications require such manipulation.................. 112
Figure 4-7 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.175, 0.175 and 0.375 mm thick respectively. The operating frequency
is higher than Figure 4-6 which causes the pressure node to fall into the middle of the
fluid chamber. Unfortunately the generated pressure field is significantly smaller than

before as the device is operating away from the natural frequency of the PZT.......... 113



Figure 4-8 The predicted forces acting on a 10 um diameter bead in the fluid channel.

Figure 4-9 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.175, 0.375 and 0.175 mm thick respectively. Whilst the pressure
amplitude created across the device is strong and the pressure node is fairly well
centralised an anti-node is present in the fluid layer. This would cause some particles
t0 collect at the refleCtor. ....... ... 114
Figure 4-10 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.175, 0.375 and 0.250 mm thick respectively. Whilst the pressure
amplitude is relatively high particles would be focused at both boundaries and in the
middle of the channel. Variations in the density and speed of sound of water would
tend to make this effECT WOISE...... ... 115
Figure 4-11 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.25, 0.25 and 0.375 mm thick respectively.........ccccoiiiiiiiiiiiiiinnnnnn. 116
Figure 4-12 The corresponding force profile for Figure 4-11 for a 10 pm bead in the
predicted acoustic pressure field. ...... ..o 116
Figure 4-13 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.375, 0.250 and 0.375 mm thick respectively. .......ccccccceeiiieiriiniinnnnnnn. 117
Figure 4-14 The corresponding force profile for Figure 4-13 for a 10 pum bead in the
predicted acoustic pressure field. ...... ..o 117
Figure 4-15 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.175, 0.175 and 0.375 mm thick respectively. .......ccccccceeiiieiriinieinnnnnn. 118
Figure 4-16 The corresponding force profile for Figure 4-15 for a 10 pum bead in the
predicted acoustic pressure field. ...... ..o 118
Figure 4-17 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.175, 0.175 and 0.375 mm thick respectively. .......ccccccceeiiiieriinieinnnnnn. 119
Figure 4-18 The corresponding force profile for Figure 4-17 for a 10 pum bead in the
predicted acoustic pressure field. ...... ..o 119
Figure 4-19 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.375, 0.250 and 0.375 mm thick respectively with the speed of sound in
the flUid SEt 0 1350 M S™. ... 121
Figure 4-20 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.375, 0.250 and 0.375 mm thick respectively with the speed of sound in
the fluid SEt 0 1700 M S™. ..ot 122
Figure 4-21 An example pressure plot of a ceramic device with a matching, fluid and

reflector layer 1.4, 0.250 and 1.4 mm thick respectively with the speed of sound in the

Xviii



fluid set to 1500 m s™. At both fluid boundaries the pressure anti-node is just within the
LYo} 1o I == SR 123
Figure 4-22 An example pressure plot of a ceramic device with a matching, fluid and
reflector layer 1.4, 0.250 and 1.4 mm thick respectively with the speed of sound in the
fluid set to 1350 m s™. At both fluid boundaries the pressure anti-node is just within the
L1 1o = Y= ST 124
Figure 4-23 An example pressure plot of a PMMA device with a matching, fluid and
reflector layer 0.175, 0.250 and 0.375 mm. The pressure anti-nodes are well within the

matching and reflector layers and it will not be possible for them to form in the fluid

Figure 4-24 The predicted forces in a conventional ceramic ultrasonic particle
manipulation device. At each boundary the force is 0, which would allow particles to
sediment on the lower surface of the deviCe. ... 125
Figure 4-25 The predicted forces in a polymer ultrasonic particle manipulation device.
At the matching layer there is an upwards force of 45 pN which is of the right
magnitude to stop particles sedimenting. At the reflector layer there is a negative force
acting on the beads which ensures they do not adhere to the reflector layer. By
designing the device correctly a stronger force can be generated at the matching layer
to overcome SediMENTALION. .........ovviiiiiiiiiiiiiiiiii e 126
Figure 4-26 A schematic of the cross section of a polymer device. The central fluid
channel is approximately 5 mm wide. Layer thicknesses are detailed above. ........... 127
Figure 4-27 An aerial view of the fluid layer with the fluid channel cut out. The fluid
channel was approximately 5 mm wide and 50 mm long. The total size of the PMMA
sheet was approximately 25 x 75 mm to match standard microscope slides............. 127
Figure 4-28 The predicted impedance plot is shown above and is compared with the
measured impedance for two 0.375, 0.25, 0.375 mm polymer devices. The black and
blue plots show the device with an air filled fluid chamber. The purple and pink lines
show a water filled cavity. The measured plot shows a resonance at just over 2 MHz as
predicted, with a smaller resonance just below 1.5 MHz. An extra resonance is seen at
approximately 1.7 MHz which could be due to a resonance in a different dimension that
would not be predicted using the 1 dimensional Matlab model.................ccccccoeeeen. 129
Figure 4-29 The predicted impedance plot is shown above and is compared with the
measured impedance for two 0.175, 0.175, 0.375 mm polymer devices. The green and
brown plots show the device with an air filled fluid chamber. The black and blue lines

show a water filled cavity. The measured plot shows a resonance at just over 1.9 MHz

XiX



as predicted, with a smaller resonance just below 2.4 MHz. These correspond to the
guarter wave and half wave resonances predicted.............ccccveeviiiiiniiiie e 130
Figure 4-30 The predicted impedance plot is shown above and is compared with the
measured impedance for two 0.25, 0.25, 0.375 mm polymer devices. The red and
orange plots show the device with an air filled fluid chamber. The grey and pink lines
show a water filled cavity. The measured plot shows a resonance at just over 2.1 MHz
as predicted, with a smaller resonance at approximately 1.6 MHz. The % wave
resonance of interest is at 2.1 MHz. In this device, the air filled resonance at 1.6 MHz
becomes less pronounced in the water filled cavity, which is seen in the impedance
MEASUIEIMENTS. ...eiiieitiiiiei e e e e e e e e e e e s e e e et e e enn s r e e e e e e e e re e e rnnnr e e e e e e e ennnnnnans 131
Figure 4-31 An example image of the 10 um beads in the fluid channel. By comparing
the streak lengths when the power is turned on and turned off it is possible to show the
effects of ultrasonic excitation across the device. Streak lengths are approximately 200
0] PO RRTTRTP PRI 133
Figure 4-32 shows the distribution of streak lengths across the width of the device.
Streak lengths varies significantly which implies a random distribution of particles in the
DBVICE. ettt ffEf £ £ £ £ £ £ £ 1t e £ et £t st £ e e £t s e e e e e e e e e e 134
Figure 4-33 shows the distribution of streak lengths across the device when a 4 mm
wide PZT transducer is powered at 10 Vpp. ..ooooeeviiiiiiiiiiiiiiiiiieec e 134
Figure 4-34 shows the distribution of streak lengths across the device when a 6 mm
wide PZT transducer is powered at 10 Vpp. ...oooceviiiiiiiiiiiiiiiiiiece e 135
Figure 4-35 shows the distribution of streak lengths across the device when an 8 mm
wide PZT transducer is powered at 10 Vpp. ..ooooceeiiiiiiiiiiiiiiiiieiieece e 135
Figure 4-36 shows the distribution of streak lengths across the device with a 4 mm
wide channel and a 4 mm wide PZT transducer powered at 10 Vpp......ccevvvveieeeiinnnns 137
Figure 4-37 shows the distribution of streak lengths across the device with a 3 mm
wide channel and a 4 mm wide PZT transducer powered at 10 Vpp......ccvvveeieeiiinnnns 137
Figure 4-38 shows the distribution of streak lengths across the device with a 2 mm
wide channel and a 4 mm wide PZT transducer powered at 10 Vpp......ccvvveeeeeeeinnnnns 138
Figure 4-39 shows the distribution of streak lengths across the device with a 1.5 mm
wide channel and a 4 mm wide PZT transducer powered at 10 Vpp......covvveeeeeeiiinnnns 138
Figure 4-40 shows the distribution of streak lengths across the device with a 1.5 mm
wide channel and a 4 mm wide PZT transducer powered at 10 Vpp.....ccevvvveieeeiiinnns 139
Figure 4-41 shows the distribution of streak lengths across the device with a 1.5 mm

wide channel and a 4 mm wide PZT transducer powered at 10 Vpp......cvvvvveieeiiinnnnns 139

XX



Figure 4-42 The measured impedance for a 0.5 mm thick lithium niobate Y+36
transducer from 3.5 - 4 MHZ. ......oooiiiiiiii 142
Figure 4-43 The predicted energy density in the fluid channel for a 0.175, 0.175 and
0.175 mm PMMA film device coupled with a 0.5 mm thick lithium niobate Y+36
EFANSAUCET ...ttt ettt ettt ettt et e e e e e e e e e e e e e e eeees 143
Figure 4-44 the predicted pressure amplitude through the PMMA layers when coupled
with the lithium niobate transducer. A pressure node is predicted in the middle of the
channel and a pressure gradient is seen at both solid/fluid boundary layers which will
result in a force away from the bouNdaries..........couuuiiiiiii i 143
Figure 4-45 The generated force profile for the lithium niobate transducer PMMA film
device. Very strong forces are predicted manipulating particles into the middle of the
U ChamMDET. ..o 144
Figure 4-46 The predicted acoustic pressure generated in a 300 um capillary. An
antinode is present near the matching layer and very close to the reflector layer...... 145
Figure 4-47 An image taken focused at the matching layer of the device. Red dashes
highlight the lateral banding at a spacing of approximately 250 um, consistent with a
half wavelength when powered at 2.9 MHz. The particles are all in focus because they
have all been forced into the matching layer of the device and are therefore all at the
ST T 0 T= T [T o] 1o TR SR 146
Figure 4-48 An image taken focused at the reflector layer of the device. Red dashes
highlight the lateral banding at a spacing of approximately 250 um, consistent with a
half wavelength when powered at 2.9 MHz. The particles are all in focus because they
have all been forced into the reflector layer of the device and are therefore all at the
LS T 0 T= T [T o] 1o TR SR 146
Figure 4-49 The measured impedance plots for a 0.5 mm lithium niobate Y + 36
transducer coupled with a 0.175, 0.175 and 0.175 mm thick PMMA slide device. The
black line indicates a PEDOT:PSS polymer electrode, the blue line indicates the ITO
electrodes and the red line indicates the silver paint electrodes.................cccoeevennnnen. 147
Figure 5-1 Schematic of a glass capillary ultrasonic standing wave device. Reprinted
with permission from (Carugo et al., 2011). Copyright 2011, AIP Publishing LLC. .... 157
Figure 5-2 Image of a sealed and marked capillary. The capillary is 50 mm long and 6
mm wide. Lines were drawn on the capillary to ensure the same area of the capillary
1YL= L3 ] =T =T U 157
Figure 5-3 Experimental setup of the initial experiment, in reality several capillaries

were connected in parallel to the bottle. Residence time in the capillary was 54 s. ... 158

XXi



Figure 5-4 Impedance plot of a capillary with and without water in the channel. A
distinct resonance can be seen at approximately 2.4 MHz. ..........cccccoiiiiiiiiiiiiceenenn. 159
Figure 5-5 a series of images along the face of a capillary showing how the dimensions
differ from the expected 300 um high rectangle. Black lines represent where
measurements were taken across the face of the capillary, they are numbered and the
results are shown below in Table 5-2. ... 160
Figure 5-6 Photograph of the capillary in the clamp allowing removal of the transducer
10 G 0= Vo 1T USSP 162
Figure 5-7 Image take at 10x magnification of biofilm growth in the control capillary, the
film was very well developed and it was possible to identify it without the aid of a
103 0 S oo o = P 162
Figure 5-8 Image taken at 10x magnification of colonies of bacteria inside the control
capillary. An unexplained strand can be seen across the fluid channel, the formation is
perpendicular to the flow and no explanation has been found as to what it was. Later
experiments did not see this Patterning. ........ccoove e 163
Figure 5-9 Image taken at 10x magnification of colonies of bacteria inside the capillary
powered CONtINUOUSIY 8t 5 VPP, coeueeiiie e 163
Figure 5-10 Impedance plot of the two continuously powered chips. The impedance

characteristics are very close and can therefore be considered comparable devices.

Figure 5-11 Whilst the exact density of bacteria cells are not known, it is possible to
show that excitation at 4 V,, (Blue) is likely to be strong enough for complete cell
levitation and 2 V, (Red) will be sufficient to have an impact on biofilm formation but
may not be strong enough for total cell levitation. The force required for total cell
levitation depends on the density of the bacteria cells. Dotted lines show the required
force for total cell levitation at different cell densities. ..., 168
Figure 5-12 Example image from a control PMMA channel. Reprinted with permission
from (Gedge et al., 2012). Copyright 2012, AIP Publishing LLC...........c.cccvviiienneeeee. 169
Figure 5-13 Example image showing how position of colonies was recorded along the
length of the PMMA channel. Reprinted with permission from (Gedge et al., 2012).
Copyright 2012, AIP Publishing LLC. ......oouuiiiieee e 170
Figure 5-14 Graph showing position and quantity of bacteria found in the PMMA chips.
It should be noted that values for quantity of bacteria are based on colony surface area,
more precise methods are needed to produce more statistically relevant values.
Reprinted with permission from (Gedge et al., 2012). Copyright 2012, AIP Publishing
[ PP RRTOTRTRTPRT 171

XXii



Figure 5-15 Showing the pressure variations through the device when the actual
measured dimensions were loaded into Matlab. They show the presence of an
antinode close to the roof of the device. ..., 173
Figure 5-16 The expected forces generated on bacteria cells within the fluid chamber
for a range of different excitation voltages. The chart shows the effect of different cell
densities and acoustiC CONtrast fACIOrS. ........ccooviiiiiiiiii 175

Figure 5-17 A figure describing the method used to image the surface of the polymer

] [0 L= PP P PP PPPPPPPPPP 177
Figure 5-18 Example DAPI image before cropping is applied. ........ccc.oooeeveeriiicinnnnnn. 178
Figure 5-19 Example DAPI image after Cropping. . ..cc.uueeeeeeereeiieeeiieee e 178

Figure 5-20 A plot of image intensity against bacteria counted for the uncropped
images. The R? value is low at 0.242 implying poor correlation...............c..cc.ccccoeve... 179
Figure 5-21 A plot of image intensity against bacteria counted for the cropped series of
images. The R? value has increased slightly to 0.2681, which still implies poor
COIMEIALION. ... 179
Figure 5-22 Chart showing the effects of the upper limit of the suppression filter on the
total number of bacteria identified. Down to approximately 10 pixels there is negligible
change. Above this computational time increases dramatically. Below this bacteria are
being removed from the image and therefore not counted. A sample of 87 DAPI images
was used to produce this graph. ... ..o 180
Figure 5-23 Example image showing the original image on the left, including a
contaminant circled in red. After applying the suppression filter the contaminant is
removed from the image and individual bacteria have been enhanced relative to the
o= Tod (o | (0 11 o 1RSSR 181
Figure 5-24 A plot showing strong correlation between image intensity and the number
of bacteria identified. An improved R? value of 0.8393 was achieved........................ 181
Figure 5-25 Close up image of a series of bacteria cells that have been miscounted
due to the minimum threshold filter being set to 1 pixel. Highlighted in red are two
objects that have been classified as bacteria but in reality each are variations within a
=0 = g o T= T3 (=] 4 - P RII 182
Figure 5-26 Close up image of a series of bacteria cells that have been undercounted
due to the minimum threshold for bacteria being too high at 3 pixels. The left image
shows the original and the right image shows what has been identified as bacteria.
Significant quantities of bacteria have not been identified. Highlighted in red are two

bacteria that were not identified despite clearly being stained bacteria cells. ............ 183

XXiii



Figure 5-27 The input image (left) has a particularly low bacteria count but the software
identifies bacteria based on intensity peaks. Because of this any minor variation in the
image is considered a bacteria leading to an artificially high count which can be seen in
the output image (MGNT). ..o e e e e et e e e e e eeeeees 184
Figure 5-28 Plot showing erroneous results, charecterised by incredibly high bacteria
counts with low overall Image INENSILY...........coiii i 185
Figure 5-29 Excitation voltage is plotted on the abscissa and the ordinate refers to the
average number of DAPI stained bacteria identified in each chip. Error bars are defined
as + the standard error. Readings from the same experiment share colour. DAPI
readings indicate total cell count. Every experiment showed a reduction in total biofilm
formation from UltraSONIC EXCILALION. ..o 186
Figure 5-30 Excitation voltage is plotted on the abscissa and the ordinate refers to the
average number of CTC stained bacteria identified in each chip. Error bars are defined
as + the standard error. Readings from the same experiment share colour. CTC
readings indicate actively respiring CellS. ..........cooo i 188
Figure 5-31 Diagram depicting the forces acting on a bacteria cell in the microfluidic
slide. In the vertical orientation the weight of the cell is overcome by the drag of the
fluid. The acoustic forces can be much smaller than the weight of the cell but still lead
to a reduction in biofilm formation. This is because the forces need only overcome
attractive forces between the bacteria and the surface of the device............cccc......... 189
Figure 5-32 A graph showing the effects of ultrasonic excitation on the ratio of actively
respiring cells to total cells. Each experiment is grouped together and shown in
descending order of ultrasonic excitation. There is no noticeable difference in the ratio
of actively respiring to non active cells excluding the slide powered at 0.5 V. Error
bars are equal to plus or minus 1 standard error..............ceeiiiiiiiiiiiieieee e 190
Figure 5-33 When the data is plotted as a % it shows that ultrasonic excitation has
does not have a noticeable impact on the proportion of cells actively respiring and the
total number of cells. If anything, a slight decrease in % of actively respiring cells can
D8 SEEN. ..t ee e 191
Figure 5-34 A plot showing differences in biofilm formation between the two inner
surfaces of the polymer slides. Ultrasonic excitation has a greater effect on the reflector
which is inconsistent with computational modelling. At 4 V,, there is approximately
equal biofilm formation on both surfaces, implying that as ultrasonic power increases
the forces at both the reflector and matching layer are sufficient to stop bacteria

adhering to either SUMACE. ..........iii e 193

XXIiV



Figure 5-35 A force plot for the fluid chamber in the polymer slides. At 10 V,, excitation
and with 10 um beads a force of over 45 pN is seen acting on particles at the matching
layer. At the reflector layer a force of just under 35 pN is seen acting towards the
middle of the channel. ... ... 194
Figure 6-1 An ANSYS plot showing the displacement on a 0.5 mm lithium niobate plate
when interdigitated electrodes are used to generate a “surface wave” on the lower

surface of the substrate. The thickness of the substrate is equal to 1.25 wavelengths.

Figure 6-2 The displacement generated by 400 pm wavelength interdigitated
electrodes on a 2 mm thick piece of Lithium Niobate. Displacement is confined to the
side of the substrate on which the electrodes are positioned. ...........ccccooeiviirieiiinnnnnn. 198
Figure 6-3 The predicted impedance plot for a surface wave device when the thickness
of the substrate is 100 ym and the period of the electrodes generating the wave is also
100 um. When the thickness of the substrate is the same the wavelength, several plate
LYPE NESONANCES BIE SEEIN..... i iiiiti e eeite ettt e et e ettt e e e e et e e e ettt e e e e eba e e e eetan e aeeaeans 199
Figure 6-4 The predicted impedance plot for a surface wave device when the thickness
of the substrate is large compared to the generated wavelength. When the thickness of
the substrate is sufficiently thick, a surface wave is generated and the plate wave type
reSONANCE IS NO IONGEE SEEN. ...ttt a e e e e e e e e e et eeeeeeeeeees 200
Figure 6-5 The predicted impedance plot for a surface wave device when the width of
the substrate is only 5 times larger than the generated wavelength. A single distinct
resonance iS PrediCled. ... ..o e 201
Figure 6-6 The predicted impedance plot for a surface wave device when the width of
the substrate is more than 10 times larger than the generated wavelength. Multiple
resonances can be seen and a more broadband response. This is because the
wavelength has space to expand or contract whilst still keeping a velocity node at the
end Of the SUDSIIAte. ..o 201
Figure 6-7 The impedance plot for a 4.02 mm wide lithium niobate transducer, multiple
resonances are seen corresponding to small changes in the wavelength that still
results in a velocity node at the edge of the substrate..............cccoeivviiiiiiiiiieee, 202
Figure 6-8 A graph showing all of the impedance minima predicted by varying the width
of the lithium niobate by 1/10 A. ..o 203
Figure 6-9 An ANSYS plot showing predicted displacements when a 1 mm thick PDMS
layer is coupled with a lithium niobate transducer. ..o, 204
Figure 6-10 An ANSYS plot showing predicted displacements when a 2 mm thick

PDMS layer is coupled with a lithium niobate transducer. ...........ccccceeiiiieiiiiiiiicenennn. 205

XXV



Figure 6-11 An ANSYS plot showing predicted displacements when a 1 mm thick
PDMS layer is coupled with a lithium niobate transducer. Once the wave front leaves
the interdigitated electrodes they begin to attenuate. This is shown by the maximum
displacement depicted DY MX. .. ... 205
Figure 6-12 An ANSYS plot showing the predicted force profile for a 200 um square
PDMS fluid channel coupled with a lithium niobate SAW device operating at
approximately 9.5 MHz. Red areas indicate areas of high pressure and dark blue areas
indicate areas of low pressure. There are nodes coupled from top to bottom and side to
side of the fluid channel. This would cause particles to move away from the channel
walls into the middle of the channel...............cc 207
Figure 6-13 Screenshots of an Ansys animation of the fluid channel deforming under
the presence of a standing SUIMacCe WaVE. ..........coeuiuiiiiiiii e 207
Figure 6-14 An image of the two different first generation devices. The device on the
left shows the PDMS fluid channel positioned between the two sets of IDTs. ........... 212
Figure 6-15 An image of the second generation SAW device.........cccccceeivveerviveeennnnnn. 213

XXV



XXVii



XXViii



List of Tables

Table 2-1 Calculated values for the attenuation of Rayleigh waves in Lithium Niobate
by ambient Media. ... e 41
Table 2-2: Equations describing the hydrodynamic resistance in some common

channel shapes. Reference values are given for n = 1 mPa s (water), [ =1 mm,r =

100 um, hc = 100 M and We = 300 M .uuniiiiiiiieeiiiie e ee e ee e e e eeee e e e era e e e eanneeeees 56
Table 4-1 The material properties of the layers and particles in a 1 dimensional model.
................................................................................................................................. 105
Table 4-2 Design specs and actual channel dimensionsS............ccoveeiiieieeiieeiicceeenn. 107

Table 4-3 The parameters used to calculate the gravitational force acting on a 10 um

DEAM IN WALET. ... 109
Table 4-4 Parameters used to calculate compressibility of the particle...................... 109
Table 4-5 Design specifications compared with actual manufactured devices........... 111

Table 4-6 Results from 1 dimensional modelling based on a 10 pm bead and 10 V,,
EXCILALION. .o 115
Table 4-7 Summarised results of the investigation into the effects of the speed of sound

of the fluid on the predicted acoustic performance of the 0.375, 0.25, 0.375 mm device.

Table 4-8 Shows the comparison between predicted impedance minima and
measured. The model tended to predict slightly lower frequencies but on the whole
MALCNEA WEIL ... 132
Table 4-9 Properties used for the modelling of a 0.5 mm thick lithium niobate
L= 1 ST [T =T PP 142
Table 5-1 Resonant frequency over the course of the experiment. ..............cccceevveee. 159
Table 5-2 Measurements of the above capillary, Figure 5-5. Variation in glass thickness

was low (3 %) but variation in the fluid chamber was significant (8 %). This will have

a detrimental effect on the strength of the acoustic field across the device. .............. 161
Table 5-3 Excitation strategies for EXperiment 3..........cooiiiiiiiiiiiieiiie e, 164
Table 5-4 Readings from the thermocouples over the course of the experiment........ 165

Table 5-5 Estimate of the number of bacteria on the floor of the PMMA Chips.
Reprinted with permission from (Gedge et al., 2012). Copyright 2012, AIP Publishing

Table 5-6 Estimate of the number of bacteria on the roof of the PMMA Chips. Reprinted
with permission from (Gedge et al., 2012). Copyright 2012, AIP Publishing LLC. ..... 171

Table 5-7 Summary of the experiments undertaken with the polymer slides. ............ 176

XXiX



Table 5-8 The effect of changing the expected object size on the quantity of bacteria
identified. Changing the minimum object size causes significant variation in the quantity
of bacteria identified. Changing the maximum object size causes little variation down to

10 pixels, below which the number of bacteria identified drops drastically................. 183

XXX



XXXI



XXXii



DECLARATION OF AUTHORSHIP

I, Michael Gedge
declare that the thesis entitled
The robust design of ultrasonic devices for use in oceanographic environments.

and the work presented in the thesis are both my own, and have been generated by

me as the result of my own original research. | confirm that:

this work was done wholly or mainly while in candidature for a research degree at this
University;

where any part of this thesis has previously been submitted for a degree or any other
gualification at this University or any other institution, this has been clearly stated,;
where | have consulted the published work of others, this is always clearly attributed;
where | have quoted from the work of others, the source is always given. With the
exception of such quotations, this thesis is entirely my own work;

I have acknowledged all main sources of help;

where the thesis is based on work done by myself jointly with others, | have made clear
exactly what was done by others and what | have contributed myself;

parts of this work have been published as:

Minimizing biofouling in microfluidic devices through the use of continuous ultrasonic
standing waves, Journal of Ocean Technology, Volume 9, Number 4, 69-89, (Gedge,
Stoodley and Hill).

Theory of Surface Acoustic Wave Devices for Particle Manipulation, Microscale
Acoustofluidics, T. Laurell and A. Lenshof, Eds., ed: The Royal Society of Chemistry,
2015, pp. 337-353, (Gedge and Hill).

Acoustofluidics 17: Theory and applications of surface acoustic wave devices for

particle manipulation, Lab on a Chip, Volume 12, Issue 17, 2998-3007, (Gedge and
Hill, 2012).

XXXiii



The use of ultrasonic waves to minimise biofouling in oceanographic microsensors, AlP
Conference Proceedings, Volume 1433, Issue 1, 765-768, (Gedge et al., 2012).

Signed:

Date: 1% June 2015

XXXIV



XXXV



XXXVi



Acknowledgements

This work was funded by EPSRC grant EP/EO16774/1 titled “Ruggedised Micro
System Technology for Marine Measurement” and | express my thanks to them. |
would like to express my gratitude to my supervisor Professor Martyn Hill for all the
advice, feedback and technical discussions. | would like to thank Dr. Pete
Glynne-Jones for all the help and guidance with my experiments and computational
modelling. The work on biofouling would not have been possible without the help and
advice of Dr. Dyan Ankrett and for that | am grateful. | am indebted to Dr. Nefeli
Tsaloglou for her advice on cell staining. | would also like to show my appreciation to
Katie Chamberlain and Dr. Anne Bernassau for their time spent manufacturing surface
acoustic wave devices for me. | have also had advice and feedback along the way from
Dr. Matt Mowlem and Dr. Rosie Boltryk for which | am grateful. | would also like to
thank Dr. Dave Walker for preparing the Vibrio natriegens which were used in
Chapter 4.

I would like to thank my mother for her encouragement and support. | would also
like to thank my excellent friends for their support; in particular Jay, Alex and Marcus,
for the motivation and stimulating conversations they provided. Finally | would like to
thank my partner Rachel for her proof reading skills, encouragement and above all, her

patience.

XXXVl



XXXViil



Definitions and Abbreviations

COC - Cyclic Olefin Copolymer

CTC - 5-Cyano-2,3-ditolyl Tetrazolium Chloride
DAPI - 4',6-Diamidino-2-Phenylindole

DEP - Dielectrophoresis

DNA - Deoxyribonucleic Acid

DRIE — Deep Reactive lon Etching

E-beam — Electron Beam Evaporation

EPS - Extracellular Polymeric Substance
FACS — Fluorescence Activated Cell Sorting
FEA — Finite Element Analysis

FITC — Fluoroscein Isothiocyanate

GDP — Gross Domestic Product

HCI — Hydrochloric Acid

IDT — Interdigitated Electrode

ITO — Indium Tin Oxide

MEMS — Micro Electro-Mechanical System
MRNA — Messenger Ribonucleic acid

NDE — Non Destructive Evaluation

OH - Hydroxyl

PDMS — Polydimethylsiloxane

PEDOT:PSS — Poly(3,4-ethylendioxythiophene):Poly(styrenesulphonic acid)
PMMA — Polymethylmethacrylate

ppt — Parts Per Thousand

PZT - Lead zirconium titanate

RBC — Red Blood Cell

RMST - Ruggedised MicroSystem Technology
SAW - Surface Acoustic Wave

SOP — Solid Object Printing

UV — Ultraviolet

3MN — Minimal Marine Media with Nutrients






Nomenclature

A, B, A’', B’ — Constants

Ay — Hamaker Constant (J)

Age — Area (m?)

C, — Dilational Wave Speed (m s™)

Cp — Distortional Wave Speed (m s™)

Cr rw — Wave Speed giyiq, Rayleigh and Wedge Respectively (M S_l)

Chya — Hydraulic Capacitance (m® Pa™)

Cr112 — Longitudinal Wave Speed waterial 1 and Material 2 Respeciively (M S™)
Cr1 12 — Transverse Wave Speed waterial 1 and Material 2 Respectively (M st
Chn — Material Constants watirx Numbering

Dy — Equilibrium Distance (m)

E — Young’'s Modulus (Pa)

E4c — Time Averaged Energy (J)

E. — Energy Required to Overcome Capillarity (J)

Ex — Kinetic Energy (J)

Ep — Potential Energy (J)

F, — Gravitational Force (N)

I; rr. g — Acoustic Intensity Coefficients jncoming, Transmission and Reflection Respectively
K — Bulk Modulus (Pa)

Kriuia, materiar — ComMpressibility giuig and material Respecively (Pa™)

P41 — Pressure a;prop voltage and At Higher Voltage Respectively (P@)

P rrr — Pr@SSUIe incoming, Refelcted and Transmitted Respectively (P@)

Pg. — Perimeter (m)

Q — Flow Rate (m®s™)

Re — Reynolds Number

Rinya 2nya — Hydrodynamic ResiStance channel 1 and channel 2 Respecively (Pa S M)
U — Mean Fluid Velocity (m s™)

V5 — Bead Volume (m°)

Z, — Acoustic Impedance waterial number (kg M2 s™)

cpr — Speed of Sound gead and Fuid Respeciively (M S™)

h - Layer Thickness (m)

h. — Height channel (M)

k — Wave Number (m™)



k, — Longitudinal Wave Number (m™)
k; — Transverse Wave Number (m™)
[ — Length (m)
r — radius (m)

S -—
k

s¢ — Spreading Coefficient (J)

t —Time (s)

up — Rayleigh Displacement in x direction (m)

uy — Rayleigh Displacement in x direction as a function of depth
u, v,w — Displacements (Cartesian Coordinates)

v, — Fluid Speed pirection (M S™)

w, — Width channel (M)

wg — Rayleigh Displacement in z direction (m)

wj — Rayleigh Displacement in z direction as a function of depth
x,y, z — Cartesian Coordinates

A — Volume Strain/Dilation

Ap — Hydraulic Pressure (Pa)

Ap — Density Difference (kg m™)

& — Potential Function

Y — Displacement Parameter

{ — Kinematic Viscosity (m* s™)

Q — Electrical Impedance - Ohms

V2 — Laplace Operator

ay, s — Attenuation |ongitudinal, Frictional (m™)

ag — Coefficient of Reflected Pressure

arr — Coefficient of Transmitted Pressure

a; — Function of Poisson’s Ratio

Br.rp — Compressibility gead, Fiuid and Particle Respectively (m2 N_l)
Y16.56.51 — Surface Energy Liguidicas, SolidiGas and SolidiLiquid Combinations Respectively (J)
vZ — Longitudinal Rayleigh Combination (m)

Y2 — Transverse Rayleigh Combination (m™)

€ — Energy density (J m®)

Exx — Strain girection and plane upon which it is acting

n — Dynamic Viscosity (Pa s)

6 - Angle



U, — Rotation apout the axis

A — Wavelength (m)

A, — Lamé’s First Constant (Pa)
Ar — Wavelength rayieignh (M)

1 — Shear Modulus (Pa)

v — Poisson’s Ratio

Pp.rpr — DENSIY gead, Fluid, Particle and Rayleigh Half Space Respectively (KO m®)
Oxx — Stress direction and plane upon which it is acting (Pa)

@ — Scalar Function

¢ — Acoustic Contrast Factor

1 — Scalar Function

w — Angular Frequency (s™)






Chapter 1 Introduction

The Earth’'s oceans host an enormous range of natural resources, over
90 billion kg of fish and shell fish are caught each year (WorldOceanReview, 2011).
They are a crucial element of our transport and energy infrastructures and they play an
overriding role in climate regulation, removing vast quantities of carbon from the
atmosphere. It is believed phytoplankton could account for more than half the earth’'s
oxygen production (ConsciousAlliance, 2011). Monitoring these biological and chemical
characteristics offers an invaluable insight into the way our oceans work, which can
then be used to generate and verify reliable models of the global ecosystem. Existing
methods for carrying out such monitoring are expensive, coarse in terms of spatial and
temporal sampling and involve risk of sample contamination and degradation,
(UniversityOfSouthampton, 2011). Remote in-situ microfluidic sensors are being
developed to fulfill this need for data, these sensors must be small, robust, reliable and
power efficient.

The oceans are a vast resource and it has been estimated that the
biogeochemical cycles that take place in the oceans are worth US$22 trillion a year in
“eco-system services”, this is comparable to global gross domestic product (GDP)
(Costanza et al., 1998). It is therefore perhaps surprising that they remain so under
sampled. Whilst satellite monitoring is able to provide significant quantities of data on
oceans, they are opaque to electromagnetic radiation which limits data collection to the
surface.

Existing methods for carrying out detailed monitoring typically rely on the
acquisition of water samples for subsequent laboratory analysis. This approach
requires a well-resourced research ship complete with well trained personnel. As a
result, the cost of such a method is estimated at more than £15k per day. Despite this
expense, sampling is still incredibly sparse with readings likely to be taken annually at
approximately 1 km intervals, (UniversityOfSouthampton, 2011). When one considers
that some of the key biogeochemical reactions that take place in the ocean exhibit
variations of two orders of magnitude on hourly and metre scales
(UniversityOfSouthampton, 2011), the quantity of data currently being collected is a
long way off what is required.

In recent years, this lack of data on such an important resource has been
identified and steps have been taken to generate data in-situ. Autonomous underwater
vehicles, gliders and Apex floats have all been deployed in recent years to better

understand the biological and chemical reactions that occur in the behemoth
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(1.3 x10° km®) (Des Marais, 2013) that is the world’s oceans. Despite these
improvements, there is still a significant shortfall in terms of the quantity of data being
generated that requires an order of magnitude improvement in size, power
consumption, reliability and robustness. The work in this thesis is part of the
ruggedised microsystem technology for marine measurement project to address this
technological gap.

Continuous and distributed monitoring of the oceanic environment requires
biochemical sensor platforms that are small, robust, reliable, and power efficient.
Ultrasonic technologies have the potential to offer a low power route to address a
number of issues in a remote marine measurement system, including barrier-free pre-
filtration, sample concentration, biofouling reduction and sample focusing.

Designing a sensor that uses acoustic radiation forces for use in oceanographic
environments poses many challenges, not least because variations in salinity and
temperature significantly affect the acoustic behavior. The harsh environments and

high pressures play a part in material selection and acoustic design.

1.1 Ruggedised MicroSystem Technology for

Marine Measurement

The work in this thesis forms part of a larger project titled “Ruggedised
MicroSystem Technology (RMST) for marine measurement”. The aim of the project
was to produce the next generation of chemical and biological sensors to monitor the
world’s oceans. The sensing platforms will be based around microfluidic techniques to
give the order of magnitude improvement required to fulfil the data shortage discussed.
The project aimed to develop a p-flow cytometer capable of speciating phytoplankton
through the measurement of fluorescence and size, all within a microfluidic device.

Current sensor systems for oceanic metrology are large and expensive which
inhibits the mass production and deployment of such systems. The aim of the RMST
project is to develop miniaturised multi parameter biogeochemical sensors for mass

deployment in the world’s oceans.

11.1 Chemical Sensors
The project aimed to produce a suite of sensors to remotely measure in-situ the
following chemicals and levels;
o Nitrate/Nitrite

¢ Ammonia



e Methane

o Alkalinity

e Phosphate

o Dissolved Oxygen
e pH

e Iron/Manganese

Current commercially available sensors for these tasks tend to be expensive,
bulky, power hungry or a combination of these characteristics. These chemicals and
associated readings play an important role in aquatic biological activity and so being
able to accurately measure them is important to develop a better understanding of the
complex interactions that occur in the ocean. For example, methane is approximately
twenty times more effective as a greenhouse gas than CO, so being able to monitor it
in an oceanographic environment is important. Alkalinity and pH sensors will give an
insight into how increasing levels of CO, are potentially increasing ocean acidity.
Current systems are not yet suitable for on ship use so there is significant work
required before it can be measured in-situ remotely. Phosphate and dissolved oxygen
are both important for all living organisms in the ocean, therefore understanding the
distribution and concentration both spatially and temporally is important.

All of these sensing platforms will come up against many challenges and will
require several microfluidic operations such as transportation, mixing, heating and
pumping. These devices will also require readings to be taken, often electrical or
optical. One of the main problems these sensing platforms will face is biofouling. When
a device is placed in a marine environment, biofilms start to form, it has been shown
that these films can have disruptive effects on sensors within a week (Lehaitre et al.,
2008). The film is detrimental to marine sensors in more than one way. Clogging of
micro channels can occur due to the excessive build up of micro organisms. Of greater
effect, the localised environment will be affected by the organisms, either by uptake of
chemicals and nutrients or the release of compounds or waste products. This could
completely change the composition of the sample you are trying to measure. For
optical and electrical sensors, the formation of a biofilm will have severe impacts, either
by blocking the light path or by background radiation from fluorescent organisms.

Ultrasonic techniques have been identified as a potential method to assist with
two of the challenges faced by the development of chemical sensors. Acoustic
radiation forces are not suitable for the direct manipulation of chemicals; however,

acoustic streaming is capable of inducing mixing. Mixing is often a problem in
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microfluidic devices due to the highly laminar flow, meaning that mixing is
predominantly diffusion based. Long fluid channels help resolve this problem so
acoustic streaming methods for mixing were not covered in this thesis. Ultrasonic
streaming also tends to have high power requirements.

The other use of ultrasonic techniques identified was as a method for reducing
biofouling within microfluidic devices. This would be a novel use of the technology and
would require improvements in reliability, robustness and repeatability. The acoustic
radiation forces generated in a microfluidic device should be well suited to the
reduction of biofouling. This is on the assumption that bacteria cells involved in
biofouling are of the order of microns in terms of size and have differing properties in

terms of density and compressibility compared to their surrounding medium.

1.1.2 U-Flow Cytometer

It has been estimated that phytoplankton account for over half the world’s annual
oxygen production. Oxygen is essential to life on earth and so understanding its source
and the variables that affect it is vital. To assist with this, the RMST project aims to
develop a p-flow cytometer capable of analysing up to 1000 cells per second. The
device will accomplish this through the use of electrical impedance to measure cell size
and membrane properties. The device will also use light scattering techniques to
speciate the phytoplankton passing through it. This is possible because phytoplankton
contain fluorescent pigments in different quantities and types depending on the
species.

For a p-flow cytometer to work there is a requirement for the phytoplankton to be
aligned into a beam as they travel through the fluid channel. This allows them to be
analysed in a sequential manner through the optical and electrical sensing
components. There may also be a need to filter larger particulates from the sample
before processing through the p-flow cytometer. Another useful step in the process
could be the concentration of phytoplankton before measurement; if the sample
concentration is too low, power will be wasted on the detection equipment that will be
underutilised. Further, if sheath flows are required to align the phytoplankton the
concentration will be lowered which exasperates the problem. Using sheath flows will
also require reservoirs of clean fluid or extra processes to produce clean fluid.

Ultrasonic manipulation techniques should be well suited to the operations
required by a p-flow cytometer for remote in-situ oceanographic sensing.
Phytoplanktons are expected to be of a size suitable for ultrasonic standing wave

techniques and it should be possible to manipulate them using relatively little power.
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Even if it is not possible to manipulate phytoplankton using ultrasonic standing wave
techniques, filtration operations should still be possible, as other particulates not
intended for the p-flow cytometer would experience the acoustic radiation force.

If phytoplanktons are affected by the acoustic radiation force the number of
operations which could be performed for the benefit of a p-flow cytometer is significant.
Firstly, a concentration device could be created that utilises the ultrasonic standing
wave technology to move particles towards a surface within a microfluidic device and
removes the excess medium. This is a fairly standard use of the technology but has
never been achieved outside of a laboratory environment and would be a significant
step for the technology. The device would also be required to be built with polymeric
materials, as ceramic devices would be too expensive to deploy on the large scale
required to fill the gap in data. Ultrasonic standing wave devices have generally been
limited to ceramics and transferring the technology to polymers will generate several
challenges, in particular the expected lower efficiency in terms of energy propagation
through the device.

Perhaps the most useful operation that could be fulfilled by ultrasonic
technologies is the alignment of particles within the fluid channel prior to detection. If
this could be achieved using ultrasonic techniques this would negate the need for
sheath flows. Focussing phytoplankton in one dimension should be achievable in a
traditional ceramic style device, but the technology would need to be adapted to
achieve this in a polymer device. Two dimensional focussing of particles within a
microfluidic channel is possible, but is confined to laboratory environments using
ceramic devices. This work will attempt to develop a bulk acoustic wave device in
polymers capable to manipulating particles in two-dimensions.

Recent developments in ultrasonic standing wave techniques have utilised
surface acoustic waves (SAWS) to manipulate particles in two dimensions into a tight
beam along the length of the fluid channel, (Shi et al., 2008). If this technology could be
adapted to be used outside of the laboratory in a remote in-situ sensor it would be ideal
for a p-flow cytometer. One of the main challenges with this would be the robustness of
the device in a varied oceanographic environment. Currently the technology has only
been proven using a Polydimethylsiloxane (PDMS) micro channel. For a p-flow
cytometer the technology would be required to work in a more structurally rigid
polymer. This will require an in depth understanding of the mechanism involved and the
affects the variables would have on the performance of the device. Currently there is
no convincing literature on the mechanism involved in the two dimensional

manipulation of particles within a surface acoustic wave device.
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1.1.3 Research Outputs

The work in this thesis investigates ultrasonic manipulation techniques for remote
in-situ oceanographic sensing. In particular it develops bulk acoustic wave technology
in polymer devices and puts forward a novel method of applying standing waves across
a fluid channel that doesn’t require an exact half wave within a fluid channel. The work
also identifies new manufacturing techniques that are significantly more repeatable and
robust than traditional methods. Attempts are made to develop a device capable of
focussing particles into a beam within a fluid channel; this was achieved but had a high
power requirement. Modelling confirms that this was because of the weak coupling of
acoustic energy into the channel parallel to the surface of the transducer.

Further work goes on to use these novel techniques to minimise the formation of
biofilms within polymer microfluidic channels. By using a robust image analysis
technique it is shown that continuous ultrasonic excitation can reduce the formation of
biofilms on surfaces parallel to the transducer. The work also shows a small reduction
in the percentage of cells actively respiring in the biofilm present on the surface of
polymer devices. The timescales over which these experiments were run is a
significant step towards the remote application of the technology. Coupled with the
repeatability of the devices and excitation methods, this is a significant improvement on
current lab based ultrasonic devices.

The work in this thesis also models a SAW device to better understand the
mechanism behind such a device and how it will be affected by changes to the size,
materials and fluid. Attempts are made to produce a SAW device to match the
modelling with experimental data. It was hoped this would lead to a device capable of
working as an oceanographic remote in-situ sensor. Unfortunately it was not possible
to produce a working device; part of this was due to the design of the device being
decided before the project began. The work does identify a mechanism for the two
dimensional manipulation of particles within a microfluidic channel due to the
application of standing SAWs. This is a novel addition to the understanding of two

dimensional particle manipulation in SAW devices.

1.1.4 Conclusions

In this thesis, ultrasonic standing wave techniques have been adapted for use in
a marine environment and more specifically have been targeted towards anti-biofilm
strategies and to particle focusing for a p-flow cytometer. The work in this thesis
successfully shows that ultrasonic particle manipulation techniques are well suited to
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the reduction of biofouling in microfluidic devices. This is a novel use of ultrasonic
particle manipulation and it pushes the capabilities of the field in terms of robustness,
reliability and repeatability. The polymer devices used differ from the more conventional
ceramic half wave type devices. Modelling and experiments have identified some
benefits in using polymers such as the ability to fit any fraction of a wavelength into the
fluid chamber. This gives non zero forces at the fluid/solid boundary, which is ideal for
reducing biofilm formation. The devices are also less sensitive to changes in the
properties of the fluid or small changes in the dimensions of the layers.

This thesis also describes a novel manufacturing technique for a bulk acoustic
wave device utilising a transparent lithium niobate transducer coupled with transparent
indium tin oxide electrodes. Whilst not of direct relevance to an oceanographic sensor,
it has the potential to increase the number of operations ultrasonic standing wave
techniques could be used for in a laboratory environment. Current devices tend to use
opaque lead zirconate titanate which limits the type of microscopy that can be used or
requires dyes to be added to samples to enable imaging. A transparent device allows
transmission microscopy to be used.

The work on SAWSs identifies a potential mechanism for the two dimensional
manipulation of particles within a fluid channel. It was not possible to verify this work
experimentally however it has given insight into how such a device could be scaled up
and adapted for an oceanographic environment. A novel manufacturing technique is
showcased that could reduce the time and costs involved with producing large

guantities of devices for oceanographic sensing.
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Chapter 2 Ultrasonics and

Microfluidics

In this thesis, ultrasonic particle manipulation is combined with microfluidic
devices with the aim of producing sensors for remote in-situ oceanographic sensing. In
this chapter the theory detailing the propagation of waves in solids is presented. The
equations are derived for bulk acoustic waves and surface acoustic waves. Key
information regarding Rayleigh like waves is given and methods for inducing waves are
shown. The work goes on to describe the acoustic radiation force. Microfluidic theory is

presented and a series of current ultrasonic particle manipulation devices are shown.

2.1 Ultrasonics

Ultrasonics is a wide and varied field covering a whole host of applications from
medical diagnostics to non-destructive evaluation (NDE) (Rose, 1999). The following
section describes how acoustic waves can propagate through a medium and covers
bulk waves, surface waves and interface waves. The equations of motion will be
derived for the different wave types and any effects on practical applications will be

covered.

2.1.1 Bulk Acoustic Waves

The theory that describes the propagation of waves through a medium is called
theory of elasticity. This allows for deformations within the medium unlike rigid body
dynamics which would result in a linear acceleration and rotation of the medium. The
following section will describe how equations describing the progression of waves
through a medium can be obtained and is based on the approach by Kolsky (Kolsky,
1953).

In an unbound isotropic elastic medium only two types of wave can propagate;
dilatational and distortional. Particle motion is along the direction of propagation for
dilatational waves and is perpendicular to the direction of propagation for distortional
waves. These waves are more commonly known as longitudinal and transverse waves
respectively (Cheeke, 2002). The stresses acting on the surface of an element of a
solid do not necessarily just act normal to the surface, there are likely to be tangential

components.
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Imagine a set of three dimensional axes, each perpendicular to one another with
directions x,y and z, and with normal and tangential stresses acting on each surface of
a cube positioned according to these axes. This will lead to 9 possible stress
components, of which 6 will be unique; oy, 0yy,0,;, 0xy,0x, and o,, where the first
letter denotes the direction of the stress and the second letter the plane upon which it
acts.

A point within this cube will be displaced by these stresses and if its original
position is x, y, z, then its new position becomes x + u,y + v,z + w. Consider a 2nd point
close to the 1% point with co-ordinates x + 8x,y + 8y, z + 8z before displacement, and
then let the displacement it undergoes be defined as such; u+ du,v+ dv,w + Sw.

This allows the following equations to be defined,

ou = a(ﬁx a—6y+ 562,

ov = a—vdx a—v6y+ a—vdz,
dx dy dz

6w—a—w(5x+a—w(5y+a—w(52
dx dy dz

Equation 2-1 (a), (b) and (c)

If the following 9 quantities are known the displacement of any point can be
found,

Ju du du dv dv dv dw Oow ow

Equation 2-2 (a) — (i)

These quantities can be regrouped in the following manner for convenience,

_ Odu _0v _ow

€Exx = au €yy = @u €2z = Eu
_6W+6v _6u+6W _6v+6u
€yz = dy 0z’ Cx T 9,7 axt T ax oy’
28 _ow  0v 28 _du  ow 28 _dv  Ju
* oy oz’ Y ez ox’ 27 9x  dy

Equation 2-3 (a) — (i)
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The first three equations describe small contractions or expansions within the
medium. The second three relate to shear strains within medium, continuing the suffix
notation mentioned before. The final three correspond not to a deformation but to a
rotation.

Of these nine quantities the first are the components of strain. If the last three
guantities are zero the deformation is irrotational and is therefore in a pure strain
condition. It is possible to write the components of strain in a matrix where the elastic

constants of the material become the coefficients

Oxx €11 €12 €13 Cia Ci5 Cieq[€xx
[Oyy| [C21 €2z C23 Caa Ca5 Cogl| Eyy |
|Ozz | _ |€31 €32 C33 €314 C35 C36|| €2z
Loy |7 lear caz caz cas cas cusll€yz|
[sz Cs1 Csz Cs3 Csq4 Css Cself€zx
Oxy Co1 Ce2 Ce3 Cea Co5 CepllEzy

Equation 2-4

This gives 36 constants for any material; however, it can be shown that c,, is
identical to c,, which leaves 21 constants. For a completely aeolotropic material all 21
of these constants need to be known to define the elastic properties of the material.
Many materials have some symmetry and in an isotropic solid only two independent
constants remain, which are known as Lamé’s constants,

Oxx €11 €12 ¢33 O 0 0 ”Exx]

|9yy| €21 €22 23 O 0 O [[€yy]|
|Ozz | _ |c31 ¢c32 ¢33 O 0 0 || €z |
|0-yz|_ | 0 0 0 Caa 0 0 “Eyzl
lo-zx 0 0 0 0 Css 0 Jlesz
Oxy 0O 0O 0 0 0 cgellézy

Equation 2-5

Where the constants are defined by the following;

Ciz = €13 = C1 = (3 = €31 = C32 = Ay,
Caqa = Cs5 = Cge — WU,

C11 = €3 = C33 = A +2p,

Equation 2-6 (a), (b) and (c)

which leads to the following equations describing stress in the medium,
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= A A+ 2u€y,,
= AA + 2ue,y,,
= ALA + Zﬂezm
Oyz = UEyz,
sz = AuEle
ny = :uexyl
Equation 2-7 (a) — (f)

where A= €, + €,, + €,,. This is called the volume strain or dilation.
For ease, another three terms, Young’s modulus, E, Poisson’s ratio v and Bulk
modulus K, will be introduced, each of which can be described in terms of A, and pu.

Firstly, imagine a 1 dimensional stress is applied parallel to the x axis, the first three
equations become
Oxx = (AL + 2M)‘?—xx + AL (Eyy + Ezz):

0= (AL + Zﬂ)eyy + AL(Exx + Ezz),

0= (AL + 2M)Ezz + AL (Exx + Eyy)-
Equation 2-8 (a), (b) and (c)

These can be solved to show that

_ A+ u _ _ AL
S T @A F2m) T YT 2T TG, + 2m)

Equation 2-9

Young’s modulus is a measure of a material’s stiffness and is defined as

_ Oux _ KA +2p)
AL+ u

Ex X

Equation 2-10

Poisson’s ratio is a measure of the contraction of a specimen in one direction

compared to its expansion in another direction,

s o M
Exx 2(AL + ﬂ)l

Equation 2-11
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Bulk modulus is a measure of the fractional change in volume should a uniform

hydrostatic pressure be applied, therefore oy, = 0, = 0,, = —P(say), and shear in

the object is equal to zero. From here it can be shown that

P
€xx — €yy = €zz = _%—_'_Z‘u-

Equation 2-12

Knowing that volume dilation is given by A= e,, + €,, + €,, the following can

be deduced about K

K= p _ _(SAL + Zﬂ)exx
A —3€xx

- L 3#'

Equation 2-13

Shear modulus, oryu, is the ratio between shear stress and shear strain and is
given by the last equations of Equation 2-7. Now these have all been defined, it is
possible to determine the equations of motion in an elastic medium. Firstly, imagine an
infinitesimally small cube with sides parallel to the defined axes. Now consider the

variations in stress across all 6 sides, which in the x direction will be

00y 00yy
(axx + 6x) 6y6z — 0xx6y6z + | 0y, + 8y |6x6z — 04y, 6x62
dx dy
00y,
+ (sz + e 62) 6x8y — 0,,0x08Y,

Equation 2-14

this can be simplified to

00y N 00y, N 00,
dx dy dz

>6x6y62,

Equation 2-15
when coupled with Newton’s second law of motion, this will be equal to

(pox6y57) LY
poxoyoz ETeR
Equation 2-16
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Where p equals density and t equals time. This neglects body forces acting on

the solid such as gravity. Once simplified and repeated for v and w the following is

yielded
0%u _ 004y . 00y . 00y,

Patz ™ ax ~ ay oz

p(’)Zv _ 00y N 00y, N aayZ’
at? dx dy 0z

p(’)ZW _ 00,y N 00,y . aGZZ.
at? dx dy 0z

Equation 2-17 (a), (b) and (c)

These equations can now be coupled with the isotropic elasticity constants found

earlier, see Equation 2-7.
0’u 0 0 0
'OW = a (ALA + Zﬂgxx) + @ (ﬂgxy) + & (ngz)l

9%v d d d
pﬁ = @ (ALA + Z“Syy) + % (“gyx) + B (ﬂgyZ)'

o’w 09 a a
p W = & (ALA + Zﬂgzz) + @ (ﬂgzy) + a (ﬂgzx)-
Equation 2-18 (a), (b) and (c)

Using Equation 2-3 (a) — (i) allows Equation 2-18 (a) to be re-written like so,

0%u

= Gy + W o
Pz = VT gy T H

Equation 2-19 (a)

Similarly for Equation 2-18 (b) and (c),

0%v 2, + )6A+ r2

0w oA

—= + y)—+ ul?
P2 (A, + w) 5, FHw,

Equation 2-19 (b) and (c)
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where V2 is the Laplace operator. These are the equations of motion for an
isotropic solid without body forces and will be manipulated to show the two types of
wave propagation possible in an unbound solid. To do this, Equation 2-19 (a) is
differentiated w.r.t.x, and Equation 2-19 (b) and (c) are differentiated w.r.t.y and z
respectively before adding

a%A

,OW =, + Zﬂ)VZA

Equation 2-20

This shows that the velocity of propagation through the material is equal to

1
2

AL+ 2u
a=(25)
A p

Equation 2-21

for a dilatational wave. A similar process can be carried out whereby Equation 2.19 (b)

and (c) are eliminated by differentiating w.r.t.y and z respectively and subtracting gives

0?2 ((’)w c’)v)_ Vz(aw c’)v)
Parz\ay ~ az) ~ * \5y T a2/

Equation 2-22

This reduces to the following using Equation 2-3 (g)

2

pﬁﬁx = ul7219x

Equation 2-23

Similar equations can be derived for ¥, and ¥,. The velocity of propagation for a

distortional wave will be equal to

Equation 2-24
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The speeds at which dilatational waves and distortional waves propagate through
a medium have been shown, it will now be shown that waves can propagate through a
solid with either of these velocities. If dilation is equal to zero then Equation 2-19 (a)

becomes

Equation 2-25

with similar equations for v and w. It is possible to create a set of conditions that

causes rotation to vanish, using a potential function, @,

_ 00 _ 09 09

u—a, U—a, W—aZ.

Equation 2-26

Which means that A= V?¢ and % = V2u. Substituting into Equation 2-19 (a)

yields the following,

0%u

Pz = A+ 2u)V2u,

Equation 2-27

with similar equations for v and w. This shows that waves involving no rotation travel

with velocity

Equation 2-21 (repeat)

whilst waves propagating with no dilation travel through the medium with velocity

Equation 2-24 (repeat)

The last thing to do is show that waves propagating through a medium must
travel with one or the other of these velocities. To do this we must first consider a plane
wave propagating in the x direction, since the material is isotropic this is suitable.
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Assume its velocity of propagation is ¢ then the displacements u,v and w will be

functions of a single parameter ¥ = x — ct. This yields the following

0%u 5 0%u 0%v 5 0%v 2%w 5 0%w
52 - C Qa2 S5, —-C YR =5 = YT
0t2 oy? dt2 o0p? ot? o0p?
0*u _ 0%*u 0*v _ 0%v 0*w _ 0*w
ax2 w2 9x?  9y?’ ax2 oy

Equation 2-28 (a) — (f)

Any differential coefficients with respect to y or z will be equal to zero and these

equations can be substituted into Equation 2-19 (a), (b) and (c),

,0%u 0%u 0*u 0%u
P = W+ W+ tagr = (L + 20 0,
, 0% 0%v
pc Wz HW'
0w 0w

2 = y—
PC qwz = Moy

These equations can only be satisfied in two ways, either

A+ 2u 0%v  9*w

2 = =0.
¢ b ow? gz
The other possibility is
, M 0%u
ct =—, _ =
p oy?

Equation 2-29

Equation 2-30

Equation 2-31

The former case is classed as longitudinal waves where motion is confined to the

direction of propagation and the latter is deemed transverse waves where motion is

perpendicular to the direction of propagation. These wave speeds are denoted by the

terms C; and C; respectively. As expected, transverse wave speed only depends on

the shear modulus of the medium. Perhaps less intuitively, the longitudinal wave speed

depends on the bulk modulus and the shear modulus of the medium. This is because
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as the wave propagates there is a change in volume of the element which requires a

change in the shape of the element, thus the elements resistance to shear is involved.

2111 Waves at Boundaries

It is important to understand the interactions acoustic waves have at interfaces,
whether it be solid-solid interfaces or solid-fluid interfaces. The most significant case is
for plane waves approaching normal to a boundary. In such a case some of the wave
will be transmitted through the boundary and some of the wave will be reflected. When
an incoming wave, ), reaches a boundary it will be transmitted, gy, and reflected, .
Acoustic impedance is commonly used for such equations and for this work it shall be
denoted by Z, based on the density and the longitudinal wave speed of each medium.
The subscripts 1y and (» will be used to denote the initial medium and the second
medium. To accurately describe the behaviour of waves at boundaries continuity of
pressure and displacement must be assumed (Cheeke, 2002). The following equations

describe the coefficient of transmitted pressure,

wry = 22 _ Pre
RT 7 Xz, P

Equation 2-32
and the coefficient of reflected pressure,

Zy— 2y _ Pg

CELAL B

Equation 2-33

If Z, » Z,, most of the pressure will be reflected, If Z; = Z, then most of the
energy will be transmitted. This is called impedance matching and corresponds to the
impedance matching of electric circuits (Turner and Pretlove, 1991). Other important
coefficients are the acoustic energy transmission and reflection coefficients, when the
wave approaches perpendicular to the boundary these can be obtained simply from the

definition of acoustic intensity,
PZ
Z ’
Equation 2-34
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which leads to the following for the transmission and reflection intensity coefficients,

e _ 21 |t |2
I Z, TrI™,
Equation 2-35

and

Equation 2-36

It can also be shown that energy is conserved before and after the reflection,
I, = I + Ix. This theory can be extended to layers between two mediums, this is a
common practice so that energy can be transferred between two mediums of differing
acoustic impedance (Brekhovskikh, 1957). When a matching layer is needed it is often
A/4 thick which allows for the perfect transmission of energy from two mismatched

materials. The reflected pressure is given by the following,

23 — 7,75

aAp = ——n-
. VAR AVA

Equation 2-37

This gives the condition that az = 0 when Z, =/Z,Z5. This means that perfect
transmission can be achieved by selecting a material with an acoustic impedance
which when squared is equal to the product of the two surrounding mediums. This
theory can be furthered to describe waves approaching a boundary at an angle,
however, for the purpose of this work it is enough to consider only waves approaching

normally.

2112 Standing Waves

Much of the work in this thesis is based on standing waves rather than travelling
waves. These occur when a wave interferes with a wave of the same frequency
travelling in the opposite direction. For bulk acoustic waves this is usually through the
reflection of a wave at a boundary, whilst for surface acoustic waves this is usually from
two separate counter propagating waves. Standing waves produce static patterns of
pressure nodes and antinodes which are used to manipulate particles. A pure standing

wave would result in no propagation of energy (Cheeke, 2002).
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Pressure and velocity are in phase quadrature for a travelling wave, so it follows
that node positions for standing waves will also be in quadrature. For a rigid boundary,
pressure will be at a maximum and velocity will be at a minimum. For a free boundary,

pressure will be at a minimum whilst velocity will be at a maximum.

2.1.2 Surface Acoustic Waves

The theory of surface waves was first discussed by Lord Rayleigh in the late 19™
century (Rayleigh, 1885). It was shown that their effect decreased rapidly with depth
and that their velocity of propagation is smaller than that of body waves (Kolsky, 1953).
As these waves spread in only two dimensions their amplitude decays more slowly with
distance than other types of elastic waves. At the time they were of importance in
seismology but have since found use at a significantly smaller scale, such as NDE and
in microfluidics (Rose, 1999, Shi et al., 2008), they also have significant use in
electronic filters and sensors (Oliner et al., 1978). Rayleigh waves are a combination of
longitudinal motion and transverse motion confined to the surface of an elastic medium,
penetrating only to about one wavelength in depth. Surface waves on a solid are
similar to surface waves on a liquid, in that particle motion is elliptical;, however there
are differences in direction and restoring forces. In solids it is elastic forces while in
liquids it is gravity and surface tension that supply that restoring force (Kolsky, 1953).

The use of surface waves in microfluidic applications has grown appreciably in
the past decade and the following sections will describe the governing equations and
the different types of surface waves. Lamb waves will not be considered here, as they
are currently not of use in microfluidic applications; however, it can be shown that a
Lamb wave transforms into a Rayleigh wave as the thickness of the substrate
increases (Farnell and Adler, 1972). Other Rayleigh like waves such as leaky Rayleigh,
Scholte, interface and Stoneley waves will be presented and key information regarding

their use in particle manipulation techniques will be discussed.

2121 Rayleigh Waves

In an unbounded isotropic solid only two types of elastic wave can propagate;
however, surface and interface waves exist at free boundaries and interfaces
respectively, allowing Rayleigh waves to be used to manipulate particles and fluids
when used in a microfluidic device.

The equations of motion used to describe longitudinal and transverse waves in
an isotropic unbounded medium can be manipulated to generate equations detailing
the displacements of a surface wave propagating along a half space. Rotation

phenomena can be decoupled from dilation phenomena and then stress free boundary
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conditions can be used to solve the resulting equations. This will define the Rayleigh
wave number in terms of longitudinal and transverse wave numbers.
The equation of motion for an unbound isotropic elastic solid in which body forces

are absent can be written as (Kolsky, 1953):

azu_(/1 N )6A+ 7o
patz_ L u dx u u,

Equation 2-38

where u defines displacement in the x direction. Similarly v and w are displacements in
the y and z directions respectively. V2 is the Laplace operator whilst p, 1, and u define
the density, Lamé’s constant and shear modulus of the medium. A, see Equation 2-40,
defines the volume strain of the medium. As an isotropic, unbounded solid is being
considered, similar expressions can be written for v andw. The solutions to these
equations define the longitudinal wave speed () and transverse, or shear, wave speed
(1) in the x direction:
, AL+ 2p

u
o PR C%zz.

Equation 2-39

Following the approach of Kolsky (Kolsky, 1953) the same equations will be used
to generate the equations of motion for a surface wave propagating in the x direction
on a half space. Take z to be positive towards the interior of the half space and make
the xy plane the free boundary of that half space. The wave will be polarized in the xz

plane, so there are no displacements in the y direction, see Figure 2-1.

27



Medium

Solid

Figure 2-1 A schematic of a surface wave propagating along the xy plane of a half space. Reproduced
from (Gedge and Hill, 2012) with permission from The Royal Society of Chemistry.

This leads to the following equations describing the volume strain, or dilation A of

the medium,
A= du N ow
~ 0x 0z
Equation 2-40
and the rotation 9y in the xz plane
_Ou ow
Y7 0z ox

Equation 2-41

From here it is possible to define two scalar functions ¢ and ¥ so that dilation
and rotation effects can be decoupled

_L e W

Y ax T 9z W9z ax
Equation 2-42 (a) and (b)
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This allows for dilation and rotation to be defined as V2 and V?y respectively. By
substituting Equation 2-42 (a) and (b) into Equation 2-38 it is seen that the equations of

motion for u and w are satisfied given that

0%p _ A+ 2u Y _u
— = V2 = CAV? — ==V = CEVAy.
982 P ¢=CLVO, 2 p yY=0CrvVy

Equation 2-43 (a) and (b)

Now consider a sinusoidal wave of angular frequency w and wave number k

propagating in the x direction and look for solutions of ¢ and s of the form

@= F(Z) ei(wt—kx)l llJ — G(Z)ei(wt_kx).
Equation 2-44 (a) and (b)

These trial solutions can be substituted into Equation 2-43 (a) and (b) which after re-

arranging give the following

2 2

D@ - R=kIF@D =0, 56() - (= kDGE) = 0,
dz dz

Equation 2-45 (a) and (b)

where k. and kr are the longitudinal and transverse wave numbers respectively.
The longitudinal and transverse wave numbers can be expressed in the following

format:

k - k -
C] ’ C’ l

Hence:

k? U 1-2v X
— = = = a1°,
ki A, +2u 2-2v

Equation 2-47

where in the third expression we have introduced the Poisson’s ratio given by
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AL
vV ————
2(A, + 1)

Equation 2-48

Hence the longitudinal wave number can be expressed as the product of the

transverse wave number (kr) and a function of Poisson’s ratio («;)

k|_ = alkT .

Equation 2-49

It is known that k? < k2 and it is assumed that k2 < k? (this will be confirmed
later). To determine the dispersion relation of omega in terms of k, we seek solutions of
Equation 2-45 (a) and (b) of the form

F(z) = Aetv?) + 4evd) G(z) = BeCY™) + pe(vi2),

Equation 2-50 (a) and (b)

where y? = k* — k? for the longitudinal-Rayleigh combination and y? = k*-k2 for
the transverse-Rayleigh combination and where A4,B,A’ and B’ are constants. The A’
and B’ components of these equations are physically unrealistic as they would lead to
an increase in displacement amplitude with increasing depth, z. This leads to the

following equations describing ¢ and s
@= Ael-2)gi(wt—kx) = Be(-v12) gi(wt—kx)
Equation 2-51 (a) and (b)
Boundary conditions can now be applied that allow the elimination of A and B,
which ultimately leads to the determination of the displacements in the x and z

directions. Plane stress and shear stress will be equal to zero at the free surface, i.e.

when z is equal to zero. For plane stress:

aw
Oz = AL A+ 2U E,

Equation 2-52
which can be expressed in terms of ¢ and y:
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= + —t+ A= - )
Oz (A’L 2”) aZZ A’ axz 2” ava

Equation 2-53
Inserting the components of Equation 2-51 (a) and (b) yields for z equals zero:

A[(A, + 2u)y + Ak?] — 2uBiyrk = 0.

Equation 2-54
A similar approach is then taken for shear stress in the half space
_ ((’)u+ E)W)
T = M9z ax)'

Equation 2-55

which again can be expressed in terms of ¢ and s

2 2 2
[0 6L|J+6L|J)

x — 2 - 3 2 = 2 |
? Il( 0xdz  9x° 0z°

Equation 2-56

Once again inserting the decaying components of Equation 2-50 (a) and (b)
yields for z equals zero
2iy kA + (Y12 + kDB = 0.

Equation 2-57

Equation 2-54 and Equation 2-57 can be combined to eliminate A and B, yielding

the following:
Ay yri® = [ + 2)v2-2, ) (Y3 + i),

Equation 2-58
Squaring both sides of the equation and inserting expressions for y_ and yr yields:
KEN(, KR\ _ [, u+20kE)° (0 kEY
16(1-) (1-14) < [ Gur204F(, K3’

Using Equation 2-49 this expression can be written as

Equation 2-59
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a2k k2 k2\*
16(1-—2)(1-=2)=(2-==).
k k k

Expanding and replacing k+/k with s yields

Equation 2-60

s® —8s* + (24 — 16a,%)s? + 16a,2 — 16 = 0.

Equation 2-61

If the Poisson’s ratio of the half space is known this can be solved numerically

and used to find the Rayleigh wave speed, with the following

Equation 2-62

The Rayleigh wave speed has been defined as Cr = w/k, meaning that s =
Cr/Ct. The velocity of propagation is thus independent of the frequency and the waves
are therefore non dispersive. The velocity of the wave depends solely on the elastic
constants of the material. The rate at which the wave amplitude reduces with the depth

z depends on the values of the factors y_ and yr which are given by:

2 2
YL YT
k—z_l—a%SZ, ﬁ=1—sz

Equation 2-63 (a) and (b)

If v > 0.263 there are two complex conjugate roots and one real root. If v < 0.263
then there will be three real roots (Rose, 1999); however, only one of these roots will
be realistic. The change of amplitude with depth for a Rayleigh wave can be calculated

from:

— a_(p + 6_111 — _(Aike—YLZ + By_l_e—yTZ)e[i((ut—kx)]l

Ur = ox 0z

Equation 2-64
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de oy . .
WR = E — a = —(AYLe_YLZ — Blke_YTZ)e[l(“’t_kx)],

Equation 2-65

These reduce to the following if the real parts are taken and B is substituted for A:

2yLyT
(vF+k?)

ur = Ak <e‘VLZ - e"’TZ> sin(wt — kx),
Equation 2-66

2k?
k)

wr = AyL <e‘VLZ - _VTZ> cos(wt — kx).

Equation 2-67

The rate at which the amplitude of displacement along the direction of

propagation changes with depth depends on the factors:

e GEaen
Equation 2-68
we = e Y2 — 2k2 —YTRZ
) (vi+k?)

Equation 2-69

Displacement in the x (horizontal) direction decreases rapidly as z increases; this
can be seen in Figure 2-2 which shows an example of displacements as a function of
depth. The functions are normalised against the amplitude of the motion perpendicular
to the propagation direction at the surface. At a depth of about z/A2 = 0.2 the
displacement in the x direction passes through zero, and changes polarity. Movement
perpendicular to the surface, i.e. in the z direction, increases slightly before reaching a
maximum at a depth of about 0.076 wavelengths and then falls away but does not

change polarity.
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Figure 2-2 Displacement amplitudes for a Rayleigh wave as a function of depth for an example isotropic
material. Green represents motion in the x or horizontal direction. Blue represents motion in the z or
vertical direction. Reproduced from (Gedge and Hill, 2012) with permission from The Royal Society of

Chemistry.

From Equation 2-66 and Equation 2-67, it can be seen that the displacements u
and w, are functions of sine and cosine respectively. From this it can be deduced that
the motion of particles is rotational about the y axis, rather than traversing back and
forth along a curved path. This can be seen in Figure 2-3 which shows the paths of

particles (arbitrary amplitude) at depths corresponding to Figure 2-2.
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Figure 2-3 Typical elliptical particle motion for different depths. The top ellipse will rotate in the opposite
direction to the lower ellipses. Reproduced from (Gedge and Hill, 2012) with permission from The Royal
Society of Chemistry.

Particle motion can be thought of as planes of elliptical motion, whose shape and
phase at any given time depends upon the depth. The motion is anticlockwise near the
surface but reverses to a clockwise motion below the zero crossing of the u velocity
component. An alternative, simpler approximation for the speed of Rayleigh waves (i.e.
the root of Equation 2-61), which expresses s solely in terms of Poisson’s ratio, is
qguoted by (Viktorov, 1967).

_ 087+112v

S_
1+v

Equation 2-70

Thus as v varies from 0 up to 0.5, Cr varies from 0.87Ct to 0.96C+. This is shown

in Figure 2-4
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Figure 2-4 Variation in the ratio Cgr/Cr as function of C1/C.. Values of Poisson'’s ratio are marked along the

curve. Reproduced from (Gedge and Hill, 2012) with permission from The Royal Society of Chemistry.

As expected, displacement in the x and z direction is at a maximum when
Poisson’s ratio is at a maximum. The depth at which displacement changes direction
happens at a lower depth as Poisson’s ratio increases and the extent to which the

displacement drops into the negative also increases, see Figure 2-5.
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Figure 2-5 A plot showing how displacement (u) in the x direction varies with depth and Poisson’s ratio.
The values are normalised against displacement in the z direction when Poisson’s ratio is O at the surface
of the half space.

When Poisson’s ratio is at a minimum, displacement in the z direction falls away
monotonically. As Poisson’s ratio increases a peak of maximum displacement forms
between 0.05 and 0.15 wavelengths. As Poissons’ ratio increases it takes longer for
the displacement of the wave to decay, see Figure 2-6. As an example (Ristic, 1983),
in a device operating at 100 MHz with 10 mW average power in a beam 1 cm wide on
a substrate with SAW velocity 3 km s, the wavelength is 30 um and the peak vertical

displacement of the order of 10™° m.
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Figure 2-6 A plot showing how displacement (w) in the z direction varies with depth and Poisson’s ratio.
The values are normalised against displacement in the z direction when Poisson’s ratio is O at the surface

of the half space.

2.1.2.2 Leakey Rayleigh Waves

A pure Rayleigh wave (with a completely free surface) is generally of less interest
in microfluidics than a surface bounded by a fluid or solid into which the surface wave
will deliver energy. This will lead to an exponentially decaying wave propagating along
the fluid-solid interface (Uberall, 1973). In practice this attenuation is relatively small for
solid-gas interfaces. In the following a fluid loaded structure is considered. The fluid is
assumed to be unbound. As the impedance of the fluid rises from zero, the wave will
behave less like a pure Rayleigh wave and will transform into a “leaky” Rayleigh wave.
The components of a Rayleigh wave can be broken down into normal and tangential
displacements and arranged into the following form (Cheeke, 2002);

4y yr— (k2 + y%)2 =0.

Equation 2-71

When the surface is loaded with a fluid, the boundary conditions change. By
including the continuity of normal stress into the above equation the following equation
is generated:
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Ak?yiyr — (k2 +Y'2r)2 = i%YL—T.
R

k2 — k2

Equation 2-72

where pe and pr are the densities of the fluid and the solid half space
respectively. Likewise, Cr and Cr are the wave speeds of the two mediums. Tangential
displacement is assumed not to be transferred to the fluid, since it does not support
shear modes but more information on this matter can be found in a recent paper by
(Vanneste and Bihler, 2010). Upon inspection it can be seen that as pr tends to zero,
the equation reverts back to a pure Rayleigh wave. This equation has one real root and
one complex root. The real root corresponds to a Scholte wave and will be discussed
later. The complex root corresponds to a modified Rayleigh wave. It can be shown that
given the condition Cr < Cgr, Which is true for most media, then Equation 2-72 has a
complex root that corresponds to a system of three waves (Brekhovskikh, 1957). One
wave is found in the fluid and two in the solid. A simple physical interpretation of this is
that the Rayleigh wave radiates energy at an angle into the fluid. This must be the case
since we are dealing with a complex root, therefore it must be losing energy and this is
the radiation of energy away from the boundary into the fluid (Cheeke, 2002). It can be
shown that the velocity of the loaded Rayleigh wave is higher than that of the unloaded
wave (Viktorov, 1967); however, upon further analysis the difference can be shown to
be very small. As the fluid has little effect on the velocity of the Rayleigh wave, the
following approximation can be made about the angle at which the wave propagates

into the material, see Figure 2-7.

Equation 2-73

This is a variation of Snell’s law achieved by setting the initial angle to 90°. This is
found by phase matching the wave in the fluid with the Rayleigh wave. As the wave
travels along the interface it can be seen to “leak” energy into the fluid, at this angle.
For common gases such as air this is near normal to the surface. It should be noted
that a Rayleigh wave can be generated on the surface of a substrate if a wave travels

through the fluid at the correct angle towards the interface.
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Figure 2-7 Schematic of a Rayleigh wave “leaking” from a solid into a fluid. Reproduced from (Gedge and

Hill, 2012) with permission from The Royal Society of Chemistry.

In contrast to velocity, the attenuation of the wave is greatly affected by the
presence of the fluid. It is this characteristic which makes Rayleigh waves excellent
choices for the efficient transfer of energy into cavities or droplets. The attenuation
coefficient for a leaky Rayleigh wave travelling along a solid-fluid interface is given by
(Cheeke, 2002);

Equation 2-74

where Ag is equal to the Rayleigh wavelength. This describes energy loss
resulting from the transmission of a bulk wave into the fluid. The attenuation of the
surface wave per wavelength travelled is proportional to the ratio of the fluid and solid
impedances. For a typical combination of liquid and solid this factor is o = 0.11
resulting in the amplitude of the surface wave being attenuated to 1/e of its initial value
over approximately 10 wavelengths (Viktorov, 1967). The attenuation coefficient is
relatively small for atmospheric air, so for most practical purposes can be ignored
(Dransfield and Salzmann, 1970).

So far it has been assumed that the attenuation of the leaky Rayleigh wave is
due to the radiation of a compression wave into the fluid; however there will also be
frictional losses from the transverse motion of the surface. This can be given by the

following equation (Cheeke, 2002):
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Equation 2-75

where n is the viscosity of the medium and w is the angular frequency of the
leaky Rayleigh wave. These forces are typically small compared to the longitudinal
contribution to attenuation. Typical calculated attenuation factors for Leaky Rayleigh
waves in LiNbOs are shown in Table 2-1. To convert from cm™ to dB cm™ requires a

multiplication of approximately 4.3 (Dransfield and Salzmann, 1970).

Table 2-1 Calculated values for the attenuation of Rayleigh waves in Lithium Niobate by ambient media.

Attenuation (dB cm™)

Constant Medium 10 MHz 100 MHz 300 MHz
a’ Atmospheric Air 0.00314 0.0314 0.0942
a’ Water 11.2 112 336
as Water 0.00673 0.213 1.107

& Attenuation due to radiation of longitudinal waves.

® Attenuation due to frictional loss

From Table 2-1 it can be seen the longitudinal component of attenuation
increases linearly with frequency and that in air this is negligible for all frequencies. The
frictional component of attenuation increases proportionally with the angular frequency
to the power of 1.5 and is negligible except for extremely high frequencies, which are

not reached in the particle and droplet manipulation devices mentioned later.

2123 Scholte Waves

As mentioned earlier, there is a real solution to Equation 2-72. Further analysis
shows that it is quite different from a Rayleigh wave and that they exist for any
combination of fluid and solid (Ewing, 1957). It can be shown that the wave
corresponds to a surface wave travelling along the boundary with a velocity less than
the wave velocity of the fluid and the longitudinal and transverse wave speeds of the
solid (Gogoladze, 1948). For lossless media they do not attenuate and therefore
propagate along the interface, they are therefore pure interface waves. For fluids where
the acoustic impedance is less than that of the solid, decrease in displacement
amplitude with depth is significantly higher in the solid than the fluid and most of the

energy is contained within the fluid, in contrast to the Leaky Rayleigh wave (Viktorov,
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1967). Scholte wave generation efficiency increases as the acoustic impedance of the
fluid increases so little Scholte wave generation is seen when air is the fluid. As the
impedance of the fluid increases compared to the solid, the Scholte wave penetrates

deeper into the solid (Glorieux et al., 2001).

2124 Interface Waves

All waves discussed in this section so far have propagated along a solid-vacuum
or solid-fluid interface. A solid-solid interface shall now be considered. For the purpose
of this work only Rayleigh-like modes will be considered. Love modes, with motion
perpendicular to the direction of propagation are currently of little interest for ultrasonic
particle manipulation.

The addition of a thin layer (thickness h) on a substrate carrying a Rayleigh wave
provides geometric constraints which will alter the characteristics of propagation,
making the wave dispersive. This property has been used to great effect for SAW
devices, as particular dispersion characteristics can be designed for (Farnell and Adler,
1972). As the layer thickness tends to zero, the wave transforms into a standard
Rayleigh wave. The added thin layer can have several different effects on the wave
velocity. The following inequality can be used to predict the behaviour of the dispersion

curve as kh tends to zero (Tiersten, 1969)

Equation 2-76

where subscripts 1 and 2 represent the substrate and added layer respectively,
whilst + and | represent transverse and longitudinal as before. The limits of the right
hand side are v2 and 1/v2. If the above inequality is true the dispersion curve will be
positive as the layer thickness approaches zero. If the above inequality is false, the
dispersion curve will have a negative gradient as the layer thickness approaches zero.
The case in which the solution lies between these boundaries is more difficult and shall
be covered later. This inequality can be presented using shear moduli and density
ratios as the ordinate and abscissa axis respectively, see Figure 2-8 (Farnell and Adler,
1972).
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Figure 2-8 Diagram showing the limits of the inequality that determines stiffening or loading of a rayleigh
wave. A stiffening substrate will cause an increase in the rayleigh wave speed. A loading substrate will
cause a drop in the rayleigh wave speed. It is not possible to generalise on the Rayleigh wave speed if it
lies between these two lines (Farnell and Adler, 1972). Reproduced from (Gedge and Hill, 2012) with
permission from The Royal Society of Chemistry.

Should the inequality be true, then the layer is said to stiffen the substrate
because the presence of the substrate leads to an increase in the surface wave
velocity above the unloaded Rayleigh wave velocity. As the layer thickness increases
the wave speed increases monotonically up to the shear velocity of the substrate.

As kh increases further, the wave leaks into the substrate and is no longer a true
interface wave. Therefore Rayleigh type propagation is only possible for small values of
kh, see Figure 2-9. The variation in wave speed is minimal for these material
parameters, as it is dominated by the substrate material parameters. It should be noted
that this set of material conditions is an unlikely scenario for ultrasonic particle

manipulation devices.
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Figure 2-9 An example graph showing variation in group and phase velocity with varying layer thickness.
This is for a layer on a substrate when the layer transverse wave speed is > V2 substrate transverse wave
speed (Farnell and Adler, 1972).

Should Cr; < C11/V/2 then the layer loads the substrate and the phase velocity of
the Rayleigh-like mode decreases as kh increases, until it approaches the Rayleigh
velocity of the layer. This is for a layer thickness large in comparison to the wavelength.
At higher values of kh, the group velocity and phase velocity converge, as
characteristics imposed by the layer are less important in regards to the wavelength,
see Figure 2-10. An unlimited number of higher order Rayleigh type modes exist which
tend to have a high frequency asymptote equal to the layer shear velocity (Farnell and

Adler, 1972). The interface waves described so far radiate energy away from the

interface.
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Figure 2-10 An example graph showing variation in group and phase velocity with varying layer thickness.
This is for a layer on a substrate when the layer transverse wave speed is < 1/(\2) substrate transverse

wave speed [6].

2125 Stoneley Waves

There exists a particular set of conditions such that a Rayleigh-like wave can
propagate at the interface between two solids; this type of wave is called a Stoneley
wave which is evanescent in both media (Farnell and Adler, 1972). For a Stoneley
wave to exist both the longitudinal and transverse displacements must be transferred in
such a way that energy is confined to the interface. The derivation of a Stoneley wave
is similar to that of a Rayleigh wave, except for the efficient transmission of
displacement and stress across the boundary. The velocity of the Stoneley wave must
be less than the transverse wave speeds of both media but more than the Rayleigh
wave speed of the denser medium. The transverse wave speeds of both media need to
be similar for Stoneley waves to exist. Stoneley wave velocity is not dependent on
frequency, so the wave is therefore non dispersive. Stoneley waves do not attenuate
along the path of propagation so are ideal for the efficient transfer of energy into a

sealed fluid chamber.

2.1.2.6 Anisotropic Media and Piezoelectric Considerations
The description so far has been based on isotropic non-piezoelectrically active

materials. Most materials used for surface acoustic wave devices are anisotropic and in
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many cases single crystal. The Rayleigh wave and associated Rayleigh-like waves still
exist for any given direction of propagation but the characteristics will differ based on
orientation. LINbO; is often used and it has a typical Rayleigh wave speed between
3500 m s and 4000 m s depending upon orientation. Depending on the materials
used, the ellipse of motion need not be normal to the surface and displacement in the x
and z direction may oscillate with depth (Farnell and Adler, 1972, Farnell, 1970). Wave
propagation in anisotropic materials is less straightforward than isotropic materials
however, gains can be made in piezoelectric coupling and the correct orientation will
suppress other undesirable wave modes (Farnell and Adler, 1972). In an anisotropic
solid there are two different transverse modes as well as the longitudinal mode, as a
result a more general surface wave is produced with displacements in three
dimensions. This type of wave can be regarded as a combination of Rayleigh and Love
waves. It is possible to find orientations that decouple these waves into their respective

pure Rayleigh and Love components (Pollard, 1977).

2127 Generation of Surface Waves

There are several methods of generating surface waves. A transducer coupled
through a wedge can be designed using the inverse of Equation 2-73, see Figure 2-11,
(Viktorov, 1967). In this case the Rayleigh wave generated will propagate in one
direction only and the coupling angle is independent of the required frequency (Rose,
1999). The wedge material must have a low longitudinal wave speed, as for this to

work requires that Cy < Crg.
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Planar Transducer

Coupling Wedge

Solid ——

Figure 2-11 Wedge coupling to generate Rayleigh waves in a solid, the waves produced will be
unidirectional. Reproduced from (Gedge and Hill, 2012) with permission from The Royal Society of

Chemistry.

Alternatively a periodic transducer array, with contacts coupling to the surface at
a spacing of Ar can be used, this will radiate both to the left and the right, see Figure

2-12.

PlanarTransducer

Coupling Array

Solid _-_—

Ap

Figure 2-12 Periodic array for the generation of SAWSs. The waves produced will be bidirectional and the
frequency efficiency. The coupling array is usually made from metal (Viktorov, 1967). Reproduced from
(Gedge and Hill, 2012) with permission from The Royal Society of Chemistry.

These transduction methods rely on coupling the energy from an active
transducer into a passive substrate, but the most common means of generating SAWs

is to use a piezoelectrically active substrate or a thin piezoelectric layer on a substrate.
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In such a case the excitation (and reception) of the SAW is provided by sets of
interdigital transducers (IDTs) which are comprised of metallic strips deposited directly
onto the piezoelectric surface. Figure 2-13 shows a simple IDT electrode pattern with
two sets of interleaved combs extending from the two electrode rails. When a signal is
applied to these rails an electric field is established with the spatial period of the comb.
This then excites a strain field via piezoelectric coupling. The response will be
strongest when the spatial period of the electrodes equals the SAW wavelength in the
substrate. For a single electrode pair the Q factor is small and the response is
broadband, but as more identically spaced electrode pairs are added, the Q factor
increases and the IDT develops a sharp resonance peak. Such an IDT will generate a
SAW that will propagate in both directions. If designing for a wave that travels in one
direction only attention must be given to absorbing (or reflecting) the opposite-going

wave.

Ag
“«—

Figure 2-13 Uniform, periodic IDT array deposited on piezoelectric substrate. Reproduced from (Gedge

and Hill, 2012) with permission from The Royal Society of Chemistry.

A number of additional practical considerations need to be taken into account
when designing SAW systems, including the facts that: temperature effects may be
significant and may also vary with orientation. It should also be noted that models for
SAW propagation in passive substrates do not fully describe SAW behaviour in a
piezoelectric substrate as the electromechanical coupling complicates the material's
mechanical characteristics.

When generating waves it is important to note that the electrodes themselves will
modify the impedance presented to the SAW, through mechanical loading and
modification of the electromechanical coupling in the substrate adjacent to the

electrode. For this reason each electrode finger can be broken down into two,
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maintaining the periodicity in terms of the electric field but breaking the periodicity in
terms of reflection characteristics. It is normal for the spacing between fingers to be of
equal width to the electrodes, this means they are A/4 for single electrode
configurations or 1/8 for double electrode configurations. Devices for ultrasonic particle
manipulation tend to work at frequencies of 20-40 MHz which corresponds to electrode
widths of approximately 50-100 pum for a typical LiINbO; device, (Franke et al., 2010,
Frommelt et al., 2008). Most devices are no bigger than a standard microscope glass
slide. Electrode fingers need not be parallel to each other and can even be
concentrically curved to allow for tight focusing into a point on the surface, (Luong et
al., 2010).

2.1.3 Acoustic Radiation Force

Particles experience forces when in an acoustic field (Gréschl, 1998, Wang and
Lee, 1998)These forces are called acoustic radiation forces and they cause patrticles to
fall to the pressure node or anti-node of a wave. Acoustic radiation forces have been
know about since the late 19™ century (Kundt, 1894) but have only found applications
more recently. The mathematics behind this phenomenon was investigated by King in
1934 (King, 1934), which described incompressible particles in an inviscid medium
subjected to an ultrasonic field. He integrated the pressure field over the surface of the
sphere to calculate the radiation pressure (Groschl, 1998). The particle scatters the
acoustic wave which produces a net force on the particle. His work was furthered by
Yosioka and Kawasima to include compressible spheres (Yosioka and Kawasima,
1955) and was later summarized by Gor’kov (Gor'Kov, 1962), (Bruus, 2012). Later
work by Doinikiv included the effects of viscosity (Doinikov, 1994). However, for most
practical applications the Gor'’kov equations suffice as the Doinikov work is lengthy and
challenging.

When a sound field is propagated through a fluid, there are associated
oscillating velocity and pressure fields. In a linear approximation, these forces time
average to zero. To fully describe the phenomenon, 2™ order effects need to be
considered. The theory is difficult and beyond the requirements of this work, however,
a basic description will be given. For non-linearities to exist, the sound wave must have
a high amplitude velocity, so that the wave becomes distorted. If one considers a
particle in a sound field, there will be a difference in the pressure on either side of the
particle, due to the superposition of the incoming wave and the scattered wave. For this

to happen, the particle must differ in properties from the fluid, otherwise the wave
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would not be affected by the particle. As the particle properties are different to the fluid,
the particle will oscillate with a different speed to the fluid, thus radiating a wave.

Standing waves will create much larger forces, as the amplitudes of the two
counter propagating waves superimpose. It can also be shown that the force exerted in
a progressive wave scales with (kr)® whilst for a standing wave it is (kr)3, where k and
r are the wave number and particle radius respectively (Groschl, 1998). The force in a
progressive wave is constant in space, whilst in a standing wave it shows a spatial
dependence according to sin(2kx), where x denotes position.

In a standing wave, the components reach the particle from each side, but with
different magnitudes. This assumes that the particle is not already at its equilibrium
position and that its material properties are the same on each side. This difference in
velocity magnitude on either side of the particle creates a net force acting normally to
the incoming waves. If one considers a stiff heavy particle, the radiation force is
directed inwards, but is stronger on the side with the lowest velocity, hence a
movement to the velocity antinode. For a light flexible particle, on the other hand, the
force is directed outwards, but stronger on the side with the highest velocity, hence it
moves to a velocity node.

As a planar wave travels through a medium, the wave carries energy, intensity
and momentum. The total time averaged energy, E,., can be separated into potential

energy, Ep and kinetic energy, Ey,

(Eac) = (Ex)+ (Ep),
Equation 2-77
1 2
(Eg) = E,DF(CF (x0)),

Equation 2-78
1
2
2prCr

(Ep) = (P?(x)).

Equation 2-79

Where pg,Cr,x and P denote the fluid density, wave velocity, direction and
pressure respectively.

Numerical solutions to the forces acting on a particle in an acoustic field are

well documented (King, 1934, Gor'Kov, 1962). The following solution by Yoshioka and

Kawasima is most frequently used, it predicts the radiation force acting on a

compressible sphere within a planar field (Yosioka and Kawasima, 1955).
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F = 4nkr3e¢p(p, B) sin(2kx)

Equation 2-80

Where € denotes the energy density, ¢ the acoustic contrast factor and k the
wave number in the fluid, given by k = 2r/A. The acoustic contract factor controls the
direction of the force on the particle. A positive acoustic contrast factor results in
particles moving to the pressure node. A negative acoustic contrast factor will move
particles to the pressure antinode. The acoustic contrast factor is defined by the

following equation.

2
pr +3(pp — pr) _ B
2pp + pr 3B

¢(p, B) =

Equation 2-81

Where p denotes density and f compressibility, with  and ¢ denoting the
particle or the fluid. Hard dense objects such as glass will have a high positive acoustic
contrast factor. Compressible buoyant particles such as lipids will have a high negative
acoustic contrast factor. Generally speaking, cells have a positive acoustic contrast

factor thus will be forced to the pressure nodes.

2.2 Microfluidics

Microfluidics is a relatively new field which came about from the explosion of
Micro Electro-Mechanical Systems (MEMS). It was noticed that fluids operating in
MEMS devices behaved in unexpected and unknown ways, thus the study of
microfluidics was born (Tabeling, 2003). The first microfluidic system of note was a
miniaturised gas chromatography chip produced in the mid 1970’s (Terry et al., 1979),
however the field really began to grow in the 1990's with the production of various
microfluidic systems such as electrophoretic separation systems (Manz et al., 1992),
electro-osmotic pumping systems (Harrison et al., 1991), diffusive separation systems
(Weigl and Yager, 1999), micromixers (Knight et al., 1998), DNA amplifiers (Wilding et
al., 1998), cytometers (Fu et al.,, 1999) and chemical reactors (Eijkel et al., 1998).
Perhaps one of the main driving forces of microfluidic systems has been the desire to
integrate it with MEMS to produce Lab-on-a-chip devices, capable of detecting,
transporting, mixing and characterising samples on a single chip.

Whilst microfluidic systems seem extreme to a macro scale mind such as that of

a human, in reality our bodies and surrounding world is abundant with them. A prime
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example is the way in which trees transport water and nutrients to its leaves through a
complex network of capillaries ranging from micro to nanofluidic size (Tabeling, 2003).
The list of microfluidic systems in nature is near endless and they are quite remarkable.

Microfluidic analysis offers several advantages over conventional laboratory
based analysis methods; perhaps the most important being costs. Running laboratories
iS expensive, even more so in remote areas such as at sea. Miniaturisation and
automation of chemical reactions does away with the need for bulky expensive
equipment and skilled operators. The time scales involved for microfluidic devices is
also significantly reduced. When such small volumes are used, heating and mixing of
fluids is quick, as are the chemical interactions to be monitored. For these reasons and
more, microfluidics has found applications in biology, chemistry, pharmaceutics and
more. The discipline is comparatively young but has expanded substantially in recent
years (Tabeling, 2003).

Microfluidic manipulation is being driven by a desire to work with smaller
volumes, lower sample concentrations but in less time and with lower costs. An
example being work being carried out looking into bacteria found in the human
digestive system, (Turnbaugh, 2007). Such work poses several problems; current
bacteria biological tests would be dominated by the human cells found in any sample
taken. Therefore the human cells need to be separated from the bacterial cells.
Secondly, the separation needs to be quick to limit changes in mRNA or protein
expressions. The separation also has to work with small sample volumes in the order
of mm® that have relatively low bacteria cell counts of 10°10° cells/biopsy.
Fluorescence activated cell sorting (FACS) is frequently used for this, but it is time
consuming and expensive and limited by sample volume and dilution, (Wang et al.,
2005). Factors such as these are pushing the desire for miniaturisation and have
yielded several different microfluidic manipulation techniques.

At the micro scale there are several physical factors which come into play which
may not necessarily be of interest in macro scale operations. For instance, gravitational
forces can be overcome by surface forces. Despite the complications of working at the
micro scale these devices offer several advantages over their macro scale
counterparts. It can be cheaper to work in microfluidic systems, as less reagent is used
and tasks can be carried out which would otherwise require expensive equipment. It is
also possible to control heating and pumping more accurately in microfluidic systems,
on the other hand, viscous forces can be difficult to overcome at the micro scale

meaning that the mixing of fluids can be problematic. The following section will cover in
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greater detail some of the physics associated with the microscale and how it can be
utilised for the advantage of the user.

There are several situations in microfluidic systems in which the laws and
observations made in the macro scale world do not hold true. This section will explain
notable examples and briefly discuss some of the more exciting phenomena. Initially, it
is hard to imagine what would be different, considering the length scales involved are
still many orders of magnitude higher than the size and reach of atoms and their
associated forces. However, upon closer inspection forces such as gravity can be

overcome by capillarity and wetting.

2.2.1 Reynolds number

The Reynolds number is a dimensionless parameter that gives a value describing
the ratio of internal forces to viscous forces. A low Reynolds number indicates a
laminar flow whilst a high number indicates turbulence. The Reynolds number is given

by the following equation,

Equation 2-82

where U is the mean velocity of the fluid, [ is the length scale and ¢ is the kinematic

viscosity. For flow in a rectangular pipe, [ is defined as,

l_4ARe
PRe’

Equation 2-83

where Ap, is the cross sectional area and Pg, is the perimeter. Miniaturisation tends to
favour low Reynolds numbers and therefore laminar flow. The speeds required to
generate a turbulent flow are simply too high and would require an unattainable
pressure difference across the device. Because of this unavoidable laminar flow,
mixing within microfluidic channels does not readily happen. To understand why the
pressure differences required for turbulent flow are so high, it is necessary to look at

hydrodynamic resistance.
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2.2.2 Flow in a channel

It is important to understand how a fluid travels along a microfluidic channel. For
the purpose of this work it is enough to look at liquids only. The Navier-Stokes
equations can be analytically solved for pressure driven steady state, continuous
geometry micro channels. This class of solutions are known as Poiseuille flow or
Hagen-Poiseuille flow (Bruus, 2008). There is no analytical solution for an arbitrary
cross sectional channel, but solutions exist for some channel geometries. The easiest
of these solutions is for a channel made from two infinite plates (channel height, h.), as
one of the dimensions drops out of the equations. The result is an ordinary differential

equation,

o) = -
Equation 2-84
,(0) =0,
Equation 2-85
ve(he) =0

Equation 2-86

The solution leads to a simple parabola describing the flow profile,

A
—ll(hc——z)z

v, (2) = 2

Equation 2-87

This solution can be integrated over the height and width (w.) of the channel to
find the flow rate, Q,

hCSMQ
12nl

Q= Ap.

Equation 2-88

This equation loses accuracy as the ratio of the height to width increases,
however, for a wide channel (h <w/10) the results are a sufficient approximation
(£ 7% Error) (Bruus, 2008). Solutions also exist for elliptical, circular and equilateral
triangular cross sections however these are not of direct importance to this work. Many
lab-on-a-chip devices have fluid channels where the height is comparable to the width.
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In these devices a more accurate method is required to describe the fluid flow in the
channel. There is no analytical solution for a rectangular cross section, so a Fourier
sum is used to represent the solution, which ultimately generates the following flow rate

equation,

hlw, A h
= e WcAP 1-063 —C],
125l w,

Equation 2-89

valid for h, < w,. The equation has an error of 13% when h. = w,, but this falls away
sharply and is as small as 0.2% when h, = w./2. An improved approximation exists for

the case of a square channel and is shown below,

A

¢= 28.4n!'

Equation 2-90

this equation has an error of just 0.06%. A more thorough description of this section
can be found in Theoretical Microfluidics by Henrik Bruus (Bruus, 2008).

Whilst the above equations are important, they are not in their most useful format
for this work. The majority of the flows produced in this work will have a set flow rate, in

which case it may be useful to calculate the pressure being applied,

Ap = QRhydl

Equation 2-91

where Ry,q is the hydrodynamic resistance. The following equations are re-arranged
versions of Equation 2-88, 1.86 and 1.87. For completeness the equation describing
flow through a circular pipe has been included, see Table 2-2: Equations describing the
hydrodynamic resistance in some common channel shapes. Reference values are

given for n= 1 mPa s (water), [= 1 mm, r = 100 um, h, = 100 um and w, = 300 um.
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Table 2-2: Equations describing the hydrodynamic resistance in some common channel shapes.

Reference values are given for n = 1 mPa s (water), [ = 1 mm,r = 100 ym, h, = 100 ym and w, = 300 um.
Shape Rhyd Rhya X 10" Pa s m®
Circle (Radius 7) 8 1 0.25
—nl—
T T
Two Plates (h x w) 1 0.4
12nL ——
™ hsw
Rectangle (h x w) 12nL 1 0.51
h\ h3w
1- O.GS(W)
Square (h X h) 1 2.84
28.4 1L A

As an example, the hydrodynamic resistance of a 100 pm square channel, 1 mm
long and filled with water is 2.84 x 10™ Pa s m™. Reducing the cross sectional area by
10% (h = 94.87 um) produces a hydrodynamic resistance of 351 x 10'* Pa s m?, an
increase of more than 23.5%. From this it is easy to see that as fluid channels get
smaller the hydrodynamic resistance grows disproportionately. This means that as
channels approach pm dimensions, the pressures required to force fluid through at a
suitable flow rate are incredibly high, this may result in breakages and burst in the

systems.

2221 Channels in Series

All of the previous work on flow in channels is based on a continuous channel
with no spatial variation, however this is an unlikely situation for many microfluidic
devices. Fortunately, hydraulic resistance shares many traits with electrical resistance,

allowing the summation of individual hydraulic resistances.

Rhyd = Rinyd + Ronya

Equation 2-92

It should be noted that this is based on flow through two individual channels, the
transition from one channel to the other is likely to increase the actual hydraulic
resistance. The equation becomes increasingly invalid as the Reynolds number

increases, as re-circulating streamlines form at sharp changes in shape.
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2222 Channels in parallel
Whilst not of immediate use in this work, it should be noted that microfluidic
channels in parallel continue the similarities with electrical resistance, i.e. they follow

this equation;

1 1 >_1_ RinydRonyd

Rh :( -+ =
yd
Rinyd  Ronya Rinyd + Ronyd

Equation 2-93

As in the case for flow in series, this equation is based on no interaction between
the two channels. This means that it is valid for two channels with distance between

them and at low Reynolds numbers.

2223 Hydraulic Compliance

The analogy to electrical resistance can be furthered to describe hydraulic
compliance, which is the equivalent of electrical capacitance. As pressure (Ap) is
applied to a fluid in a microfluidic channel, a flow will be generated of rate (Q), which
can be given in volume per time (v). The electrical equivalents are voltage (V), current
(I), and charge per time (g). Knowing that electrical capacitance is given as, C =

dq/dV, itis possible to deduce an equation for hydraulic compliance,

dv
Chya = %.

Equation 2-94

which simply describes the change in volume of a system as the pressure increases,
(Bruus, 2008). It is easy to understand that fluids in microchannels will experience
changes of volume when put under pressure, especially gases. It is less intuitive that
the microchannel will experience changes in volume as the pressure is applied,
however in soft polymers such as PDMS these changes in volume could be quite
noticeable. The existence of hydraulic compliance means that microfluidic systems will
often require a settling time before the system can be considered in equilibrium.

There are three reasons for the existence of hydraulic compliance;

1) The compressibility of the fluid (Kg;yiq)
2) The existence of bubbles within the fluid which can be compressed
3) The expansion of the micro channel as a pressure is applied
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In this work, only liquids will be used, therefore the compressibility of the fluid is
negligible. For water this is approximately,5 x 10719 Pa~1, which would require
unattainable pressure differences to have an effect on the devices to be used in this
work.

It is highly likely that bubbles will be present in the liquids being used, however,
steps can be taken to minimise this, such as vacuum desiccation prior to use. Bubbles
may also be produced by excessive heating of an ultrasonic transducer, which will
affect the response time of a microfluidic channel.

The final reason is likely to have the largest consequences to this work. There
are two main factors to this, firstly, compressibility of the material being used, which will
include a soft compliant polymer called PDMS. The second factor is the shape of some
of the channels. Particularly wide channels with thin walls will be more susceptible to
volume changes than square channels with thick walls.

Take Equation 2-94 and assume that the pressure changes over time,

c dp  dvdp
Whae T dp dt’

Equation 2-95
which by using the chain rule yields the following,
c dp dv _
Wdhigr T dt

Equation 2-96

Where Q is a volumetric flux (Kirby, 2011). For a compressible fluid the hydraulic

compliance can be defined as follows,

Chya = KriuidV,

Equation 2-97

where V is equal to the volume of the fluid channel and the compressibility of the fluid

(Kruiqa) is @ measured variable.
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Similar equations can be produced for the dilation of the microchannel, in this
situation the compressibility is approximated as the inverse of the materials Young's

modulus,

1

Kuaterial™ E )
material

Equation 2-98

which yields the following for the hydraulic capacitance,

Czhyd = KMaterialV-

Equation 2-99

It should be noted that this assumes a uniform pressure in the channel which is
incorrect for a long tube. This equation also fails to incorporate dilation effects due to
the shape factor of the channels. If required this could be measured on an individual
basis for each microchannel, however this is beyond the scope of this work.

Similarly to electrical capacitance, there is a time characteristic, Ry, qCpyq, that
determines how long a channel will take to reach equilibrium (Manneberg et al.,
2009a). Steps can be taken to minimise this, such as minimise lengths of auxiliary
tubing; avoid bubbles in the system as the compressibility of air is significantly higher
than that of water, use glass syringes rather than plastic, minimise the dead volume of
fluid in the system; i.e. use a smaller syringe. It should be noted that using a smaller
syringe will also reduce variations in the flow rate when syringe pumps are used, as
steps will be more frequent than if a larger syringe is used. Using stiffer materials such
as steel and ceramics will reduce the time characteristic; however, in some cases the

use of polymers, particularly PDMS, will be mandatory.

2.2.3 Capillarity

As previously mentioned, the surface to volume ratio is much larger in
microfluidic systems than in macro sized systems. Appropriately this leads to situations
in which interfaces play a more significant role than body forces. All interfaces are

associated with a surface energy, which is defined as follows,
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A

Ec= ——=2y.
¢~ 12np2

Equation 2-100

Where A,D, and y are the Hamaker constant, equilibrium distance and the surface
energy respectively. Therefore E; is the required energy to separate two planes which
are attracted by Van der Waals forces. The equilibrium distance, Dy, exists at the
balance between attractive Van der Waals forces and repulsive quantum forces. This
idea can be extended to include fluids on a plane, where the molecules in contact or
near the interface will behave differently to those in the main body of fluid. Some
fluid/solid pairs will interact more than others, which results in a higher surface energy.
Wetting is a phenomena caused by surface energy; when a droplet is placed on a
substrate it will form a contact angle with the substrate depending on the surface

energies of the 3 interfaces. There is a spreading coefficient, S, which is defined by,

S = Ys¢ — Vsi — Vi6

Equation 2-101

where s, ¢ and | define solid, gas or liquid. The droplet will be in equilibrium when the
resultant forces are zero at the contact line. Or, put another way, if the droplet has a
particularly high surface energy with the solid, the droplet will spread out until it reaches

equilibrium and vice versa. The contact angle is defined as follows,

cos 6 = Vsc — ]/SL’

YiG

Equation 2-102

where an angle 8 > 90° is considered hydrophobic and an angle 6 < 90° is hydrophilic

(Bruus, 2008), see Figure 2-14. Using Equation 2-101 it can be written as follows,

S
cosfg = —+1,
YiG

Equation 2-103
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which shows that if S is positive or less than —2y,;, then no equilibrium position exists.
A positive S would result in total wetting, i.e. a thin film spreads out completely covering
the solid. In the case that S < —2y,;, a non-wetting situation is formed, and a sphere of

fluid is formed on the substrate (Tabeling, 2003).
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Figure 2-14 A diagram showing the contact angle formed between a droplet and a surface.

Whilst surface energies will not be of primary interest in this work, having a basic
level of understanding will be useful. It is often possible to alter the properties of the
substrates being used to suit the needs of the experiment. It is also possible to add
chemicals to fluids to make them easier to manipulate. Examples of interest will be

discussed later in the work.

2.3 Devices for Particle Manipulation

Over the years, several different applications for ultrasonic manipulation have
been developed. Initial devices separated particles from the carrying fluid, but the
technology has now progressed enough to separate different sizes of particles from
each other, and several specific biological applications have been found. More
recently, surface acoustic waves have been coupled into fluid channels allowing

continuous 2 dimensional focussing on lab-on-a-chip style devices, (Shi et al., 2008).

2.3.1 Bulk Acoustic Devices

Early designs focused particles in one dimension, creating planes of particles. It
is now possible to focus particles into a beam using ultrasonics in two dimensions.
Recent work has also manipulated particles in the 3™ dimension, managing to move
particles independently of flow, Figure 2-15. These devices usually work in the 1-
10MHz region, (Manneberg et al., 2009b).
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200 ym

Figure 2-15 . Particles are focussed axially and laterally before being moved down the fluid channel using
frequency sweeping. Reproduced from (Manneberg et al., 2009b) with permission from The Royal Society
of Chemistry.

A basic ultrasonic separator was designed and built by Harris et al at
Southampton, (Harris et al.,, 2003). The device used a standing wave half the
wavelength of the chamber to force the particles to the centre of the fluid chamber. The
flow was then split in two, a concentrated flow and a cleaned flow. The device was
made using pre-existing micro-fabrication techniques for silicon and Pyrex. By
modelling the device as a multi-layered resonant structure, the work managed to
predict the resonant frequency and hence the particle focussing frequency. This
modelling was then used to design a device that could support more than 1 resonant
mode, (Harris et al., 2004).

The device was designed to be able to fit a half wave mode, as well as a quarter
wave mode which pushes the particles to the top of the cavity. Being able to pull
particles to and from the top of the cavity allows them to be pulled into focus to be
counted. Once the particles have been pulled to the top of the cavity, the flow rate will
generally be insufficient to move the particles further along the chamber. This type of
device can also be used to push particles to chemical or biological sensors attached to
the chamber roof, which will lead to enhanced sensitivity.

Most modelling up to this point had been 1 dimensional and based on
resonance. The Southampton group furthered this by modelling the particle trajectory
through the channel accounting for buoyancy and drag forces, (Townsend et al., 2004).
The group then modelled the devices in 2 dimensions using finite element analysis
(FEA), this was to investigate the striations seen across the channel due to lateral
acoustic forces, (Townsend et al., 2006). The work showed the striations and that the

associated forces can be of the same order of magnitude as the primary axial forces,
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Figure 2-16. By designing effectively, striations can be maximised or minimised

depending on the application.

Figure 2-16 Striations seen in an ultrasonic standing wave device, particles were focused in a plane

parallel to the page but secondary forces caused the particles to gather in bands too.

The group then worked heavily on quarter wave devices to separate particles
from a fluid (Hill et al., 2008, Townsend et al., 2008). Quarter wavelength devices are
less energy efficient, so hitting the most energetic modes is crucial. Resonant modes
are affected by the thickness of the fluid layer and reflector layer, as well as the
coupling and adhesive layers. The work showed that when there is a quarter
wavelength (or equivalent) in the reflector and a half wavelength in the fluid layer, the
position of the node will be stable with regards to changes in reflector layer thickness.
However, when there is a half wavelength in the reflector and a quarter in the fluid, the
nodal position will be very sensitive to reflector layer thickness.

The forces applied to particles or beads within a fluid channel vary along its
length. This leads to areas of little or no focusing, and can even create areas that pull
beads away from the desired position. In a flowing device, this is not an issue as the
net applied force is enough to focus the particles. However, for some applications a no
flow condition is desired. This allows more accurate manipulation of individual particles
or cells, (Manneberg et al., 2009b). This problem can be solved by continuously
ramping through frequencies close to the peak resonance. The frequency of ramping is
in the order of 1 kHz. By doing this several different sections of the resonance is
applied. Each frequency applies a slightly different force profile to the fluid channel
which average to give a continuous focused line of beads in flow free conditions, Figure
2-17.
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Figure 2-17 Flow free stabilization of particles in a fluid channel. Reproduced from (Manneberg et al.,

2009b) with permission from The Royal Society of Chemistry.

The first ultrasonic devices excited a standing wave in a plane that was parallel
to the transducer, this focused particles horizontally down the length of the fluid
channel. By choosing suitable channel widths and operating frequencies it is possible
to focus particles normal to the transducer down the length of the fluid channel. This
can be done without changing the orientation of the transducer as long as the channel
width has sufficiently different acoustic properties to the channel height, (Petersson et
al., 2005). This means that for a given frequency, the channel width must equate to half
a wavelength, whilst the channel height cannot be a half wavelength or a multiple of.
There are other factors to consider, such as reflector layer and carrier layers
thicknesses. Focussing particles in a vertical plane down the fluid channel gives
advantages in optical access. Because of manufacturing methods, focussing particles
vertically gives significantly more options in the design of fluid channels.

Focussing particles in a vertical plane down a fluid channel has given rise to
some complex applications. It is possible to switch particles from one medium to
another. This can be done with relatively little contaminant being pulled into the clean
medium as long as a buffer zone is used at the outlet. For this application it is also
important not to apply too much force to the particles. The greater the force, the faster
particles switch stream, which causes turbulence in the flow. This mixes the two fluids
and hence contaminant is pulled into the clean flow (Petersson et al., 2005). Such a
procedure can be used to extract blood cells from their carrier fluid. Depending on the
application, it may be vital that very little of the carrier fluid transfers into the clean fluid.
If this is the case, the particles can be washed more than once, decreasing significantly
the contaminant pulled across. Two washes are all that is needed to compare to

current procedures, Figure 2-18 (Augustsson et al., 2009).
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Figure 2-18 A schematic showing how particles can be removed from their original carrier fluid using lateral
acoustic forces. The channel width was 350 ym wide corresponding to an operating frequency of
approximately 2 MHz. Reprinted with permission from (Petersson et al., 2005). Copyright 2005 American

Chemical Society.

This ability to focus particles in a vertical plane can be used to separate particles
of different size. Larger particles experience a greater force, so move to the central
node faster. Smaller particles will not have moved as far towards the centre of the
channel and hence can be fractionated (Petersson et al., 2007). For this to work the
particles need to start at the same point, to do this they are pumped into the sides of a
larger clean fluid flow. The particles are then passed through an ultrasonic field and
separated based on size. Particles can be separated as long as they differ in volume,
density or compressibility, or a combination of these. This device can only work if there
is a noticeable difference between particles otherwise there will be an overlap of
particles. Experimental work has succeeded in fractionating three different sized sets of
particles. It's claimed up to 5 different sizes could be fractionated in a single device,
Figure 2-19.

Clean fluid inlet Separated

Sample
N inlet

Ultrasonic particles

Figure 2-19 A diagram showing how particles can be fractionated using lateral acoustic forces. Reprinted

with permission from (Petersson et al., 2007). Copyright 2007 American Chemical Society.
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All of the devices mentioned so far use a bulk lead zirconium titanate (PZT)
transducer attached to either the top or bottom of the device. The top and bottom faces
have electrodes for excitation. Another option is to put two electrodes on the same side
of a PZT transducer and excite them out of phase (Dougherty and Pisano, 2003). As
the device hits resonance, a vertical plane of particles is formed. This is due to an
effective standing wave created in the fluid chamber. The fluid chamber was made
using a wet etch process, this has resulted in quite shallow side walls which may aid
the focusing of the particles.

It is also possible to couple acoustic waves into a fluid channel using wedge
shaped transducers (Manneberg et al., 2008). These transducers allow the PZT to be
placed further from the fluid channel, which can be advantageous for optical access
and will reduce heating in the fluid channel. By changing the angle at which the
transducer is coupled to the device, the energy in the channel can be optimised. If two
transducers are used, it is possible to focus particles into a beam in the centre of a
channel rather than a plane. The ability to focus particles into a beam could have
applications in cytometer devices. There are other methods to focus particles into a
beam but this device has the advantage of using two distinct frequencies. This makes
the behaviour of the device easier to predict and therefore easier to control.

Wedge transducers can also be used to move particles down the length of a
fluid channel; the wedge needs to be coupled so that many wavelengths propagate
along the channel, (Manneberg et al., 2009b). This gives many nodes which particles
fall to. If the frequency is then ramped, the node positions shift along the length of the
channel taking the particles with it. The frequency shift needs to be slow enough to
allow the particles to move against drag forces, which is approximately 0.5Hz. If a large
enough range is used, it is possible to move particles far enough along the channel that
when the frequency ramp begins again, the particles will fall to a node position one
place different to where it started. By repeating this frequency ramping particles can be

made to traverse along the entire channel length.

2.3.1 Surface Acoustic Devices

Interdigitated transducers designed to radiate surface waves also radiate bulk
waves, (Mitchell and Read, 1975) and the level of this radiation limits the performance.
This is because the bulk acoustic waves interfere with the surface acoustic waves. In
general 3 types of bulk excitation can exist, one longitudinal mode and two shear

modes. The angle at which a longitudinal wave is radiated from interdigitated
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transducers can be calculated simply from the wave velocity and the requirement that
the wave shall phase match with the applied electric field.

There is a cut off frequency below which no bulk waves are generated, as the
frequency increases a wave a bulk wave will be generated running parallel to the
surface. As the frequency increases further the direction of the radiated wave rotates

towards the bottom of the substrate, Figure 2-20.
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Figure 2-20 Diagram explaining bulk wave radiation in a SAW device . Reproduced from © (Mitchell and
Read, 1975) [1975] IEEE.

If the radiated wave direction is different enough from the surface wave direction
there will not be interference, unless it is reflected, this can be avoided by choosing a
sufficiently thick substrate or roughening the underside of the substrate. Another option
is to attach an acoustically absorbent material. If the wave radiation direction is
sufficiently close to the surface it is likely to interfere with the device, potentially
changing the expected characteristics of the device. A solution to this would be to work
at a high enough frequency so that radiated waves are directed away from the surface.
Other techniques rely on selecting the correct orientation of an anisotropic material to
minimise bulk wave radiation. Some cuts that minimise longitudinal waves may or may
not suppress shear waves. Such knowledge has led to fairly standardised cuts of
materials for use as SAW devices, an example being Y+128° lithium niobate. This
means that the surface of the crystal is perpendicular to the Y orientation + 128° and
the chip will be orientated in such a way that the SAWs will travel along the X axis,
therefore they will be X propagating. Figure 2-21 and Figure 2-22 describe the crystal

orientation.
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Figure 2-21 A diagram showing the crystal orientation of a Y cut X propagating wafer. The wafer is cut
perpendicular to the Y axis of the crystal. Two cuts are then made across the surface of the wafer so that
the direction of propagation along the wafer can be ascertained. The larger cut is made perpendicular to

the X axis and the smaller cut parallel.
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Figure 2-22 A diagram showing the crystal orientation of a Y + 128° cut X propagating wafer. The wafer is
cut perpendicular to the Y axis + 128° of the crystal. Two cuts are then made across the surface of the
wafer so that the direction of propagation along the wafer can be ascertained. The larger cut is made

perpendicular to the X axis and the smaller cut parallel.

2311 Travelling Wave Devices
There are several examples of how surface acoustic waves can be used to
manipulate fluids and particles within fluids. One method is to move droplets of fluid on

the surface of a chip (Wixforth, 2003). By applying a surface acoustic wave across the
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surface of the chip, the droplet absorbs the energy and can be moved in the direction
of the propagating SAW.

Most of the energy of the wave is absorbed, very little escapes to propagate
further across the chip. This means two droplets can be pushed together and mixed.
Such a technique can be used to conduct small chemical experiments. It is even
possible to force a droplet of oil over other droplets of interest. This has two uses; firstly
the chip can be heated and the oil can be used to carry the heat to the droplet,
secondly by covering the droplet, the reactants in the droplet cannot evaporate,
(Guttenberg et al., 2005). By printing hydrophilic tracks on the surface, the particle
movement can be confined to certain directions. There are further uses to this
technology; a reactant can be printed on to the surface of the chip, then a droplet
moved over it. Acoustic streaming can then be induced to force the reactant into the
droplet. This speeds up chemical reactions. These devices work using travelling

waves, shown below, Figure 2-23.
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Figure 2-23 Diagram showing how a SAW can generate motion in a droplet. Reproduced from (Guttenberg

et al., 2005) with permission from The Royal Society of Chemistry.

The mechanism which causes droplets to move across a surface has been
explained (Beyssen et al., 2006). Surface acoustic waves travel across the substrate
until they come into contact with the droplet. At this point a leaky SAW wave is
generated, transferring energy into the fluid. Streaming and radiation forces are both
present, which cause the droplet to distort. The energy is directed at an angle into the
droplet, causing the droplet to be propelled across the surface of the substrate,
providing the amplitude is high enough. This mechanism is cyclical at approximately
120 Hz for pure water. If a suitable hydrophobic film with a low sliding force is used,

droplet velocities of 40 mm s™ are achievable, Figure 2-24. Typical droplet volumes are
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2-20 pL and typical hydrophobic coatings are polyvinylideneflouride and carbon
monoflouride.
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Figure 2-24 . Diagram showing the mechanism behind droplet motion. Step a; the droplet is visible on the
surface with a contact angle almost perpendicular to the surface. Step b; The SAW is absorbed by the
droplet causing an elongation and a reduction in the contact angle. Step c; the droplet leans with the
direction of the SAW. Step d; the droplet falls to form a standard droplet but has shifted in the direction of
the SAW. This happens at a frequency of approximately 120 Hz. Reproduced from (Beyssen et al., 2006)
Copyright 2006, with permission from Elsevier.

2312 Flow Free Standing Wave Devices

The devices previously mentioned are open to the air, confining the fluid causes
other effects. If a droplet is placed on a substrate and a glass slide is placed over the
top the liquid cannot move. If a pair of electrodes are used either side of the fluid
droplet, a standing wave can be created. This standing wave generates pressure
differences across the fluid. Particles within the fluid will fall to a pressure minima. This
would create lines of particles, however if a second pair of electrodes perpendicular to
the original are also used, particles can be focused to spots (Wood et al., 2009). This
device can be used to enhance sensor detection. Lithium niobate is the most common
material for this type of device. To keep the excitation frequency the same, the
wavelength in each direction will be different. This is due to the anisotropic properties
of lithium niobate. There will also be higher losses in the secondary direction due to a
lower piezoelectric coupling coefficient. The device can focus 0.5 pL at a time, however

this could be scaled up, Figure 2-25.
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Fluidic channel Glass superstrate

Figure 2-25 Diagram showing how two pairs of SAWSs can trap particles. Reprinted with permission from
(Wood et al., 2009). Copyright [2009], AIP Publishing LLC.

Surface acoustic waves can also be used to clean surfaces (Sankaranarayanan
et al., 2008). Biofouling is the term used to describe the adhesion of non-specific
proteins to surfaces. This can affect any biological lab on chip device. If these proteins
can be removed more accurate readings from sensors can be taken and the possibility
of re using devices becomes a reality. High frequency surface acoustic waves can
induce acoustic streaming; this continuous flow provides enough viscous drag to pull
loosely bound protein molecules away from the substrate. Acoustic streaming
generates a fluid flow tangential to the substrate which drags the proteins off. A
significant amount of lift is also produced which stops the proteins re-bonding.

The generated flow rate is directly related to the applied voltage, a particular
device generated flow speeds of 1 cm s™ using voltages as low as 1 V,
(Sankaranarayanan et al., 2008). Higher frequencies also results in higher streaming
flows, however a higher frequency requires more expensive electronics and there is a
limit to the minimum width and spacing of interdigitated fingers that can be produced.
Increasing the density and viscosity of the fluid will reduce the speed of the streaming

flow, which will result in lower lift forces.

2.3.1.3 Flowing Standing Wave Devices

In a similar method to that above, a standing wave can be set up in a fluid.
However, if the fluid channel is only half a wavelength, there is only one pressure
minimum for particles to fall to (Shi et al., 2008). This should theoretically cause the
particles to fall to the centre of the bottom of the channel as this is where a node is

usually created in a standing wave device. However, the standing wave couples with
71



the opposite corners off the channel to lift the particles to the centre of the channel.
There has been little computational work published on this, such work may generate a
better understanding of the mechanisms at work.

For the device to work, a relatively soft plastic such as PDMS needs to be used.
This allows the channel walls to resonate, forcing particles to the channel centre. This
device has quite a high throughput, and could have applications in a flow cytometer
because it is continuously flowing. The extent to which the particles focus is dependent
on the excitation frequency. Higher frequencies will lead to a higher pressure gradient,
which will push particles closer together. This is because the acoustic radiation forces
are balanced against interparticle forces such as Bjerknes, van der Waals and
electrostatic forces. However, higher frequencies require smaller fluid channels, limiting

the flow rate, Figure 2-26.

Focused beads el

Figure 2-26 Diagram showing how a SAW can focus particles in a fluid flow. Reproduced from (Shi et al.,
2008) with permission from The Royal Society of Chemistry.

2.3.2 Hydrodynamic Devices

It is possible to focus, order and separate particles within a microfluidic channel
using only geometry effects and secondary flows. An example is the sheath flows used
to focus a stream of particles for p-FACS. Devices like this do not require the
integration of powered components, so are less complex and in general cheaper, (Hsu
et al., 2008). These devices can be sorted into two main categories, those with and
those without secondary flows. Devices not requiring additional fluid have an
advantage in that they can operate for extended periods of time without human

interaction and without diluting the sample.

2321 Flow Assisted Hydrodynamic Separation
Recent work by Wu, (Wu et al., 2009), separated bacteria from human blood cells
by manipulating fluid flow characteristics. The device uses a sheath flow and an acting
flow to focus the stream of blood cells and bacteria. By choosing suitable channel
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geometry the two particle fractions are separated. The device has a throughput of
18 pL min™*, which is of similar in magnitude to ultrasonic devices. The cells were
tested after and were viable. The work overcame several specific problems; High
throughput requires high flow rates. These high flow rates will lead to high shear
stresses at the walls, which will damage the cells, (Hu et al., 2005). To protect the cells
a sheath flow was incorporated into the design. This sheath flow also stopped cells
sticking to the channel walls. Another issue in separating the cells from bacteria is that
because of the disc shape of red blood cells, the thickness dimension is very similar to
bacteria dimensions. This problem was solved by using a design that distinguished
between the momentum of the cells. By focusing the particles into a tight stream, they
have near identical velocities; therefore the separation is based upon the different

mass of particles, see Figure 2-27.
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Figure 2-27 A series of images showing how cells can be sorted based on momentum using sheath flows
and changes in direction. Reproduced from (Wu et al., 2009) with permission from The Royal Society of
Chemistry.

In Figure 2-27(a), from points 1-2, the flow is compressed, resulting in an
acceleration of the fluid. Drag forces also cause the particles to accelerate. The
particles then have near identical velocities. From points 2-3, the flow changes

direction, the heavy red blood cells (RBC’s) take longer to change direction as they
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have a higher inertia, so leave the stream line containing the bacteria. This can be
seen Figure 2-27(b), where the green particles denote RBC’s and the dashed line
denotes the path of the bacteria. At the end of the channel the fluid flow is expanded.
This slows the fluid which amplifies the different particle streams, enabling the different
fractions to be collected.

The device is simple in principle though it needs careful balancing. The acting
flow adds a considerable volume, approximately 10 times that of the sample, this will
potentially dilute the sample. The flow rate is not particularly high at only 1 mL hr?, but
it would be easy to run several devices in parallel. For the device to work the two
different fractions need to have different quantities of inertia, which may not always be
the case. Whilst this technique requires little power, it may be unusable in a remote
sensing system, due to the heavy dependency on additional fluid, which would also

require pumps and reservoirs to be integrated into the system.

2322 Hydrodynamic Separation and Focusing

It is possible to guide particles across a fluid flow using a device with a chevron
pattern on its roof, (Hsu et al., 2008). The chevrons cause micro vortices to form, which
guide patrticles to the apex of a chevron. This movement occurs over several chevrons,
provided the particle is denser than the fluid it is immersed in. By placing sets of
chevrons on the roof of the channel it is possible to traverse a particle almost the entire
width of the channel. For this to work there must be sufficient gap between the sets of
chevrons, allowing the flow to return to laminar conditions. The width of the chevrons
must also be wide enough to encompass the apex of the previous chevrons. Typical
Reynolds numbers for such a device are Re=0.003. Figure 2-28 shows a patrticle
trajectory. It can be seen that the particles always leave a set of chevrons in the centre,
before being picked up by the micro vortices created by the next set of chevrons and

are pulled across the channel
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Flow Direction

Figure 2-28 Diagram showing the path of a particle passing through chevrons. Reproduced from (Hsu et

v

al., 2008) with permission from The Royal Society of Chemistry.

As previously stated, particles denser than the fluid will be guided to the apex of
the chevron; they will also sit at the bottom of the fluid channel. If a second set of
particles were added; which were lighter than the fluid, they would be guided to the
edge of the chevrons and sit at the top of the channel. By placing sets of chevrons next
to each other, both forward and backward apexes are created. This herringbone
pattern can separate particles that are denser than the fluid from particles that are less
dense. The limiting factor here is the slow flow rate. It would be possible to extend the
width of the device to allow more chevrons. Issues may arise in keeping a constant
flow rate across the entire width of the device, Figure 2-29.
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Figure 2-29 Diagram showing the mechanism which causes particles to separate. Reproduced from

(Hsu et al., 2008) with permission from The Royal Society of Chemistry.

This method provides a cheap, simple way of separating two fractions,
depending on the fluid density. For many tasks this may require a secondary fluid to be
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mixed into the fluid before it reaches the separator. This is because it is unlikely the
natural carrier fluid has a density in between the two fractions to be separated. This will
ultimately make the device design more complicated. It is also limited in that it can only
separate two different fractions of particles. The slow flow rate and potential need for
additional fluid will limit its potential in remote sensing.

Sending a flow through a repeatedly curving fluid channel can cause patrticles to
focus into a tight beam, Figure 2-30. In the case of red blood cells, they are also
rotated so they travel with the same orientation, (Di Carlo et al., 2007). This effect is
due to secondary Dean forces created within the fluid channel. Such a device has a
relatively high throughput of 1.5 mL min™ with a Reynolds number in the order of 100.
The device places different sized particles in different places within the channel, but
does not differentiate between particle densities. The separated positions in reality are
very similar, so it may be difficult to fractionate particles using such a device. The main
advantage of this device is that it can focus 10 pm particles to within a 0.8 pm
tolerance and also rotate non spherical particles to the same orientation. This method
could prove useful in remote sensing because of its low power requirements and the

fact it does not need sheath flows, meaning that the sample is not diluted.
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Figure 2-30 Images depicting how particles can be focused using only channel geometry, such a device
could increase particle concentration and also align particles for sensing later in the channel. Reproduced
from (Di Carlo et al., 2007). Copyright 2007, National Academy of Sciences, USA

2.4 Summary

This chapter has described the physics behind ultrasonic particle manipulation
devices. The work initially derives the equations governing bulk acoustic waves before
describing how such waves interact at boundaries and how matching layers can be
used to increase acoustic efficiencies between materials of differing impedance. The
chapter goes on to derive the equations governing surface acoustic waves and present
key ideas such as leaky Rayleigh waves and generation techniques. Much of this work

was presented in “Acoustofluidics 17: Theory and applications of surface acoustic wave
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devices for particle manipulation, Lab on a Chip, Volume 12, Issue 17, 2998-3007,
(Gedge and Hill, 2012)". The chapter goes on to describe the acoustic radiation force
and the key equations.

The work then describes key microfluidic principles such as reynolds number,
hydraulic resistance, hydraulic compliance and capiliarity. The work highlights potential
problems and solutions likely to be encountered when undertaking microfluidic
experiments. The last section describes the progression of ultrasonic particle
manipulation devies from 1 dimensional to 3 dimensional manipulators and the
associated techniques and methods. The work describes surface acoustic wave
devices, in particular the state-of-the-art device presented by Shi et al (Shi et al., 2008).
Finally, the section describes some hydrodynamic particle manipulation devices that
are of interest due to the fact they do not require power, which make them suitable for

use in an in-situ oceanographic device.
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Chapter 3 Manufacturing and Design

Techniques

The following chapter identifies manufacturing techniques that will be useful in
the design of remote in-situ oceanographic sensors. The chapter looks at methods to
generate a piezoelectric substrate and the general design of bulk acoustic wave
devices. The chapter goes on to look at the properties of PDMS and why it is popular in
microfluidic devices. Manufacturing techniques for PDMS are covered along with some
example uses. The chapter finishes by looking at some techniques for building

microfluidic devices.

3.1 Piezoelectric Materials

Ultrasonic particle manipulation takes advantage of the piezoelectric properties
of certain ceramics. When loaded, these ceramics develop a charge, proportional to
the mechanical strain. This effect is reversible, producing mechanical strains when
electrically loaded. Depending on the electrical loading, different structural resonances
can be achieved. These high frequency sound waves can be coupled into other
mediums, such as solids and liquids, which in turn can manipulate particles in
suspension. PZT is commonly used for bulk excitation devices whilst lithium niobate is
commonly used in devices generating surface waves. The following section looks at
different manufacturing techniques that can be used in conjunction with piezoelectric

materials.

3.1.1 PZT

Early ultrasonic devices were predominantly made from metal. The PZT was
attached to a steel base plate and matching layer, with a brass spacer and steel
reflector (Hawkes and Coakley, 2001). As the technology has improved, new materials
have come into use. It became common for silicon to be used for the majority of the
device coupled with a Pyrex reflector layer (Harris et al., 2003). More recently, Macor
has been used because of its superior acoustic properties and machinability (Hill et al.,
2008). Soda glass is now commonly used as a reflector as it is easily available. It has
also recently been shown that Lithium Niobate can be used instead of PZT, which

gives advantages in terms of optical access (Shi et al., 2008). Polymers are
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increasingly being used for ultrasonic devices, predominantly because of the quick and
easy fabrication techniques.

Most acoustic excitation devices use bulk PZT bonded to the structure or bonded
via a carefully angled wedge to transmit the acoustic energy (Harris et al., 2006,
Manneberg et al., 2008). In many cases, this requires careful alignment which takes
time and is not always repeatable. The bonding layer also affects the characteristics of

the device.

3.1.2 Lithium Niobate

Lithium niobate is predominantly used in the generation of surface acoustic
waves, but there are orientations that exist which allow the generation of bulk waves.
This is due to the anisotropic nature of the crystal. The following section looks at
potential manufacturing techniques that could be used on lithium niobate which would

retain the transparent optical properties.

3.1.21 Conducting Polymers

Conducting polymers have received much interest in recent years in particular
poly(3,4-ethylendioxythiophene), or more commonly, PEDOT. This is due to its high
stability, optical transparency and electrical conductivity (Groenendaal et al., 2000).
Initially its insolubility limited its use, but it has since been dispersed in
poly(styrenesulphonic acid), or PSS. This results in a dark blue aqueous solution that is
available commercially and can be spin coated (Zhang et al., 2005). It is used in
antistatic coatings and as an electrode material (Ha et al., 2004). The chemical
backbone of PEDOT and PSS is shown in Figure 3-1.
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Figure 3-1 The chemical backbone of PEDOT:PSS. The PSS chain is shown above the PEDOT chain. The
double bonds in the thiophene rings interact with the sulphonic acid associated with the PSS. Reprinted

from (Groenendaal et al., 2000). Copyright 2000, with permission from John Wiley and Sons.

As expected, the composition of the PEDOT:PSS will affect the conductivity and
optical transmittance of the generated film as will the thickness. There are many similar
compounds available with various other chemical groups attached or involved, all with
varying optical, electrical and mechanical properties. PEDOT:PSS has been identified
as a possible coating for use with lithium niobate for the production of a transparent

bulk acoustic wave transducer.

3.1.2.2 Indium Tin Oxide

Indium Tin Oxide (ITO) films are electrically conductive and also transparent. The
thickness of the film will determine its electrical conductance and light transmittance.
As expected, the thicker the film the lower the resistance, see Figure 3-2. However,
more light is absorbed (Pokaipisit et al., 2007). Films can be prepared in numerous
ways such as laser deposition, thermal deposition, reactive evaporation or D.C.
magnetron sputtering (George and Menon, 2000). For the purpose of this work, only
electron beam evaporation (e-beam) will be covered as this is the process available. E-
beam evaporation is a type of physical vapour deposition, which involves releasing a
material from a source and transferring it to a substrate. In the case of e-beam
evaporation, this is done by evaporating the material using electron bombardment and

allowing the vapours to condense on an overhead substrate. The electron beam is

81



controlled using a magnetic field so that the electron source can be positioned below
the evaporation line (Ferrotec, 2012).
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Figure 3-2 The effect of film thickness on the sheet resistance of an ITO film prepared by e-beam
evaporation. Reproduced from (Pokaipisit et al., 2007). Copyright 2007, with permission from kasetart.

To coat a substrate a mixture of In,O3; and SnO, is vaporised under a partial
pressure of oxygen. Typical ratios of indium oxide to tin oxide are 4:1 by weight for
optimum electrical conductance, see Figure 3-3 (George and Menon, 2000). The
electrical conductance comes from oxygen vacancies within the lattice as well as the

incorporation of Sn atoms in the indium oxide (Karasawa and Miyata, 1993).
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Figure 3-3 Resistivity of a 100 nm thick ITO film of varying composition. Reproduced from (George and

Menon, 2000). Copyright 2000, with permission from Elsevier.
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For improved optical transmittance, the film needs to be heat treated. This is
usually an annealing process after deposition (Kobayashi et al., 1992). The annealing
process also improves the electrical conductivity of the film and is usually carried out at
temperatures between 350-550 °C. Higher annealing temperatures lead to better
conductivity and optical transmittance. This is due to improved crystallinity of the film
(Fallah et al., 2007). Some e-beam techniques deposit the ITO film at an elevated
temperature; higher temperatures (350°C) lead to better conductivity and optical
transmittance (George and Menon, 2000). ITO has been identified as a possible
coating for use with lithium niobate for the production of a transparent bulk acoustic

wave transducer.

3.2 Polydimethylsiloxane (PDMS)

The first microfluidic devices were constructed from silicon (Terry et al., 1979);
subsequently, ceramics such as Pyrex, soda glass and fused silica were used. This
was because the techniques needed to make such devices were readily available from
the semiconductor industry (Becker and Locascio, 2002). The main draw back with
using ceramics is the time and money needed to produce devices. Wet and deep
reactive ion etching (DRIE) both require expensive equipment, skilled technicians and
the use of a clean room. Wet etching also requires chemicals, which need to be dealt
with properly after use. Micro machining and anodic bonding of these ceramics is also
time consuming and expensive. These factors have led to the increased use of
polymers as microfluidic chips. Of particular interest is Polydimethylsiloxane, an
organaosilicon that is considered inert and non-toxic (McDonald and Whitesides, 2002,
Mark, 2009). PDMS lends itself particularly well to casting; a Silicon master can be re-

used approximately 100 times without degradation (Thibault et al., 2006).

3.2.1 Curing
A PDMS called Sylgard 184, produced by Dow Corning, is frequently used for

microfluidic chips. The PDMS comes in two parts, a base agent and a curing agent.
The ingredients of interest being dimethylvinyl-terminated dimethyl siloxane and
dimethyl methylhydrogen siloxane for the base and curing agent respectively. The
curing agent also contains Speier's catalyst, H,PtCls (IMSLab, 2010). The base and
curing agent are mixed together typically at a ratio of 10:1, and a hydrosilylation
reaction occurs. The double bond in the vinyl group at the end of the chain opens up
and forms a bond in place of the S-H bond on the curing agent. The base agent can

make a maximum of two bonds, one at each end of the chain. The curing agent can
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make many bonds along its -Si-O- backbone; this explains why the ratio of base to
curing agent is not 1:1. The multiple reaction sites on both chains allows a dense 3D
network to be created. This reaction produces no waste products and its properties can
be altered by changing the ratio of base to curing agent (Lisensky et al., 1999). More
curing agent will produce a harder product as there will be more crosslinks. Heating
also accelerates the rate at which the bonds form.

The base agent usually has a chain length of approximately 60 units compared to
approximately 10 units for the curing agent (Lisensky et al., 1999). The hydrosilylation

reaction is shown in Figure 3-4.
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Figure 3-4 Diagram showing how the base agent of PDMS attaches to the curing agent. The base agent is
shown horizontally and the curing agent vertically. Reprinted with permission from (Lisensky et al., 1999).

Copyright 2000, American Chemical Society.

3.2.2 Surface Treatments and Forming Channels

An advantage to using PDMS is that it can seal to itself or other surfaces
reversibly or permanently with minimal distortion of channels (McDonald et al., 2000,
Duffy et al., 1998, Jo et al., 2000). The process of sealing PDMS is significantly easier
than sealing channels in glass, silicon or thermoplastics (Soper et al., 2000, Madou,
2002, Martynova et al.,, 1997). A reversible seal can be formed by van der Waals
contact, however the seal cannot withstand pressures of more than 5 psi (McDonald et
al., 2000). The seal can be broken by simply peeling the PDMS off the surface it is in
contact with. The PDMS can then be cleaned and re-sealed with minimal degradation
of the PDMS (McDonald et al., 2000). Cellophane or silicone tape can be used to seal
devices, but such methods are temporary and not as strong as irreversible bonding

techniques such as oxygen plasma (McDonald et al., 2002).
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3.2.21 Oxygen Plasma Bonding

Exposing a polymer to a plasma results in fundamental changes to its surface
properties. Most notably, wettability and the molecular weight and composition of the
surface change. On the whole, these effects only protrude 1-10 pum in depth. As a
result, the bulk properties of the samples don’t change. The contact angle formed
between a water droplet and a surface defines its wettability (Adamson, 1960). Plasma
processes are able to alter the wettability making surfaces more susceptible to the
adherence of dyes, inks, adhesives and other polymers. These processes can be used
to print and label on inert polymers such as electrical wiring. Plasma processes can
also be used to alter the chemical composition of a surface to better suit its
requirement, an example being the doping of medical polymer tubing with amines
which can then be coated with a coagulant such as heparin to minimise clotting (Bell et
al., 1974).

Oxygen plasma treatment of silicones has been studied for over 40 years. Initial
work by Hollahan and Carlson investigated surface changes using infrared
spectroscopy (Hollahan and Carlson, 1970). By soaking plasma treated samples in
D,0O and looking at changes in the infrared spectra the group showed that an oxygen
plasma treatment increased the number of —OH groups on the surface of the silicone.
The group concluded that more Si-CH,OH bonds were formed than Si-OH. This idea
has changed over the years and it is now believed more Si-OH bonds are formed
(McDonald and Whitesides, 2002, Owen and Smith, 1994, Chaudhury and Whitesides,
1991). This hydroxylation of silicones can be used to form irreversible bonds, that is to
say the silicone will mechanically fail before de-bonding. Oxidized PDMS can seal to
itself, glass, silicon, polystyrene and many other materials provided the bonding
substrate has undergone the same oxygen plasma technique (McDonald and
Whitesides, 2002). The mechanism for bonding PDMS to PDMS is shown below,
Figure 3-5. Initially, the two surfaces are exposed to oxygen plasma which scissors off
CH; molecules and replaces them with OH molecules. When these two treated
surfaces come into contact, the hydroxyl groups condense releasing water molecules,

forming permanent bonds between the two samples (IMSLab, 2010).
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Figure 3-5 Schematic showing the process of covalently bonding two PDMS surfaces using the oxygen

plasma technique.

The effectiveness of the bonding is heavily dependent on the reactor pressures,
plasma powers and time (Jo et al., 2000, Bhattacharya et al., 2005). Generally
speaking, best results can be obtained with high reactor pressures, low plasma power
and short times. Low pressures cause the sample to be bombarded with high energy
ions which break down the —Si-O- backbone and weaken the surface layer. Prolonged
exposure to oxygen plasma causes too much SiO, to form which is weak and brittle
(IMSLab, 2010). It has also been suggested that prolonged exposure will cause
damage to the -Si-O-backbone, yielding shorter chains, which ultimately will not be
able to bond as well as long interlocking chains (Awaja et al., 2009). One advantage of
plasma treatments is that they can change the surface of the sample without changing

the properties of the bulk of the material (Egitto and Matienzo, 1994).

3.2.2.2 Oxygen Plasma Surface Treatments

PDMS is hydrophobic which gives it applications where repelling water is
desirable, such as outdoor electrical cable (Simmons et al., 1997, Hillborg and Gedde,
1998). After oxygen plasma treatment, the exposed surface becomes hydrophilic as a
layer of SiO, forms on the surface, approximately 8-10 nm thick (Owen and Smith,
1994). This layer of SiO, can be dissolved by leaving the sample in a solution of
hydrogen fluoride. The PDMS can then be plasma treated again (Chou et al., 1985).
Oxidised PDMS is unstable in air and undergoes hydrophobic recovery; near total
hydrophobic recovery can be obtained within one week (Owen, 2005). The useful
lifetime of oxidised PDMS in air for bonding is in the order of minutes. This hydrophobic
recovery has been extensively studied over the years, but only recently has a general
consensus been formed. It is believed the migration of untreated polymer chains from
the bulk of the PDMS onto the surface of the PDMS is the main mechanism. Surface
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cracks in the brittle SiO, layer allow this to happen, Figure 3-6 (Owen and Smith,
1994). Owen and Smith showed that treated samples of PDMS would recover
hydrophobicity quicker if they were deformed, causing cracks in the surface, thus
allowing untreated PDMS to diffuse to the surface. The SiO, layer on the surface of the
PDMS is considerably denser than the bulk PDMS. This glassy top layer will therefore
experience tensile stresses that would cause cracking. These cracks would allow for
the transport of PDMS to the surface and render the surface hydrophobic again
(Hillborg and Gedde, 1999, Hillborg and Gedde, 1998). Other suggested mechanisms
include the condensation of hydroxyl groups on the surface or the reorientation of the
surface silicone chains (Morra et al., 1990).

329 15KV “Xi.508 1@rm WD3G

Figure 3-6 SEM image of the surface cracks that appear on plasma treated PDMS. Reproduced from

(Owen and Smith, 1994). Copyright 1994, with permission from Taylor & Francis.

There are several methods available to prolong the hydrophilic nature of oxygen
plasma treated PDMS, such as ageing the sample in water rather than air (Morra et al.,
1990). Methanol has also been used to prolong hydrophilicity and allows for the
orientation and alignment of different layers. This method was used to construct a five
layer thick 3D mixer, Figure 3-7 (Jo et al., 2000). The same group showed that
untreated PDMS that had been aged in air for two months could be cleaned with dilute
hydrochloric acid (HCI) before oxygen plasma treatment and complete bonding will still

occur.
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Figure 3-7 Diagram showing how 3D structures can be manufactured in PDMS. Reprinted, with
permission, from (Jo et al., 2000). © 2000, IEEE.

The group also partially covered samples of PDMS during the oxygen plasma
treatment, the covered parts of the sample retained hydrophobicity whilst the
uncovered parts became hydrophilic. This effect has been used by other groups to
pattern PDMS surfaces with various different metals for use in assay applications
(Séguin et al.). A different application of this method showed different effects. The
formation of hydrophilic channels on PDMS, where a copper mesh was in contact with
the PDMS during oxidising, see Figure 3-8. The area of the PDMS exposed to the
oxygen plasma showed no chemical change. The group concluded that this was down
to the charging of the copper mesh which attracted the plasma ions, stopping them
from reacting with the unmasked PDMS. The group also believe the charging of the
copper mesh caused a reaction between the copper oxide and the surface of the
PDMS (Hsieh et al., 2009).
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Figure 3-8 A friction image depicting the difference between plasma treated PDMS and the PDMS that was
covered by a copper mesh. Light areas depict high friction areas. The image shows that there are chemical
differences between exposed areas and covered areas. Reprinted from (Hsieh et al., 2009). Copyright
2009, with permission from Elsevier.

Using the oxygen plasma treatment on PDMS brings another advantage.
Normally PDMS is hydrophobic which causes problems in filling PDMS channels with
solutions and in supporting electroosmotic flow (Paul, 2010). This problem can also be
solved by priming the channels with chemicals such as ethanol or HCI (Linder et al.,
2001), or gases such as CO; (Folch et al., 2000). These alternatives do not change the
hydrophobicity to the extent of oxygen plasma treatments; however, the effects of
oxygen plasma can be short lived, (15 min) as the surface regains hydrophobicity
(Paul, 2010).

Another group has shown that small drops in the hydrophobic nature of PDMS
can be accomplished by increasing the fraction of curing agent in the PDMS. Samples
of PDMS were prepared at ratios of 10:1, 10:2, 10:3 and 10:4. The samples showed a
decrease in hydrophobicity, but an increase in surface roughness was also noted (Choi
et al., 2009).

3.2.2.3 Chemical Bonding

There are other methods of irreversibly bonding PDMS to itself and other
substrates. One method involves using semi cured PDMS samples of different ratios,
3:1 and 30:1 base to curing agent. These samples can then be brought into contact
and aligned. A second curing stage allows the excess of chemicals in each sample to
diffuse and then bond (Unger et al., 2000). Another method that has recently been

described is a vapour assisted method. Sheets of PDMS were put in contact with glass

89



and placed inside a 1 litre container. Drops of tridecafluoro-1,1,2,2-tetrahydrooctyl were
also placed in the container, but not touching the glass or PDMS. The samples were
left for between 6 and 24 hours resulting in different strength bonds between the glass
and the PDMS (Sofla and Martin, 2010). This method requires very little equipment and
is very straight forward.

Chemical gluing has also been used to seal PDMS to PDMS. The surfaces to be
bonded are altered to contain the functionalities found in amine-epoxy glues, and when
brought into contact they seal irreversibly (Lee and Chung, 2009). The same method
can be used to bond PDMS to other polymers, such as to poly(ethylene terephthalate).
The method requires the use of oxygen plasma to anchor the amine and epoxy groups
to the PDMS, but has a longer shelf life than standard plasma bonding. These last two
methods have the advantage that no heating is required. This means temperature
sensitive chemicals and components can be put through this process without being
damaged.

These methods provide simple and low cost methods for the production of PDMS
devices and could lead the way in terms of large scale production. Whilst oxygen
plasma techniques can be very reliable, they require great care and attention as well as

access to specialist equipment (Cai and Neyer, 2010).

3.2.3 PDMS in Microfluidics

There are numerous other reasons why PDMS has become so widely used in
microfluidic applications. Its high gas permeability has allowed the culture of several
different organisms (Chang et al., 2003) and could be useful in any application
requiring exchange of gases but not liquids. It is possible to saturate PDMS with CO, to
aid the long term growth of cells (Hirano et al., 2010). PDMS has a low thermal
conductivity which could be an advantage or disadvantage depending on the
application. In electrophoresis, excess heating may occur in the chip which will affect
its resolution. Conversely, the low thermal conductivity of PDMS is an advantage in
applications such as incubators (Hong et al., 2001). The low surface energy and
elasticity of PDMS allows cured pieces to be removed from masters with relative ease
(McDonald and Whitesides, 2002). Polymers can suffer from dielectric breakdown, but
PDMS has good electrical insulation properties which allows it to be used in
electrophoresis applications (Effenhauser et al., 1997).

PDMS also has good optical properties compared to other polymers; it is

transparent down to 280 nm, making it useful for ultraviolet (UV) based detection
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(McDonald et al., 2000, Tabeling, 2003). It also has a relatively low refractive index,
which reduces reflectance and hence the amount of reflected excitation light.

Another reason that PDMS is frequently used in microfluidics is its solvent
compatibility. A thorough study was carried out by Whitesides et al, investigating the
effects of various different solvents. The group showed that PDMS is virtually
unaffected by water, polar solvents and perfluorinated compounds. The work identified
diisopropylamine, dipropylamine and triethylamine as solvents that caused excess
swelling of PDMS. Samples were bonded to glass using the oxygen plasma technique;
it was shown that some solvents induced such swelling that the PDMS wiill tear or even
cause the glass to crack (Lee et al., 2003). When PDMS is cured, not all the polymer
chains crosslink. These oligomers are likely to be involved in the return of
hydrophobicity to plasma treated PDMS as they are able to move more freely than
cross linked chains. By soaking PDMS samples in solvents of decreasing solubility, the
group were able to extract oligomers and reduce the hydrophobic recovery of plasma
treated PDMS. Samples lasted as long as four days in air whilst retaining a hydrophilic
surface. Extracting the oligomers will also help reduce contaminants once the devices
are in use.

The mechanical properties of PDMS have also lead to its increased use in
microfluidics (Ismagilov et al., 2001a). Its elastomeric nature allows for the easy
connection of fluidic inlets and outlets (Tabeling, 2003). Syringe needles can be
punched directly into the PDMS to connect inlet and outlet tubes (Ismagilov et al.,
2001b). The relative ease with which PDMS can be deformed has also caused issues,
such as channel collapse, either under gravity or suction, Figure 3-9 (Delamarche et
al., 1997). This problem can be minimised with the addition of support pillars (Chou et
al., 1999). The lateral collapse of channels can also be seen when they are positioned

too close together (Delamarche et al., 1998).
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Figure 3-9 An optical micrograph showing the lateral collapse of PDMS walls in a microfluidic device.
Channels are blocked (B) or open (O) after the stresses from being formed, handled and used. Reprinted
from (Delamarche et al., 1998). Copyright 1998, with permission from American Chemical Society.

The elasticity of PDMS makes it ideal for use in valves and pumps. By applying a
relatively small force to the PDMS it is possible to cause a deformation that stops flow.
The ability of PDMS to deform also makes it ideal for pumps as it allows for small
particulates to pass through without damaging the pump (Unger et al., 2000). The
relative inerthess of PDMS has also led to its use as a micro reactor; it is possible to
dope a PDMS sample with a catalyst, opening up the possibility of more chemical
processes in PDMS devices (McCreedy and Wilson, 2001).

All of the properties and processes described above have led to the widespread
use of PDMS in microfluidic applications. Coupled with the fact it is tolerant to
sterilisation processes such as autoclaving, UV sterilisation and ethanol means that
PDMS can be used in a wide variety of biological applications (Hirano et al., 2010). A
study carried out in 2010 (Paul, 2010) counted more than 80 examples of PDMS
microfluidic devices carrying out biological or chemical reactions; this number is only

going to increase with the availability and depth of knowledge of PDMS.
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3.3Processes

The following section looks at the techniques used to build microfluidic devices. It
discusses the different methods available to construct a microfluidic channel. Some
involve creating a master and producing copies, other techniques produce the final
piece directly. The work then covers spin coating and how it could be used with a

lithium niobate transducer.

3.3.1 Forming Channels

There are a variety of methods available to build microfluidic devices. The
following section describes some of these techniques and discusses the associated
advantages and limitations. The work looks at how techniques can be adapted to
improve the fluid flow through a device which will ultimately lead to improved

performance.

3.311 Photlithography

Photolithography is often used in the fabrication of microfluidic chips. For this
process, a photoresist is spun onto a wafer, usually silicon. A mask is then used to
define channels in the photoresist before being exposed to light, often UV. There are
two types of photoresist: negative and positive. When a positive photoresist is used the
sections of resist that are exposed to the light become soluble. Vice versa, when a
negative photoresist is used the portion of the resist that is exposed to light becomes
insoluble. Once the process is finished, the mask is removed leaving a silicon master
with defined channels. PDMS can then be poured onto the mold; a silicon master can
be re-used approximately 100 times without significant degradation, Figure 3-10 (Paul,
2010).
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Figure 3-10 Process flow for photolithography. Reprinted from (McDonald and Whitesides, 2002).
Copyright 2002, with permission from Elsevier.

Duffy et al showed in 1998 the possibility of rapid prototyping PDMS micro
channels (Duffy et al., 1998). A computer-aided-design programme was used to design
the fluid channels which were then printed onto a photoresist using a high resolution
printer. Photolithography was then used to produce a master on a silicon wafer. PDMS
was then poured onto the master and cured. The final piece was then bonded
irreversibly to a blank piece of PDMS. This is now a standard technique for the rapid
prototyping of microfluidic chips; less than 24hr is required from design to chip
completion. Such a technique is limited by the resolution of the printer and features are
usually in the order of 8 um and larger (Fiorini and Chiu, 2005). The resolution of the
printer will also give a wavy edge to the fluid channels which is not experienced by wet

etching or micromachining, Figure 3-11.
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Figure 3-11 SEM image of the wavy fluid channels produced using rapid prototyping methods, Reprinted
with permission from (Duffy et al., 1998). Copyright 1998, American Chemical Society.

3.31.2 Etching

The purpose of etching is to remove unwanted material. Wet etching is the most
basic form and can be used on metals, semiconductors and some ceramics. A mask is
used to stop desired areas dissolving away. This process is used to create tracks on
printed circuit boards. Wet etching can dissolve away millimetres of material making it
ideal for the production of fluid channels and reservoirs for use in microfluidics
(SiliconFarEast, 2009).

Photolithography is commonly used in the etching of ceramics. During this
process, a substrate is coated with a chrome and gold layer before a photoresist is spin
coated onto the metal layer. Photolithography is then used to define the channels
before the partial removal of the metal layer. The silicon is then exposed where the
fluid channels are desired. The silicon is then etched to the required depth before the

metal layer and photoresist layer are removed, Figure 3-12 (Fan and Harrison, 1994).
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Figure 3-12 Diagram depicting the sequence of photolithographic lithography. Reprinted with permission
from (Fan and Harrison, 1994). Copyright 1994, American Chemical Society.

Wet etching usually dissolves equally in all directions; however, some anisotropic
materials have different etch rates in different planes. This characteristic makes some
shapes difficult to manufacture. For example, the etch rate of silicon in one particular
plane is 3 orders of magnitude lower than other planes. These particular planes are
referred to as stop etch planes (VirginiaSemiconductorinc., 2011).

DRIE is a more costly process but can give vertical side walls that are not always
attainable by wet etching. The material is etched using ions applied vertically. A
passivation layer is then applied before the next vertical etch. The passivation layer on
the side of the etch is not attacked directly, but the ions splutter off the bottom of the
channel and damage the side walls. The next passivation layer is then applied over the
bottom and side walls. This process is cyclic; between 100-1000 repetitions are
required to etch 0.5 mm. The finished etch gives a near vertical side wall, but they do
undulate with an amplitude of approximately 100-500 nm, (Micronit, 2009). The
passivation layer acts to reduce the amount of sideways etching. Decreasing the etch
time produces smoother side walls but the overall manufacturing time increases, Figure

3-13 (Knol, 2011).
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Figure 3-13 Diagram depicting the DRI etch process. The steps are repeated many times to etch channels
to the required depth, (Knol, 2011).

3.3.1.3 Other Channel Forming Processes

Laser ablation has also been used to prepare polymer chips. A sheet of
thermoplastic can be ablated using UV lasers. This process makes use of the fact that
the majority of plastics absorb UV radiation. The width of the ablation can be controlled
optically, or a protective metal mask can be used to define channels. This process
lends itself to rapid prototyping and can be used to make chips directly or to make
moulds, (Fiorini and Chiu, 2005).

Embossing is often used to make microfluidic devices. It involves the use of
thermoplastic materials which are patterned using a master under pressure and heat.
Thermoplastics can be reshaped when heated near to its glass transition temperature.
Plastics commonly used include polymethylmethacrylate (PMMA), polycarbonate,
cyclic olefin copolymer (COC) and polystyrene. The master, or stamp, is often made
from silicon or metal. Hydraulic presses are used to stamp the thermoplastic. This can
be done at elevated temperatures or at room temperature provided the applied force is
high enough. The process is relatively quick and cheap and a further advantage is that
the master can be re-used many times. The time consuming part of the process is the
design and manufacturing of the stamp; this means the process is not great for
prototyping, but is ideal for the mass production of microfluidic devices (Fiorini and
Chiu, 2005).

There are other methods available for the construction of moulds. Solid object
printing (SOP) involves the printing of a thermoplastic to form a series of channels and
reservoirs. It is a very fast process (=2 hr) and channel designs can be drawn using
simple CAD programmes. This method can make large masters with several different

layers, something that would take a long time if etched. The downside to SOP is the
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relatively poor surface finish and that it can only make fluid channels in the region of
100 pm and more (McDonald et al., 2002).

Another process to make a master is micromachining, often in PMMA. This
technique has a minimum diameter of approximately 50 um for the softer plastics. The
more brittle and hard the material is the bigger the minimum diameter is. Many
microfluidic applications require smaller geometries than what is on offer from

micromilling (Zhao et al., 2003).

3.3.2 Spin Coating

It is often required that a substrate is coated with a material either as part of a
manufacturing process, such as the photoresistive mask used in photolithography, or to
improve its electrical conductance. Surfaces may also be coated for a functional
reason, such as the adherence of microbubbles to encourage acoustic streaming for
sonoporation studies. There are several different methods available, such as spin
coating, electron beam evaporation and plasma techniques.

The process of spin coating has been in existence for decades. Typically a fluid is
deposited onto a wafer or substrate and rotated at speeds of 100 rpm and upwards. To
hold the wafer in place, the underside is usually under vacuum. The wafer can either
be stationary or spinning at low speeds before the fluid is dispersed. This dynamic
dispense helps to spread the fluid evenly before the final spin speed is reached. This
technique is particularly helpful for fluids with low wetting ability and it helps reduce

waste, see Figure 3-14.

a) | b) |

Figure 3-14 Diagram depicting spin coating. a) The droplet is placed on the wafer and spun. b) The droplet
spreads across the surface of the wafer due to the centripetal forces from the spinning.

The theory of spin coating has been established from as early as the 1950s (Emslie et

al., 1958). A noticeable study was published in 1982 which compared theory with
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experiments and produced a concise set of guidelines (Daughton and Givens, 1982).
The study identified the following parameters that govern the thickness and uniformity

of a spun on film.

e Volume of fluid dispersed

e Speed of rotation during dispense

e Acceleration from dispense speed to final speed
e Final spin speed

o Elapsed time during final spin speed

e Fluid Viscosity

e Surface material of wafer

e Wafer radius

The first parameter is easily controlled using pipettes, syringes and automated
dispensing systems. The next four parameters are usually programmable, the only
limitations being the equipment used. Current spin coaters can reach speeds of
16,000 rpm, accelerate at 23,000 rpm st and cost in the region of £5000
(BrewerScience, 2011). If further control is required, the material to be spun can be
dissolved in a low viscosity solvent which, if used correctly, will improve the uniformity
of the spun film. There is a strong desire for thinner films, so suspending the desired
coating in solvents is a normal practice.

The wettability of the material being coated will affect the thickness and uniformity
of the film, as will the surface roughness. The substrate material will often be pre-
determined, but the surface can be polished. This allows the fluid to flow more freely,
thus producing a more uniform film. Generally, larger radius wafers will be more
uniform as there is a tendency for fluid to build up at the edge of the wafer. This build
up continues until there is enough fluid for a drop to be expelled from the side of the
wafer. One way of overcoming this problem is to discard the outer few mm of the wafer.
The maximum radius of the wafer is dependent on the spin coater being used. Larger
wafers will have to be spun at lower speeds, so the obtainable thickness will be higher.

The parameters that have the greatest effect on the film thickness and uniformity
are fluid viscosity and final spin speed (Daughton and Givens, 1982). An example
thickness profile for pure uncured PDMS is shown in Figure 3-15. It shows that as the

rotational speed reaches approximately 3000 rpm, the thickness of the PDMS is
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approximately 10% of its initial (100 rpm) thickness. Increasing the rotational speed
further will yield marginal reductions in the thickness of the film (Zhang et al., 2004).

Example thickness profile for PDMS
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Figure 3-15 An example thickness profile for spin coated Sylgard 184 PDMS. © 2004, IEEE. Adapted, with
permission, from (Zhang et al., 2004).

The amount of time a film is spun for has limited effect after the initial dispersion,
approximately 20 s for low viscosity fluids. As previously mentioned, it is common for
the desired coating to be in a suspension of solvents. As these solvents evaporate, the
coating particulates adhere to the wafer. If the rate of evaporation is too fast, the
coating will be thicker in the middle than at the edges. Conversely, if the rate of
evaporation is too low there will be a build up of fluid at the edge of the wafer which
when dry will produce a thicker film than at the middle of the wafer. By balancing rate of
evaporation with spin speed it is possible to produce some very thin and very uniform
films. To aid evaporation, most spin coating systems have an inert gas, such as
nitrogen, released into the spin chamber. If the flow rate is too high, turbulence will
cause the uniformity of the wafer to suffer. The high flow rates will also cause the
solvents to evaporate faster, leaving a thicker film.

If the coating is in solution, its viscosity will change as it evaporates making it

non-newtonian. This behaviour is actually helpful. If it was Newtonian the film would
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thin out progressively with long spin times. The fluid evaporates readily because of the
high surface area to volume ratio that comes from the spinning (Tabeling, 2003).

Spin coating can be wused in many different applications, such as
photolithography, indium tin oxide coatings (Stoica et al., 2000) and conducting
polymer coatings (Giraudet et al., 2006, Zhang et al., 2005). ITO coatings are of
interest due to their high electrical conductivity and high optical transparency (Stoica et
al., 2000). More recently, conducting polymers have been used, primarily in the
production of organic LEDs or organic thin film transistors. These conducting polymers
are also transparent (Zhang et al., 2005, Giraudet et al., 2006). A lot of work has been
carried out on spin coating, much of which is readily available in online forums
(Groupsrv, 2011). The work is highly detailed, discussing 500 nm films of PDMS with
uniformity of 50 nm. As a result, finding approximate guidelines to spin Sylgard 184
PDMS films was not difficult (Engen, 2011).

3.4 Summary

This chapter presents key information, methods and materials used or
investigated during the course of this project. The chapter begins by describing the use
of PZT and lithium niobate as bulk and surface acoustic wave transducers respectively.
The work describes the advantages of using lithium niobate but also the difficulties in
regards to applying an electric potential through the use of conducting polymers and
ITO. The following section describes PDMS and the chemistry behind it. This was
useful in the construction of a SAW device with a PDMS channel. The next section
describes potential techniques for making microfluidic channels and some of the
advantages and disadvantages of different techniques. Finally, the chapter gives a brief
description of spin coating and the key factors affecting performance. This work was

useful in developing surface acoustic wave devices.
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Chapter 4 Bulk Acoustic Wave

Devices

Bulk acoustic wave devices are the more traditional method for manipulating
particles within fluid chambers using acoustic radiation forces. The technology is well
advanced, with devices being able to manipulate particles into layers, beams and even
collect them in a 3 dimensional trap, (Manneberg et al., 2009b). Few of the devices
created so far are capable of operating outside a laboratory environment and therefore
there are opportunities to develop the robustness of such devices. Many of the devices
which use ultrasonic standing wave techniques are custom made for specific
applications and require characterization on a device by device basis. For ultrasonic
standing wave techniques to be used in an oceanographic environment they will need
to be produced in polymers and be suitable for mass deployment over a range of
environments. The work in this chapter develops a PMMA particle manipulation device
that is repeatable can be manufactured easily. The device also uses a novel approach
to particle manipulation that makes it more robust to changes in the fluid which is a key
requirement given the diverse properties of the world’s oceans and coastal waters.

Many wide channeled devices rely on an opaque lead zirconium titanate (PZT)
transducer to manipulate particles into planes. This can lead to difficulties in imaging or
constraints as to the types of microscope that can be used. The work in this chapter will
also investigate novel transducers that could increase the range of activities that

ultrasonic standing wave techniques could be used for.

4.1 Polymer Devices

There is much interest in polymer ultrasonic particle devices despite the
associated higher losses: this is because they can be produced cheaply, allowing them
to be used as disposable devices. Polymer devices are already used in a wide variety
of biological applications, so being able to incorporate ultrasonic manipulation
techniques would enhance the number of operations available to the cell biologist.
Polymers are also often transparent, making them ideal for imaging. For this work, a
series of polymer devices were developed, with the intention of creating a

2 dimensional focussing device and a more conventional 1 dimensional device.
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4.1.1 Milled microchips

An easy and quick method for producing polymer devices for ultrasonic particle
manipulation was to mill them from readily available 1 mm thick PMMA sheets. Fluid
channels were milled into one piece of PMMA and a cover slip was milled into a
second piece of PMMA. The chips were bonded together using a solvent technique
involving 33 % acetone with 67 % ethanol (Harris et al., 2010). The solution was placed
on the surface to be bonded and the two pieces were brought into contact. Force was
applied to the chips and after 15 min excess solution was syringed from the chip. The
finished chips were annealed for 4 h at 85 °C to relieve internal stress. A diagram is
shown in Figure 4-1. For this work a 1 mm thick PZT transducer will be used which
corresponds to a resonance of approximately 2 MHz. This equates to a half wave in
water of approximately 350 um which is the right order of magnitude for integration into

microfluidic oceanographic sensors.

| ]

Reflector Layer >

Fluid Layer

Matching Layer

Transducer >

Figure 4-1 A schematic of the polymer devices. The matching layer and reflector layer are made from 1
mm thick PMMA sheets. The matching layer has a fluid cavity milled into it, thus the total thickness of the
two layers is constrained to 1 mm. The reflector layer can be milled to any thickness but for these designs

an area at the edge of the layer was left at 1 mm for strength and ease of manufacturing. The PZT used for
these designs was 1 mm which corresponds to a 2 MHz resonance and approximately 350 ym half

wavelength in water.

The devices were designed to have a fluid channel half a wavelength wide in
water and less than half a wavelength tall when operating with a 1 mm thick PZT
transducer (PZ26, Ferroperm Piezoceramics, Denmark). The width of the fluid channel
was designed to be a half wavelength to encourage lateral manipulation (Harris et al.,
2010). To achieve focusing planar to the transducer a sub half-wavelength design
would be designed. The following sections show how the dimensions for the chips were

decided using computational modelling.
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4111 Device Design

A 1 dimensional Matlab (The MathWorks Inc., USA) model will be used to design
devices in PMMA with the aim of producing a 2 dimensional particle focusing device,
(Hill et al., 2002). The model uses an “impedance transfer” approach to relate the
mechanical impedances between different layers within the device, and then uses this
to derive an input electrical impedance which is driven by an electromechanical
representation of the piezoceramic transducer. Lateral focusing should occur through
setting the width of the device to a half wavelength (or multiple of), (Harris et al., 2010),
so the modelling aims to achieve axial focusing which requires a single pressure node
near the midpoint of the channel, with forces throughout the channel forcing particles
towards that pressure node.

The properties of the materials used in a 1 dimensional Matlab model are shown
in Table 4-1. A Q factor is included which corresponds to a loss factor for each material
and are based on empirical knowledge. The particles modelled are 5 pm radius
polystyrene beads (FluoroSpheres) and an electric voltage of 10 V, is modelled across
the PZT, (Carugo et al., 2014). A fluid channel 300 pm deep results in a matching layer
700 pm deep as the channel is milled from a 1 mm PMMA sheet. Several thicknesses
for the reflector layer were modelled, with the aim of reducing the thickness to increase
the efficiency of the device whilst designing a device that is capable of being milled.
The properties of water are well documented and can be calculated, (Coates, 1989),
see Appendix A for further details. PMMA density is taken from the Plexiglas acrylic
data sheet (Cadillac plastic limited, Swindon, U.K.) and some iteration was carried out
to inform the speed of sound along with values widely available online. The purpose of

the model is primarily to generate information on node position.

Table 4-1 The material properties of the layers and particles in a 1 dimensional model.

Density kg m?|Speed of Sound m s | Thickness mm | Q Factor
PZT 7700 4530 1 100
PMMA 1160 2260 Varied 30
Water 1000 1480 Varied 100
Polystyrene Bead 1055 1962 N/A N/A

When a reflector layer of 350 um is modelled a pressure node is predicted in the
centre of the fluid channel with an operating frequency of 2.1 MHz, Figure 4-2.
Modelling showed that a force would be present acting on particles away from the roof

and floor of the channel,Figure 4-3. This is ideal as the positive force should be able to
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lift any particles that sediment to the floor of the channel. In a half wavelength design

there would only be a small force lifting particles off the bottom of the channel.
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Figure 4-2 The predicted pressure amplitude in a PMMA device 0.7, 0.3 and 0.35 mm thick.
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Figure 4-3 The corresponding force profile at 2.104 MHz. Note that forces at the boundaries are more than

0 as slightly less than a half wavelength is present in the fluid channel.
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As the predicted operating frequency is 2.1 MHz, the channel width needs to be
350 um to fit an exact half wavelength. Chips were milled into PMMA and
measurements of the manufactured chips showed that the dimensions were different

from the design and are shown in Table 4-2.

Table 4-2 Design specs and actual channel dimensions

Design Spec | 1% Batch ( 20 samples )
Channel Width pm 350 3984
Channel Height um 300 325+10
Matching Layer pm 700 371+25
Reflector Layer pm 350 237+13

When these dimensions were loaded into Matlab the predicted pressure

amplitude included an anti-node present in the fluid channel, Figure 4-4.
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Figure 4-4 The predicted pressure amplitude across the device based on actual measured dimensions.

Devices were assembled and impedance analysis was carried out using a
Cyphergraph C60 impedance analyser, Figure 4-5. The measurements identified
impedance minima at 1.95 and 2.09 MHz, whilst the one dimensional model only
predicted a resonance at 2.06 MHz. The other resonance is likely to be caused by a
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Measured Modulus of Impedance (Q)

1000

lateral resonance. A frequency of 1.95 MHz corresponds to a wavelength of 770 ym in
water ( 1500 ms™) and a half wavelength of 385 um. This is a close match to the
measured channel width of 398 4 uym, see Table 4-2. The modelling matches well with

the measured impedance in terms of the frequency of the main planar resonance.

100 ===
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Frequency (MHz)

Figure 4-5 Impedance measurements for four PMMA chips with a 0.370, 0.325 and 0.240 mm thick
matching, fluid and reflector layer respectively. The chips have good repeatability with a visible resonance
at just under 2.1 MHz. A less pronounced resonance is apparent at approximately 1.95 MHz and is likely to
be caused by a lateral resonance in the 0.4 mm wide fluid channel.

4112 Voltage Drop Analysis
To measure the acoustic pressure within the fluid chamber, voltage drop analysis

experiments were undertaken. The gravitational force,Ifq, on the bead can be

calculated as follows;

Equation 4-1

Where Ap, Vz and g represent the density difference of the bead and the fluid,

the bead volume and gravitational constant respectively. The bead is spherical,
therefore Vp = %m‘3. The fluid is water and can be calculated as follows, Ap = pg —

pr, Where subscripts represent the bead and the fluid respectively. The following

parameters were used to calculate the gravitational force on the bead, Table 4-3. The
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gravitational force acting on a 10 pm bead in water is equal to 0.282 pN. For simplicity,
Milli-Q water was used rather than seawater. If required, it will be possible to calculate
the expected force on a bead if the fluid was changed to seawater, assuming the

density of the new fluid is known.

Table 4-3 The parameters used to calculate the gravitational force acting on a 10 pm bead in water.

Parameter Value
OB 1055 kg m™®
PF 1000 kg m™®
r 5x10°m
g 9.81 ms?

The minimum voltage which levitates a bead must be equal to the gravitational
force acting on the bead. The following equation shows the force generated on the

bead and is greatest when sin(2kx) is equal to 1.

F = 4nkr3e¢p(p, B) sin(2kx)

Equation 4-2

The compressibility of the bead can be calculated from the following equation;

Equation 4-3

Where c; is the speed of sound in the bead. The following parameters were used

to calculate the compressibility, Table 4-4;

Table 4-4 Parameters used to calculate compressibility of the particle.

Parameter Value
Cp 1962 ms™
OB 1055 k gm™®
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From here it is possible to calculate the acoustic contrast factor using the

following equation,

2
pr +3(ps — pr) _ Bs
2pp + pr 3Bk

¢(p, ) =

Equation 4-4

along with a compressibility of water of 4.5 x 10"°m?N™. The acoustic contrast factor
for a polystyrene bead in water is equal to 0.151. From here the energy density can be
calculated using a value of k of 8700 m™* and is equal to 0.137 J m™ when the bead is
just levitating. From here the following equation can be rearranged to calculate the
pressure, P;.

P;?

2
PrCF

1
e= — X
4
Equation 4-5

By recording the voltage at which a bead is just levitated, it is possible to

calculate the pressure at a higher voltage, P;.

P, =P, !
= X —
1= Fa X

Equation 4-6

A chip was tested with green fluorescent beads (FluoroSpheres, yellow-green
microspheres, ex 502 nm, em 513 nm, fluorescein isothiocyanate (FITC filter)) to check
the ultrasonic capabilities of the device. Vertical focusing was observed at a relatively
low voltage of 1.8 V,, and lateral focusing was seen but only at voltages of 10 V,, and
above. Whilst lateral focusing was desired, high voltages were required along with low
flow rates. This will result in acoustic streaming which will disrupt the uniformity of the
focused particles. The acoustic pressure (P) within the chips, measured through
voltage-drop analysis on a 10 pm polystyrene bead was equal to 3.5 x 10* Pa, at
1.8 V,,. This corresponds to an energy density of 4.25 J m™ at a voltage of 10 V,,. The
device did not exhibit good lateral focusing, which is assumed to be because the width

of the fluid channel does not correspond to a half wavelength.
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4113 Repeatability

Whilst the results of this experiment were promising, the actual dimensions of the
devices used were significantly different from the design specifications. The acoustic
excitation was favorable; however it could have had the opposite effect. Measurements

were taken of chips used in this experiment and of two other batches (20 samples per

batch), results can be seen in Table 4-5.

Table 4-5 Design specifications compared with actual manufactured devices.

Design Spec | 1% Batch | 2" Batch | 3" Batch
Channel Width pm 350 398+4 353+10 335+19
Channel Height pm 300 325+10 | 297+11 30816
Matching Layer pm 700 371+25 | 561+25 | 406x12
Reflector Layer pm 350 237+13 | 40617 25618

The results show that the variation within batches is significant and that accuracy
in terms of the depth of milling is poor. This will lead to differences between chips in
terms of acoustic performance as well an unrepeatable coupling effect between the
width of the channel and the height of the channel. Variation between batches of chips

is particularly poor, which makes the possibility of repeating this experiment difficult.

4.1.2

Due to the lack of repeatability available from milled PMMA chips alternatives

Polymer Slides

were sought which would limit variations in the thickness dimensions of the devices.
PMMA films (Plexiglas Acrylic, Cadillac plastic limited, Swindon, U.K.) were identified
as a suitable material for the production of polymer ultrasonic devices. Films were
available in the following three thicknesses; 0.175, 0.25, and 0.375 mm. Every
combination of matching, fluid and reflector layer thickness was modelled using the
given thicknesses. An air backing was assumed as the terminating material. Using set
thickness polymer slides will give greater control over the thickness of layers but will
not solve the problem of the variation in the width of milled components. For this
reason, the work will concentrate on producing a robust 1 dimensional planar focusing

polymer device.
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41.2.1 Acoustic Pressure and Force Profile
Many of the combinations predicted strong ultrasonic performance, but with poor
pressure node position, such as too close to or within the matching or reflector layer.

An example pressure plot is shown in Figure 4-6.

Frequency: 1.9334 MHz
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Figure 4-6 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.175,
0.175 and 0.375 mm thick respectively. Whilst the pressure amplitude generated across the device is
strong, the position of the node is close to the matching layer, this would invariably lead to particles being

moved within very close range of the matching layer. Few applications require such manipulation.

Some of the combinations showed excellent node positioning and maximum
force acting on patrticles near the fluid boundaries. In fact, the same design at a higher
frequency gave a good node position. However, the magnitude of the force was not
particularly high, due to the fact that the operating frequency was far from the natural
frequency of the transducer, approximately 2 MHz. An example of this is shown in
Figure 4-7. The forces generated on a 10 um diameter particle are shown in Figure 4-8.
It can be seen that whilst the forces at each boundary are at a maximum, the

magnitude of the forces is still relatively small.
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Frequency: 2.3698 MHz
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Figure 4-7 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.175,
0.175 and 0.375 mm thick respectively. The operating frequency is higher than Figure 4-6 which causes
the pressure node to fall into the middle of the fluid chamber. Unfortunately the generated pressure field is
significantly smaller than before as the device is operating away from the natural frequency of the PZT.
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Figure 4-8 The predicted forces acting on a 10 pm diameter bead in the fluid channel.
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The combinations that used a 0.375 mm fluid layer resulted in a pressure
amplitude across the device that would have caused the majority of particles to focus
towards the inside of the channel, but a fraction would experience a force towards one
of the boundaries. An example of this is shown in Figure 4-9. Particles that are close to
the reflector would experience a force towards the reflector layer whilst the majority of
particles would collect towards the middle of the channel.
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Figure 4-9 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.175,
0.375 and 0.175 mm thick respectively. Whilst the pressure amplitude created across the device is strong
and the pressure node is fairly well centralised an anti-node is present in the fluid layer. This would cause

some particles to collect at the reflector.

Some combinations predicted an anti-node in the fluid channel near both
boundaries, Figure 4-10. Such devices would have little or no practical purpose and are
therefore not of interest. It should also be noted that they would not be robust as any
increases in the speed of sound in the fluid or density would tend to lead to the anti-

nodes moving further into the fluid layer.
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Frequency: 2.06 MHz
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Figure 4-10 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.175,

0.375 and 0.250 mm thick respectively. Whilst the pressure amplitude is relatively high particles would be

focused at both boundaries and in the middle of the channel. Variations in the density and speed of sound

of water would tend to make this effect worse.

After modelling all the combinations, 2 combinations predicted strong acoustic

forces with good node positioning and no anti-nodes in the fluid chamber. 1 design

showed a quarter wave and half wave resonance. A summary of these devices is

shown below, Table 4-6. Pressure amplitude plots and force potentials are shown in
Figure 4-11 through to Figure 4-18.

Table 4-6 Results from 1 dimensional modelling based on a 10 um bead and 10 V,, excitation.

Combination: Force from Force from Node — distance | Node — distance Predicted
matching-fluid- | matching layer, | reflector layer, | from matching from reflector operating
reflector, mm pN pN layer, mm layer, mm frequency, MHz
0.25, 0.25, 0.375 54 -44 0.115 0.135 2.12
0.375, 0.25, 0.375 36 -48 0.11 0.14 2.062
0.175, 0.175, 0.375 16 -17 0.08 0.095 2.375 (Half)
0.175, 0.175, 0.375 17 -40 0.015 0.16 1.932 (Quarter)
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Frequency: 2.104 MHz
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Figure 4-11 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.25,

0.25 and 0.375 mm thick respectively.
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Figure 4-12 The corresponding force profile for Figure 4-11 for a 10 um bead in the predicted acoustic

pressure field.
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Frequency: 2.052 MHz
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Figure 4-13 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.375,
0.250 and 0.375 mm thick respectively.
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Figure 4-14 The corresponding force profile for Figure 4-13 for a 10 um bead in the predicted acoustic

pressure field.
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Frequency: 2.358 MHz

T T T T T T
\
3001 \ 7 ™ -
\ yd N
\\ / \\
\ /
T \ / \
250 — / _
g \ \
N— \
\ \
g \ / \
\ / |
2 \ ) \
= 200 \ / \ 2
<] \ / \
€ \ / \
< \\\ ,r/ \
¢ \ / \
> 150 — \\ / \\ -
0 \ \
8 \ / \
& / \
/
© \ / \
'ﬁ 100 \\\ ) // \\ _
\ /
=] \ / \
o \ / \\
Qo \ / \
< \ / \
ol \ / v
\ f \\
\ / \
\ /,/ \
\ / \
\
0 ! ! ! | | I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Distance through matching, fluid and reflector layers (mm)

Figure 4-15 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.175,
0.175 and 0.375 mm thick respectively.
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Figure 4-16 The corresponding force profile for Figure 4-15 for a 10 um bead in the predicted acoustic

pressure field.
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Frequency: 1.932 MHz
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Figure 4-17 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.175,
0.175 and 0.375 mm thick respectively.
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Figure 4-18 The corresponding force profile for Figure 4-17 for a 10 um bead in the predicted acoustic

pressure field.
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The above figures show the generated acoustic pressure field and the associated
force profiles for a series of devices. One of the demands of an ultrasonic polymer
microfluidic device for in-situ oceanographic sensing is the ability to work in a range of
conditions. These conditions will invariably lead to changes in the speed of sound of

the fluid so it is important to understand how this will affect device performance.

4122 Speed of Sound of Fluid

To investigate the effects of a changing fluid the model was re-run with the speed of
sound in the fluid varying from 1350 — 1700 ms™ in steps of 50 m s™. This range
covers any global position as far as 6000 m deep for temperatures between -2 and
35 °C, for salinity readings from O parts per thousand (ppt) to 70 ppt, (Coates, 1989),
see Appendix A for further details. The results are summarised below in Table 4-7. The
table shows that the device is stable across a wide range fluid sound speed. A small
shift in the operating frequency is seen and the node shifts slightly towards the
matching layer.

Table 4-7 Summarised results of the investigation into the effects of the speed of sound of the fluid on the
predicted acoustic performance of the 0.375, 0.25, 0.375 mm device.

Speed of Sound, Pressure at matching Pressure at reflector | Frequency, MHz | Node distance from
ms™ layer, kPa layer, kPa matching layer, mm

1350 400 420 2.053 0.12

1400 390 415 2.056 0.12

1450 375 415 2.059 0.12

1500 360 410 2.062 0.115

1550 350 405 2.065 0.115

1600 330 400 2.068 0.11

1650 315 400 2.068 0.105

1700 300 400 2.071 0.105

The differences in the pressure field generated are relatively small and are still
large enough to generate a significant force on any particles in the fluid channel. The
predicted pressure variations across a device are shown for the two extreme cases,
Figure 4-19 and Figure 4-20. The diagrams show that the node position moves towards

the matching layer as the speed of sound in the fluid increases. The operating
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frequency also increases. The devices appear to be robust, as significant changes in
the speed of sound in the fluid do not drastically alter the acoustic characteristics of the

device.
Frequency: 2.053 MHz
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Figure 4-19 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.375,

0.250 and 0.375 mm thick respectively with the speed of sound in the fluid set to 1350 m s™.
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Frequency: 2.071 MHz
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Figure 4-20 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.375,

0.250 and 0.375 mm thick respectively with the speed of sound in the fluid set to 1700 m s™.

41.2.3 Discussion

Usually, ceramic devices are designed to fit an exact half wave in the fluid
chamber, when this occurs the magnitude of forces generated are higher, but can be
sensitive to changes in the speed of sound in the fluid layer as anti-nodes can appear
in the channel. In the polymer devices, the impedance differences between the PMMA
and the fluid layer are small. This allows any part of a wavelength to be set up across
the fluid channel. Because of this, the important dimensions are that of the thickness of
the structure as a whole, rather than its individual components. If this can be matched
to that of the free transducer, a strong pressure amplitude will be set up across the
device. It is then down to the ordering of the layers to position the node as required in
the fluid chamber.

One of the disadvantages of designing in ceramic devices when the speed of
sound of the fluid is going to change is that the variations may cause an anti-node to
appear close to either the matching/fluid or reflector/fluid boundary, see

Figure 4-21 and Figure 4-22. This will usually be against the objectives of the
device. By designing in polymers, any fraction of a wavelength can be set up across
the fluid channel, meaning that changes in the speed of sound of the fluid are less

likely to result in an anti-node in the device, Figure 4-23.

122



Acoustic Pressure Amplitude (kPa)

Figure 4-21 An example pressure plot of a ceramic device with a matching, fluid and reflector layer 1.4,

0.250 and 1.4 mm thick respectively with the speed of sound in the fluid set to 1500 m s™. At both fluid
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Frequency: 2.808 MHz
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Figure 4-22 An example pressure plot of a ceramic device with a matching, fluid and reflector layer 1.4,
0.250 and 1.4 mm thick respectively with the speed of sound in the fluid set to 1350 m s™. At both fluid

boundaries the pressure anti-node is just within the fluid layer.
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Figure 4-23 An example pressure plot of a PMMA device with a matching, fluid and reflector layer 0.175,
0.250 and 0.375 mm. The pressure anti-nodes are well within the matching and reflector layers and it will
not be possible for them to form in the fluid layer.
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Another advantage of polymer devices is the positive force away from the
fluid/solid boundaries towards the centre of the channel. In a more conventional %
wave device the force at the boundary is 0, meaning that particles close to the
boundary experience very small forces, Figure 4-24. This means that some particles
may not experience high enough forces to overcome sedimentation effects. In the
polymer device, less than half a wavelength is present in the fluid channel, meaning
there are forces acting on particles very close to each boundary layer, Figure 4-25. In
fact, the design of the device can be tailored to ensure that a large enough force is
present at the matching layer to overcome sedimentation. To maximise the forces on
particles at the boundary requires the design of a ¥ wavelength device with a central

node, meaning there is a force maximum at each fluid/solid boundary.
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Figure 4-24 The predicted forces in a conventional ceramic ultrasonic particle manipulation device. At each

boundary the force is 0, which would allow particles to sediment on the lower surface of the device.
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Figure 4-25 The predicted forces in a polymer ultrasonic particle manipulation device. At the matching
layer there is an upwards force of 45 pN which is of the right magnitude to stop particles sedimenting. At
the reflector layer there is a negative force acting on the beads which ensures they do not adhere to the

reflector layer. By designing the device correctly a stronger force can be generated at the matching layer to

overcome sedimentation.

4.1.2.4 Conclusions

In conclusion, the 1 dimensional modelling has predicted that robust polymer
devices can be made from PMMA. The work has shown that it is important to design
for the total thickness to have a similar resonance to that of the free transducer. It then
just requires the correct combination of layers and thicknesses to ensure that the node
is positioned correctly in the fluid layer; this is because the resonance is dominated by
the total thickness due to the similarities in the impedance of the PMMA and fluid. It is
possible to design devices that set up less than half a wavelength across the fluid
channel, which has the benefit of strong forces acting on particles away from the
solid/fluid boundaries. The devices will be robust to changes in the speed of sound of

the fluid compared to a traditional half wave ceramic device.
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4.1.3 Experiments

To verify the results from the modelling experiments were carried out on the
following polymer slide combinations. Dimensions are for the matching, fluid channel

and reflector layers respectively;

1) 0.25,0.25,0.375 mm
2) 0.375,0.25,0.375 mm
3) 0.175, 0.175, 0.375 (half and quarter wave device) mm

The PMMA sheets were cut into approximately 25 x 75 mm slides. Channels
approximately 5 mm wide were cut into some of the slides and holes were punched
through others for fluidic access. The chips were bonded together using the solvent
technique involving 33% acetone with 67% ethanol (Harris et al., 2010). Fluid
connectors were glued in place and transducers approximately 10 x 15 mm long were
glued over the channel. Diagrams of the device are shown in Figure 4-26 and Figure
4-27.

Reflector Layer >

Fluid Layer >

Matching Layer

A 4

Transducer

Figure 4-26 A schematic of the cross section of a polymer device. The central fluid channel is

approximately 5 mm wide. Layer thicknesses are detailed above.

Figure 4-27 An aerial view of the fluid layer with the fluid channel cut out. The fluid channel was
approximately 5 mm wide and 50 mm long. The total size of the PMMA sheet was approximately
25 x 75 mm to match standard microscope slides.

4131 Impedance Analysis
Impedance analysis was carried out for comparison with the modelling. The

frequency values measured matched well with what was modelled for the 0.375, 0.25
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and 0.375 mm device, confirming that the properties used for the modelling were
accurate. The estimated Q factors led to significant differences in the magnitude of the
modulus of impedance but the frequency values matched well, Figure 4-28. The
measured impedance plot identified more resonant modes than the 1 dimensional
Matlab model, as it cannot predict lateral resonances.

In the 0.175, 0.175 and 0.375 mm device the modelling predicted two resonant
modes, a quarter wave and a half wave. When impedance measurements were carried
out on two devices, both the resonant modes were identified at approximately the right
frequencies. As before, minor modes were identified in the measurements likely to be
from lateral resonances, Figure 4-29. The frequency at which points of minimum
impedance were measured appeared to match well with the modelling though the
maghnitude of the measured impedance significantly different.

In the 0.25, 0.25 and 0.375 mm device the impedance measurements also
matched well with the model. In this particular device, some resonances are present in
the air filled device but not in the water filled device which also matches with what was
predicted. The impedance measurements also identified more minor resonances than
the model predicted, again due to the model only being one dimensional, Figure 4-30.
The frequency at which points of minimum impedance were measured appeared to
match well with the modelling though the magnitude varied significantly.

The impedance measurements have confirmed that the properties used in the
Matlab model are accurate enough for this stage of the work. The frequencies of
impedance minima and maxima match but the magnitude between the points is
significantly overestimated in the model. This implies the Q factors used in the
modelling are overestimated. It was later confirmed that the Q factor for water would
have been better represented as 30 rather than 100, (Hill et al.,, 2008). For the
purposes of this work it is sufficient for the values of the resonant frequencies to match.
This will mean the information from the model regarding node position is correct but the
magnitude of the forces will be overestimated. Further development of the model is not
required to fulfill the aims of this work and experiments will be used to develop the

ideas further.
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Figure 4-28 The predicted impedance plot is shown above and is compared with the measured impedance
for two 0.375, 0.25, 0.375 mm polymer devices. The black and blue plots show the device with an air filled
fluid chamber. The purple and pink lines show a water filled cavity. The measured plot shows a resonance
at just over 2 MHz as predicted, with a smaller resonance just below 1.5 MHz. An extra resonance is seen
at approximately 1.7 MHz which could be due to a resonance in a different dimension that would not be
predicted using the 1 dimensional Matlab model.
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Figure 4-29 The predicted impedance plot is shown above and is compared with the measured impedance
for two 0.175, 0.175, 0.375 mm polymer devices. The green and brown plots show the device with an air
filled fluid chamber. The black and blue lines show a water filled cavity. The measured plot shows a
resonance at just over 1.9 MHz as predicted, with a smaller resonance just below 2.4 MHz. These
correspond to the quarter wave and half wave resonances predicted.
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Figure 4-30 The predicted impedance plot is shown above and is compared with the measured impedance

for two 0.25, 0.25, 0.375 mm polymer devices. The red and orange plots show the device with an air filled

fluid chamber. The grey

and pink lines show a water filled cavity. The measured plot shows a resonance at

just over 2.1 MHz as predicted, with a smaller resonance at approximately 1.6 MHz. The Y2 wave

resonance of interest is at 2.1 MHz. In this device, the air filled resonance at 1.6 MHz becomes less

pronounced in the water filled cavity, which is seen in the impedance measurements.
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Impedance measurement results are summarised and compared with modelling in
Table 4-8.

Table 4-8 Shows the comparison between predicted impedance minima and measured. The model tended

to predict slightly lower frequencies but on the whole matched well.

Device | Configuration (mm) Expected Resonance (MHz) | Measured Resonance (MHz)
1 175, 175, 375 (Quarter) 1.936 1.952
1 175, 175, 375 (Half) 2.36 2.426
2 250, 250, 375 2.104 2.149
3 375, 250, 375 2.052 2.086

4132 Particle focusing method

To investigate this device further, a series of devices were made in the 0.375,
0.25, 0.375 mm thick combination. This combination of layers was chosen as the
symmetrical design is less likely to lead to user errors than the 0.25, 0.25, 0.375 mm
combination that has marginally higher forces predicted, see Table 4-6. The PMMA
sheets were milled into 25 x 75 mm slides. PZT transducers 8, 6 and 4 mm wide and
30 mm long were made and fluid channels 0.5, 1, 1.5, 2, 3 and 4 mm wide were milled
into the 0.25 mm thick layers. 1 mm diameter holes were milled into half of the
0.375 mm thick slides and then the layers were bonded together using the 1:2
acetone:ethanol technique discussed previously.

A solution containing yellow-green 10 ym diameter FluoroSpheres was prepared
and flowed through the devices at various rates using a syringe pump. The transducers
were connected to a signal generator and set to the measured impedance minimum in
Table 4-8. Fluorescence microscopy (FITC filter, Olympus IX71 microscope) was used
to view the particles in the fluid chamber. Images were taken at the far end of the
transducer to allow the maximum time for the acoustic radiation force to manipulate the
beads. By taking long exposure photos (300 ms) of the fluid chamber it is possible to
compare how far beads have travelled in a set amount of time, indicating whether or
not they are travelling at the same speed and therefore if they are in the same plane,
Figure 4-31. This is possible because a parabolic fluid profile is set up in the
microfluidic channel from the bottom of the channel to the top. A voltage of 10 V,, was
applied using a signal generator at the point of minimum impedance, approximately
2.08 MHz. The flow rate in the 4 mm wide channels was set to 0.45 mL hr* and was

scaled down proportionally for the narrower channels.
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Figure 4-31 An example image of the 10 pm beads in the fluid channel. By comparing the streak lengths
when the power is turned on and turned off it is possible to show the effects of ultrasonic excitation across

the device. Streak lengths are approximately 200 pym.

Lateral banding was observed at high voltages (>10 V,;) which is too high a
power requirement for remote in-situ oceanographic sensors. This lack of lateral
focusing is to be expected as the devices were not operating at a frequency that

corresponds to a half wavelength or multiple of across the width of the device.

4133 Width of PZT results

To test the robustness of the device, a series of PZT transducers of various
widths were trialed; this will ensure that width variations in the manufacture of
transducers should not hugely impact the effectiveness of the device. Images were
taken across a 4 mm wide channel and the three different PZT transducers were
trialed. When no ultrasonic forces were used the length of the streaks varied
significantly across the width of the device, consistent with a random distribution of
particles across the device, Figure 4-32. When the 4 mm wide transducer is powered at
10 V,, the particles in the central 92.5 % width of the device travelled 190 pm in
300 ms, +15 pm, Figure 4-33. Similar results are seen when a 6 mm wide transducer is
used, particles within the central 90 % of the width all travel 185 pm in 300 ms, £17 pm,
Figure 4-34. The position of the pressure node, based on the Matlab modelling, is not
guite centered. Therefore, a slower particle speed implies that the force acting on the
particles is stronger, pulling particles into a slightly slower stream. When an 8 mm wide
transducer is used, all the particles within the central 92.5 % of the channel travel
192 pm in 300 ms, £11 ms, Figure 4-35.
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Figure 4-32 shows the distribution of streak lengths across the width of the device. Streak lengths varies

significantly which implies a random distribution of particles in the device.
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Figure 4-33 shows the distribution of streak lengths across the device when a 4 mm wide PZT transducer

is powered at 10 Vp.
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Figure 4-34 shows the distribution of streak lengths across the device when a 6 mm wide PZT transducer
is powered at 10 Vp.
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Figure 4-35 shows the distribution of streak lengths across the device when an 8 mm wide PZT transducer
is powered at 10 Vp.
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All 3 transducers when powered at 10 V, focused particles to within a relatively
tight band and speed variations across each device were minimal. This shows a
consistently shaped pressure node across each device and that variations in
transducer width are unlikely to change the characteristics of the device significantly.
The speed of particles between different devices was also consistent, implying that

changing the PZT width has little effect on the force profile generated.

4.1.3.4 Width of the fluid channel results

To investigate if variations in the channel width will affect the characteristics of
the device a series of fluid channels were trialed. The 4 mm wide PZT was powered at
10 V,, with a series of fluid channels. Images were taken across the width of the
device, or a series of images taken in the same spot for the narrow channels.

Figure 4-36 to Figure 4-41 show particle distribution across different width
channels. All channels show particle manipulation when the device is powered at
10 V,,, with one dimensional focusing achieved across the majority of the device. In
Figure 4-37 and Figure 4-40 a small drop in particle velocity can be seen at the centre
of the channel but in general particle positioning is consistent. Average particle speed
varies between devices, which is expected as the flow profile would change as the
width of the channel decreases. The extreme case, a channel 0.5 mm wide shows the
formation of a parabolic flow across the width of the device but still shows particle

focusing.

136



250

200

i
o
o

Streak Length (um)

100

50

Tail length - 4mm Channel

X
XXx

500

1000 1500 2000 2500
Distance From Top Edge of Fluid Channel (um)

x Powered x Unpowered

3000

3500

4000

Figure 4-36 shows the distribution of streak lengths across the device with a 4 mm wide channel and a

4 mm wide PZT transducer powered at 10 Vpp.
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Figure 4-37 shows the distribution of streak lengths across the device with a 3 mm wide channel and a

4 mm wide PZT transducer powered at 10 Vpp.
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Figure 4-38 shows the distribution of streak lengths across the device with a 2 mm wide channel and a

4 mm wide PZT transducer powered at 10 Vpp.
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Figure 4-39 shows the distribution of streak lengths across the device with a 1.5 mm wide channel and a

4 mm wide PZT transducer powered at 10 Vpp.
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Figure 4-40 shows the distribution of streak lengths across the device with a 1.5 mm wide channel and a

4 mm wide PZT transducer powered at 10 Vpp.
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Figure 4-41 shows the distribution of streak lengths across the device with a 1.5 mm wide channel and a

4 mm wide PZT transducer powered at 10 Vpp.
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These experiments have shown that the device is robust to variations in the width
of the fluid channel. All of the devices were capable of focusing particles into a plane

parallel to the transducer. No evidence of lateral banding was seen at these voltages.

4135 Voltage Drop Analysis

A solution containing 10 um diameter beads was fed into a 3.8 mm wide fluid
chamber and 10 V,, was applied to a 4 x 30 mm wide transducer. Once a bead was
captured in the acoustic forces within the device, the voltage was lowered until the
forces acting on the bead were insufficient to levitate the bead, 1.6 V,,. The acoustic
pressure (P) within the chips, measured through voltage-drop analysis on a 10 pm
polystyrene bead was equal to 3.5 x 10*x Pa, at 1.6 V,,. This corresponds to an energy

density of 5.38 J m™ at a voltage of 10 V.

4.1.4 Conclusions

One dimensional modelling predicted sub half wavelength modes in polymer
devices. This was verified experimentally, initially in milled PMMA chips and later in
PMMA films. Attempts to generate a lateral mode across a half wavelength channel
were unsuccessful, though weak lateral focusing was seen. Manufacturing tolerances
made it difficult to repeat these experiments and so alternative methods were sought.
PMMA films of consistent thickness were identified as a repeatable method. One
dimensional modelling again predicted which devices would work as planar resonators
and impedance readings matched well with modelling. The problem of variations in the
width of components was not solved by using PMMA films, so a series of particle
focusing experiments investigated these effects. A series of different width transducers
and fluid channels were made and tested. No significant variation was seen between
the devices which implies they will be robust to variations in the milled width
dimensions. The PMMA films successfully manipulated particles to a steady plane
across the width of the device with minimal lateral variations. This lack of lateral
focusing can be attributed to the fact the devices were not operating at a half
wavelength (or multiple of) and so lateral coupling was weak. To design a
2 dimensional focusing device in polymer will require more accurate manufacturing
techniques which puts it beyond the scope of this project.

By designing PMMA devices in which the resonance of the thickness as a whole
is as close to the free transducer as possible, strong acoustic manipulation devices can
be created. The difficulty is in ordering the PMMA layers to achieve the desired node

position. This method is a new approach to designing ultrasonic particle manipulation
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devices in polymers. This method has the added benefits of noticeable forces at the
fluid/solid boundaries and they are robust to significant changes in the properties of the
fluid.

4.2 Lithium Niobate Devices

Lithium niobate is more commonly used in SAW devices, however, its optical
transparency gives the potential for transmission microscopy to be used in a bulk
excitation configuration. This could have useful applications for biologists where
transmission microscopy is required. Whilst lithium niobate is transparent, electrodes
tend to be opaque. For this work, the use of transparent electrodes was investigated as

a suitable partner for lithium niobate.

4.2.1 Computational Modelling

The anisotropic properties of lithium niobate mean that careful consideration is
required in the selection of a bulk transducer. The most common cut of lithium niobate,
Y+128°, is optimised for the propagation of surface waves and to limit the generation of
bulk acoustic waves, see Section 2.3.1 Surface Acoustic Devices. To test this,
impedance measurements were taken of a 2 mm thick piece of Y+128 lithium niobate
(Photox, Sheffiled, U.K.) with silver paint electrodes. The results showed no impedance
troughs between 0.5 — 4 MHz.

A less common cut, Y+36, is capable of bulk resonance modes and 500 pm thick
samples were acquired (Roditi International Corp, London, U.K.). The 1 dimensional
Matlab model had the following parameters loaded into it describing the lithium niobate
and polymer slides, Table 4-9. Lithium niobate density is available from the
manufacturer and the Q factor was set at the same level as PZT. Approximate values
for the speed of sound are available online and some iterations were performed to
optimise the model. Parameters for other materials have been discussed in 4.1.1.1

Device Design.
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Table 4-9 Properties used for the modelling of a 0.5 mm thick lithium niobate transducer.

Density kg m?|Speed of Sound m s™ | Thickness mm | Q Factor
Lithium Niobate 4650 4560 0.5 100
PMMA 1160 2260 Varied 30
Water 1000 1480 Varied 100
Polystyrene Bead 1055 1962 N/A N/A

The model predicts a resonance at approximately 3.71 MHz for the free

transducer, which was tested by impedance measurements on a piece of lithium

niobate using silver paint electrodes, Figure 4-42. An impedance minimum was

recorded at 3.75 MHz which matches well with the modelling.
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Figure 4-42 The measured impedance for a 0.5 mm thick lithium niobate Y+36 transducer from

3.5-4 MHz.

4.00N

The modelling matched well with measurements for a free lithium niobate

transducer. Further modelling was then carried out designing a polymer device to be

coupled with the transparent transducer. Using 3 PMMA layers each 0.175 mm thick

predicts a pressure node in the centre of the device at approximately 3.75 MHz and a

minor resonance at 2.6 MHz, see Figure 4-43 and Figure 4-44. As described earlier,

the use of polymers allows for less than half a wavelength in the fluid channel, resulting

in strong forces at the solid/fluid boundaries, Figure 4-45.

142



300

N
a
S
I

|

N
=1
=]
I

|

Acoustic energy density (J/mg)
[ [
(=3 (o2
o o
T T
| |

o
S

I
_—
~—

|

| | ~— | I | 1 I —
2 2.2 2.4 2.6 28 3 3.2 3.4 3.6 3.8 4
Frequency (MHz)

Figure 4-43 The predicted energy density in the fluid channel for a 0.175, 0.175 and 0.175 mm PMMA film

device coupled with a 0.5 mm thick lithium niobate Y+36 transducer.
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Figure 4-44 the predicted pressure amplitude through the PMMA layers when coupled with the lithium
niobate transducer. A pressure node is predicted in the middle of the channel and a pressure gradient is
seen at both solid/fluid boundary layers which will result in a force away from the boundaries.
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Figure 4-45 The generated force profile for the lithium niobate transducer PMMA film device. Very strong

forces are predicted manipulating particles into the middle of the fluid chamber.

The modelling of a PMMA device coupled with a lithium niobate transducer
predicted a half wave type particle focusing device operating at a frequency close to
that of the free transducer. To verify this, devices will be built and tested whilst also

investigating the feasibility of different electrode materials.

4.2.2 Experiments

Experiments were carried out on the designed PMMA devices as well as a brief
investigation to check the devices would work in a more conventional glass device.
Verifying the model using a glass capillary (Vitrocom Inc, New Jersey, U.S.A))

configuration helped ensure that the parameters of the model were correct.

4221 Glass Capillary

The acoustic characteristics of glass capillaries are well known, so modelling was
carried out to investigate the effects of coupling a 300 um fluid channel capillary to a
Y + 36 lithium niobate transducer. Further information on the capillaries is presented in
5.2 Initial Experiments — Glass Capillaries. The model predicted a resonance at
2.848 MHz with an antinode in the fluid channel near the matching layer and an
antinode very close to the reflector. The device was built and filled with a solution

containing green FluoroSpheres of 5 um radius. The transducer was powered at 20 Vp,
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at the frequency of minimum impedance which was measured at 2.92 MHz, close to
the predicted resonance. Images were taken at the top and bottom of the capillary
which showed the focusing of beads at both solid/fluid boundaries and lateral banding,
Figure 4-47 and Figure 4-48. More particles were observed at the matching layer which
matches with the modelling.
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Figure 4-46 The predicted acoustic pressure generated in a 300 pm capillary. An antinode is present near

the matching layer and very close to the reflector layer.
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Figure 4-47 An image taken focused at the matching layer of the device. Red dashes highlight the lateral
banding at a spacing of approximately 250 pm, consistent with a half wavelength when powered at
2.9 MHz. The particles are all in focus because they have all been forced into the matching layer of the

device and are therefore all at the same depth.

Figure 4-48 An image taken focused at the reflector layer of the device. Red dashes highlight the lateral
banding at a spacing of approximately 250 pm, consistent with a half wavelength when powered at
2.9 MHz. The particles are all in focus because they have all been forced into the reflector layer of the

device and are therefore all at the same depth.

Using a glass capillary showed that it is possible to generate acoustic forces in a
ceramic device using lithium niobate as a bulk transducer. It also showed that the
parameters used in the Matlab model were correct and that the model would be able to

successfully predict modes in the PMMA devices.
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4222 Polymer slides

Three polymer devices were made using the 2:1 ethanol:acetone mix described
earlier, (Harris et al., 2010). Each layer was 175 um thick and fluid connections were
glued in place. Three different transducers were prepared, each with a different

electrode, Figure 4-49.
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Figure 4-49 The measured impedance plots for a 0.5 mm lithium niobate Y + 36 transducer coupled with a
0.175, 0.175 and 0.175 mm thick PMMA slide device. The black line indicates a PEDOT:PSS polymer
electrode, the blue line indicates the ITO electrodes and the red line indicates the silver paint electrodes.

The three electrodes were; silver paint, ITO and spin coated PEDOT:PSS
conducting polymer. The figure shows the conducting polymer electrodes have
insufficient conductivity to induce resonance in the device. The ITO film and the silver
paint are both capable of generating the resonance at 3.7 MHz, which matches well
with the predicted resonance of 3.741 MHz. As expected the resonance seen by the
silver paint electrode is more pronounced than that of the ITO electrode. The modelling
predicted a minor resonance at approximately 2.6 MHz which was not seen by the
impedance measurements.

To confirm the presence of a half wave type focusing mode, yellow-green
FluoroSpheres were used to confirm the presence of acoustic radiation forces. A
solution containing 10 um diameter beads was fed into a 4 mm wide fluid chamber and
10 V,, was applied to a 20 x 20 mm wide transducer. Once a bead was captured in the
acoustic forces within the device, the voltage was lowered until the forces acting on the
bead were insufficient to levitate the bead, 2 V, and 3.3 V, for the silver paint and ITO
films transducers respectively. The acoustic pressure within the chips, measured

through voltage-drop analysis on a 5pum radius polystyrene bead was equal to
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2.6 x 10" Pa. This corresponds to an energy density of 1.93Jm™ and 0.71 Jm? at

10 V,, for the silver paint and ITO coatings, respectively.

4.2.3 Conclusions

Lithium niobate has been shown to work as a bulk acoustic transducer using
traditional ceramic devices and the novel PMMA devices. One of the main advantages
of using lithium niobate is the fact it is transparent, so using it in conjunction with
transparent electrodes could open up new applications for ultrasonic standing wave
technology. Transparent ITO electrodes were used and it was possible to image
particles using transmission microscopy rather than episcopic microscopy. Polymer
conducting electrodes were trialed because of their ease of use, but did not produce a
film conductive enough to generate a resonance in the device. The acoustic
characteristics of the ITO films were comparable with silver paint coating, and whilst
successful, had a higher power requirement for the same level of acoustic focusing. If
power consumption was an issue, it would be possible to increase the thickness of the
ITO film to decrease the resistance. This would have a negative effect on the optical

transmittance of the device.
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Chapter 5 Biofouling

Sensors left in a marine environment suffer from the effects of biofouling, in
particular the build up of biofilms. Biofilms are comprised of microorganisms and
extracellular polymeric substance (EPS) and are formed when bacteria adhere to a
wetted surface. The bacteria then excrete slime like EPS which aids the adherence of
other microorganisms such as fungi, yeast, algae and other bacteria species
(Lewandowski, 2007). The presence of biofilms will have detrimental effects on the
performance of marine sensors. In optical based sensors the presence of biofilms in
the optical path will affect readings, lowering sensitivity and efficiency. For chemical
based sensors, the uptake of nutrients and release of metabolites from the organisms
in the biofilm may affect the readings (Delauney et al., 2010). These factors are
especially problematic for in-situ sensors as regular cleaning by hand is not possible.
Mechanical and chemical cleaning options exist but are either expensive or will reduce
the working life of the system. The formation of biofilms in microfluidic channels will
also have detrimental effects on flow rates and could eventually lead to clogging. For
these reasons it is important to protect in-situ oceanographic sensors from the

formation of biofilms.

5.1 Biofouling Mechanisms and Protection

Strategies

When a device is placed in a marine environment, biofilms start to form. It has been
shown that these films can have disruptive effects on sensors within a week (Lehaitre
et al., 2008). Whilst in suspension, microorganisms that cause biofiims tend to be
dormant. When they come into contact with a surface they attach themselves in a
matter of minutes. The film grows and then starts to disperse, either by detaching itself
or seeding the local environment with individual cells (Lewandowski, 2007).

Bioaccumulation generally occurs in the following stages (Delauney et al., 2010);

e Adsorption of organic and inorganic macromolecules onto a surface
e Transport of microbial cells to the surface
o Reproduction of bacteria on the surface

o Development of more complex communities such as multi-cellular species,
debris, sediments, and microalgae
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o Attachment of larger marine invertebrates such as barnacles, mussels and

macro-algae.

Some work has shown that it is possible for stages to happen in parallel and later
stages can occur without earlier stages (Roberts et al., 1991). Biofilms are formed from
the build-up of micro-organisms and EPS, which are excreted by the micro-organisms
(Staudt et al., 2004). The film is detrimental to marine sensors in more than one way.
Clogging of micro channels can occur due to the excessive build-up of microorganisms.
Of greater effect, the localised environment will be affected by the organisms, either by
uptake of chemicals and nutrients or the release of compounds such as EPS or waste
products. This could completely change the composition of the sample being
measured. For optical sensors, the formation of a biofilm will have severe impacts,
either by blocking the light path, or by background radiation from autofluorescent
organisms.

Bacteria found in biofilms are more resilient to antimicrobial agents than the free
cells. In fact biofilms can require more than 100 times the concentration of antibacterial
agents than individual cells. An individual cell has little time to respond to antibacterial
agents before being overwhelmed. When in a colony, the top layer of cells slows down
the advancing antimicrobial agents in the surrounding fluid, whilst signalling to the rest
of the colony the incoming danger. This allows the rest of the colony to respond
effectively against the agents. Also, cells further from the fluid will have less access to
nutrients, resulting in a slower metabolism. This will result in a reduced uptake of the
antibacterial agent. In larger colonies, the thick biofilm will stop sufficient antimicrobial

agent reaching the base of the growth (David, 2011, MontanaStateUniversity, 2011).

51.1 Biofouling Protection

When considering biofouling protection, there are two areas of interest. Protecting
the sensing area of the device and protecting the sensor housing. There are several
reasons why protecting the sensor housing is as important as protecting the sensing
area. Firstly it helps with the repeated use of the devices, accumulation of bio films and
marine invertebrates could cause damage to sensors and sensor housings. Secondly,
when it comes to the end of the deployment and the sensor is removed from the water,
it needs to be cleaned before it can be calibrated. Cleaning is easier if biofouling is
minimal, it can be done with high pressure water or chemicals. Another reason to
minimise biofouling of the sensor housing is the effect the organisms will have on the

sensor, either chemical or optical (Delauney et al., 2010). However, it will not be
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possible to incorporate acoustic radiation forces into a system to keep the sensor

housing free from biofouling.

5111 Sensor

Designing systems that adequately protect the sensing area of a device is complex.
Depending on the deployment the sensor may not have human interaction for a year.
Biofouling can lead to a continuous shift in readings, so minimising biofilm growth is
important. Development of biofilm protection systems must concentrate on three main
areas.

e |t should not affect the measurement or the environment
e It should not consume too much energy
e It should be reliable in all conditions; depth, temperature, salinity, etc.

Several protection systems are currently in use, and several have been
proposed. Wipers or scrapers have been successfully used to clean sensor surfaces.
Depending on the geometry of the device it may not be possible to incorporate such a
system. Such a system will also require careful design in terms of mechanical parts
and water tight seals. Several systems using biocide leaching have been reported,
however one of the most effective and once widely used used, tributyl-tin, has been
banned because of its damaging impact on the environment (Champ, 2003). Copper is
known for its biocide properties, leading to companies manufacturing sensor devices in
copper as much as possible. Copper shutters have been designed, placing the copper
as close to the sensor as possible, keeping the sensor in the dark and allowing the
biocide concentration to rise. Copper is also coming under scrutiny as an anti fouling
paint and may face bans in several countries, (E.P.A., 2014).

Electrolysis chlorination is used to clean particular areas of a system, in
particular the sensing area. This process has also been used to clean an entire system,
but at the cost of heavy power requirements. Other methods including the controlled
release of bleach have been used, but these systems require reservoirs of bleach,
which could shorten the length of deployment. UV light has also been used to inhibit
biofilm growth, as has laser irradiation but so far the power requirements for such
devices are too high (Delauney et al., 2010).

The use of ultrasonic streaming to clean surfaces has been investigated
computationally and verified experimentally, (Sankaranarayanan et al., 2008). It has
also been shown to work in macroscale marine sensors, (Piedrahita and Wong, 1999).
Whilst effective, these methods rely on acoustic streaming which places high power

requirements on the sensor, (Whelan and Regan, 2006, Delauney et al., 2010). Some
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experiments report power consumption in the region of 35 — 45 W for effective biofilm
removal, (Mott et al., 1998). Ultrasonic excitation has been shown to have other effects
on biofilms other than just removal. Whilst acoustic streaming can generate forces
large enough to remove biofilms, it also acts to circulate the medium through the
biofilm, which can act to increase the uptake of biocide in the biofilm if it is present in
the medium, (Bott and Tianging, 2004). Experiments have shown that antibiotic
(gentamicin) alone can kill 82 % of bacteria (E.coli) present in a film, but the addition of
an ultrasonic field can increase the effectiveness of the antibiotic to 99 %. The use of
ultrasonic excitation alone did little to kill bacteria, (Peterson and Pitt, 2000). Literature
suggests that the reason for this increased efficiency is that the cells deeper into the
biofilm have limited access to oxygen, so metabolise slowly or are in a dormant state.
The addition of ultrasound increases the supply of oxygen to the colony, increasing
metabolism and therefore uptake of antibiotic, (Borriello et al., 2004, Walters et al.,
2003). Other experiments have shown that if the acoustic streaming is insufficient to
remove bacteria and biocide is not present, the increased circulation of nutrients and
metabolites can actually increase the rate of cell growth, (Pitt and Ross, 2003). At
present there are no reported cases of ultrasonic standing waves to reduce biofilm
formation in microfluidic devices.

Any device being designed needs to manipulate cells effectively in a variety of
environments. The temperatures will vary from 35to -2 °C (NOAA, 2009). This will
change the speed of sound in water, which will have huge effects on the resonant
frequency. Other factors that affect the working frequency are salinity, depth and
latitude (Coates, 1989). Salinity can vary from 16 ppt to nearly 400 ppt in the Dead Sea
(OfficeOfNavalResearch, 2009). Average salinity for seas and oceans is 32-37 ppt, but
if the device was to be used in a fresh water area, it would be as low as 0.5 ppt.
Latitude and depth have less of an effect on the acoustic properties. The materials
chosen will also have to withstand this range of temperatures, which is enough to affect

the strength of many materials. Corrosion may also be an issue due to the salinity.
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51.2 Biofouling and Ultrasonics

To counteract the problems associated with biofouling it is proposed to use
ultrasonic standing waves to limit the growth of biofilms within microfluidic devices.
Ultrasonic standing wave technology should be well suited to the reduction of biofilm
formation as bacteria tend to have positive acoustic contrast factors, meaning cells will
move to the pressure nodes, (Kumar et al., 2005). There are many species of bacteria,
which leads to variations in the size of cells between 0.3 um and 750 um, (Chien et al.,
2012). However, in general, most bacteria tend to be between 0.5-1.0 um in diameter
and 2-5 pm in length, (Srivastava, 2003). Particles of this size are well suited to the
magnitude of forces generated by ultrasonic standing waves; large enough to
experience ultrasonic forces whilst still noticeably smaller than a half wavelength in a
microfluidic device. Whilst the ultrasonic forces generated will not affect cell viability,
(Hultstrom et al., 2007), they should at least move cells away from channel walls,
reducing the chance of them adhering and replicating.

As a starting point Vibrio natriegens, a gram negative facultative anaerobic
marine strain, was chosen as the test bacteria due to the fact they are a good marine
bacteria for biofilm studies as they form substantial biofilms, (Sivakumar et al., 2010).
They also have a rapid growth rate (sub 10 minute replication time in optimal conditions
at 37° Centigrade) and are considered non-pathogenic, (Eagon, 1962). Vibrio
natriegens have a measured volume of 0.93 = 0.06 ym*® in a dormant state and
3.5+ 0.5 ym® in a growing state, (Fagerbakke et al., 1996). The lower bound of the
dormant state is comparable to a 0.59 ym radius sphere. Cells are typically rod shaped
with dimensions 0.606 pym wide x 0.5 pm thick x 3.334 um long, measured using
atomic force microscopy, (Cheng et al., 2010). It is expected that it will be possible to
manipulate cells of this size using ultrasonic standing waves.

A solution called minimal marine media with nutrients (3MN) was selected as the
fluid as it is commonly used for cultivating marine bacteria in biofouling experiments,
(Denkin and Nelson, 1999). The aim of this work is to significantly reduce the formation
of biofilm growth in microfluidic channels.

The following parameters can be used to calculate the acoustic contrast factor of
bacteria cells. Cell compressibility has been assumed to be similar to red blood cells.
There is very little data available regarding cell compressibility. Red blood cells are
considered compressible (Charcosset, 2012) so using this value is conservative and is
expected to underestimate the acoustic contrast factor and therefore the forces

generated.
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Cell density: 1.031-1.212 g cm™®, (Sharma et al., 1998).

Cell compressibility: 3.38 x 10™° m*N*, (Malika et al., 1999).
3MN water density: 1.0235 g cm™®, see Appendix B.

Speed of sound in 3MN: 1508 m s, (Coates, 1989).

The compressibility of the fluid can be calculated using the following formula.

Equation 5-1

The calculated compressibility of the 3MN solution is: 4.3 x 10 m?N™, this is
close to the value of 4.5 x 10" m?N™ for pure water, (Fitts, 2013). From here it is
possible to calculate the acoustic contrast factor of bacteria cells using Equation 2-81.
The calculated acoustic contrast factor of a bacteria cell is between 0.074 and 0.126,
confirming a net resultant force towards the pressure node. This is comparable to the
acoustic contrast factor of polystyrene beads in pure water of 0.15, which are used
frequently in ultrasonic standing wave experiments due to their cell like properties and
ease of use. Whilst the acoustic contrast factor is lower than polystyrene beads, this is

a conservative estimate due to the lack of data available on cell compressibility.

5.2 Initial Experiments — Glass Capillaries

As an initial experiment borosilicate glass capillaries were chosen as their
acoustic performance and characteristics are well documented, (Hammarstrom et al.).
Capillaries 6 mm wide, 50 mm long with a 0.3 mm high fluid channel were used, as
they had been proven to have a strong half wave resonance, see Figure 5-1, (Glynne-
Jones et al, 2012, Carugo et al., 2011). Literature reports an acoustic pressure
amplitude (P) within the capillary, measured through voltage-drop analysis on a 20 pm
polystyrene bead (Martin et al., 2005) was equal to 3.5 x 10* Pa, at a minimum
operating voltage of 1 V,,. This corresponds to an energy density of 13.74 Jm™ at a

voltage of 10 V.
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Figure 5-1 Schematic of a glass capillary ultrasonic standing wave device. Reprinted with permission from
(Carugo et al., 2011). Copyright 2011, AIP Publishing LLC.

5.2.1 Experiment 1

The capillaries were sterilized in an autoclave before fluid connections were
made using heat shrink. The capillaries were marked so that images could be taken at
the same place during the experiment, see Figure 5-2. The capillaries were connected
in parallel to a 5 L container of 3MN seeded with Vibrio natriegens that had been
allowed to cultivate for 48 hours before being used. A sterilised magnetic stirrer was
added to the solution to counteract the expected sedimentation at the bottom of the
container. Flow was applied using a peristaltic pump, allowing continuous flow
throughout the course of the experiment, see Figure 5-3. All ancillary peristaltic
polypropylene tubing and steel connectors were also autoclaved. The flow through
each of the capillaries was 6 ml hr', which corresponds to a Reynolds number of

0.529. This confirms the flow is well within the laminar phase. Heat

Shrink
Sealant

Polypropylene

Capillary Tubing

Figure 5-2 Image of a sealed and marked capillary. The capillary is 50 mm long and 6 mm wide. Lines
were drawn on the capillary to ensure the same area of the capillary was imaged.

157



Polypropylene tubing

I | Peristaltic
pump
Seawater Flow Direction
bottle
Tl Connection ——  p»
pieces
| al =
< 4 — , ,
/ Capillary with
\ attached
Heat shrink material

§ transducer
Signal Generator

Figure 5-3 Experimental setup of the initial experiment, in reality several capillaries were connected in

parallel to the bottle. Residence time in the capillary was 54 s.

Machined PZT transducers (30 x 8 x 1 mm) were glued to two of the capillaries
using epoxy resin and the devices were excited at half wave resonance. The resonant
frequency was classed as the point of minimum electrical impedance, as measured
using a cyphergraph C60, see Figure 5-4. One of the capillaries was powered
continuously at 5 V,, whilst the second capillary was excited for 30 minutes a day at
10 V,,. The excitation frequency was altered throughout the course of the experiment
to ensure optimal resonance. The frequency was adjusted to the impedance minimum
daily. A third control capillary was connected to the seawater but was not excited

ultrasonically.
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Figure 5-4 Impedance plot of a capillary with and without water in the channel. A distinct resonance can be

seen at approximately 2.4 MHz.

The experiment ran for 5 days and images were taken daily using an Olympus
IX71 microscope. Reflected light microscopy was used to view the area over the
transducer. The quality of the images was poor but the following observations were

made.
1) The excitation frequencies were consistent over the course of the week, not

migrating more than 0.85% from the average, see Table 5-1. This was checked

by monitoring the impedance minimum using an oscilloscope.

Table 5-1 Resonant frequency over the course of the experiment.

Day |Capillary 1 (5 V,, Continuous) MHz | Capillary 2 (10 Vp,, 30 Mins Daily) MHz
1 2.3945 2.46
2 2.391 2.465
3 2.3885 2.445
4 2.3865 2.445
5 2.384 2.485
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2) Reflected light microscopy is not suitable for this work. It was not possible to
take images of a high enough quality for a rigorous analysis. This was because
the surface of the transducer and the glue layer distort the image too much.
Observations indicated that there was less biofilm formation in the ultrasonically

powered capillaries but no clear conclusions can be drawn.

5.2.1.1 Discussion

This initial trial identified key areas for improvements in the experimental setup
and analysis. It also highlighted some positives in that the ultrasonic characteristics
were consistent not only between different devices but also over a substantial time
period of 5 days. Whilst the variation in resonant frequency is small, an improvement to
experimental setup would be to apply a frequency sweep to the transducers, which will
ensure the optimal resonance of the capillary is always covered. A second advantage
of this is that any manufacturing variations along the length and width of the capillary,
PZT or glue layer will have less of an effect on the final acoustic field generated. Figure
5-5 shows the variation in capillary dimensions across its width. This will have a
detrimental effect on the acoustic forces generated across the device. Measurements
are shown in Table 5-2.

Smp ceme - oy
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Figure 5-5 a series of images along the face of a capillary showing how the dimensions differ from the
expected 300 um high rectangle. Black lines represent where measurements were taken across the face
of the capillary, they are numbered and the results are shown below in Table 5-2.
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Table 5-2 Measurements of the above capillary, Figure 5-5. Variation in glass thickness was low (+3 %)
but variation in the fluid chamber was significant (+8 %). This will have a detrimental effect on the strength

of the acoustic field across the device.

Position 1 2 3 4 5 6 7 8 9 10 | 11 | 12 | 13
Top um 292 295 (295 |295 |298 (301 (295 |292 |288 (288 |285 |288 |285
Cavity pm |288 |298 |314 |311 |334 |337 |337 |331 |324 |311 (298 |288 (282
Bottom pum (292 |295 |292 |295 [285 |285 |285 |285 |285 |282 |279 |275 |266

A weakness of the current experimental setup is the poor quality of the images
taken over the transducer; this limits the availability of quantitative and qualitative data
attainable from each experiment. As a solution to this, a clamp was designed to hold
the transducer against the capillary whilst using a coupling fluid such as glycerol. This
allows the transducers to be removed for imaging; the experiment was repeated using

the removable transducers.

5.2.2 Experiment 2

To increase the quantity of data generated from each experiment, a 2™
continuously powered capillary was added to the experiment, also at 5 Vp,. The daily
powered capillary was again powered at 10 V,,. The transducers were only clamped to
the capillaries rather than glued and the experiment ran for 7 days, Figure 5-6. The
resonant frequency of the capillaries was consistently within the range of 2.2 and
2.45 MHz. A frequency sweep was applied with a range of 50 kHz centered on the
impedance minimum of each transducer. This will produce a more consistent and
stable acoustic field, as discussed in Section 2.3.1 Bulk Acoustic Devices. Daily
impedance measurements were taken and it was observed that the resonant frequency
varied over a range of 40 kHz which corresponds to impedance variations of 50 Ohms.
This was attributed to the glycerol coupling layer drying out over the course of the
experiment and was counteracted by the fresh addition of glycerol midway through the
experiment. When the experiment was finished the capillaries were rinsed with Milli-Q
water, 18.2 MQ cm @ 25°C.
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Figure 5-6 Photograph of the capillary in the clamp allowing removal of the transducer for imaging.

The quantity of biofilm growth was significantly higher in this experiment than the
first experiment as it was visible to the naked eye. This could potentially be due to the
two extra days the experiment was running for. Biofilm growth was so significant that it
could be seen in the control capillary that there were areas in which the formation could
be identified without the aid of a microscope, Figure 5-7. In different parts of the same
capillary, biofouling was only identifiable under a microscope, Figure 5-8.

Figure 5-7 Image take at 10x magnification of biofilm growth in the control capillary, the film was very well
developed and it was possible to identify it without the aid of a microscope.
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Figure 5-8 Image taken at 10x magnification of colonies of bacteria inside the control capillary. An
unexplained strand can be seen across the fluid channel, the formation is perpendicular to the flow and no
explanation has been found as to what it was. Later experiments did not see this patterning.

Whilst the quantity of biofilm observed in the ultrasonically powered
capillaries was noticeably lower, there was still significant biofilm formation within the

ultrasonically powered capillaries, Figure 5-9. These observations are based on
general observations and lack analytical rigour.

Figure 5-9 Image taken at 10x magnification of colonies of bacteria inside the capillary powered
continuously at 5 Vpp.



5221 Discussion

Being able to take images of bacteria growth over areas of the capillary directly in
line with the transducer was a significant improvement. Whilst bacteria were seen in
these areas, growth was significantly lower than in the control capillary. This can be
seen from the images above which are good representations of the results of the
experiment. Observations suggest that the continuously powered capillaries are more
effective at reducing biofilm formation than powering the capillary for 30 minutes per
day. To investigate this further a higher power will be used on the daily powered
capillary. Applying the frequency sweep to the transducers worked well, as the
observed impedance minimum was always within the range of the frequency sweep.
The resonant frequency was also very similar between the 3 ultrasonically powered
devices which implies good repeatability of the experiment. One of the current
limitations of the experimental set up is the ability to generate clear quantitative

evidence.

5.2.3 Experiment 3

To check the repeatability of the experiment, it was repeated with some minor
changes. The ultrasonic excitation strategies were adapted; one of the continuously
powered capillaries had its excitation voltage doubled. This allowed the two
experiments to be compared with each other but should also provide a clearer result.
By having two continuously powered capillaries at different voltages, it will be possible
to verify the effects of ultrasonic excitation and compare it with theory. The theory
suggests that the higher powered capillary will have a greater affect on the formation of
biofilms. The capillary that was powered daily also had its excitation voltage doubled,
as little reduction in biofilm formation was observed in experiment 2. The excitation

strategies are defined in Table 5-3 below. The experiment was run for 10 days in total.

Table 5-3 Excitation strategies for Experiment 3

Capillary A B C D
Excitation Voltage (V) 10 20 (30 minutes daily) 5 0
Frequency (MHz) 2.250-2.350 2.230-2.330 2.235-2.335 | -

As an addition to this experiment, thermocouples were also used to monitor the
temperature of the control capillary and the continuously powered capillary, to identify if
heating would be having a significant effect of the growth of biofilms. The results from
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the thermocouples are shown below, Table 5-4. Measurements were taken as close to

the transducer as possible.

Table 5-4 Readings from the thermocouples over the course of the experiment.

Capillary A (°C) |Control B (°C)

Day 1 14.0 12.1
Day 2 135 12.0
Day 3 14.1 12.7
Day 4 15.9 145
Day 5 15.0 141
Day 6 16.6 16.0
Day 7 16.7 15.2
Day 8 17.2 164
Day 9 15.2 14.7
Day 10 15.0 145
Average Difference |+1.1°C -

The findings showed the capillary powered at 10 V,, was on average 1.1 °C
warmer than the control capillary, which was less than the natural temperature
fluctuations in the laboratory. The temperature never exceeded 17.2 °C, so it did not
reach the temperatures deemed to be detrimental to bacteria growth (Eagon, 1962). If
anything the temperature increase would be beneficial to the growth of Vibrio

Natriegens, (Mullenger, 1973).

5.23.1 Discussion

Significant biofilm growth was observed in the control capillary compared to the
continuously powered capillaries and the capillary powered for 30 minutes daily. The
initial experiments showed that ultrasonic excitation was capable of reducing biofilm
growth within microfluidic devices. These conclusions are based on qualitative
observations of images taken along the length of the capillaries. Continuously powering
the capillaries was deemed the most effective at reducing biofilm growth. This implies
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that once the bacteria have adhered to the walls of a device acoustic radiation forces
alone are insufficient to remove them. This matches well with experiments that utilise
acoustic streaming to remove biofilms, see Section 2.3.1.2 Flow Free Standing Wave

Devices.

524 Conclusions

The qualitative results from the initial experiments show that ultrasonic standing
wave techniques are able to limit the growth of biofilms within microfluidic devices. The
work also showed that the long term use of ultrasonic excitation over 10 days is
possible with a robust excitation strategy such as frequency sweeping about the
nominal resonant frequency. The experiment showed that continuous excitation was
better at reducing biofilm formation than higher powered excitation for small timescales.
This implies that the acoustic radiation forces generated are sufficient to manipulate
bacteria within a fluid, but unable to remove bacteria that have adhered to a surface.
Whilst it has been proven that acoustic streaming is capable of removing biofilms from
a surface, this tends to have high power requirements, (Sankaranarayanan et al., 2008,
Delauney et al., 2010). On the understanding that once bacteria have adhered to a
surface acoustic radiation forces will not be sufficient to remove them, further
experiments will not image the devices during the experiment so that there is no break
in the ultrasonic excitation. For a method of biofilm reduction to be suitable for
oceanographic sensing, it will need to be proven in polymer devices as this is the
preferred material for in-situ microfluidic oceanographic sensors. The biggest limitation

in the experimental method so far is the ability to generate qualitative data.

5.3 Initial experiments — Polymer Chips

The new generation of sensors being developed for remote in-situ oceanography
are primarily made from polymers for their ease of production. One of the main
drawbacks of using ultrasonic standing wave technology in polymer chips is the
relatively low Q factor compared to glass and silicon devices, requiring higher power

consumption for the same level of acoustic focusing.

531 Methods

A one-dimensional Matlab model was used to design an effective ultrasonic

microfluidic capillary in PMMA. Details of this modelling can be found in Chapter 4.
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A polymer chip was designed and manufactured from two sheets of 1 mm thick
PMMA. A fluid channel 300 pm deep and 350 pm wide was milled into one sheet. The
other sheet had a 350 um window milled into it as a reflector layer. The chips were
6 mm wide and 38 mm long. Holes were drilled through the base piece to allow fluidic
access. The pieces were then sealed using the acetone/ethanol process developed by
Harris et al (Harris et al., 2010). Steel tubes were glued into the fluid access points
using Epotek 320. It was not possible to autoclave the chips due to the glass transition
temperature of PMMA being below the autoclave temperature. Instead ethanol was
syringed into the fluid channels and left for 15 minutes to sterilise the chips.

Three chips were connected in parallel to a 5 L batch of 3MN seeded with Vibrio
natriegens. One chip was used as a control and the other two were clamped to PZT
transducers powered at 2 and 4 V, with a frequency sweep of 50 kHz centered over
the initial measured impedance minimum. The resonant frequency for these chips was
between 2.1 and 2.15 MHz and this was consistent over the course of the experiment.
The impedance of all 3 chips to be used in the experiment was measured and they had
very similar impedance plots implying good repeatability, Figure 5-10. The flow rate
through each chip was 0.036 mL min™, corresponding to a Reynolds number of 1.845,

well within the bounds of laminar flow.
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Figure 5-10 Impedance plot of the two continuously powered chips. The impedance characteristics are

very close and can therefore be considered comparable devices.

Figure 5-11 shows how the force required for total cell levitation changes with
density. The red and blue lines show the calculated forces exerted on bacteria and how

they change with the acoustic contrast factor.
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Figure 5-11 Whilst the exact density of bacteria cells are not known, it is possible to show that excitation at
4V, (Blue) is likely to be strong enough for complete cell levitation and 2 Vp, (Red) will be sufficient to
have an impact on biofilm formation but may not be strong enough for total cell levitation. The force
required for total cell levitation depends on the density of the bacteria cells. Dotted lines show the required
force for total cell levitation at different cell densities.
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After 14 days the experiment was stopped, the channels were rinsed with Milli-Q
water and images were taken along the length of the channel, an example image is
shown below, Figure 5-12. It was not possible to count individual bacteria so estimates
were made based on the area of each colony. The position of each colony was noted
as left boundary, left, centre, right or right boundary, see Figure 5-13. Measurements
were taken along the length of all 3 chips over which the transducer was present, see
Table 5-5, Table 5-6.

350 pym

Channel
Walls

Figure 5-12 Example image from a control PMMA channel. Reprinted'with permission from (Gedge et al.,
2012). Copyright 2012, AIP Publishing LLC.
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Figure 5-13 Example image showing how position of colonies was recorded along the length of the PMMA
channel. Reprinted with permission from (Gedge et al., 2012). Copyright 2012, AIP Publishing LLC.

5.3.2 Results

In general, bacteria tended to be concentrated in the middle of the chip, this fits
with the idea that the bacteria have less time in the presence of the acoustic field as
they will be travelling faster in the middle of the capillary than at the edges. The
majority of bacteria adhered on the lower surface of the chips, implying the cells are
denser than the surrounding medium and therefore sink.

Table 5-5 Estimate of the number of bacteria on the floor of the PMMA Chips. Reprinted with permission
from (Gedge et al., 2012). Copyright 2012, AIP Publishing LLC.

Position PMMA chip at 4 V,, |PMMA chip at2 V,, [Control
Left Boundary |105 80 310
Left 175 185 415
Centre 155 220 450
Right 85 110 310
Right Boundary |60 150 340
Total 580 745 1825
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Table 5-6 Estimate of the number of bacteria on the roof of the PMMA Chips. Reprinted with
permission from (Gedge et al., 2012). Copyright 2012, AIP Publishing LLC.

Position PMMA chip at 4V, |PMMA chip at 2 V,, |Control
Left Boundary 0 45 0

Left 10 25 10
Centre 20 15 0
Right 10 10 15
Right Boundary 80 0 35
Total 120 95 60

The results show a reduction in the quantity of biofilm growth in the continuously

powered PMMA chips. The control chip had approximately 2.7 and 2.2 times the total

bacteria growth than the 4 and 2 V,, powered chips respectively. The fact that the

higher powered chip was more effective at reducing biofouling than the lower powered

chip agrees with the hypothesis that the reduction was due to the ultrasonic excitation,

as any heating effects are likely to encourage bacteria growth rather than stop it,

(Eagon, 1962). Significantly more bacteria growth was seen on the floor of the chip

than the roof of the chip; this can be attributed to gravity as the chips were laid flat

whilst the experiment was running.

Graph Showing the Position and Quantity of Bacteria in Three PMMA Chips
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Figure 5-14 Graph showing position and quantity of bacteria found in the PMMA chips. It should be noted
that values for quantity of bacteria are based on colony surface area, more precise methods are needed to
produce more statistically relevant values. Reprinted with permission from (Gedge et al., 2012). Copyright

2012, AIP Publishing LLC.
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The bacteria in the powered capillaries tended to be more focused towards the
middle of the channel floor, with 26.7 % and 29.5 % of the bacteria found in the centre
section for the 4 V,, and 2 V,, chips respectively, compared to 24.6 % in the control
chip, see Figure 5-14. This difference is even more apparent when the middle three
sections are compared, with 71.6 % and 69.1 % of the bacteria found in the middle
three sections of the channel for the 4 V,, and 2 V, chips respectively, compared to
64.4 % in the control chip. On the roof of the channel the positioning of the bacteria
tends to be more skewed towards one side of the channel or the other, though it is
difficult to draw conclusions as the quantity of bacteria involved is significantly lower.
The power consumption of the PMMA devices is estimated at 0.1 W and 0.025 W for
the 4 V,, and 2 V,, chips respectively.

The powered chips did experience more bacteria growth on the roof of the
channels than the control chip. This is due to the positioning of an antinode just below
the roof of the channel which led to a small section of the channel having a positive
force into the roof. This was later shown using simulation when the actual measured
dimensions of the chip were loaded into the Matlab model, see Figure 5-15. This error
was due to manufacturing tolerances. This is congruent with the fact that the higher
powered chip experienced more bacteria growth on its roof than the lower powered
chip. This implies that the chips powered at 4 V,, had sufficient ultrasonic excitation to

completely levitate cells and push them into the roof of the channel.
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Figure 5-15 Showing the pressure variations through the device when the actual measured dimensions

were loaded into Matlab. They show the presence of an antinode close to the roof of the device.

5.3.3 Conclusions

In conclusion ultrasonic standing waves have been shown to reduce biofilm
growth in polymer microfluidic devices. Continuous low power excitation has been
shown to be most effective and excitation methods have been used that would be
suitable for continuous in-situ use. Effects due to heating are minimal and the devices
have been shown to work over relatively long periods of time. The limitations of these
experiments are the quantity of data being generated per experiment and the
manufacturing tolerances in producing the chips. Staining methods should be used in
future so that more accurate quantitative results can be obtained and so that viability
studies can be carried out. To overcome the issue of manufacturing tolerances, a new
method of manufacturing devices will be used involving ready-made sheets of PMMA
so that variations in the thickness are subdued. As a final change, chips will be held

with the fluid channel vertical so that sedimentation effects are removed.
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5.4 Polymer Slide Experiments

Due to the unrepeatability of micromilled PMMA channels, a new method of
manufacturing PMMA chips was developed. PMMA sheets were obtained from Cadillac
plastics in thicknesses of 250 and 375 um. The sheets were milled into 25 x 75 mm
slides, matching in size to standard microscope slides. The 250 um thick slides had a
fluid channel 3.8 mm wide and 50 mm long cut into the centre of each slide. The width

of the channel was increased for two main reasons.

1) Increase the area that biofilms could potentially form to get more statistically
relevant results.
2) Decouple the width of the channel from the height of the channel to get a

more robust 1 dimensional resonance.

Half the 375 pum slides had holes 1 mm diameter holes drilled through them for
fluidic access so as to line up with the ends of the fluid channel in the 250 pum slide.
The 2:1 ethanol:acetone method was used to bond the slides together in a 375, 250,
375 pm sandwich. Fluid connectors were glued in place using Epotek 320. The slides
were annealed at 85°C for four hours to relieve internal stress. A clamp was designed
such that a PZT transducer could be held against the polymer slide. PZT was milled to
4 x 30 x 1 mm. More information on the computational modelling of this device can be
found in Chapter 4.

The expected forces can be plotted along with the gravitational forces for a range
of densities and excitation voltages, Figure 5-16. At the highest excitation voltage, the
forces generated are expected to be strong enough for total cell levitation. At the lower
voltages the forces generated would not be sufficient for total cell levitation, but would
limit bacteria adhesion over the transducer. As the polymer slides being used in this
experiment will be orientated vertically, the low forces should still be sufficient to move

bacteria away from the surfaces of the slides.
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Figure 5-16 The expected forces generated on bacteria cells within the fluid chamber for a range of
different excitation voltages. The chart shows the effect of different cell densities and acoustic contrast

factors.

54.1 Experimental Methods

For these experiments, 1 L bottles of 3MN solution were prepared and
autoclaved along with steel connectors and polypropylene tubing for the peristaltic
pump. Each bottle had 4 polymer slides connected via a peristaltic pump to form a
closed system. The polymer slides were sterilised using ethanol for 15 minutes before
being air dried. Three experiments were ran in series, each with two powered slides

and two control slides. Details of the experiment are summarised below, see Table 5-7.
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Table 5-7 Summary of the experiments undertaken with the polymer slides.

Experiment | Slide Number | Voltage Vpp
1 1 4
1 2 2
1 3 0
1 4 0
2 5 1
2 6 2
2 7 0
2 8 0
3 9 1
3 10 0.5
3 11 0
3 12 0

For consistency between experiments, each batch of seawater was left on a
heated stirring plate at 25 °C at 60 rpm. At the beginning of each experiment the 3MN
solution was seeded with Vibrio natriegens. Each experiment ran for 1 week, when the
slides were flushed with milli-Q water. Each slide was then treated with 5-cyano-2,3-
ditolyl tetrazolium chloride (CTC) stain for actively respiring cells and 4',6-diamidino-2-
phenylindole (DAPI) dye for the total number of cells, (Rodriguez et al., 1992, Cappelier
et al.,, 1997, Sieracki et al., 1999, Pyle et al., 1995). Full instructions on the staining
process can be found in Appendix B. These dyes were chosen for the following
reasons. Knowing the total cell quantity is important as every cell will have an effect on
physical readings in an oceanographic sensor, this can be achieved through the use of
DAPI. Knowing what proportion of the cells are actively respiring is important as this
would affect chemical readings through the uptake and release of chemicals, this is
achieved through the use of CTC. Other dyes are available that would determine if the
cells are alive but would not distinguish if they were respiring. For instance, even if the
guantity of cells are the same in each experiment, if the ultrasonic standing waves
inhibit metabolism this would be beneficial in chemical sensors but less applicable in

physical sensors.
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54.2 Image Analysis

Images were taken along the length of the internal surfaces, the reflector side
and the matching layer side. Three series of images were taken along each surface,
one at each edge and one along the centre of the channel, all at a magnification of 10x.
A diagram of the imaging method is shown below, Figure 5-17. Images were taken

using fluorescence microscopy using the appropriate filters for each of the stains used.

| yuyuyutyuhyhyshshyshyshyshyshyshyshyshpsbyuhyuhpebyshpubputyelpuipuipetyuipuipuipstpuipuipuiputyuipuipubpuipuipuiutey | Edge 1
D e e e e e o o o o e e e e e ) Middle
L e e e e o e Edge 2

Figure 5-17 A figure describing the method used to image the surface of the polymer slides.

Cellprofiler software was used to analyse the images and was calibrated in the

following way, (Carpenter et al., 2006).

54.2.1 Crop Images

Within the software there are several prebuilt “modules” for image analysis which
can be selected and added to the workflow in the desired order. The first such module
applied to the images was a crop. 200 pixels were discarded from the outer edge of

each image for the following reasons.

1) Variations in lighting towards the outer edge of the image caused by the
illumination of the microscope. This can be seen by the darker background in
images in the outer corners of the image, see Figure 5-19.

2) Lack of focus around the outside of the image. This can again be seen in the
example image below, see Figure 5-19.

3) Evanescent illumination at edges of the image if it was close to the boundary
of the fluid channel. This can be seen along the bottom edge of the image
below, Figure 5-19.

4) Avoid overlapping of images when later modules are applied to the images.
Images were taken in succession along the length of the fluid channel and it

is likely the edges of each image overlap with the next.
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Figure 5-19 Example DAPI image after cropping.
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Applying the crop to the image had a positive effect on the correlation of the
images in terms of the total image intensity against the number of bacteria identified in
the image, Figure 5-20, Figure 5-21.
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Figure 5-20 A plot of image intensity against bacteria counted for the uncropped images. The R? value is
low at 0.242 implying poor correlation.
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Figure 5-21 A plot of image intensity against bacteria counted for the cropped series of images. The R?
value has increased slightly to 0.2681, which still implies poor correlation.
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5422 Enhance and Suppress Features

The second module applied to the images was used to enhance individual
bacteria against the background image and to remove large contaminants from the
image. The module loaded the cropped image and sharpened areas of pixels less than
10 pixels across. The module also removed objects consisting of 10 or more saturated
pixels. Filtering for larger objects had no effect on the final quantity of bacteria
identified, but increased dramatically the computational time required. Dropping below
10 pixels reduced dramatically the number of bacteria identified and visual inspection
confirmed that bacteria were not being counted, see Figure 5-22. An example image is

shown below in the pre and post enhanced and suppressed stage, Figure 5-23.

Chart Showing Effect of Filter Size on Bacteria Identified

140000

120000

100000 ////”—/_/’/-v
80000

60000

Bacteria Identified

40000

20000

0 5 10 15 20 25 30 35
Upper Boundary of Supression Filter (Pixels)

Figure 5-22 Chart showing the effects of the upper limit of the suppression filter on the total number of
bacteria identified. Down to approximately 10 pixels there is negligible change. Above this computational
time increases dramatically. Below this bacteria are being removed from the image and therefore not
counted. A sample of 87 DAPI images was used to produce this graph.
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Original: Bacterial Filtered: Bacteria2

Figure 5-23 Example image showing the original image on the left, including a contaminant circled in red.
After applying the suppression filter the contaminant is removed from the image and individual bacteria

have been enhanced relative to the background.

Applying the enhancement module to the series of images had a strong positive
effect on the correlation between the intensity and number of bacteria counted. This

can be seen below in Figure 5-24.
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Figure 5-24 A plot showing strong correlation between image intensity and the number of bacteria

identified. An improved R? value of 0.8393 was achieved.

5.4.2.3 Identify Primary Objects
The next module applied to the images was used to count the number of bacteria
cells in each image. The module was set to identify objects between 2 and 10 pixels

across using intensity peaks. The upper limit of 10 pixels was chosen as the previous
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module suppressed features larger than this. There is also very little change to the total
cells counted when it is set higher than 10 but increases the computational time
required, see Table 5-8 for results.

Using a minimum object size of 1 resulted in an increase in the number of cells
counted, see Table 5-8. By inspecting a selection of images it became clear that this
increase in cell count was due to the module over counting the number of bacteria in
an image, this can be seen in, Figure 5-25. When zoomed in it is possible to identify
individual bacteria. It also shows that some bacteria are being counted multiple times,
these are highlighted in red. Increasing the minimum bacteria size to 3 pixels causes a
drop in the number of bacteria being identified, see Table 5-8. Visual inspection shows
that it fails to identify bacteria that are clearly present, Figure 5-26 . Highlighted in red
are two bacteria that are present in input image but are not identified as individual
bacteria.

Input image, cycle #1 Bacteria

70 70

100

950 960 930 950 960 970

Figure 5-25 Close up image of a series of bacteria cells that have been miscounted due to the minimum
threshold filter being set to 1 pixel. Highlighted in red are two objects that have been classified as bacteria

but in reality each are variations within a larger bacteria.
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Figure 5-26 Close up image of a series of bacteria cells that have been undercounted due to the minimum
threshold for bacteria being too high at 3 pixels. The left image shows the original and the right image
shows what has been identified as bacteria. Significant quantities of bacteria have not been identified.

Highlighted in red are two bacteria that were not identified despite clearly being stained bacteria cells.

The upper bound for identifying objects is significantly less critical down to 10
pixels. Below this large bacteria are not counted and thus the count is artificially low.
The table below shows how changing the expected object size affects the number of
bacteria identified in a sample of 87 DAPI images, Table 5-8.

Table 5-8 The effect of changing the expected object size on the quantity of bacteria identified. Changing
the minimum object size causes significant variation in the quantity of bacteria identified. Changing the

maximum object size causes little variation down to 10 pixels, below which the number of bacteria

identified drops drastically.

Minimum Object Size |1 2 3 2 2 2 2
Maximum Object Size |10 10 10 20 15 8 6
Sum of Bacteria 137302 |112945 | 84910 |113423 |113421 |110316 |99095

The number of pixels in an image is 1040 x 1392 and corresponds to
approximately 0.7 x 0.52 mm, which is approximately 0.5 um/pixel. The module was set
to identify objects between 2-10 pixels which is approximately 1-5 pm. This
corresponds well with the measured size of 0.606 x 3.334 um, (Cheng et al., 2010). It
would also have been possible to measure surface coverage however the volume of
Vibrio natriegens is known to vary significantly. This could mask characteristics of the
biofilm. For instance, if the film was populated with a lot of small actively respiring
bacteria this would be a small reading using the surface coverage method. Under more

optimal conditions these small cells could form substantial colonies greatly effecting
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chemical readings. The method used in this work gives insight into the abilities of the

biofilms to carry on respiring and growing over a longer time scale.

54.24 Anomalous Results

The analysis preformed on the images worked well for the vast majority of the
images and a strong correlation was seen between the number of bacteria and the
intensity of the image, see Figure 5-24. For both dye sets there were some erroneous
results caused by extremely low bacteria counts in the images. This caused the
programme to identify any minor variations in the images as bacteria resulting in an
incredibly high count of bacteria. The images are identifiable by an incredibly high
bacteria count coupled with a low overall image intensity, see Figure 5-28. An example
image is shown below, where it can be seen that the input image has a low bacteria
count, but the software identifies a high surface coverage, which is mistaken for a high

guantity of bacteria cells, Figure 5-27.
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Figure 5-27 The input image (left) has a particularly low bacteria count but the software identifies bacteria
based on intensity peaks. Because of this any minor variation in the image is considered a bacteria leading

to an artificially high count which can be seen in the output image (right).
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Figure 5-28 Plot showing erroneous results, charecterised by incredibly high bacteria counts with low

overall image intensity.

Due to the relative scarcity of these results it was possible to view each image
individually, confirming a low bacteria count in each image. Using the line of best fit
from Figure 5-24 it was possible to assign an appropriate value to these results. For

images where the calculated bacteria count was negative, the result was set to O.

54.25 Discussion

In total 3532 images were analysed and the same settings were used for the
DAPI images as the CTC images. This is a large number of images for the 12 chips
analysed, meaning the results will be statistically significant and it will be possible to
see the effects of ultrasonic excitation. It will also be possible to compare bacteria
growth on the different surfaces as well as cell viability with and without ultrasonic

excitation.

543 Results

The aim of the experiment was to reduce biofilm formation in polymer microfluidic
channels and show the effects in a quantitative way. The following sections will show

the effects of ultrasonic excitation on biofilm formation, cell viability and positioning.
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5431 Total quantity of bacteria (DAPI Images)

The effect of ultrasonic excitation reduced the total quantity of bacteria adhered
to the surface of the polymer slides. This can be seen below in Figure 5-29.
Interestingly, the quantity of bacteria identified in the control slides varies noticeably
between experiments but the variation between control slides in the same experiment
is within the +1 standard error of its’ sister reading. Each individual experiment showed

a reduction in the total quantity of bacteria adhered to the surface of the polymer slide.
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Figure 5-29 Excitation voltage is plotted on the abscissa and the ordinate refers to the average number of
DAPI stained bacteria identified in each chip. Error bars are defined as + the standard error. Readings
from the same experiment share colour. DAPI readings indicate total cell count. Every experiment showed
a reduction in total biofilm formation from ultrasonic excitation.

Whilst the control slides vary between experiments, the slides that received the
same level of ultrasonic excitation but were in different experiments gave similar
average readings. This implies that had more bacteria been present in the control
slides of experiments 2 and 3, a similar drop in the quantity in the ultrasonically
powered slides would have been seen.

Whilst steps were taken to minimise variations between the experiments, there
are still ways in which small differences between the experiments could cause these

variations.
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1)

2)

3)

4)

5)

Temperature — This has been shown to have a significant effect on the
growth rate of Vibrio natriegens, whilst all 3 experiments were placed on a
heat plate at 25°C, temperature variations within the lab could have had a
bigger effect. As an example, an increase in the temperature of 5°C would
have increased the growth rate by 37%, (Eagon, 1962).

Variations in the composition of the 3MN solution. To limit variation, the three
batches of 3MN solution were prepared at the same time and the same pre-
mixed solutions were used. Some variations may still have occurred due to
the relatively small volumes of ingredients being used. This could have been
improved by monitoring/adjusting the pH of the solution before inoculation.
Differences in the initial inoculum. It has been shown that the initial quantity of
inoculum deposited into a solution can have an effect on the initial growth rate
of the bacteria, (Eagon, 1962). Whilst the final quantity of bacteria in the
solution should be the same, a significant difference might occur in the early
stages of the experiment. This could have a large effect when the experiment
is first being set up if different quantities of bacteria make contact with the
inside surfaces of the slides.

The timescale over which the experiments took place. Each experiment
lasted 1 week but the solutions for all 3 experiments were prepared at the
start and then autoclaved. By preparing them all at the same time the initial
errors should be minimised but changes over time will cause differences
between the solutions.

Dissolved oxygen levels were not monitored in these experiments. It is known
that dissolved oxygen levels are an important factor in the development and

characteristics of Vibrio natriegens biofilms, (Casey et al., 1999).

Despite the variations in the quantity of bacteria in the control slides between

5432

experiments, a reduction in the total quantity of bacteria in the slides has been

observed by the addition of ultrasonic standing wave techniques.

Actively Respiring Bacteria (CTC Images)

A similar but less pronounced drop in bacteria numbers can be seen in the
actively respiring bacteria, see Figure 5-30. Experiment 1 shows a significant drop in
the quantity of actively respiring bacteria in the ultrasonically active slides. Experiment
2 shows a marginal drop in actively respiring bacteria. Experiment 3 shows

contradicting results for the slides when powered at 0.5 V,, and 1 Vy, The lower
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powered slide led to a significant increase in the number of actively respiring cells,
whilst the higher powered slide led to a significant drop. Variation between control
slides of the same experiment is greater than in the total cell count. This can also be
seen by the significant differences between slides with the same ultrasonic excitation
but in different experiments. Whilst in the total cell count they were similar, in the

actively respiring bacteria they are vastly different.
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Figure 5-30 Excitation voltage is plotted on the abscissa and the ordinate refers to the average number of
CTC stained bacteria identified in each chip. Error bars are defined as * the standard error. Readings from
the same experiment share colour. CTC readings indicate actively respiring cells.

Ultrasonic excitation in a polymer microfluidic channel can lead to a reduction in
the quantity of bacteria adhering to a surface. Even at particularly low voltages, a
reduction in biofilm formation was seen. Whilst the forces generated at 0.5 V,, would
not be sufficient to levitate cells even if they had favourable properties (density,
acoustic contrast factor), the slides were orientated vertically. This means that the
forces only need to overcome any attractive forces between the cells and the surface of
the slide, Figure 5-31.
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Figure 5-31 Diagram depicting the forces acting on a bacteria cell in the microfluidic slide. In the vertical
orientation the weight of the cell is overcome by the drag of the fluid. The acoustic forces can be much
smaller than the weight of the cell but still lead to a reduction in biofilm formation. This is because the

forces need only overcome attractive forces between the bacteria and the surface of the device.

Assuming a parabolic fluid flow was set up across the channel, any bacteria cell
within the flow would lag behind the flow due to sedimentation. This would produce a

force on a bacteria cell towards the centre of the channel, (Kim and Yoo, 2009).

5.4.3.3 Discussion - Effects on Cells

It is important to understand any effects that ultrasonic excitation has on the
behavior of bacteria cells. By plotting total bacteria counts and actively respiring
bacteria counts it can be seen there is no real variation in how a colony of cells behave
with and without ultrasonic excitation, Figure 5-32. Experiments 1 and 2 show a
decrease in the total number of bacteria and the number of actively respiring bacteria.
This is consistent with the idea that ultrasonic excitation only affects the quantity of
bacteria that adheres to a surface and does not affect the growth or death of the
bacteria once it has adhered. Experiment 3 follows this trend excluding the slide that
was powered at 0.5 V,,, this slide shows a significant increase in the ratio of respiring
bacteria to non-active bacteria. When plotted as a %, it is clear that ultrasonic
excitation does not have a noticeable effect on the ratio of active to total cells. A slight

reduction in the proportion of actively respiring cells can be seen excluding the slide
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powered at 0.5 Vp, which shows a significant increase in actively respiring bacteria, see
Figure 5-33.
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Figure 5-32 A graph showing the effects of ultrasonic excitation on the ratio of actively respiring cells to
total cells. Each experiment is grouped together and shown in descending order of ultrasonic excitation.
There is no noticeable difference in the ratio of actively respiring to non active cells excluding the slide
powered at 0.5 V. Error bars are equal to plus or minus 1 standard error.
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Figure 5-33 When the data is plotted as a % it shows that ultrasonic excitation has does not have a
noticeable impact on the proportion of cells actively respiring and the total number of cells. If anything, a
slight decrease in % of actively respiring cells can be seen.

The presence of ultrasonic excitation not only reduces the adherence of bacteria
to a surface, but also appears to inhibit metabolic activity within the cells. In every
experiment, the chip with the highest level of ultrasonic excitation had the lowest
percentage of metabolising cells. The total cell density is vastly different in every
experiment, it can be expected that this would lead to variations in the % of actively
respiring cells, as competition for nutrients and concentrations of waste metabolites
differs. This could explain why there is significant variation in the % of metabolising
cells between slides that were powered at the same excitation voltage but in different
experiments.

The obvious exception to this idea is the slide powered at 0.5 V, in experiment 3.
The quantity of bacteria that is actively respiring is significantly higher than in any other
chip. One potential reason for this could be that at such low levels of ultrasonic
excitation, variations within the cell population in terms of size, density and acoustic
contrast factor could cause a bias in the bacteria that do attach to the surface. For
instance, the forces acting on the bacteria that have a low acoustic contrast factor will
be less than the forces on bacteria with a high acoustic contrast factor. If the bacteria
that are less likely to metabolise have a high acoustic contrast factor then this would
lead to a % increase in metabolising bacteria on the surface of the slide but an overall
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reduction in bacteria numbers. As the excitation voltage increases the acoustic forces
would be sufficient to act on all the bacteria cells and the % discrepancy would stop.

Whilst no firm conclusions can be drawn about the effect of ultrasonic excitation
on the metabolism of bacteria cells, if true it would be an additional benefit. The
metabolites produced by bacteria will have a negative impact on the accuracy of
readings taken within a microfluidic oceanographic sensor. Therefore reducing the
guantity of metabolising cells will lead to more accurate and repeatable readings.

One potential mechanism for the reduction in the percentage of metabolising
cells could be that cells adhere to the surface but still experience the acoustic radiation
force. This could be exerting a stress on the cell which reduces the ability of the cell to
metabolise. The idea fits with the fact that in each experiment the slide with the higher

level of ultrasonic excitation had the lower percentage of metabolising bacteria.

5.43.4 Discussion - Bacteria Positioning

It is conceivable that there are hydrodynamic forces acting on the particles as
they enter the microfluidic device, this could give the cells momentum towards one
surface of the chip over the other, which matches well with the fact that more bacteria
were found on the matching layer than the reflector.

It is possible to compare biofilm formation between the two different surfaces of
the slides. In the control slides of experiments 1 and 3, bacteria formation was
approximately equal between the reflector and the matching layer. In experiment 2
there was a tendency for more bacteria to be found on the matching layer. This could
be due to an unidentified difference in the experimental setup, causing more bacteria to
be present near the matching layer than the reflector layer.

Modelling suggested that the forces acting on bacteria at the matching layer
would be stronger than the forces acting on bacteria at the reflector layer, implying that
more bacteria would be found on the reflector layer than the matching layer for
ultrasonically powered chips. In general, the reduction in bacteria humbers is seen at
the reflector which is inconsistent with the modelling results, Figure 5-34. At the higher
excitation voltage of 4 V,, bacteria formation is approximately equal on both sides of
the slide.
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Figure 5-34 A plot showing differences in biofilm formation between the two inner surfaces of the polymer
slides. Ultrasonic excitation has a greater effect on the reflector which is inconsistent with computational
modelling. At 4 V,, there is approximately equal biofilm formation on both surfaces, implying that as
ultrasonic power increases the forces at both the reflector and matching layer are sufficient to stop bacteria
adhering to either surface.

It was observed that bacteria cells tended to collect on the matching layer more
than the reflector layer, this was seen in all of the control slides and a possible reason
for this has been given. In terms of the effects of ultrasonic excitation, it appears to
have a greater effect on the reflector layer than the matching layer for voltages below
4 V. The modelling predicts a stronger force away from the matching layer than the
reflector layer, which is in contrast to the experimental results, Figure 5-35. One
potential reason for this is if the bacteria cells had momentum towards the matching
layer as they entered the fluid chamber. This would make it possible for acoustic forces
to reduce biofilm formation at the reflector at low voltages but the reduction would be
less obvious at the matching layer. As the voltage increases, the forces generated
would be sufficient to overcome any momentum bacteria cells had towards the
matching layer.
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Figure 5-35 A force plot for the fluid chamber in the polymer slides. At 10 Vj, excitation and with 10 um
beads a force of over 45 pN is seen acting on particles at the matching layer. At the reflector layer a force

of just under 35 pN is seen acting towards the middle of the channel.

544 Conclusions

In this section it has been shown that it is possible to reduce the formation of
biofilms within PMMA devices using ultrasonic standing wave technology. A robust and
repeatable manufacturing method has been used to run a series of experiments that
proved effects on biofilm reduction. A thorough experimental setup has been used to
limit variations between experiments. An in depth quantitative analysis was performed
which matched well with theoretical predictions. This method for the reduction of biofilm
formation is a novel use of ultrasonic standing wave technology and is a new low

power solution for in-situ remote oceanographic sensing.
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Chapter 6 Surface Acoustic Wave

Devices

Shi et al (Shi et al,, 2008) demonstrated the possibility of using SAWSs to
manipulate particles into a tightly focussed beam in a microfluidic device. The device
uses interdigitated electrodes to generate a surface acoustic wave on lithium niobate, a
transparent piezoelectric substrate, see Section 2.1.2.7 Generation of Surface Waves
for further information. The device is described in more detail in Section 2.3.1.3 Flowing
Standing Wave Devices. A device like this would be of significant use in an
oceanographic sensing application, in particular for a p-flow cytometer. For this to
happen, the device would need to be adapted for the size of particles and fluid
channels used. The following chapter investigates the mechanism involved in this two
dimensional focussing and factors affecting the robustness of such a device. The work
also looks to develop a device for oceanographic sensing and looks at novel

manufacturing techniques.

6.1 Modelling

The following section models a free lithium niobate transducer with a standing
wave. ANSYS software (ANSYS, U.S.A)) is an FEA package and example code is
given Appendix D. A thin (0.01 mm) slice is generated from a series of coordinates,
which are used to define areas and volumes. The model is constrained to only allow
movement in the x and z direction, see Figure 2-1. Material properties are loaded into
the volumes and orientated appropriately for the Y+128° lithium niobate, see 2.3.1
Surface Acoustic Devices for further information. The model was produced by Dr
P.Glynne-Jones and was adapted for surface acoustic wave devices. The model
assumes the surface is unbound which is sufficient as attenuation caused by loading
from a gas is negligible, see Table 2-1. The work investigates how the transducer will
work and compares it with theory explained in Section 2.1 Ultrasonics. The work goes
on to investigate the mechanism by which particles are focussed within a fluidic
chamber. The aim of this work is to generate a model of the SAW device presented by
Shi et al. Initially a simplified model of a lithium niobate transducer will be produced and
compared with theory. A PDMS layer will be added to the model and observations
made regarding the effects on the SAW. Finally, a fluid channel will be added to the

model and the mechanism presented by Shi et al will be investigated. The model will
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be scaled up to confirm the feasibility of designing a p-flow cytometer for use as an

oceanographic sensor.

6.1.1.1 Substrate Thickness

The work by Shi et al used a square fluid channel 50 um wide and spaced the
electrode fingers with a period of 100 um. A computational study was conducted
investigating the required thickness of lithium niobate for surface wave generation. As
shown in Figure 2-2, the displacement of a surface wave is considerable up to a depth
of approximately 1.5 wavelengths. If the substrate is less than this thickness the wave
generated will not be a pure surface wave, though in reality, there is no distinct cut off
depth, but a gradual transition from surface wave to plate wave as the thickness of the
substrate decreases. At 0.5 mm a distinct asymmetric plate wave can be seen when
the excitation electrodes have a period of 400 ym, Figure 6-1. This corresponds to a

plate thickness 1.25 times the excitation wavelength.

¢ 0.5 mm

Figure 6-1 An ANSYS plot showing the displacement on a 0.5 mm lithium niobate plate when interdigitated
electrodes are used to generate a “surface wave” on the lower surface of the substrate. The thickness of

the substrate is equal to 1.25 wavelengths.

As the thickness of the substrate increases further, the wave generated becomes
less plate like and transforms into a surface wave. When the thickness of the substrate
is equal to five times the wavelength the wave appears to be a pure surface wave,
Figure 6-2. The work by Shi et al used a substrate that was five times thicker than the
period of the surface acoustic wave. The modelling confirms that a surface wave was

generated in the Shi device.

Ime

Figure 6-2 The displacement generated by 400 pm wavelength interdigitated electrodes on a 2 mm thick

piece of Lithium Niobate. Displacement is confined to the side of the substrate on which the electrodes are

positioned.
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Differences were also seen in the impedance plots when different thickness
substrates were modelled. When the thickness of the substrate is the same as the
period of the electrodes on the surface of the substrate, the impedance plot produces

several resonances, all relating to plate type modes, Figure 6-3.

Figure 6-3 The predicted impedance plot for a surface wave device when the thickness of the substrate is
100 um and the period of the electrodes generating the wave is also 100 um. When the thickness of the

substrate is the same the wavelength, several plate type resonances are seen.

As the thickness of the lithium niobate exceeds 2 wavelengths a single distinct
resonance is seen at approximately 39 MHz. The impedance plot is consistent as the
thickness of the substrate increases further, which matches well with the theory of a

pure surface wave being generated once the thickness of the substrate is sufficient.
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Figure 6-4 The predicted impedance plot for a surface wave device when the thickness of the substrate is
large compared to the generated wavelength. When the thickness of the substrate is sufficiently thick, a

surface wave is generated and the plate wave type resonance is no longer seen.

6.1.1.2 Multiple Wavelength Changes In Transducer Width

The next stage of the study looked at how the width of the lithium niobate
affected the resonance. This was carried out to investigate if reflections of waves would
be an issue. Initially, a 2 mm wide and 500 pm thick piece of lithium niobate was
modelled, before increasing the width in 1 mm jumps. This corresponds to 10 A steps,
whilst this is quite high; this investigation was into macro changes of scale. The
electrical impedance of the device was modelled and compared for a series of different
device widths.

When the width of the lithium niobate is small, reflections from the boundaries
affect the resonance of the substrate causing a narrow and more pronounced
resonance, see Figure 6-5. This is because the wave must culminate in a velocity
anti-node at the edge of the substrate. As the width of the transducer increases a more
broadband response is seen as the wavelength has the opportunity to expand or
contract whilst staying within the confines of the excitation fingers and producing a
velocity anti-node at the edge of the substrate. This eventually leads to more than one
resonance being present on the impedance plot, see Figure 6-6. This is the expected

response and helps verify that the model is working correctly.
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Figure 6-5 The predicted impedance plot for a surface wave device when the width of the substrate is only

5 times larger than the generated wavelength. A single distinct resonance is predicted.
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Figure 6-6 The predicted impedance plot for a surface wave device when the width of the substrate is
more than 10 times larger than the generated wavelength. Multiple resonances can be seen and a more
broadband response. This is because the wavelength has space to expand or contract whilst still keeping

a velocity node at the end of the substrate.
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6.1.1.3 Sub Wavelength Transducer Width

The models assumed that a perfect number of wavelengths would fit onto the
surface of the lithium niobate. In reality, when the lithium niobate chips are cut they will
not be a width equal to an integer number of the designed wavelength. To model this,
the width of the transducer was increased in 0.1 A steps and the electrical impedance
plots compared. A 4 mm wide, 500 um thick piece of lithium niobate was modelled. The
width of the lithium niobate was increased in 10 um steps, corresponding to 10% of the
intended wavelength. The initial 4 mm was chosen so that the electrical impedance
plots would show distinct resonances. The impedance plots showed small variations in
the impedance minimum, Figure 6-7. This implies that the device will be robust to slight
variations in its width due to manufacturing tolerances. More interestingly, each
impedance plot showed 2 or 3 resonances between 37.5 MHz and 41.5 MHz, which is
again down to the contracting and expanding of the wavelength within the confines of

the substrate and electrodes.

Figure 6-7 The impedance plot for a 4.02 mm wide lithium niobate transducer, multiple resonances are
seen corresponding to small changes in the wavelength that still results in a velocity node at the edge of

the substrate.

This means that the standing wave on the surface of the substrate is able to
contract or expand, enabling a complete number of half wavelengths to fit. The
resonances appear when a displacement maximum occurs at the edge of the
substrate. The resonances from each width were plotted on a single graph; a general
resonance trough can be seen, showing small variations in the width of the lithium
niobate will not affect the ability to find a resonance, Figure 6-8. This plot illustrates the

robustness of the device in terms of sub wavelength variations in its width.
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A plot of predicted resonances for increasing transducer width
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Figure 6-8 A graph showing all of the impedance minima predicted by varying the width of the lithium
niobate by 1/10 A.

As the resonant frequency of the device shifts to allow complete half waves to
form, the wavelength must expand or contract. As the interdigitated electrode spacing
is pre-determined, this means that wavelengths do not always fit perfectly into the
fingers. This causes an overall impedance minimum at 38.5 MHz, and all the points
either side are moving away from the perfectly fitting wavelength/electrode spacing
combination. This matches well with the 38.2 MHz resonant frequency given by Shi et
al, (Shi et al., 2008). The position of maximum displacement must shift slightly from the
centre of the electrode finger towards its edge. The direction it moves will be
dependent on whether the wavelength is contracting or expanding. This model shows
that the wave must end at a velocity maximum at edge of the substrate.

Reflections of SAW waves can be reduced in several ways. By cutting the lithium
niobate at an angle reflections can be directed away from the area of interest. The
addition of an acoustically absorbent material at the edge of the lithium niobate will also
help (Soluch, 1998). It is also possible to add passive electrodes to the device, which
will convert mechanical energy back into electrical energy.

If a higher Q factor is required, more fingers can be added to the IDT. This would
make it more difficult for the wavelength to expand or contract whilst keeping all
displacement maxima within the bounds of the electrode fingers. Conversely, reducing

the number of electrode fingers will give a more broadband response. Fewer fingers
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allow the wavelength to expand or contract more whilst remaining in the constraints of

the electrodes.

6.1.1.4 PDMS Layers

The modelling so far has investigated the behaviour of a free lithium niobate
transducer with interdigitated electrodes producing a standing surface wave. For
particle manipulation to take place, the energy of the surface wave needs to be
directed into a fluid channel or chamber. For many microfluidic applications this is
PDMS, and is the material most commonly associated with SAW particle manipulation
devices. Further information on PDMS can be found in section 3.2
Polydimethylsiloxane (PDMS).

The presence of a block of PDMS between the electrodes was modelled and the
effect on the behaviour of the device is investigated. The PDMS will load the lithium
niobate due to the very low sound speed of PDMS, (Tsou et al.). The first part of this
study changed the height of the PDMS from 1 mm to 2 mm, Figure 6-9 and Figure
6-10. There should be little difference in the response as the height of the PDMS is
large compared to the SAW wavelength, see section 2.1.2.4 Interface Waves for
further information. Initially, the PDMS was positioned between the 2 sets of electrodes
without overlapping them. As expected, doubling the height of the PDMS had little
effect on the resonant frequency or impedance. This was the case for several widths of
PDMS, including cases where the PDMS overlaps the electrodes. Making the PDMS

thicker had little effect on the magnitude of the displacement of the surface of the

transducer.

2 mm

Figure 6-9 An ANSYS plot showing predicted displacements when a 1 mm thick PDMS layer is coupled

with a lithium niobate transducer.

204



2 mm

Figure 6-10 An ANSYS plot showing predicted displacements when a 2 mm thick PDMS layer is coupled

with a lithium niobate transducer.

The next part of the study looked at how the width of the PDMS affects the
SAWSs. To do this, a 1 mm thick piece of PDMS was modelled on a 2 mm thick piece of
lithium niobate. The width of the PDMS was increased in the following step size; 0.8, 1,
2,3,5,9, and 13 mm. Theory suggests that increasing the width of the PDMS will have
a damping effect on the SAW, see Section 2.1.2.4 Interface Waves. This damping

effect was seen in the modelling as the width of the PDMS increased, Figure 6-11.

2 mm

Figure 6-11 An ANSY'S plot showing predicted displacements when a 1 mm thick PDMS layer is coupled
with a lithium niobate transducer. Once the wave front leaves the interdigitated electrodes they begin to

attenuate. This is shown by the maximum displacement depicted by MX.

The modelling so far has verified the presence of a surface like wave on a 2 mm
thick lithium niobate transducer with behavior that matches well with what would be
expected from theory. The addition of a PDMS layer causes a reduction in the
magnitude of displacement but has little effect on the frequency response as the
behaviour is dominated by the lithium niobate. Increasing the height of the PDMS has
little effect, which is expected as the modelling only investigated multiple wavelength
heights of PDMS, as it will be difficult to manufacture PDMS layers thinner than this. As
expected, increasing the width of the PDMS increased the damping of the SAW. The
work so far has matched well with theory and has shown that the device will be robust
to small changes in the width of components. It is now of interest to investigate the
mechanism behind the device shown by Shi et al.
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6.1.1.5 Mechanism

The work by Shi et al puts forward the idea of diagonally propagating waves from
the corners of the fluid channel at the PDMS/transducer boundaries. There are two
main reasons why this cannot be the mechanism behind the particle focussing seen in
the device. Using Equation 2-73 from Section 2.1.2.2 Leakey Rayleigh Waves it is
possible to calculate the angle at which the acoustic wave would be projected into the
fluid.

Repetition of Equation 2-73

where Cp and Cr are the Rayleigh wave speed of the lithium niobate and the speed of
sound in water. These are equal to approximately 3980 and 1500 m s™ respectively.
This gives a propagation angle of 22 ° from perpendicular to the surface in the direction
of the travelling wave. If this were the case, the waves would not interfere with each
other within the fluid chamber.

The other reason that the focussing is not caused by a diagonal propagation of
waves is that this would not lead to a single beam of particles forming in the channel as
more than one pressure node would be present in the channel. The frequency of
excitation in the Shi device is 38.2 MHz, equalling a wavelength in un-damped lithium
niobate of approximately 100 um. If the wave was coupling diagonally across the fluid
chamber, the wavelength would be equal to 40 pm, meaning several pressure nodes
would form across the device at 20 pum intervals. If the wavelength of the diagonally
coupled wave was equal to that of the lithium niobate rather than the water, there
would still be four pressure nodes found in the cross section of the fluid channel.

For one beam of particles to form within the channel, the mechanism must be
dominated by the lithium niobate with the PDMS being compliant to the surface wave.
To investigate this disparity the model was adapted to include a 200 um square fluid

channel, Figure 6-12.
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PDMS

200 pm

Lithium Niobate

Figure 6-12 An ANSY'S plot showing the predicted force profile for a 200 um square PDMS fluid channel
coupled with a lithium niobate SAW device operating at approximately 9.5 MHz. Red areas indicate areas
of high pressure and dark blue areas indicate areas of low pressure. There are nodes coupled from top to

bottom and side to side of the fluid channel. This would cause particles to move away from the channel

walls into the middle of the channel.

The modelling shows that a half-wavelength type mode is generated between the
top and bottom of the channel and between the two sides of the channel. Animations
show that the top and bottom of the fluid channel deform into the fluid channel in
unison. The sides of the channel are also synchronised but are out of phase with the

top/bottom deformations, Figure 6-13.

Figure 6-13 Screenshots of an Ansys animation of the fluid channel deforming under the presence of a

standing surface wave.

The fluid is able to deform more than the PDMS, which causes an effective
velocity anti-node in the centre of the channel. Because the PDMS is able to deform so

much, a proper standing wave is not set up across the width and height of the device.
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Whilst the PDMS is not an efficient material to be coupled to a surface wave, its ability
to deform allows a focusing mode to be generated.

To investigate this further, a stiff plastic, COC was modelled, but no such particle
focusing mechanism could be found. As the resonance is based strongly on the
properties of the lithium niobate, the polymer channel must be compliant for any type of
particle focussing to occur. Because the resonance is based on the transducer,
differences in the speed of sound of the fluid should have less of an effect than in a
bulk acoustic device. This is highly desirable for an ultrasonic particle manipulator

intended to be used in a wide range of oceanographic environments.

6.1.1.6 Conclusions

Modelling has matched well with what theory predicts in terms of how the wave
behaves as the dimensions of the lithium niobate changes. The effect of adding PDMS
to the lithium niobate acts to damp the amplitude of the deformations but doesn’t have
significant effects on the frequency of excitation, as the PDMS is a very compliant
material. Further modelling gave insight into how particles can be focussed in the
centre of a fluid channel. It showed that the mechanism is dominated by the properties
of the lithium niobate and that the fluid channel deforms in such a way to create a
pseudo half wave from top to bottom and from side to side. This means that the

properties of the fluid will not have a significant effect on the resonant frequency.

6.2 Manufacturing

A standard cut of lithium niobate, Y+128° was used for the initial SAW devices.
The initial 2 mm wafers were patterned with 20 nm Cr, 200 nm Au and then 20 nm Cr.
Square PDMS fluid channels were cast in micromilled PMMA molds. The following
sections will present different manufacturing techniques trialled in the production of a
SAW device.

6.2.1 Chemical Bonding

The chemical bonding method suggested by Sofla et al was attempted as this
would be the easiest method for aligned bonding (Sofla and Martin, 2010), see Section
3.2.2.3 Chemical Bonding. Drops of tridecafluoro-1,1,2,2-tetrahydrooctyl were placed in
an air tight container along with a lithium niobate chip with an aligned PDMS fluid
channel. Several attempts were made but no bonding was seen. The following steps

were carried out to establish why the technique was unsuccessful.
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e Thinner PDMS. The bonding mechanism requires the diffusion of the chemical
through the PDMS to the interface. Diffusion will occur quicker in thinner PDMS.
250 pm pieces of PDMS were tested.

e Bond the PDMS to Glass. The method described bonds PDMS to glass so this
was carried out to try to verify the paper.

e Reduce the surface roughness of the PDMS. The PDMS was cast in a
micromilled PMMA mold. The surface roughness was visible by eye. PDMS
was cast on smooth glass slides before attempting the vapour bonding
technique.

Even with these changes, no bonding was seen between PDMS and ceramic
substrates. The only other difference was the type of PDMS being used. For these
experiments, Sylgard 184 from Dow Corning was used but in the paper pre-fabricated
strips of BISCO HT-6240 silicone were used. As the chemical bonding method was
unsuccessful, the oxygen plasma technique will be used to bond the PDMS fluid

channels to the lithium niobate chips.

6.2.2 Oxygen Plasma Bonding

See Section 3.2.2.10xygen Plasma Bonding for information on the theory of
oxygen plasma bonding. Initial attempts at oxygen plasma technique were
unsuccessful. Bonding was attempted under vacuum and a variety of different times
were trialled from 15 s to 60 s however it was not possible to completely bond the
PDMS to the lithium niobate. It was thought this was partly due to the surface
roughness of the PDMS. This surface roughness comes from the micromilled PMMA
mold. To reduce the surface roughness of the cast PDMS, the PMMA mold was treated
with chloroform vapours in a technique shown by Ogilvie et al (Ogilvie et al., 2010). The
chloroform causes the surface of the PMMA to reflow, smoothing out the effects of
micromilling (Ogilvie et al., 2010). Smoothing the PMMA molds did help to improve the
bonding of PDMS to lithium niobate, however complete bonding did not occur.

To understand why complete bonding did not occur, a series of trials were carried
out. To begin with, a study was carried out comparing bonding of PDMS to lithium
niobate and to glass. The substrates were rinsed with acetone, isopropanol alcohol
then methanol. The PMMA mold was also rinsed in the same solvents. The substrates
and molds were dried using an air gun. PDMS pieces were prepared according to the
manufacturer’s instructions. Each substrate PDMS pair was subjected to 30 s of
oxygen plasma before being brought into contact. The pieces were placed on a hot
plate at 80 °C for 5 minutes. Qualitative observations showed that bonding between the

PDMS and borosilicate glass was more successful than between PDMS and lithium
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niobate. Complete bonding was attainable between the PDMS and glass but this was
not achieved with the PDMS and lithium niobate.

One potential reason for this could be the availability of hydroxyl (OH) pairs in the
borosilicate glass being greater than that of the lithium niobate. It is known that OH
pairs play an important part in oxygen plasma bonding and that OH pairs are found on
the surface of borosilicate glass, (Schott, 2014, IMSLab, 2010). Little information is
available on the availability of OH pairs on the surface of lithium niobate which implies
that they are either not present, or less prevalent. If this is the case then the
understood mechanism for oxygen plasma bonding would not be as effective.

The process was repeated, but with a 30 s delay between removing the pieces
from the chamber and contact being made between the PDMS and the substrate. This
was to simulate the time taken to align the PDMS on the lithium niobate. This reduced
the area of the PDMS that was able to make a complete bond with each substrate. This
matches well with theory, which suggests that over time the OH groups on each
surface have time to recover hydrophobicity, (Owen, 2005).

Various other parameters were investigated; one limiting factor identified was
over curing of the PDMS. The longer PDMS is allowed to cure, the more interlocked
and stiff the piece becomes. This means the piece is less able to flow to ensure full
contact with the substrate. There will also be fewer Si-CH; pairs available to convert
into Si-OH pairs. Several tests were carried out and it was possible to reduce the
curing time to 60 minutes at 65 ‘C. The PDMS forms a solid elastomeric mass but is
slightly tacky to the touch. The PDMS continues to cure even when removed from the
oven, it is important to perform the oxygen plasma technique as soon as possible once
removed from the oven.

The amount of time the PDMS is exposed to the plasma was also investigated.
Samples were treated for 15, 20, 25, and 30 s. Each test was carried out on glass and
lithium niobate. Bonding was improved with shorter exposure times, and complete
bonding of PDMS to lithium niobate was possible with an exposure of 20 s.

Aligning the PDMS channels proved difficult, several attempts at using a solvent
to prolong the hydrophilic nature of the PDMS were made. Methanol acted to prolong
the hydrophilic nature of PDMS and lithium niobate that had undergone oxygen plasma

technique and it was possible to produce a SAW device.

6.2.3 Spin Coating

Because of the difficulties in aligning a fluid channel on a lithium niobate

transducer, novel ideas for the construction of such a device were investigated. One

210



method investigated adapted the method described by Unger et al, (Unger et al.,
2000). The group used partially cured PDMS pieces of very different compositions,
30:1 and 3:1, to be brought into contact. The excess components found in each piece
diffuse across the interface forming permanent bonds.

To adapt this for use in SAW devices, the least viscous part (3:1) was spin
coated onto the SAW devices, see Section 3.3.2 Spin Coating for further information.
Partially cured PDMS (30:1) was brought into contact and aligned. The entire piece
was then cured for several hours. Channel alignment is not difficult to achieve. The
final bond was stronger than just placing PDMS on a cleaned SAW device. The bond
was comparable with the oxygen plasma technique, consistent across the entire
substrate and the process was easily repeatable.

Earlier computational modelling predicted that the effect of PDMS over the IDT's
would not have a substantial effect on the behaviour of the free transducer. This was
based on PDMS layers of over 1 mm thick. The predicted thickness of the PDMS is

less than 20 um and will therefore have less of a loading effect on the SAW.

6.2.4 Conclusions

Several methods for the bonding of PDMS channels to lithium niobate have been
investigated, two of which were successful; oxygen plasma and spin coating PDMS.
Oxygen plasma bonding is more difficult to achieve and is likely to result in areas
without complete bonding. In many cases this does not affect fluid flow through the
device. The spin coating technique allows for the easy alignment of fluid channels and
complete bonding is easier to achieve. The bond strength is lower than the oxygen
plasma technique and the presence of a thin layer of PDMS within the fluid channel

may affect the behaviour of the device.

6.3 Experiments

Experiments were carried out on the finished devices, with the aim of verifying
the modelling and replicating the work by Shi et al, (Shi et al., 2008). From here it was
hoped that the design could be optimised for use in an oceanographic environment and

that the mechanism proposed by the modelling could be investigated.

6.3.1 First Generation Devices

The first generation of devices had IDT's deposited onto 15 x 15 mm lithium

niobate chips. Two different designs were made, with long and short finger lengths of 2
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and 3 mm respectively. Figure 6-14 shows the two different devices. Two sets of IDT’s
can be seen either side of the fluid channel, each IDT consisting of 7 electrode pairs.
Each electrode finger is a quarter of a wavelength wide along with the spacing between

electrodes.
Fluid
Access
Holes
PDMS
IDTs
Fluid
Channel

Figure 6-14 An image of the two different first generation devices. The device on the left shows the PDMS
fluid channel positioned between the two sets of IDTs.

Fluid connectors were glued in place and the devices were wired to a signal
generator and oscilloscope. The devices exhibited a relatively broadband response,
with 10 impedance troughs between 9.4 and 9.95 MHz. This is the response expected
given the relatively low number of electrode fingers.

A solution of 10 um fluorosphere beads was passed through the device and the
IDT's were excited at the impedance minimum of the device, found using an
oscilloscope. The excitation voltage was increased from 2 to 40 V,, but no particle
focusing was seen in the fluid channel. At higher voltages, acoustic streaming was
observed in the fluid channel.

The device shown by Shi et al had one major difference in that the PDMS
channel did not overlap the IDT's. Whilst the modelling predicted that the presence of
PDMS over the IDT’s would not adversely affect generation of a SAW, it was thought
this could be reducing the amplitude of the generated SAW. A second PDMS mold was
designed that reduced the width of the PDMS over the IDTs. Further experiments were
unable to generate particle focusing within the fluid chamber.

6.3.2 Second Generation Devices

Due to the difficulties in generating a particle focussing mode in the SAW device,
a simplified 2" generation device was designed. The new device was designed to have
parallel pairs of electrodes for each electrode finger rather than one solid finger. This is
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to reduce the effect of reflections and was discussed in Section 2.1.2.7 Generation of
Surface Waves. The devices also had 10 mm long electrode fingers and a series of
parallel electrodes specifically to absorb travelling waves heading away from the fluid
channel. An image of the device is shown in Figure 6-15. Each set of IDTs had 18
electrode pairs so a narrow band response is expected. The design also removed all
ancillary p-flow cytometer circuitry.

IDTs Reflection

Absorbing

24 mm

Electrodes

Figure 6-15 An image of the second generation SAW device.

Devices were created using the oxygen plasma technique and the spin coating
technique. The devices were connected to a signal generator and impedance analyser
as before, this time only 6 impedance troughs were identified, between 9.505 and
9.754 MHz. A solution of 10 um fluorosphere beads was flowed through the device and
the chips were excited at minimum impedance. No lateral particle motion was seen as
the voltage was increased from 2 to 40 V,,. Again, acoustic streaming was observed at
higher voltages and was seen in both the oxygen plasma device and the spin coated
device.

6.3.3 Conclusions

Experiments were unable to generate a particle focussing mode using surface
acoustic waves. Two different devices were tested but only acoustic streaming was
observed. Acoustic streaming was seen in the devices made using the oxygen plasma
technique and the spin coating technique. This suggests that the addition of a thin
PDMS layer at the bottom of the fluid channel does not drastically alter the
characteristics of the surface wave. This would mean that the spin coating method for
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attaching the fluid channel is a novel and easy technigque for the construction of particle

focussing SAW devices.
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Chapter 7 Conclusions

This chapter presents a summary of the experimental work discussed in
Chapters 4, 5 and 6. The novel aspects of the work will be discussed along with any
potential advantages. The chapter concludes by identifying potential areas for further

development and highlights other challenges this would present.

7.1 Bulk Acoustic Wave Devices

This work on bulk acoustic wave devices has proven two novel ideas in ultrasonic
particle manipulation. This work is the first time that planar polymer particle focussing
devices have been developed. This work has developed the capabilities of ultrasonic
particle manipulation devices to be integrated with lab-on-a-chip style devices, which
are almost always produced in polymers. The work has also developed a novel
transparent particle focussing device that uses lithium niobate in a bulk acoustic wave
set up.

Conventional ceramic bulk acoustic devices tend to require expensive and time
consuming manufacturing techniques. Producing repeatable devices is difficult to
achieve meaning each device has unique characteristics. They can also be sensitive to
small changes in the setup, causing erroneous results. For ultrasonic particle
manipulation devices to be used more widely in laboratories they need to be

repeatable, robust, easy to use and ultimately they need to be cheap.

7.1.1 Polymer Devices

Polymer devices are not generally used as ultrasonic particle manipulation
devices due to the higher associated losses. The work presented in this thesis shows
that it is possible to design effective devices in polymers. The work has shown that by
designing devices that operate at a frequency close to that of the free transducer, it is
possible to generate forces within a fluid channel comparable to a typical ceramic
device.

The work identified the possibility of designing sub half wavelength fluid
channels. The acoustic impedance of PMMA and water are similar which allows any
portion of a standing wave to be set up across a fluid channel. This differs from
traditional ceramic devices where an exact half wavelength is designed for across the

fluid channel. There are several advantages to producing sub half wavelength devices:
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o Robustness to changes in the fluid properties
e Significant forces at the fluid/solid interface

e Robustness to variations in the layer thickness

As the resonance is dominated by the entire device, rather than the fluid channel,
changes in the fluid properties have a smaller proportional effect. The properties of the
fluid can change substantially without adversely affecting the forces generated in the
fluid channel. When an exact half wavelength is set up across the fluid channel, small
changes to the operating frequency are likely to cause a pressure anti-node to form in
the fluid channel, which would be detrimental to the performance of the device. In these
polymer devices less than a half wavelength is set up in the fluid channel. As a result,
changes to the operating frequency, caused by changes in the fluid properties, will not
be enough to generate a pressure anti-node in the fluid channel.

When an exact half wavelength is set up in the fluid channel, the forces at the
solid/fluid interfaces are zero. Close to the solid/fluid interfaces the acoustic forces on a
particle are small. Some particles may not experience enough force to move to the
pressure node in the middle of the channel. In the polymer devices where less than a
half wavelength is set up, the forces generated at the fluid/solid interface are non-zero.
In an optimal design, a quarter wavelength is set up across the fluid channel with a
centralised pressure node. In this configuration, the forces generated at the fluid/solid
interfaces are maximised.

Designing sub half wavelength PMMA devices brings advantages in repeatability.
In more common ceramic devices the manufacturing techniques used lead to
significant variations between devices. This leads to significant variations in the forces
generated in different devices and the operating frequency. There is also the possibility
of anti-nodes forming within the fluid channel. By designing a sub half wavelength
device, the chances of an anti-node forming in the fluid channel are reduced.

Designing sub half wavelength devices in polymers is a novel approach in
ultrasonic standing wave devices. The devices are low cost, quick to make and bring
advantages in terms of the forces exerted on particles at the solid/fluid interface.
Previous work by Harris et al (Harris et al., 2010) generated a sub half wavelength
planar resonance, however, this was a side effect of the design of an exact half
wavelength lateral mode. Glynne-Jones et al (Glynne-Jones et al., 2009) used a similar
technique to produce a device capable of moving particles to the reflector. This work
differs in that a centralised planar pressure node in the fluid channel was generated.

The force exerted on particles was maximised by matching the resonance of the device
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to that of the free transducer. The device was also designed to be robust by
deliberately moving away from a perfect half wavelength mode.

Another important aspect of designing devices in PMMA is the high level of
repeatability. In traditional ceramic devices each device tends to have unique
characteristics. In recent years this has been improved through the use of off the shelf
components such as glass capillaries. However, such components may not always be
suitable for the applications required by the user. By using ready-made PMMA films, it
would be possible to incorporate planar particle focussing with complex channel
geometries. Due to the repeatability in the thickness of the PMMA films it would also be
possible to make significant numbers of these devices, each with the same
characteristics.

Another advantage of using PMMA films is the ease with which they can be
produced. It is possible to build a batch of devices and have them working in a lab on
the same day. Trying various similar designs is possible as the most basic designs can
be hand made using a scalpel. The use of PMMA sheets also lends itself to laser
cutting, which allows complex channel geometries to be made. All of these techniques
are quicker and, perhaps more importantly, cheaper than the techniques required for

traditional ceramic devices.

7.1.2 Lithium Niobate Devices

The use of lithium niobate as a bulk acoustic wave transducer is a new idea in
ultrasonic particle manipulation. In general, PZT transducers are used for bulk acoustic
wave devices and lithium niobate for surface acoustic wave devices. Lithium niobate
brings advantages for the user because of its transparency. Some biological
applications may require transmission microscopy which is not always possible when a
PZT transducer is used. It is possible in wedge transducer designs but this style of
device tends to have narrow fluid channels.

This work has coupled the transparency of lithium niobate with an ITO film to
produce a device that is compatible with transmission microscopy and multiple
wavelength fluid channel widths. The novel transducer/electrode combination was used
with the PMMA particle focussing devices and was able to generate comparable forces
on a 10 pm diameter polystyrene bead. The thickness of the ITO film could be
increased to reduce the resistance at the expense of a lower optical transmittance. This
is a novel piece of work that increases the number of applications for which ultrasonic

standing wave technology could be used.
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7.2 Biofouling

Biofouling is one of the main constraints on the working life of oceanographic
sensors for two main reasons:

e The physical presence of the film will reduce fluid flow and could potentially
cover sensing surfaces.

e The biological presence of the film will affect the readings taken through the

uptake and release of chemicals.

This work has presented a novel and low power method to reduce the formation of
biofilms in microfluidic channels. Several aspects of this work have improved the
capabilities of ultrasonic particle manipulation techniques. Before this work, attempts to
use ultrasonic techniques to reduce biofouling relied on high power acoustic streaming
used over short timescales to actively lift adhered bacteria. Using continuous low
power excitation is a novel approach.

The initial biofouling experiments showed a qualitative reduction in the formation
of biofilms in traditional ceramic devices. The experiments ran for a long time
compared to the type of experiments usually undertaken using ultrasonic particle
manipulation. This was made possible by using a frequency sweep centred over the
minimum measured impedance. This ensured that the device was always excited at its
optimal frequency regardless of external temperature variations, heating or other
factors that could change the acoustic impedance.

The use of ultrasonic standing wave technology was tested in specially designed
polymer chips. This proves that it is feasible for ultrasonic techniques to be used to
reduce biofilm formation in an oceanographic sensor. A simple quantitative method
was used to confirm a significant reduction in biofilm formation and calculations
showed that it was a low power technique with noticeable reductions achieved using
only 0.025 W. The work also matched well with the modelling, including the presence
of an anti-node close to the roof of the fluid chamber. This was shown by higher
concentrations of bacteria in the higher powered chip.

Finally, a series of experiments were carried out using polymer slide devices.
These devices were proven to focus particles at comparable input powers to traditional
ceramic devices. They also had advantages in terms of robustness which has already
been discussed. The use of these slides in this series of experiments also proved
another characteristic of these devices: their repeatability. Throughout these
experiments, twelve devices were created that showed very similar acoustic properties.

To manufacture twelve comparable devices using traditional ceramic methods would
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be difficult to achieve, as minor variations in dimensions causes large differences in the
frequency response.

This series of experiments used a thorough image analysis technique to show a
reduction in the total number of bacteria and in the actively respiring bacteria. The
results showed a general decline as the voltage applied increased which is consistent
with theory. The percentage of actively respiring bacteria appeared to reduce as the
strength of the acoustic field increased. It was not possible to confirm if this was due to
the acoustic forces or natural variations.

The position of the bacteria cells within the fluid channel was biased towards the
matching layer which is inconsistent with the modelling. This is probably due to the
momentum of the cells as they enter the fluid chamber or small differences in the
properties of the PMMA used in the modelling. The methods and analysis used
throughout these experiments was robust, detailed and provided significant quantitative
evidence that ultrasonic particle manipulation techniques can reduce the formation of

biofilms over a relatively long period of time.

7.3 Surface Acoustic Wave Devices

The development of surface acoustic wave devices in recent years is an exciting
prospect for ultrasonic particle manipulation technigues. The ability to manipulate
particles in two dimensions on such a small scale opens up numerous applications for
which ultrasonic techniques could be used. Another advantage of SAW devices is that
they primarily use PDMS fluid channels which is the material of choice in microfluidic
devices.

The mechanism behind the focussing of particles is not fully understood. To
better understand the mechanism computational modelling was carried out in Ansys.
Initially, the model investigated how the substrate thickness affected the type of wave
being generated; a plate wave or a surface wave. The results matched well with theory
and showed the substrate must be at least two wavelengths thick for a surface wave
type mode to exist.

The modelling went on to show general characteristics of surface acoustic wave
devices, such as how increasing the total width of the substrate results in a more
broadband response. It also showed that minor variations in the width of the substrate
would not greatly affect the characteristics of the device; this implies that SAW devices
are relatively robust against manufacturing variations. The model went on to show the

damping effect of a PDMS layer on top of the substrate.

221



The model matched closely with the expected behaviour of a loaded surface
acoustic wave and so was modified to investigate the mechanism that causes patrticles
to focus in a fluid channel. The modelling identified a mode in which the horizontal
surfaces of the fluid channel oscillate towards the centre of the channel and then away
in unison. This causes the vertical walls of the channel to oscillate away from the
centre of the channel and then towards it, also in unison. The compliant nature of the
PDMS allows this fluid channel resonance to occur. This creates a half wave type
resonance horizontally and vertically.

The work also developed a novel manufacturing technique which allows for the
relatively easy production of SAW devices. By spin coating PDMS on to the substrate it
is possible to align the fluid channel before curing. If the spin coated PDMS has a low
base to curing agent ratio (3:1) and the fluid channel has a high ratio (30:1), the excess
agents in each piece will diffuse across the boundary forming a permanent bond. The
bond strength was comparable to the oxygen plasma technique and was significantly
more repeatable. It was not possible to say if the presence of a thin PDMS layer in the
fluid channel affected the performance of the device as none of the devices produced
were able to focus particles.

Whilst it was not possible to focus particles in a SAW device there were several
aspects that matched well with the modelling. The devices showed impedance minima
close to what was predicted in ANSYS. The reason why the devices did not work is not
known. One potential explanation could be that the devices had too low a Q factor, in
which case more electrodes could be added to make a single distinct resonance.
Another reason could be that the overall size of the chip was too narrow and there was
too much interference from reflections. The devices shown by Shi et al tend to have a
lot more free surface. One other suggestion is the presence of the PDMS over the
electrodes damps the wave to such an extent that very little acoustic energy is radiated

into the fluid channel.

7.4 Final Remarks

The work undertaken in this thesis has made improvements in the robustness
and repeatability of bulk acoustic wave devices by using polymers combined with novel
manufacturing techniques. A novel use of lithium niobate as a bulk acoustic transducer
was shown which is compatible with transmission microscopy. The mechanism behind
particle focussing in SAW devices was investigated and a new manufacturing

technique was developed, however, it was not possible to verify the modelling
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experimentally. The main aspect of this work is the reduction in biofouling seen in the
PMMA devices that were operational for a week.

The biofouling work offers the most opportunity for further development. The
reduction in biofouling was impressive but it is expected that further improvements
could be made by combining ultrasonic techniques with surface treatments. The
efficiency of the devices could also potentially be improved by using different thickness
layers such that the force applied to particles is at a maximum at the fluid/solid
boundaries. Another area that could be developed is in applying the technique to more
complex fluidic systems. The work used straight channels that were well suited to bulk
acoustic waves. The addition of reservoirs, bends and contractions in the fluid channel
will all add complexity. It would also be of interest to develop the work in other
polymers, such as COC and COP, as they are better suited to oceanographic sensing.

For the SAW work to be developed further, a working device is needed. From
there it would be possible to verify if the novel manufacturing technique affects the
device. It would also allow for the verification of the model. Long exposure images
would allow the vertical position of the particle to be calculated and the horizontal
position could be directly measured. It would also be possible to alter the properties of
the PDMS channel to show that the compliance of the material is one of the reasons
that particle focussing is observed in the channel. This could be achieved by altering
the ingredient ratios and curing time to produce stiffer PDMS.

In conclusion, several novel ideas have been presented with the aim of creating
robust ultrasonic particle devices tailored towards oceanographic sensing. The use of
ultrasonic standing wave techniques in polymer devices is a new area and the devices
developed are comparable to ceramic devices. The biofouling work is a substantial

step towards ultrasonic techniques being used outside of the laboratory environment.
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Appendix A

Calculation for the speed of sound in seawater.
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Variables are shown in yellow.
Constants are shown in blue.
Formulas are shown in green.
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Appendix B

Method and Recipe for 3MN Solution
Method

1. Add 920 mL Nine Salt Solution (NSS) to a sterile 1 litre bottle.

2. Add 40 mL 1 M 3-(N-morpholino)propanesulfonic acid (MOPS) solution.

3. Add 10 mL 0.4 M Tricine & FeSQO, solution.

4. Slowly add 10 mL 132 mM K,HPO, solution while stirring.

5. Add 10 mL 952 mM NH,CI solution.

6. Add 33.3 pL of nutrient solution.

7. Add 9.9667 mL of water.

8. Autoclave

Recipe

Component Stock Concentration Unit Final Concentration | Volume of Stock (mL)

NSS 1.1 1.012 920
MOPS Y 0.04 40
Tricine + FeSO, 04 | M 0.004 10
KoHPO, 132 | mM 1.32 10
NH.CI 952 | mM 9.52 10
Nutrients 33333 0.01 0.0333
MilliQ Water 9.9667
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Component Recipe

NSS 1.1x Major salts (combined) 2349 | G
Minor salts 5.50 | mL
MilliQ water 994.50 | mL
Adjust to pH7
Major
salts
NaCl 19.36 | G
Na,SO4 162 | G
MgCl, 206 | G
CaCl, 045 | G
Minor
salts
NaHCO; 8.00 | G
KCI 25.00 | G
KBr 4.00 | G
SrClp 080 | G
H,BO3 0.80 | G
MilliQ
water 500.00 | mL
MOPS 1M MOPS 209.26 | G
MilliQ water 1000.00 | MI
Tricine + FeSO, 0.4M | Tricine 7167 | G
FeSO4 7H,0 028 | G
MilliQ water 1000.00 | mL
K;,HPO, 132mM K,HPO, 2299 | G
MilliQ water 1000.00 | mL
NH,Cl 952mM NH,CI 50.92 | G
MilliQ water 1000.00 | mL
Adjust to pH 7.8
Nutrients 33333x Peptone 50.00 | G
Yeast extract 10.00 | G
MilliQ water 1000.00 | mL
Autoclave
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Appendix C

Method for Staining Cells

1. Add enough 3 mM CTC to fill each channel and incubate at 25 ° C for 2 hours.

2. Remove CTC by carefully syringing out of the fluid channel.

3. The channels are washed with sterile MilliQ water slowly so as not to disturb the
biofilm.

4. Add enough formaldehyde to fill each channel and incubate at RT for 10 minutes in
order to fix cells.

5. Remove formaldehyde by carefully syringing out of the fluid channel.

6. The channels are washed with sterile MilliQ water slowly so as not to disturb the
biofilm.

7. Allow the fluid channels to dry out. 30 minutes at room temperature.

8. Add enough 1 ug mL™ DAPI in each channel and incubate at RT for 20 minutes.

9. Remove CTC by carefully syringing out of the fluid channel.

10. The channels are washed with sterile MilliQ water slowly so as not to disturb the
biofilm.

11. Allow the fluid channels to dry out. 30 minutes at room temperature.

12. Store fluid channels at 4° C until microscopy is performed.
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Appendix D

Example ANSYS code, modelling a piece PDMS on a 2 mm thick wafer of lithium
niobate.

finish

[clear

[title, Lithium Niobate impedance test
[filnam, lithium1

/UNITS,SI

/PREP7 !define the coordinate system for the lithium niobate
rotate=90+128 !rotate so the z axis is aligned along ANSYS y axis
LOCAL,11,CART,0,0,0,0,90,0 !'angle to rotate coordinate system.

csys,0 Icome back to the global scheme
voltage=30 !voltage to be applied to electrodes

w=7.00e-3 ! values used to define corners of model
[=0.01e-3

h=1.0e-3

W2=0.50e-3

H2=2.00e-3

numsteps=50 !the number of load substeps
F1=8.0e6 !starting frequency
F2=10.5e6 'end frequency

k1,-w,-h,-I Idefine the corners of the model, repeat as required
k,2,-w,-h,l

k,19,W2,h+H2 I

k,20,W2,h+H2 I

a,1,2,3,4 ldefine areas, repeat as required
a,9,10,11,12
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elec1=-450e-6 !define values for interdigitated electrodes (+ve), repeat as required
elec2=-550e-6

eleclb=-650e-6 !define —ve electrodes, repeat as required
elec2b=-750e-6

DMPRAT,0.01 !damping

ET,1,80,,0 !define element types
ET,8,5,3 ILINbOS3 element type
ET,7,45

VA 1,2,3,4,5,6 define volumes using areas
VA,2,7,8,9,10,11

VA9,12,13,14,15,16
VA10,17,18,19,20,21

MP,EX,7,0.360e9 !material properties, elastic moduli, mass density, Possions ratio
MP,DENS,7,1020
MP,PRXY,7,0.499

mat,8 !lithium niobate material properties

type,8

TB,ANEL,8,1,,0,, !table for anisotropic elastic matrix
TBDATA,1,2.0300E+11,5.7300E+10,7.5200E+10,8.5000E+09,0.0000,0.0000 !define data for
table
TBDATA,7,2.0300E+11,7.5200E+10,-8.5000E+09,0.0000E+00,0.0000,
TBDATA,12,2.4240E+11,0.0000E+00,0.0000,0.0000,
TBDATA,16,5.9500E+10,0.0000,0.0000,
TBDATA,19,5.9500E+10,1.7000E+10

TBDATA,21,7.2850E+10

TB,PIEZ,8, Ipiezoelectric matrix data
TBDATA,1,0.0000,-2.3000,0.1400

TBDATA,4,0.0000,2.3000,0.1400

TBDATA,7,0.0000,0.0000,1.3600

TBDATA,13,0.0000,3.7000,0.0000
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TBDATA,16,3.7000,0.0000,0.0000
TBDATA,10,-4.6000,0.0000,0.0000

EMUNIT,EPZRO,8.85E-12 !specifies the system of units for magnetic field problems
MP,PERX,8,26.700 'material parameters, electrical permitivities

MP,PERY,8,26.700

MP,PERZ,8,44.900

MP,DENS,8,4640.000

vsel,s,,,1, 'volume select, repeat for all transducer volumes
VATT,8,8,8,11 !'attach material 8 to volume

vsel,s,,,4, !plastic volume above transducer
VATT,7,7,7,0

mshsize=(10e-6)/1.6 Imesh spacing

Isel,all 'select all lines

Isel,u,loc,x,w 'unselect specific lines
Isel,u,loc,x,-w

Isel,u,loc,x,W2

Isel,u,loc,x,-W2

Isel,u,loc,y,h+H2

Isel,u,loc,x,0

lesize,all,,,675 Imeshing across end sections
Isel,s,loc,x,0

lesize,all,,,50 Imeshing across middle section
Isel,s,loc,x,W2

Isel,a,loc,x,-W2
Isel,u,loc,y,h+H2
Isel,u,loc,y,h
Isel,u,loc,y,-h

lesize,all,,, 40 Imeshing from top to bottom
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Isel,s,loc,y,h+H2
Isel,a,loc,y,h
Isel,a,loc,y,-h

lesize,all,,,1 Imeshing from front to back

vsel, all

mshkey,1
MSHAPE,0,3D

vmesh,all Imesh it

nsel,s,loc,z,1,-1 !set up plain strain condition
D,all,uz,0

Insel,s,loc,z,-|

ID,all,uz,0

ladd voltages electrodes (+ve), repeat as required for interdigitated electrodes
vsel,s,MAT,,8 Iselect lithium niobate vol

aslv,s !get its areas

nsla,s,1 !'get nodes on the areas including end points

nsel,r,loc,y,h keep only those on top of lithium niobate
nsel,r,loc,x,elecl,elec2

cp,next,volt,all !couple all these together for voltage

cm,te,node

d,All,volt,voltage

ladd voltages electrodes (-ve), repeat as required for interdigitated electrodes
vsel,s,MAT,,8 Iselect lithium niobate vol

aslv,s !get its areas

nsla,s,1 !'get nodes on the areas including end points

nsel,r,loc,y,h 'keep only those on top of lithium niobate
nsel,r,loc,x,eleclb,elec2b

cp,next,volt,all !couple all these together for voltage

cm,be,node

d,All,volt,0 !set voltage to 0
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FINISH

/SOLU

ANTYPE,HARMIC !harmonic analysis
nsteps=numsteps !the number of load substeps
NSUBST ,nsteps 'number of frequency steps
HARFRQ,F1,F2 !solve between these frequencies
KBC,1 !Stepped load ie the voltage is applied evenly to all steps
HROPT,FULL !full harmonic analysis
HROUT,ON loutput options

egslv,sparse

SOLVE

save

FINISH

IEnergy density in liquid layer calcs vs freq
/postl
*dim,lig_energy,ARRAY ,nsteps !Icreate array for energy results

*do,loop_a,1,nsteps,1  !loop this variable 1 to nsteps ininc. 1
vsel,s,MAT,,1 Iselect fluid
eslv,s !get elements on selected areas
stepnum=loop_a !the macro wants the load sub step number
*USE, 79acoustic.txt My macro calculates energies and acoustic quantities
lig_energy(loop_a)=lig_energy_dens laverage energy density stored
*enddo
/dscale,all,off
vsel,s,mat,,1

eslv

finish  ****the data will be displayed in post26 following

R R e R e e R R R o o o e R AR AR AR R AR AR AR R R R R R R AR (R R R (R R R R R AR AR AR AR AR =

/post26 Icalculate electrical impedance and plots it and the energy density
rforce,2,botelec,amps,,Charge_unitwidth !get charge store in #2

area_fac=1 lIratio electrode area to modelled area
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prod,2,2,,,Charge,,,area_fac !multiply charge per unit width by width for actual charge
prod,3,1,2,,Current,,,2*3.14,1  Istore current in #3

FILLDATAA4,,, 1 #4: just an array of 1's to let allow use of qout
quot,5,4,3,,Z_pzt,, voltage 1 #5 = (#4)* voltage/ #3

ABS,6,5 1#6 takes on the complex magnitude of #5, the impedance
/axlab,x,Frequency (Hz)

faxlab,y,Impedance (Ohms)

plvar,6 Iplots the impedance

VPUT lig_energy(1),7,,,Energy Itransfer variable lig_energy into #7
/axlab,x,Frequency (Hz)

faxlab,y,Energy

plvar,7 Iplots the energy stored in liquid layer

EXTREM,7

*get,fmax,VARI,7,EXTREM, TMAX !freq of max energy
stepmax=(fmax-F1)/((F2-F1)/(NUMSTEPS)) !step number of the maximum

[rxsdkrxdx A d A \WRITE DAT A*F*xsstdokokksbbokkksio:
*DIM,freqarray, ARRAY,nsteps

VGET ,fregarray,1 Iget freq data
*CFOPEN,LIi_en,txt lwrite data to txt document
*VWRITE,freqarray(1),lig_energy(1)

(E15.8,E15.8)

*CFCLOS

[rxsdkdx sk A d A \WRITE DAT A*F*xsstddokksbdokkksio:
*DIM,imparray,ARRAY nsteps

VGET,imparray,6

*CFOPEN,Li_imp,txt  !'write data to txt document
*VWRITE,freqarray(1),imparray(1)

(E15.8,E15.8)

*CFCLOS

/POST1 !plot radiation force potential
ALLSEL
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stepnum=stepmax

vsel,s,MAT,,1 Iselect fluid layer

eslv,s !get elements on selected vol

*USE, 79acoustic.txt  !'macro to calculate stuff
bead dens=1055

bead_speed=1962

*use,Gorkov.txt  'macro calculates force potential

lyrange

path,vert,2,8,1000 Inew path 2 defined points, 8 data items, 20 divisions
ppath,1,,0,0,0

ppath,2,,0,Tfluid,0

pdef,myforce_pot,etab,force_pot

pdef,myEpot,etab,E_POT

PCALC,DERI,vert,myforce_pot,S !force is calculated as derivate d(force_pot)/d(distance)
plpath,vert

lyrange

path,latmid,2,8,1000 Inew path defined points, 8 data items, 20 divisions
ppath,1,,-W2,Tfluid/2,0

ppath,2,,W2 Tfluid/2,0

pdef,myforce_pot,etab,force_pot

pdef,myEpot,etab,E_POT

pdef,myPRESA, etab,PRESA

PCALC,DERI,latmid,myforce_pot,S !force is calculated as derivate d(force_pot)/d(distance)
plpath,latmid

Iprpath,latmid !prints it

pletab,force_pot

/dscale,all,1 !do not scale the displacements

/postl Iplot the voltage ditribution
Iset,1,stepnum

lesel,s,mat,,8

IpInsol,volt

save
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A print of 79acoustic file.

[ sk ke sk ek sk ke ok ok ok
I79ACOUSTIC macro

IPeter Glynne-Jones 2008

sk ek ek ek ke sk ek ek ek koo ok
!When using fluid799 in acoustic simulation, this calculates the acoustic

Iparameters and energy terms after a harmonic analysis.

lincludes energy density for radiation forces

HINPUTS:

I On entry you must have all the fluid79 elements selected.

I stepnum must hold the load substep: it uses set,1,stepnum

! rho_water must hold the fluid density

IOUTPUTS:

IE_KIN, E_POT Time averaged energy densities, kinetic and potential (etable)
llig_energy dens The average energy density of the liquid layer

IREALPRES, IMAGPRES acoustic pressure

IRVelX,RVelY,IVelX,IVelY Real and Imaginary acoustic velocity

LCSUM,ALL Iforces ansys to allow summing (allow amplitude to be found) for non-
summable components (NMISC). This needed for HRCPLX macro

HRCPLX,1,stepnum,1000 !Get amplitude (not Real/lmag) results of loop_a load step
[1000>360 so amplitude]

etab,PRESA,SMISC,1  Iget pressure amplitude
set,1,stepnum !Real

*GET,freq,ACTIVE,0,SET,FREQ !get the frequency of current load step

omega=2*3.14159*freq 'angular frequency

etab,elem_vol,VOLU Iget element volumes

etab,RUX,U,X  IReal x displacement

etab,RUY,U,Y  IReal y displacement

set,1,stepnum,,1 !Imaginary
etab,lUX,U,X IIMAG x displacement
etab,IUY,U,Y IIMAG vy displacement

SMULT,RvelY,IUY,,-omega !the velocity is dU/dt = j*omega*U
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SMULT,lvelY,RUY,,omega !find the real and imag parts of both x and y components
SMULT,RvelX,IUX,,-omega
SMULT,IvelX,RUX,,omega

Iget magnitudes of X and Y velocities

SMULT,RY2,RvelY,RvelY Isquared

SMULT,RX2,RvelX,RvelX Isquared

SMULT,IY2,lvelY,lvelY Isquared

SMULT,IX2,lvelX,lvelX Isquared

sadd,sumy,RY2,1Y2 Isum of squares

sadd,sumx,RX2,IX2 Isum of squares

sexp,velXamp,sumx,,0.5 Isqrt: this is now the amplitude of the x component of the
velocity

sexp,VelYamp,sumy,,0.5 Isgrt

smult,E_KINX,velXamp,velXamp,0.25*rho_water !the time averaged Kinetic energy
density from X component

smult,E_KINY,VelYamp,VelYamp,0.25*rho_water !the time averaged kinetic energy
density from Y component
sadd,E_KIN,E_KINX,E_KINY !add them for total time averaged kinetic energy density.

smult,E_POT,PRESA,PRESA,0.25/(rho_water*c_water**2)  Ithe time  averaged
potential energy density

sadd,E_dens,E_POT,E_KIN Itotal energy density is sum E_POT+E_KIN

etab,elem_vol,VOLU Iget element volumes

smult,elem_energy,elem_vol,E_dens !the energy for the element (of unit width)

SSUM Isum all columns

*GET,Etot,SSUM,elem_energy Iget the sum of E_dens. This is total energy in
fluid for unit width
*GET,Voltot,SSUM,elem_vol !get the total volume (for unit width)

*get,myfreq,ACTIVE,,SET,FREQ
lig_energy_dens=Etot/Voltot IThis is the average energy density in the fluid layer
A print of the Gorkov file

ICalculate force potential from acoustic parameters
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IE_KIN,POT have kinetic/potential time averaged energy density

INEEDED: bead rad, bead_dens, bead_speed, rho_water, c_water

mr=bead_dens/rho_water Imass ratio: lambda in groschl
vr=bead_speed/c_water !velocity ratio: sigma in groschl
bead rad=5e-6
bead_volume=(4/3)*3.141592*(bead_rad**3)

KIN_mult=-bead_volume*3*(mr-1)/(2*mr+1) Ifrom Gorkov, what we need to multiply
E_POT by: Note the initial MINUS sign
POT_mult=bead_volume*(1-1/(mr*vr*vr)) Ifrom Gorkov.

sadd,force_pot,E_POT,E_KIN,POT_mult,KIN_mult 1Gorkovs force potential
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