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ABSTRACT
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Cooperation and Resource Allocation in Relay and Multicarrier Systems

by Jia Shi

In modern wireless communications, various techniques have been developed in order to exploit the dynamics existing in wireless communications. Diversity has been recognized as one of the key techniques, which has the potential to significantly increase the capacity and reliability of wireless communication systems. Relay communication with possible cooperation among some nodes is capable of achieving spatial diversity by forming a virtual antenna array for receiving and/or transmission. Dynamic resource allocation is capable of taking the advantages of the time-varying characteristics of wireless channels and wireless systems themselves, generating promising increase of energy- and spectrum-efficiency. This thesis focuses on the cooperation and resource allocation in relay and multicarrier systems, via which we motivate to design the low-complexity algorithms that are capable of achieving the spectrum-efficiency and reliability as high as possible.

First, we investigate and compare the error performance of a two-hop communication links (THCL) system with multiple relays, when distributed and cooperative relay processing schemes are respectively employed. Our main objectives include to find some general and relatively simple ways for error performance estimation, and to demonstrate the trade-off of using cooperative relay processing. The error performance of the THCL employing various relay processing schemes is investigated, with the emphasis on the cost of cooperation among relays. In order to analyze the error performance of the THCL systems novel approximation approaches, including two Nakagami approximation methods and one Gamma approximation method, are proposed. With the aid of these approximation approaches, a range of closed-form formulas for the error rate of the THCL systems are derived. Our studies show that cooperation among relays may consume a significant portion of system energy, which should not be ignored in design of cooperative systems.

Second, resource allocation, including both power- and subcarrier-allocation, is investigated in the context of the single-cell downlink orthogonal frequency division multiple-access (OFDMA) and multicarrier direct-sequence code-division multiple-access (MC DS-CDMA) systems. Our resource allocation is motivated to maximize the system reliability without making a trade-off with the attainable spectrum-efficiency of the system, while demanding the complexity as low as possible. For the sake of achieving low-complexity in implementation, we carry out power- and subcarrier-allocation separately in two stages, which has been proved without much performance loss. On this topic, we propose a range of subcarrier-allocation algorithms and study their performance with...
the OFDMA and MC DS-CDMA systems. In general, our proposed algorithms are designed either
to avoid assigning users as many as possible the worst subchannels, or to assign users the best
possible subchannels. Our studies show that all the proposed algorithms belong to the family of
low-complexity subcarrier-allocation algorithms, and they outperform all the other reference sub-
optimal algorithms considered, in terms of both the error and spectrum-efficiency performance.
Furthermore, some of our proposed subcarrier-allocation algorithms are capable of achieving the
performance close to that achieved by the optimum subcarrier-allocation algorithm.

Finally, based on our subcarrier-allocation algorithms, we investigate the resource allocation
in multicell downlink OFDMA and MC DS-CDMA systems, with the emphasis on the mitiga-
tion of intercell interference (InterCI). Specifically, we extend the subcarrier-allocation algorithms
proposed in the single-cell systems to the multicell scenarios, in which each base station (BS) in-
dependently carries out the subcarrier-allocation. After the subcarrier-allocation, then minimum
BS cooperation is introduced to efficiently mitigate the InterCI. In the multicell downlink OFDMA
systems, two novel InterCI mitigation algorithms are proposed, both of which are motivated to set
up the space time block coding (STBC) aided cooperative transmissions to the users with poor
signal-to-interference ratio (SIR). Our studies show that both the proposed algorithms can sig-
ificantly increase the spectrum-efficiency of the multicell downlink OFDMA systems. In the
multicell MC DS-CDMA systems, after the subcarrier-allocation, we propose two low-complexity
code-allocation algorithms, which only require the BSs to share the large-scale fading, including
the propagation pathloss and shadowing effect. Our studies show that both the code-allocation algo-
rithms are highly efficient, and they are capable of achieving significantly better error and spectrum-
efficiency performance than the random code-allocation (i.e., the case without code-allocation).
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<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-QAM</td>
<td>R-ary QAM</td>
</tr>
<tr>
<td>4G</td>
<td>fourth generation</td>
</tr>
<tr>
<td>5G</td>
<td>fifth generation</td>
</tr>
<tr>
<td>AF</td>
<td>amplify-and-forward</td>
</tr>
<tr>
<td>APs</td>
<td>access points</td>
</tr>
<tr>
<td>AWGN</td>
<td>additive white Gaussian noise</td>
</tr>
<tr>
<td>BC</td>
<td>broadcast</td>
</tr>
<tr>
<td>BER</td>
<td>bit error rate</td>
</tr>
<tr>
<td>BPSK</td>
<td>binary phase shift keying</td>
</tr>
<tr>
<td>BS</td>
<td>base station</td>
</tr>
<tr>
<td>BSS</td>
<td>best subchannel seeking</td>
</tr>
<tr>
<td>BWSA</td>
<td>bidirectional worst subchannel avoiding</td>
</tr>
<tr>
<td>CDF</td>
<td>cumulative distribution function</td>
</tr>
<tr>
<td>CDMC</td>
<td>centralized decision making assisted cooperation</td>
</tr>
<tr>
<td>CF</td>
<td>compress-and-forward</td>
</tr>
<tr>
<td>CMRC</td>
<td>centralized maximal-ratio combining</td>
</tr>
<tr>
<td>CMRC-TEGC-RP</td>
<td>CMRC- and TEGC-assisted cooperative RP</td>
</tr>
<tr>
<td>CMRC-TMRC-RP</td>
<td>CMRC- and TMRC-assisted cooperative RP</td>
</tr>
<tr>
<td>CMVC</td>
<td>centralized majority vote combining</td>
</tr>
<tr>
<td>CMVC-TEGC-RP</td>
<td>CMVC- and TEGC-assisted cooperative RP</td>
</tr>
<tr>
<td>CMVC-TMRC-RP</td>
<td>CMVC- and TMRC-assisted cooperative RP</td>
</tr>
<tr>
<td>CMVC/MMSE</td>
<td>MMSE MUD assisted CMVC</td>
</tr>
<tr>
<td>CMVC/MUD</td>
<td>MUD aided CMVC</td>
</tr>
<tr>
<td>CMVC/RMD</td>
<td>RMD/MS-MMSE MUD assisted CMVC</td>
</tr>
<tr>
<td>CSI</td>
<td>channel state information</td>
</tr>
</tbody>
</table>

xii
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAI</td>
<td>multiple-access interference</td>
</tr>
<tr>
<td>MAP</td>
<td>maximum a-posterior</td>
</tr>
<tr>
<td>MC DS-CDMA</td>
<td>multicarrier direct-sequence CDMA</td>
</tr>
<tr>
<td>MC-CDMA</td>
<td>multicarrier code-division multiple-access</td>
</tr>
<tr>
<td>MGF</td>
<td>moment generation function</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple input multiple output</td>
</tr>
<tr>
<td>MISO</td>
<td>multiple input single output</td>
</tr>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>MLD</td>
<td>maximum likelihood detector</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean-square error</td>
</tr>
<tr>
<td>MRC</td>
<td>maximal ratio combining</td>
</tr>
<tr>
<td>MUD</td>
<td>multiuser detection</td>
</tr>
<tr>
<td>MUI</td>
<td>multiuser interference</td>
</tr>
<tr>
<td>MVC</td>
<td>majority vote combining</td>
</tr>
<tr>
<td>Nakagami-SAp</td>
<td>Nakagami Statistical Approximation</td>
</tr>
<tr>
<td>Nakagami-TAp</td>
<td>Nakagami Theoretical Approximation</td>
</tr>
<tr>
<td>OFDM</td>
<td>orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>OFDMA</td>
<td>orthogonal frequency division multiple-access</td>
</tr>
<tr>
<td>OOP</td>
<td>on-off power</td>
</tr>
<tr>
<td>OPA</td>
<td>optimum power-allocation</td>
</tr>
<tr>
<td>PAPR</td>
<td>peak-to-average power ratio</td>
</tr>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>PMF</td>
<td>probability mass function</td>
</tr>
<tr>
<td>QAM</td>
<td>quadrature amplitude modulation</td>
</tr>
<tr>
<td>QoS</td>
<td>quality-of-service</td>
</tr>
<tr>
<td>QPSK</td>
<td>quadrature phase-shift keying</td>
</tr>
<tr>
<td>R-D</td>
<td>relays to destination</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>RMD/MS-MMSE</td>
<td>receiver multiuser diversity assisted multi-stage MMSE</td>
</tr>
<tr>
<td>RP</td>
<td>relay processing</td>
</tr>
<tr>
<td>S-R</td>
<td>source to relays</td>
</tr>
<tr>
<td>SER</td>
<td>symbol error rate</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>SIC</td>
<td>successive interference cancellation</td>
</tr>
<tr>
<td>SINR</td>
<td>signal-to-interference-plus-noise ratio</td>
</tr>
<tr>
<td>SIR</td>
<td>signal-to-interference ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>single input single output</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SOPA</td>
<td>suboptimal power-allocation</td>
</tr>
<tr>
<td>SSIA</td>
<td>simplified strong InterCI avoiding</td>
</tr>
<tr>
<td>STBC</td>
<td>space time block coding</td>
</tr>
<tr>
<td>T-domain</td>
<td>time-domain</td>
</tr>
<tr>
<td>TDD</td>
<td>time-division duplex</td>
</tr>
<tr>
<td>TEGC</td>
<td>equal gain combining assisted transmit preprocessing</td>
</tr>
<tr>
<td>TEGC-DRP</td>
<td>TEGC-assisted distributed RP</td>
</tr>
<tr>
<td>THCL</td>
<td>two-hop communication links</td>
</tr>
<tr>
<td>TMRC</td>
<td>maximal-ratio combining assisted transmit preprocessing</td>
</tr>
<tr>
<td>TMRC-DRP</td>
<td>TMRC-assisted distributed RP</td>
</tr>
<tr>
<td>WCA</td>
<td>worst case avoiding</td>
</tr>
<tr>
<td>WCF</td>
<td>worst case first</td>
</tr>
<tr>
<td>WE</td>
<td>worst excluding</td>
</tr>
<tr>
<td>WSA</td>
<td>worst subcarrier avoiding</td>
</tr>
<tr>
<td>WUF</td>
<td>worst user first</td>
</tr>
</tbody>
</table>
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Special Symbols

\( x \): Transmitted baseband symbol.
\( x \): Transmitted signal vector.
\( H \): Channel state information (CSI) matrix.
\( y \): Received observation variable.
\( y \): Received observation vector.
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\( N \): Complex-valued AWGN matrix.
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\( \mathcal{M} \): Set of subcarrier indexes.
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\( \mathcal{K} \): Set of user indexes.
\( \mathcal{K}^{(u)} \): Set of user indexes in cell \( u \).
\( C \): Time(T)-domain DS spreading matrix.
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\( \emptyset \): Empty set.

\( L_p \): Number of T-domain resolvable paths of the frequency-selective Rayleigh fading channels.

**Special Operations**

\( | \cdot | \): Absolute value.

\( \| \cdot \|_2 \): Euclidean norm operation.

\( (\cdot)^H \): Hermitian transpose of a matrix.

\( (\cdot)^T \): Transpose of a matrix.

\( (\cdot)^* \): Conjugate of a complex symbol/vector/matrix.

\( \lceil \cdot \rceil \): Rounding a numerical value to the nearest integer higher than the value.

\( \lfloor \cdot \rfloor \): Rounding a numerical value to the nearest integer lower than the value.

\( \Sigma \): Summation operation.

\( \Pi \): Product operation.

\( \forall \): For all.

\( \int \): Integration.

\( E[\cdot] \): Expectation operation.

\( \exp(\cdot) \): Exponential function.
log(·): Logarithm function.
ln(·): Natural logarithm function.
max(·): Maximum function.
min(·): Minimum function.
tr(·): Trace of a matrix.
Var(·): Variance of a random variable.
diag(·): Diagonalizing operation.
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1.1 Motivation

In wireless communications, the communication environments are typically dynamic. First, signals transmitted over wireless channels experience propagation pathloss and shadowing effects, which are usually referred to as the large-scale fading [1]. Simultaneously, due to the reflection, attenuation, deflection, scattering, Doppler effect, etc., wireless signals also experience fast fading. Both the large-scale fading and the small-scale fading are time variant, making the signals received by wireless receiver dynamic. Second, in wireless mobile communication systems, users move around in random ways, making the distribution of users random. Furthermore, different users may have different requirements for their services and corresponding service qualities. All these, plus the above-mentioned large- and small-scale fading, make the inter-relationship among the communication users highly dynamic, not only the number of users competing the limited resources in a given geographic area is time-varying, but also is the inter-user (or co-channel) interference. Additionally, in wireless communications, the system structures may be different in different areas, the resources for supporting communications can be highly diverse in different areas and at different time, and so on.

Owing to the above-mentioned, in modern advanced wireless communications, techniques have been developed in order to exploit the dynamics existing in wireless communications, instead of trying to avoid them as in the conventional wireless systems. Among these techniques, diversity has been recognized as one of the key techniques, which has the potential to significantly increase the capacity and efficiency of wireless communication systems.

Following the state-of-the-art of wireless communications, in this thesis, we motivate to design and investigate the techniques that can make efficient use of the dynamics of wireless communications. Cooperation and resource allocation are the two themes of the thesis. Specifically, in Chapter 2, we study a two-hop relay link, where one source node communicates with one desti-
nation node with the aid of a number of relay nodes that may cooperate with each other to carry out detection and transmission. In this way, we can mitigate the effect of propagation pathloss and achieve the space diversity provided by the multiple relays. In this chapter, our focuses are on the effect of the power allocated between the source and the relays, and the effect of the energy consumed by relays on the achievable error performance of the two-hop relay link. In Chapters 3-6, our focus is on the resource allocation, which through cooperation implements resource sharing and achieves multiuser diversity. In these chapters, various power- and subcarrier-allocation algorithms are proposed for the single-cell and multicell cellular systems supported by the OFDMA or the MC DS-CDMA. We investigate and compare the spectrum-efficiency and error performance of our proposed algorithms as well as a range of existing algorithms on the topics.

1.2 Relay Communications

In modern wireless communications, relay communication with cooperation among some nodes is capable of achieving spacial diversity by forming a virtual antenna array for each receiving and/or transmission. Relay communication was considered as early as 1971, when Van der Meulen [2] proposed the concept of the relay channel in the context of a three-node communication system. A few of years later, T. M. Cover and EL Gamal [3] studied the capacity of the Gaussian relay channel, and proposed some essential relaying protocols. In relay communications, the cooperative diversity can be achieved by the re-transmissions of source signals by relays by exploiting the broadcast nature of wireless channels. In [4,5], Laneman et al. have evaluated and compared the decode-and-forward (DF) and amplify-and-forward (AF) relaying protocols in terms of the achievable diversity order and outage probability, as well as characterized the diversity-multiplexing trade-off (DMT) of the two relaying protocols. In [6, 7], the authors have studied the user cooperation, in order to achieve transmit diversity in cellular networks, where a user relays its partner’s information in addition to transmitting its own information. The study in [7] has demonstrated that an increase of throughput can be used to trade for an increase of cell coverage. The authors of [8–10] have investigated the achievable DMT of the various cooperative communication systems. Specifically, Azarian et al. of [8] have studied the optimal DMT of both the AF and DF relaying schemes, when both single relay and multiple relay scenarios are considered. For the sake of reducing the implementation complexity without much trade-off the outage and error rate performance, various relay selection schemes have been studied in [11–14]. Specifically, Bletsas et al. in [11] have proposed and studied a relay selection regime, which yields the diversity on the order of the number of relays used. Later in [12], the authors have proposed a simple opportunistic relaying scheme with the DF and AF strategies, which is capable of achieving the optimal outage performance. By introducing a threshold in [13], the authors have investigated the threshold-based opportunistic relaying and relay selection, when the DF relaying protocol is assumed.

The above-mentioned relay communications schemes employ some advantages over the con-
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In relay communications, the half-duplex operation used by the relay schemes. Therefore, some successive relay protocols [15–18] have been proposed to recover the throughput loss imposed by the conventional relay schemes, using, such as, AF or DF. Specifically, considering a two-path successive relay system, Chunbo Luo et al. [17] have proposed a low-complexity network coding scheme to combat the inter-relay interference and provide the simultaneous data transmission from the source and relays with a rate of one. In [18], the same authors have proposed another relay communication scheme, which has a rate one and is capable of fully cancelling the inter-relay interference.

In relay communications, there are various types of relay protocols, which are summarized as follows.

- **Amplify-and-forward (AF) [3]**: Signals received by a relay within a time slot are forwarded to the destination using another time slot without detection of the information sent by the source. Two time slots are required for using the AF scheme to send a symbol (or frame) from a source node to its destination node.

- **Decode-and-forward (DF) [19]**: A relay first decodes the signals received from the source, and then re-encodes as well as re-modulates the information, before forwarding it to the destination. Note that, if a relay re-encodes and re-modulates the detected signals in the same way as the source, the scheme is referred to as the “repetition-coded DF” scheme. In DF, two time slots are required to send a symbol (or frame) from a source node to its destination node.

- **Compress-and-forward (CF) [19]**: In CF scheme, contrary to the AF and DF, a relay first quantizes the signal received from a source and then compresses it, before forwarding it to the destination. The destination combines the quantized and compressed signal received from a relay with the original signal from the source to produce the decision. In CF, two time slots are also required to send a symbol (or frame) from a source node to its destination node.

- **Successive relaying [16]**: Successive relay schemes usually work with two sets of relays under two phases. In the first phase, the source node and the first set of relay nodes transmit, while the second set of relay nodes and the destination node receive. In the second phase, the source node and the second set of relay nodes transmit, while the first set of relay nodes and the destination node receive. The above two phases work alternatively until the transmission complete. It can be seen that the data rate is approximately one, if sufficiently long data blocks are transmitted.

In relay communications, various topologies have been investigated in diverse cooperative scenarios. Typically, there are the classic three-node topology, two-hop cooperative topologies with multiple sources, multiple relays, and/or multiple destinations, and their extensions of multi-hop cooperative networks.
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Figure 1.1: System model of the three-node cooperative network, where the source transmits signals to the destination both directly and via the relay.

The three-node network has the conceptual structure shown in Figure 1.1. This cooperative topology has been widely studied. In addition to some of the references mentioned in the previous paragraphs, the authors of [20] have considered the three-node model in cellular network, where subscribers help to relay information for each other to improve the overall network performance. In [21], a relay selection scheme has been designed for a three-node network, with the motivation to minimize the bit error rate (BER) of the network. Onat et al. [22] have investigated the SNR-based selective relaying for the three-node network, where the relay either retransmits or retains silent depending on the link quality of the network. Aiming at reducing the outage probability, in [23] an ARQ aided DF relay scheme has been proposed for the three-node cooperative network, where optimum power-allocation between source and relay is addressed. Furthermore, Ropokis et al. [24] have investigated the coding issues in the three-node network.

Figure 1.2: System model of a two-hop cooperative network with $L$ relays.

The three-node model system can be extended to a two-hop model [25, 26] having $L$ relays, as shown in Figure 1.2. In this model, all relays may be simultaneously activated to support the
source node to communicate with the destination node [25]. Alternatively, a part of nodes can be selected based on certain criteria to support the communication. The performance of the two-hop multiple-relay model has been widely investigated in the context of various scenarios, including AF/DF, relay selection, different modulation schemes, etc. [25–30].

![System model of a multiway relay cooperative network](image)

Figure 1.3: System model of a multiway relay cooperative network, where \( L \) mobile users exchange information via one relay in a two-hop fashion.

Multiway relay cooperative networks can be used for information exchange among a group of distributed mobile users, their system model can be depicted as Figure 1.3. In a multiway relay network, information exchange among the \( L \) users can be accomplished in two steps, including a multiple access step and a broadcast step. The Multiway relay network was first investigated in [31], as early as in 1977, for the achievable rate region. Recently, multi-way communication has been suggested to be implemented with the aid of relays, forming the multiway relay communication [32–36]. Specifically, in [32], the achievable rate region has been studied, when the AF, DF or CF relay protocol is assumed. In [33, 34], the multiway relay communication has been investigated, when assuming that a group of single-antenna users supported by a half-duplex multiantenna relay station are operated under the non-regenerative [33] or regenerative [34] relay strategy. The capacity of the binary multiway relay channels has been studied in [35], where multiple terminals exchange their information with the aid of a relay supported by a so-called functional-decode-forward coding strategy. Furthermore, in [36], the non-coherent fast frequency-hopping (FFH) technique has been proposed for information exchange among a group of users through a relay, which recovers and forwards a time-frequency matrix.

In literature, multi-hop model is another widely studied cooperative topology, which can be simply represented by Figure 1.4 where \( L \) relays successively forward information from the source to the destination. Concerning this model, Hasna and Alouini [37–39] have analyzed the end-to-end (E2E) equivalent SNR, outage probability, when assuming nonregenerative relays communicating over Nakagami fading channels. Furthermore, they have investigated the power-allocation in multihop networks, when aiming at minimization of outage probability [40]. In [41], Trigui et
al. have developed a unified framework for studying the capacity, BER and outage probability of a single input single output (SISO) multihop links operated in AF principles, when communicating over generalized fading channels.

Note that, the multi-hop model of Figure 1.4 can be extended to various and more complex networks, in which each hop may have multiple relays, as well as there are multiple sources and destinations, such as the studies in [12,42–45].

In cooperative relay communications, a typical assumption widely used is that information exchange among the cooperative relay nodes does not consume energy. In the published references, such as [46–49], on the relay communications employing cooperative relays, the ideal cooperation among relays has been used as a typical assumption. Under this assumption, there is no energy consumption for the information exchange required by cooperation and, furthermore, other overheads required are also often ignored. Against this background, in Chapter 2, we are motivated to study the power-allocation and energy consumption for information exchange among multiple cooperative relays, when we consider a novel relay communication network employing various relay processing schemes. According to our study, we can demonstrate that the ideal cooperation assumptions often result in misleading observations, when practical scenarios are considered.

1.3 Multicarrier Schemes and Resource Allocation in Multicarrier Systems

Multicarrier communication techniques have now played important roles in broadband wireless communications. Without any doubt, in the future generations of wireless communications, multicarrier communication is still one of the promising candidates, due to its capability to support wide range and diverse services, flexibility for implementation, high spectrum-efficiency and capacity, etc. Owing to the above-mentioned, in this thesis, the resource allocation is studied in the context of the multicarrier communications. In this section, we first provide a brief overview for the three most widely employed multicarrier techniques, including the orthogonal frequency division multiplexing (OFDM), multicarrier code-division multiple-access (MC-CDMA), and the multicarrier direct-sequence CDMA (MC DS-CDMA). Then, we provide a literature review of the resource
1.3.1 Overview of Multicarrier Communication Schemes

OFDM and its multiuser extension of orthogonal frequency division multiple-access (OFDMA) belong to the parallel data transmission schemes, which are able to achieve high data rate communications via transmitting data on a number of orthogonal subcarriers [50, 51]. Figure 1.5 depicts the transmitter block diagram of the OFDM system, which employs $M$ number of orthogonal subcarriers. In OFDM, data symbols are transmitted in parallel on multiple subcarriers after serial-to-parallel (S/P) conversion. As shown in Figure 1.5, each of the $M$ parallel sub-branches conveys a data symbol, expressed as $a_i + jb_i$ for the $i$th sub-branch. Then, each of the $M$ symbols modulates one corresponding subcarrier chosen from the $M$ orthogonal subcarriers. In OFDM or OFDMA, this multicarrier modulation is implemented by fast Fourier transform (FFT). As shown in Figure 1.5, after the multicarrier modulation, the final transmitted signal is derived by adding the $M$ sub-branches signals, yielding the composite OFDM signal expressed as

$$s(t) = M \sum_{m=1}^{M} \mathcal{R}\{ (a_m + jb_m) \exp(j2\pi f_m t) \}$$

$$= M \sum_{m=1}^{M} [a_m \cos(2\pi f_m t) - b_m \sin(2\pi f_m t)] . \quad (1.1)$$

OFDM and OFDMA systems are able to achieve high data rate communications benefited from the efficient parallel data transmission. With the aid of cyclic prefixing or zero padding [1], intersymbol interference can be significantly mitigated in OFDM systems. OFDM systems can achieve very high spectrum-efficiency. Furthermore, owing to using FFT techniques for subcarrier modulation and demodulation, OFDM systems have low-complexity. However, OFDM systems suffer from the high peak-to-average power ratio (PAPR) problem [1, 50]. When the power of transmitter amplifier is limited, the high PAPR OFDM signals suffer from non-linear distortion, which may
cause significant performance degradation. In order to reduce the non-linear distortion, the average transmit power of OFDM signals may need to be reduced, which however limits the transmission distance. Additionally, due to the limited transmit power of mobile terminals, the PAPR problem in OFDM systems becomes more severe in the uplink transmission. Hence, in order to combat this problem, single-carrier frequency division multiple access (SC-FDMA) schemes employing reduced number of subcarriers have been proposed for the uplink transmission in LTE/LTE-A systems [52, 53]. As shown in [1], the localized FDMA (LFDMA) scheme in the SC-FDMA conflicts only slight PAPR problem, since a user only transmits a few of subcarriers. By contrast, the interleaved FDMA (IFDMA) scheme in the SC-FDMA does not have the PAPR problem, as every user only transmits a single subcarrier [1]. Furthermore, with the aid of the M-ary pulse-position modulation, time-hopping multicarrier CDMA (TH MC-CDMA) scheme can completely avoid the PAPR problem, as only one of the subcarriers is activated at one time instant [54, 55].

\[
\begin{align*}
    s_k(t) &= \Re \left\{ \sqrt{2P} \sum_{i=1}^{Q} \sum_{j=1}^{N_p} b_i^{(k)}(t)c_k[j]\exp(j2\pi f_{ij}t) \right\} \\
    &= \sqrt{2P} \Re \left\{ \sum_{i=1}^{Q} \sum_{j=1}^{N_p} b_i^{(k)}(t)c_k[j]\exp(j2\pi f_{ij}t) \right\} 
\end{align*}
\]

for the \( k \)th user. In (1.2), \( P \) is the transmission power per sub-branch, \( b_i^{(k)}(t) \) represents the \( i \)th data stream of user \( k \), \([c_k[1], c_k[2], \ldots, c_k[N_p]]^T\) is the F-domain spreading code of user \( k \). In MC-CDMA, subcarrier modulation can be implemented using FFT techniques, forming the so-called spread OFDM.

MC-CDMA enjoys all the advantages of the OFDMA. Furthermore, MC-CDMA also benefits from the merits of CDMA [58]. In MC-CDMA, one data symbol is spread over multiple subcarri-

![Figure 1.6: The transmitter schematic of the MC-CDMA system with F-domain spreading employing \( qN_p \) number of subcarriers [1].](image-url)
ers, which facilitates to achieve frequency diversity, when communicating over frequency selective fading channels [1]. However, as the OFDM, the MC-CDMA also suffers from the PAPR problem.

Figure 1.7: Transmitter schematic of the MC DS-CDMA system with time domain spreading, which employs \( QM \) number of subcarriers [1].

MC DS-CDMA [59, 60] systems use multiple subcarriers to convey parallel data streams with direct-sequence (DS) spreading in time-domain (T-domain) and possibly also F-domain spreading [1]. Figure 1.7 depicts the transmitter schematic of the MC DS-CDMA system using only T-domain spreading. As the figure shows, the serial data stream is converted into \( Q \) number of reduced-rate parallel substreams. In order to increase the processing gain of subcarrier signals, MC DS-CDMA system invokes the T-domain spreading on each of the \( Q \) substreams. After the DS spreading, each substream is modulated on \( M \) number of subcarriers. The composite MC DS-CDMA signal transmitted by user \( k \) can be expressed as

\[
s_k(t) = \Re \left\{ \sqrt{\frac{2P}{QM}} \sum_{i=1}^{Q} \sum_{j=1}^{M} b_i^{(k)}(t) c_k(t) \exp(j2\pi f_{ij}t) \right\}
\]  

(1.3)

where \( P \) and \( b_i^{(k)}(t) \) have the same definitions as those in (1.2), \( c_k(t) \) is the T-domain spreading sequence of user \( k \).

Owing to the employment of T-domain spreading, MC DS-CDMA system usually requires a significantly lower number of subcarriers than the OFDM and MC-CDMA systems. Therefore, the MC DS-CDMA scheme has less severe PAPR problem suffered by the other two multicarrier schemes. In contrast to the MC-CDMA, the MC DS-CDMA is easy to guarantee independent fading over different subcarriers, since the number of subcarriers in MC DS-CDMA can be significant reduced in comparison with that in MC-CDMA [61]. Furthermore, in the MC DS-CDMA, the number of subcarriers may be reconfigured online according to the communication environments, making the MC DS-CDMA highly-flexibility. In the MC DS-CDMA, if non-orthogonal DS spreading codes are used, multiuser detection may be required to mitigate the multiuser interference. Furthermore, the MC DS-CDMA system may not benefit much from employing the FFT aided multicarrier modulation and demodulation, since the number of subcarriers used is usually not high [1].
1.3.2 Overview of Resource Allocation in Multicarrier Systems

In wireless communications, promising energy- and spectrum-efficiency can be achieved, when taking the advantage of the time-varying characteristics by using, for example, adaptive modulation, dynamically resource allocation, etc. [62]. The studies in references show that dynamic resource allocation is capable of achieving significant gain over fixed resource allocation. So far, various resource allocation algorithms have been proposed for different multicarrier systems [62–74]. In detail, joint bit-, subcarrier- and power-allocation algorithms in have been studied in [62, 63] in order to minimize the total transmission power, while maintaining users’ quality-of-service (QoS). Wong et al. [62] have proposed an iterative subcarrier-allocation algorithm, which is operated following bits and power assignment. [63] has considered the joint assignment of the bits, subcarriers and power for each of the users via low-complexity algorithms. Moreover, in [64–68, 75], various sub-optimum joint subcarrier- and power-allocation algorithms have been proposed. Specifically, in [64], the authors have proposed two computationally inexpensive approaches for joint resource allocation, where subcarrier-allocation is carried out in two iterations. Considering the uplink OFDMA systems, the authors in [65, 75] have proposed the joint subcarrier- and power-allocation algorithms, with the objectives of maximizing the sum rate and the total utility of resources, respectively. A heuristic non-iterative subcarrier- and power-allocation algorithm has been proposed in [68] for the OFDMA downlink by extending the ordered subcarrier selection algorithm [76] proposed for single user systems. Furthermore, in [69,70], dynamic resource allocation problems have been addressed in the context of cross-layer optimization of OFDMA systems. More recently, the two-part paper [73, 74] has studied the chunk-based subcarrier-allocation and power-allocation in downlink OFDMA systems, in order to reduce the complexity of resource allocation.

Researchers in [77–89] have designed and studied a range of subcarrier-allocation algorithms for the downlink single-cell OFDMA systems. Specifically, Jang and Lee [78] have studied the greedy subcarrier-allocation algorithm without considering the fairness, in order to maximize the sum rate of the downlink OFDMA systems. By contrast, authors in [79] have proposed a fair subcarrier-allocation algorithm of providing equal data rate for all users. The fair greedy algorithm has been introduced in [80,82] for subcarrier-allocation in the OFDMA systems, where all users are assigned the same number of subcarriers. The fair greedy algorithm has the shortcoming that the users assigned subcarrier later may have poor error performance. For the sake of maximizing the sum rate of downlink OFDMA systems, another two famous greedy-type subcarrier-allocation algorithms have been proposed, which are the worst user first (WUF) greedy algorithm [85] and the maximal greedy algorithm [86]. However, the WUF algorithm is inefficient when operated in highly frequency-selective fading channels, while the maximal greedy algorithm’s complexity is dependent on the number of times of applying the above-mentioned fair greedy algorithm, which might be very high. Liu and Yang [83] have proposed a low-complexity worst subcarrier avoiding subcarrier-allocation algorithm, which aims at achieving the best error performance of the frequency-division multiple-access systems including the OFDMA.
A range of references have focused on power-allocation in the downlink OFDMA systems [90–95]. Reference [90] has shown that the water-filling power-allocation is able to maximize the total data rate of the downlink OFDMA systems, which employs with the unfair greedy subcarrier-allocation algorithm. By contrast, Shen et al. [92] have proposed an optimal power-allocation scheme performed after the greedy subcarrier-allocation, which aims at maximizing the sum capacity of the OFDMA systems with proportional fairness constraints. In [93], the proposed power-allocation schemes for the OFDMA systems have been designed in the sense of maximizing the sum rate and minimizing the sum power consumption of the systems, respectively. In [94, 95], the authors have investigated the power-allocation in the OFDMA-based cooperative and cognitive radio systems.

A range of researches can be also found in the area of joint resource allocation in the MC-CDMA systems [96–100]. Specifically, the authors in [96] have studied the joint subcarrier- and power-allocation, in order to enhance the power-efficiency and minimize the error rate of the systems. The allocation of transmission rate, subcarrier and power has been considered for MC-CDMA systems in [97], aiming to minimize the total transmission power under certain BER requirement. In [99, 100], the capacity performance of the MIMO-OFDMA and MIMO-MC-CDMA systems has been compared, when only power-allocation is applied. In [101], an iterative resource allocation algorithm implementing bit loading and power-allocation has been developed for the MC-CDMA systems, in order to maximize the throughput, when both transmission power and BER constraints are imposed for all users. In [102, 103] have a special emphasis on subcarrier-allocation in user-group based MC-CDMA systems has been put by the authors, and the algorithm proposed by Huang et al. in [103] aims at maximizing the total throughput, while guaranteeing the fairness among the different user groups. In [104, 105], the authors have studied the subcarrier-allocation in association with linear MUDs in the MC-CDMA systems. Specifically, in [104], the allocation algorithms has been proposed to minimize the uplink power consumptions, when assuming various BER requirements for different users. By contrast, in [105], the authors have demonstrated that the combination of the proposed subcarrier-allocation and linear MUDs is efficient for mitigating multiple-access interference (MAI). The binary power-allocation in single-cell MC-CDMA systems has been addressed in [106, 107], by considering the on-off power control [106], and that power is uniformly distributed over the subcarriers with high relative channel gains, while turning off the power of the subcarriers suffering deep fading [107].

As shown in literature, the MC DS-CDMA scheme employs a range of advantages over the MC-CDMA and OFDMA schemes. It can achieve higher capacity, is more and flexible for design and reconfiguration, and suffers less severe PAPR problem, etc., in comparison with the MC-CDMA and OFDMA. However, very limited researches [108–114] have been devoted to the resource allocation in MC DS-CDMA systems. In a little more detail, in [108], the allocation of subcarrier and non-orthogonal spreading codes have been studied in the generalized MC DS-CDMA systems. It can be shown that the proposed schemes are capable of significantly mitigating the intercarrier
interference without reducing the system’s spectrum-efficiency. A joint subcarrier-, power- and code-allocation algorithm has been designed in [110] for the multi-rate MC DS-CDMA systems with both T- and F-domain spreading, with the objectives of maximizing the received signal power as well as eliminating the MAI. In [111,115], a resource allocation framework has been proposed for cognitive radio-based ad hoc networks with the MC DS-CDMA signalling. A code assignment scheme with interference avoidance has been proposed for the generalized MC DS-CDMA systems in [112–114]. Additionally, for the MC DS-CDMA systems with both T- and F-domain spreading, the authors of [113] have proposed a time slicing code assignment scheme combined with a power-control mechanism, which is shown has much better interference mitigation performance than the scheme proposed in [112].

The resource allocation algorithms considered so far are mainly for the single-cell multicarrier communication systems. The resource allocation in multicell scenarios may be very different from that in single-cell systems. In multicell systems, in order to enhance the aggregate capacity or system reliability, resource allocation in multicell networks is required to effectively capitalize on the spectrum sharing among adjacent cells, in addition to the other considerations in single-cell systems. As a consequence of spectrum sharing among different different cell, intercell interference (InterCI) makes resource allocation in multicell networks more challenging. Usually, the resource allocation schemes proposed for single-cell scenarios cannot be directly used in multicell networks, owing to the InterCI.

In multicell systems, resource allocation schemes can be categorized into the centralized and distributed resource allocation schemes, depending on where and how the allocations take place. Figure 1.8 and Figure 1.9 depict the general schematics of the centralized and distributed resource allocation in multicell systems. In the centralized resource allocation, as shown in Figure 1.8, assume that, via backhaul links, a central control unit is capable of collecting the channel state information (CSI) of all the subcarriers of all the users in all cells. With the CSI, it allocates the resources to all the users in all cells. Such a centralized resource allocation scheme can provide an enormous number of degrees of freedom, which are provided by the number of cells, the number of users, the number of subcarriers, the number of scheduling slots, the number of codes, the power levels, etc., that can be exploited to optimize the network performance [116]. However, implementing such a centralized resource allocation scheme faces a lot of challenges, including an extremely complicated backhaul system, which may consume a lot of resources, huge signalling overhead, for information exchange, etc. By contrast, when the distributed resource allocation is used, as shown in Figure 1.9, each BS is only required to manage its local resources and users independently, based on the CSI between the BS and its users and the interference also measured locally. Evidently, distributed resource allocation scheme can release the burden on backhaul systems and mitigate the signalling overhead. Furthermore, the distributed schemes can quickly respond to the dynamic and fast varying environments of mobile communication systems. However, because of the strong coupling between the local resources and the interference from other cells, the perfor-
1.3.2. Overview of Resource Allocation in Multicarrier Systems

Performance of distributed resource allocation approaches is in general worse than that of the centralized resource allocation methods [116].

Figure 1.8: Schematic of a multicell system employing centralized resource allocation, where the control unit jointly allocates resources for all the users in all cells.

A range of references, such as, [117–123], have investigated the centralized resource allocation in multicell OFDMA systems. Due to the presence of InterCI, the optimization problem of resource allocation in multicell OFDMA systems is much harder to solve than that in single-cell scenarios. For this sake, the mixed integer nonlinear programming problem of joint resource allocation in the multicell downlink OFDMA systems is usually decoupled into several separate linear programming problems, to allocate subcarrier, bits and power [117]. In [118], a two-stage resource allocation scheme has been proposed, which carries out joint subcarrier-allocation and scheduling in the first stage, followed by an interference-aware power-allocation in the second stage. Considering a two-cell OFDMA system, the authors in [119, 120] have proposed a centralized resource allocation scheme to allocate power and subcarriers. In [120], the NP-hard optimization problem for joint resource allocation is converted to a weighted sum throughput maximization problem, based on which a centralized power- and non-convex subcarrier-allocation algorithm has been proposed. A new cooperative resource allocation scheme for a three-cell OFDMA system has been studied in [122] associated with considering the interference alignment. In [121], the authors have proposed a concept of load matrix, so that the InterCI and intracell interference (IntraCI) of all users in all cells of a wireless cellular network can be jointly managed. The trade-off among energy efficiency, backhaul capacity, and network capacity has been addressed in [123], where the resource
allocation problem with limited backhaul capacity has been investigated for the multicell OFDMA systems. In addition to the OFDMA, recently, some research efforts have been made to the centralized resource allocation in the other multicarrier systems. For example, Wang et al. have studied the centralized resource allocation in the downlink MC DS-CDMA networks in [124, 125]. Specifically, in [124], the authors have proposed an iterative bisection resource allocation scheme, which aims at maximizing the sum throughput of the system under with transmit power constraints. By contrast, in [125], adaptive allocation of subchannels, power and alphabet size has been considered in a MC DS-CDMA network, in order to maximize its capacity.

The massive growth of various services and the tremendous increase of the number of mobile users demand to install more and more BSs, which causes a lot cost to the mobile operators, and, meanwhile, imposes heavy burden on the environment. Consequently, energy-efficiency motivated resource allocation has become one of the most imperative trends in design of cellular networks [126]. Energy-efficient resource allocation has been investigated in a range of references, such as in [127–134]. Specifically, in [127, 128], the authors have investigated the power-allocation in the AF and DF relay aided cooperative cellular networks. The proposed power-allocation schemes in [128] are shown to be robust against imperfect CSI in slow fading scenarios, while the total uplink transmit power is optimized. In the context of the the cooperative multicell OFDMA systems, Cheung et al. [129] have studied the joint power- and subcarrier-allocation, in order to maximize the energy-efficiency of a multiuser, multi-relay OFDMA cellular system. For the sake of energy-efficiency maximization, in [130], an algorithm has been proposed, which jointly considers the power- and subcarrier-allocation, as well as the relay selection. Furthermore, in [131–134], the authors have investigated the energy-efficiency maximization problem for various multicell multicarrier communication systems. Specifically, Miao et al. [131] have developed the link adaptation and resource allocation algorithms for the uplink communications in multicell OFDMA systems, by emphasizing the energy-efficiency over the peak rate or throughput. Additionally, in [132], the authors have presented a solution to the energy-efficient resource allocation, which maximizes the link capacity of a cognitive radio, under the constraint of the total interference power on of the primary radio.

Distributed resource allocation has also been widely investigated in the context of the various multicell OFDMA systems, such as, in [135–138]. The distributed resource allocation algorithms proposed in [135] consider the joint subcarrier, bit and power-allocation in multicell OFDMA systems, where the proposed algorithms have linear complexity, and the BSs carry out the allocation in a round-robin manner. In [136], the authors have studied the distributed subcarrier- and power-allocation for the multicell OFDMA systems with cognitive radio functionality. By contrast, in [136], a distributed power-allocation scheme has been proposed for multicell multiple input multiple output (MIMO)-based OFDMA systems, when assuming that the CSI of all users is shared among the BSs. Resource allocation in DF relay-assisted multicell OFDMA systems has been considered in [138], and a semi-distributed iterative allocation algorithm has been proposed.
by constraining the interference temperature. Recently, interference aware resource allocation has drawn more and more research attentions. The authors in [139] have developed a layered architecture, which integrate a packet scheduler with an adaptive resource allocator, in order to avoid strong InterCI. Yu et al. [140] have proposed a distributed power-allocation scheme in conjunction with a low-complexity heuristic radio resource allocation scheme, so that the performance of the cell-edge users in the multicell OFDMA systems, can be significantly improved. Furthermore, the studies in [141, 142] have addressed the distributed resource allocation in the uplink multicell OFDMA systems. Specifically, in [141], a distributed low-complexity subcarrier-allocation scheme has been proposed for the uplink OFDMA-based cooperative systems via efficient partition of the allocation into three stages.

Due to the burst effect of traffics and time-varying wireless channels, InterCI becomes a major challenge for resource allocation in multicell systems. For this sake, distributed resource allocation with InterCI coordination has attracted a lot research attentions. As some examples, an efficient distributed resource allocation with InterCI coordination has been proposed in [116] for the multicell TDMA/FDMA systems. Inspired by [143,144], the distributed binary power-allocation scheme in [116] switches off the transmission for the users experiencing strong InterCI. More recently, a range of studies [145–147] have investigated the distributed subcarrier- and power-allocation in the multicell OFDMA systems with InterCI coordination, which typically decompose the optimization problem into several sub-problems that can be distributively processed. Specifically, in [147], the
authors have proposed a scheme, which combines soft frequency reuse with interference limited power-control, in order to avoid severe InterCl to the other cells.

Resource allocation has also been widely investigated in association with game theory. In distributed resource allocation, noncooperative games are operated for users to compete with each other for their resources, with the objective to maximize the utility, which may be capacity, error rate, energy consumed, etc. The game theoretic framework is well suited to the networks of infrastructure-free, such as, peer-to-peer and ad hoc networks [116, 148]. For instance, Goodman et al. in [148] have proposed a noncooperative game assisted power-allocation algorithm for the infrastructure-free wireless data networks, such as, ad hoc networks. In the infrastructure based networks, specifically, in multicarrier cellular systems, distributed resource allocation has been studied based on the noncooperative game models [149–152]. Specifically, Han Zhu et al. in [149, 150] have proposed the distributed noncooperative games for subchannel assignment, adaptive modulation as well as power control in the multicell OFDMA systems. In [151, 152], the noncooperative games have been introduced distributed subcarrier- and power-allocation in multicell OFDMA systems, where interference avoidance is considered in [152], but is not in [151]. Additionally, noncooperative game framework has been used in [153, 154] for distributed power-allocation in multicell multicarrier systems. More recently, the authors in [155] have studied the distributed resource allocation in the relay-aided multicell OFDMA systems, where all individual relays and BSs independently play a noncooperative game.

In Chapters 3-6, we will design and study various power- and subcarrier-allocation algorithms in both single-cell and multicell scenarios, when both OFDMA and MC DS-CDMA signalling are considered.

1.4 Thesis Outline and Contributions

In this thesis, our focuses are on the cooperation and resource allocation, via which we are motivated to achieve the spectrum-efficiency and the reliability as high as possible. In general, we can see that cooperation and resource allocation are highly related to each other. In order to implement resource allocation in wireless communication systems, base stations (BSs) need to know variety of information of users, including channel state information, data symbols and other control information, etc. BSs may collect these information from users, which can actually be explained as a type of cooperation for information exchange among users. In multicell scenarios, information sharing may happen among BSs by means of cooperation, so that the BSs have the knowledge of the data symbols and channel information of intercell users. In this case, resource allocation can be implemented with the objective to mitigate intercell interference, in addition to achieving multiuser diversity. Therefore, in Chapter 2 of this thesis, we are motivated to investigate the cost of relay cooperation by analyzing the error performance of the system, which gives us a comprehensive understanding on cooperative communication. Based on that, in Chapters 3-6, we are motivated to
study the resource allocation in both the single-cell and multicell downlink multicarrier systems. Our resource allocation algorithms are used to maximize the reliability and spectrum-efficiency by design of the low-complexity algorithms that are practically meaningful. In detail, the main contributions of the thesis can be outlined as follows.

**Chapter 2:** We investigate and compare the error performance of two-hop communication links (THCL) with multiple relays, when distributed and cooperative relay processing schemes are respectively employed. Our main objectives include finding some general and relatively simple ways for estimating error performance and demonstrating the trade-off of using cooperative relay processing. One distributed relay processing and two cooperative relay processing schemes are compared. In the two cooperative relay processing schemes, one assumes the ideal relay cooperation, in which relays exchange information without consuming energy, while the other one assumes energy consumption for relay cooperation. In this chapter, the error performance of the THCLs employing the considered relay processing schemes is investigated, when the channels from source to relays, the channels for information exchange and that from relays to destination experience various types of fading modeled by the Nakagami-\(m\) distributions. In order to derive the formulas for the BER of the THCL employing binary phase-shift keying (BPSK) modulation and various relay processing schemes, we introduce the Nakagami and Gamma approximations for finding the distribution functions of various variables encountered. Our studies show that the proposed approximation approaches are highly effective, which are capable of accurately predicting the BER of the THCLs supported by the different relay processing schemes.

**Chapter 3:** In this chapter, the resource allocation, including power- and subcarrier-allocation, is investigated in the single-cell downlink OFDMA systems. We design and propose two subcarrier-allocation algorithms for the OFDMA systems. One is designed to avoid assigning users as many as possible the worst subchannels, which is referred to as the bidirectional worst subchannel avoiding (BWSA) algorithm. The second one is called the best subchannel seeking (BSS) algorithm, which aims at assigning users the best possible subchannels. When assuming quadrature amplitude modulation (QAM), the BER lower-bound and upper-bound are derived for the OFDMA systems employing dynamic subcarrier-allocation and channel-inverse power-allocation algorithms. We study and compare the error rate and spectrum-efficiency performance, as well as the complexity of the two algorithms. We also compare them with some existing optimum and sub-optimum subcarrier-allocation algorithms. Our studies show that both the BWSA and BSS algorithms belong to the class of low-complexity subcarrier-allocation algorithms. With respect to the error rate and spectrum-efficiency performance, they outperform all the other sub-optimum algorithms considered, especially, when they are operated in relatively large OFDMA systems. If this is the case, we find that both the error performance and the spectrum-efficiency attainable by the BWSA and the BSS algorithms are close to that achieved by the optimum (Hungarian) subcarrier-allocation algorithm.

**Chapter 4:** We investigate the resource allocation in the single-cell downlink MC DS-CDMA sys-
tems, where one subcarrier may be assigned to several users who are then distinguished from each other by their unique DS spreading codes. Our resource allocation is motivated to maximize the system reliability without making a trade-off with the attainable spectrum-efficiency of the system. Without much performance loss, we carry out power- and subcarrier-allocation in a separate approach. In this chapter, we propose a range of subcarrier-allocation algorithms and study them with the MC DS-CDMA systems. We first analyze the advantages and shortcomings of some existing subcarrier-allocation algorithms in the context of the MC DS-CDMA. Then, we generalize the worst subcarrier avoiding (WSA) algorithm to a so-called worst case avoiding (WCA) algorithm, which achieves better performance. Then, the WCA algorithm is further improved by our proposed worst case first (WCF) algorithm. Furthermore, we propose an iterative worst excluding (IWE) algorithm, which can be employed in conjunction with the WSA, WCA and the WCF algorithms, forming the IWE-WSA, IWE-WCA and the IWE-WCF subcarrier-allocation algorithms. The complexities of these algorithms are analyzed, showing that they are all low-complexity subcarrier-allocation algorithms. The error and spectrum-efficiency performance are investigated and compared, demonstrating that we can now be very close to the optimum performance attained by the high-complexity Hungarian algorithm.

Chapter 5: In this chapter, we investigate the distributed resource allocation algorithms in multicell downlink OFDMA systems, in which the BSs independently carry out the subcarrier-allocation and then operate the InterCI mitigation with very limited BS cooperation. We propose two novel InterCI mitigation algorithms, one is the distributed decision making assisted cooperation, which is named as the distributed decision making making assisted cooperation (DDMC), and the other one is the centralized decision making assisted cooperation, which is referred to as the CDMC. In order to combat the InterCI, both the DDMC and the CDMC algorithms are motivated to set up the space time block coding (STBC) aided cooperative transmissions to the users with poor signal-to-interference ratio (SIR). In the DDMC algorithm, each BS distributively makes the InterCI mitigation decisions. By contrast, the CDMC algorithm makes the centralized InterCI mitigation decisions, based on limited InterCI information. While the DDMC algorithm aims at maximizing the sum rate of the users sharing a subcarrier, the CDMC algorithm motivates to maximize the sum rate of the users sharing a subcarrier, and also improve the frequency reuse factor of the subcarriers. Our studies show that, both the DDMC and the CDMC algorithms can achieve better spectrum-efficiency performance than the existing well-known on-off power (OOP) algorithm, which switches off the subchannels experiencing strong InterCI. Furthermore, the CDMC algorithm is demonstrated to achieve the highest frequency reuse factor among all the InterCI mitigation algorithms considered.

Chapter 6: The resource allocation, including the allocation of both subcarriers and spreading codes in the multicell MC DS-CDMA systems is investigated. Specifically, we extend the subcarrier-allocation algorithms proposed in the single-cell MC DS-CDMA systems in Chapter 4 to the multicell scenarios, while focusing our attention on the code-allocation to mitigate the InterCI. For the sake of achieving low-complexity code-allocation, we assume that the BSs only share
the information about large-scale fading, which includes both the propagation pathloss and shadowing effect. Based on the information shared among the BSs, two code-allocation algorithms are proposed, namely, the simplified strong InterCI avoiding (SSIA) algorithm and the enhanced strong InterCI avoiding (ESIA) algorithm. Both the SSIA and the ESIA algorithms are motivated to minimize the average InterCI of the users sharing the same subcarrier and the same code. Specifically, in our considered three-cell MC DS-CDMA systems, we can form three InterCI factor matrices by considering two cells at a time. In the context of the SSIA algorithm, the code-allocation considers only one of the InterCI factor matrices at a time. By contrast, the ESIA algorithm considers the code-allocation by making use of all the three InterCI factor matrices simultaneously. Therefore, the ESIA algorithm is capable of achieving higher diversity and better performance than the SSIA algorithm, but at the cost of slight increased complexity. Furthermore, our studies show that both the proposed SSIA and ESIA algorithms are highly-efficiency and low-complexity. They are capable of achieving significantly better BER and spectrum-efficiency performance than the random code-allocation (or, in other word, the case without code-allocation).
Chapter 2

Performance of Two-Hop Communication Links with Relay Processing

2.1 Introduction

It has widely been recognised that cooperative wireless communications will play more and more important roles in the future generations of wireless communications systems [5–7, 156]. One type of cooperative communication systems is the relay-assisted wireless communications, where distributed mobile nodes, often referred to as relay nodes, are exploited for attaining cooperative diversity, in order to enhance the reliability of wireless communications [157–159]. The relay-assisted wireless communication systems have been investigated in the context of various relay protocols, which include amplify-and-forward (AF), decode-and-forward (DF), compress-and-forward (CF), etc. [19, 31, 157–159]. The concept of cooperative communication has been proposed and studied in [160, 161]. Specifically, in [160], the authors have shown that a cooperative system can achieve a capacity improvement in comparison with the conventional non-cooperative system. In [162], the authors have discussed the basic concept of a three-node cooperative network with the focus on the various relaying schemes. A novel cooperative paradigm, referred to as user cooperation diversity, has been proposed in [6, 7], where two users in the same cell cooperate with each other to transmit information to a destination, so that space diversity can be achieved.

Along with the relay-assisted wireless communications, a lot of researchers have addressed the bit error rate (BER) or symbol error rate (SER) analysis, when assuming communications over, such as, Rayleigh fading, Rician fading and Nakagami-\(m\) fading channels [46,163–169]. In the analyses, various cooperative relaying scenarios have been considered, which include the classic three-node relaying network [46,168], serial or parallel multihop cooperative relaying networks [164,167,169].
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etc. A lot of exact or approximate closed-form formulas have been derived for evaluating the BER/SER of considered scenarios. In [165], the exact average SER formulas have been obtained for the cooperative network, where a source sends messages to a destination with the aid of multiple AF relays, when assuming communications over flat Rayleigh fading channels. In [166], the SER analysis has been done in the context of the multihop cooperative relaying networks over various types of fading channels, when both the number of relays and the number of hops may take arbitrary values.

In addition to BER/SER, the outage probability of cooperative networks has been investigated in [47, 170–172]. To be in a little more detail, lower and asymptotic bounds of outage probability have been derived in [170] for the dual-hop relaying networks experiencing Rayleigh fading channels. In [171, 172], extended analytical results of outage probability have been derived, when communicating over independent and non-identically distributed Nakagami-$m$ fading channels. Furthermore, the achievable capacity bound and rate region of two-hop relaying networks have been studied in [173–175]. Traditional three-node relaying network has been considered in [174], upper and lower bounds on the ergodic capacity have been derived for various relaying schemes. In [175], capacity bounds have been analyzed for the multinode ad hoc networks.

From the published references, such as [46–49], on the relaying communications employing cooperative relays, a typical assumption often used is the ideal cooperation among relays, which does not consume any energy for the information exchange required by cooperation. Against this background, in this chapter, we study and compare three types of relay processing (RP) schemes in association with two-hop communication links (THCL). We assume that a THCL consists of one source and one destination, which cannot communicate directly. Instead, the source sends information to the destination via a cluster of relays that are close to each other. Therefore, sending signals from the source to the destination requires two hops, the source to relays (S-R) and the relays to destination (R-D). At the relays, signals received from the source may be processed in a distributed way or jointly via relay cooperation. Specifically, in this chapter, three main types of RP schemes are considered, including a) distributed RP, which does not require information exchange among relays; b) ideal cooperative RP, which carries out information exchange without error and also without energy consumption; c) cooperative RP, which carries out information exchange among relays via a local network governed by one information exchange center unit (IECU), and in this local network, the communications are based on the principles of direct-sequence code-division multiple-access (DS-CDMA). In the context of the cooperative RP, the IECU needs to recover the information transmitted from the relays or source, with the aid of two processing schemes. The first one is called the centralized maximal-ratio combining (CMRC), which requires exchange of both the channel information as well as the data information of all the relays. The second one is termed as the centralized majority vote combining (CMVC), which requires to exchange the data information, but not the channel information, of all the relays. Finally, information is transmitted by the relays to the destination with the aid of transmit preprocessing schemes. In this chapter,
two preprocessing schemes are considered, one is the maximal-ratio combining assisted transmit preprocessing (TMRC), and the other one is the equal gain combining assisted transmit preprocessing (TEGC). In summary, the RP schemes are classified according to the processing schemes used at the IECU and the transmit preprocessing schemes employed by the relays, as shown in Figure 2.1.

![Figure 2.1: Classifications of the relay processing schemes for the THCL systems.](image)

In this chapter, the average BER expressions of the THCL systems with different types of RP schemes are analyzed and derived, where the binary phase shift keying (BPSK) baseband modulation scheme is assumed, and when the first and second hops experience flat Nakagami-$m$ fading. The BER performance of the THCL systems employing the various RP schemes is investigated and compared, when different communication scenarios are considered. Our performance results imply that cooperation among relays imposes a big trade-off between the complexity required and the BER performance achievable. Specifically, when employing the ideal cooperative RP, which is explicitly not practical, the THCL systems achieve the best BER performance. However, when energy consumption for relays’ cooperation is taken into account, the distributed RP may achieve better BER performance than the cooperative RP, even under the assumption that the communications for local information exchange are highly reliable.

The rest of this chapter is organized as follows. Section 2.2 details the system model of the THCL and gives the main assumptions for channels. In Section 2.3, various RP schemes are described in detail. Section 2.4 analyzes the average BER of the THCL systems associated with various RP schemes and derives the BER expressions, when the BPSK baseband modulation is assumed. Section 2.5 demonstrates and evaluates the BER performance of the THCL systems, and
2.2 System Model

In this section, we describe the system model of the THCL, and state the main assumptions about the channels, power-allocation amongst the nodes involved. Furthermore, the signalling schemes used in the THCL are detailed.

2.2.1 System Description and Channel Modeling

Figure 2.2: Schematic diagram for the two-hop communication links

Figure 2.2 is the schematic diagram for the THCL system considered. The system consists of one source, one destination and $L$ relays. Information is transmitted from the source to the destination with the aid of a cluster of $L$ number of relays, which either cooperate with each other or independently process their signals. As seen in Figure 2.2, when the cooperative RP is employed, the information exchange among the relays are accomplished via an IECU. By contrast, when the distributed RP is employed, the relays independently process their signals without the aid of the IECU for information exchange.

We assume that each of the communication terminals, including the source, destination, relays as well as IECU, is equipped with one antenna for receiving and transmission. The source and destination are separated by a long distance, making their direct communication unavailable. Hence, information is transmitted from source to destination in two hops under the support of relays. We assume that the $L$ relays are close to each other and, when they are in cooperation, the IECU seats in the middle of the $L$ relays and has a small distance from all the relays. We also assume that the
relays do not communicate with each other. They can only receive signals from the source, share their information with the aid of the IECU and independently process and transmit their signals to the destination. By contrast, the IECU is assumed to communicate only with the relays, it does not receive signals from the source or transmit signals to the destination. Note that, the IECU may be viewed as a signal processing unit, which implements multi-way relay [32, 176] to aid information exchange among the relays. As shown in Figure 2.2, the relays forward their signal to the IECU based on the principle of DS-CDMA and, then the IECU broadcasts the processed signal back to the relays. Additionally, we assume that all the communication terminals work in the half duplex model, i.e., they cannot receive and transmit signals at the same time. Moreover, we assume that a relay employs the channel state information (CSI) of the S-R and R-D channels related to this relay, and the IECU has the required receiving CSI for carrying out the MRC. When the cooperative RP is considered, a relay also has the CSI of its outgoing channel.

When the distributed RP is used, signal transmission from the source to destination is completed in two phases:

**Phase 1** S-R transmission: the source transmits signal to the $L$ number of relays.

**Phase 2** R-D transmission: each of the relays decodes and processes the received signal and then, sends the processed signal to the destination, where the information sent by the source is finally detected.

When the THCL employs the cooperative RP, signal transmission from the source to the destination requires four phases:

**Phase 1** S-R transmission, which is the same as the above described for the distributed RP.

**Phase 2** Multiple access transmission: the relays decode their received signals and transmit them to the IECU, respectively.

**Phase 3** Broadcast transmission: the IECU detects based on the signals received from the relays, and then, broadcasts the decision back to the relays.

**Phase 4** R-D transmission, which is the same as the described for the distributed RP.

In the THCL system, we assume that the channels during the S-R transmission, multiple access (MA) transmission, broadcast (BC) transmission as well as the R-D transmission experience Nakagami-$m$ fading with the probability density function (PDF) given by [177]

$$f(r) = \frac{2m^{m}r^{2m-1}}{\Gamma(m)\Omega^{m}}e^{-\left(\frac{m}{\Omega}\right)r^{2}}, \quad r \geq 0$$

(2.1)

where $\Omega = E[r^2]$ denotes the average power of a channel, and $m$ ($m \geq 0.5$) is the Nakagami-$m$ fading parameter characterizing the severity of fading. The fading becomes less severe, as the value
of $m$ decreases. Specifically, when $m = 1$, the corresponding channel experiences the Rayleigh fading. By contrast, $m > 1$ corresponds to the Rician fading. Furthermore, when $m \to \infty$, the channel becomes a non-fading channel. In addition to fading, we assume that, in the THCL systems, all the signals received at the $L$ relays, at the IECU, and at the destination conflict additive white Gaussian noise (AWGN), which obeys the Gaussian distribution associated with zero mean and a variance of $e / (2\bar{\gamma}_s)$, where $\bar{\gamma}_s$ denotes the average signal-to-noise ratio (SNR) per symbol, while $e$ is a parameter related to the allocated power, which will become explicit during our forthcoming discourses.

The signals at the relays are operated in the following ways. First, when the distributed RP is used, we assume that the DF relaying scheme is employed. In this case, the received signal at each relay is firstly decoded and then is forwarded to the destination after the preprocessing. In this chapter, two types of preprocessing schemes are considered, which are the maximal ratio combining (MRC) assisted transmit preprocessing, denoted as TMRC, and the equal gain combining (EGC) transmit preprocessing, denoted as TEGC. By contrast, when the cooperative RP is employed, the relays can either employ a DF or a AF relaying scheme for the MA transmission. In this chapter, we assume that the DS-CDMA scheme is used for the MA transmission. Both random spreading codes and orthogonal spreading codes are considered for spreading. At the IECU, the MRC-based detection, which is referred to as the CMRC, is employed, if the AF relaying scheme is used at the relays for MA transmission. By contrast, the majority vote combining (MVC) scheme is implemented at the IECU, which is referred to as the CMVC, if the relays use the DF relaying scheme for the MA transmission.

It is well-known that, when the DS-CDMA uses random spreading codes, the signals received from the relays conflict with multiuser interference (MUI). In this case, multiuser detection (MUD) is exploited to suppress the MUI. In this chapter, two types of relative low-complexity MUD are employed by the IECU, which are the minimum mean-square error (MMSE) MUD [1], and the receiver multiuser diversity assisted multi-stage MMSE (RMD/MS-MMSE) MUD [178,179]. Correspondingly, the MUD aided CMVC (CMVC/MUD) schemes can be further classified into two types, which are the MMSE MUD assisted CMVC (CMVC/MMSE) and the RMD/MS-MMSE MUD assisted CMVC (CMVC/RMD).

Note that, for the sake of comparison, in this chapter the total transmission power of a symbol is constraint to $P$, regardless of the RP schemes used. Specifically, the total transmission power per symbol is normalized to be $P = 1$. If the distributed RP is employed, the power used by the first and the second hops are expressed as $\alpha_1$ and $\alpha_2$, respectively, with $\alpha_1 + \alpha_2 = 1$. By contrast, if the systems employ the cooperative RP, a portion of power expressed as $\alpha_r$ for information exchange among relays is allocated, in addition to $\alpha_1$ and $\alpha_2$. Furthermore, according to our above discussion, the relay cooperation includes the MA and BC transmissions, and their power are expressed as $\alpha_{ma}$ and $\alpha_{bc}$, respectively. Consequently, when given total $P = 1$, we have $\alpha_r = \alpha_{ma} + \alpha_{bc}$ and furthermore, $\alpha_1 + \alpha_2 + \alpha_r = 1$. Additionally, when the ideal cooperative RP is employed, it is
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assumed that no energy is consumed for the relay cooperation. Hence, we have \( \alpha_1 + \alpha_2 = 1 \) which means that the power is only allocated to the first and second hops. In this chapter, the effect of power-allocation on the BER performance of the THCL systems will be investigated in Section 2.5.

2.2.2 Signalling

With the aid of the above assumptions, below we describe the operations of the THCL system in detail. First, after the source transmits a symbol \( x \), which is assumed to satisfy \( E[x] = 0 \) and \( E[|x|^2] = 1 \), the received signals by the \( L \) relays can be expressed in vector form as

\[
y_r = \sqrt{\alpha_1} h_{sr} x + n_r. \tag{2.2}
\]

In (2.2), we define \( y_r = [y_{r_1}, y_{r_2}, \ldots, y_{r_L}]^T \) as the observations obtained by the \( L \) relays, and \( h_{sr} = [h_{sr_1}, h_{sr_2}, \ldots, h_{sr_L}]^T \) contains the corresponding gains of the channels from the source to the \( L \) relays, where \( \{|h_{sr_i}|\} \) obey the Nakagami-\( m \) distribution in the form of (2.1). In (2.2), \( n_r = [n_{r_1}, n_{r_2}, \ldots, n_{r_L}]^T \) is an \( L \)-length AWGN noise vector, each element of which obeys the Gaussian distribution with zero mean and a variance of \( 2\sigma^2 \), where \( \sigma^2 = 1/(2\bar{\gamma}_s) \) with \( \bar{\gamma}_s \) denoting the average SNR per symbol. Explicitly, from (2.2) we can know that the average SNR of the first hop is \( \gamma_{sr} = \alpha_1 \bar{\gamma}_s \) per relay.

Based on (2.2), the relays carry out the relay processing, which will be detailed in Section 2.3. Let us express \( \tilde{y}_r = [\tilde{y}_{r_1}, \tilde{y}_{r_2}, \ldots, \tilde{y}_{r_L}] \) the results after the RP. Then, the relays forward \( \tilde{y}_r \) to the destination. Correspondingly, the received signals at the destination can be written as

\[
y_d = \sum_{i=1}^{L} \sqrt{\alpha_2} h_{r_i d} \tilde{y}_{r_i} + n_d \tag{2.3}
\]

where \( h_{r_i d} \) represents the channel gain between the \( i \)th relay and the destination, the magnitude \( |h_{r_i d}| \) obeys the Nakagami-\( m \) distribution with the PDF expressed in the form of (2.1), while \( n_d \) is the Gaussian noise distributed with zero mean and a variance of \( 2\sigma^2 \). Based on (2.3), we can know that the average SNR from the \( i \)th relay to the destination is \( \gamma_{r_i d} = \alpha_2 |h_{r_i d}|^2 E[|\tilde{y}_{r_i}|^2] \bar{\gamma}_s \), where \( i = 1, 2, \ldots, L \). Let us now consider in detail the processing at the relays.

2.3 Relay Processing Schemes

In this section, we discuss the different types of RP schemes for the THCL system. Three main RP schemes are considered, which are the distributed RP, ideal cooperative RP and the cooperative RP. According to the different processing schemes used by the IECU and various transmitter pre-processing schemes, as mentioned in Section 2.2.1, we may further classify the RP schemes into a range of sub-types RP schemes. In this section, we detail respectively theses RP in the context of the three main scenarios, which are the distributed, ideal and non-ideal cooperative.
2.3.1 Distributed Relay Processing

When the THCL system employs the distributed RP, the relays use the DF relaying scheme, and simply forward their decisions about the symbol received from the source to the destination, after carrying out the transmit preprocessing. As mentioned in Section 2.2, two transmit preprocessing schemes are studied, which are the TMRC and TEGC. Correspondingly, they are referred to as the TMRC-assisted distributed RP (TMRC-DRP) and the TEGC-assisted distributed RP (TEGC-DRP).

2.3.1.1 TMRC Assisted Distributed Relay Processing

For both the TMRC-DRP and TEGC-DRP, the relays first decode the received symbols \( \{y_{ri}\} \), which are given in (2.2). Let the symbols detected by the relays be expressed as \( \{x_{ri}\} \). Then, for the TMRC-DRP, the \( i \)th relay forwards the destination the signal
\[
\tilde{y}_{ri} = \frac{h_{rd}^*}{\sqrt{\sum_{i=1}^{L} |h_{rd}|^2}} x_{ri}, \quad i = 1, 2, \ldots, L.
\] (2.4)

Explicitly, in order to implement the TMRC-DRP, each relay needs to have the knowledge about the channels from the \( L \) relays to the destination. Consequently, when substituting (2.4) into (2.3), the decision variable formed at the destination is given by
\[
y_d = \sqrt{\alpha_2} \sum_{i=1}^{L} \sqrt{\frac{|h_{rd}|^2}{\sum_{i=1}^{L} |h_{rd}|^2}} x_{ri} + n_d.
\] (2.5)

As the relays may make erroneous detections, in the above equations, we have \( x_{ri} = x \), when the detection of the \( i \)th relay is correct. Otherwise, \( x_{ri} \neq x \), if the detection of the \( i \)th relay is incorrect. In other words, \( \{x_{ri}\} \) in (2.5) may take different values. As a result, directly analyzing the error performance of the THCL is very difficult, as will be discussed in detail in Section 2.4. Specifically, let us below analyze the average SNR when assuming that the BPSK is employed by the THCL. Let us assume that there are \( l \) number of relays achieving correct detection, while the remaining \( q = L - l \) number of relays make erroneous detection. Then, for the TMRC-DRP, (2.5) can be expressed as
\[
y_d^{(l,q)} = \sqrt{\alpha_2} \sum_{i=1}^{L} \sqrt{\frac{|h_{rd}|^2}{\sum_{i=1}^{L} |h_{rd}|^2}} \left( \sum_{j \in \{1, \ldots, L\} - i} |h_{rd}|^2 - \sum_{j \notin \{1, \ldots, L\}} |h_{rd}|^2 \right) x + n_d
\] (2.6)

where \( \in \{1, \ldots, L\} \) represents selecting \( l \) random numbers from the collection of \( \{1, \ldots, L\} \), while, \( \notin \{1, \ldots, L\} \) means selecting the remaining \( q \) numbers. Based on (2.6), the SNR for the TMRC-DRP at the destination can be formulated as
\[
\gamma_d^{(l,q)} = \frac{\sqrt{\alpha_2}}{\sum_{i=1}^{L} |h_{rd}|^2} \left( \sum_{i \in \{1, \ldots, L\}} |h_{rd}|^2 - \sum_{j \notin \{1, \ldots, L\}} |h_{rd}|^2 \right)^2 \bar{\gamma}_s.
\] (2.7)
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2.3.1.2 TEGC Assisted Distributed Relay Processing

When the TEGC-DRP is employed, we employ the DF relaying scheme, and obtain the decisions as given in (2.4). In contrast to the TMRC-DRP, in TEGC-DRP, every relay only requires the channel knowledge from itself to the destination, in order to carry out the TEGC. In this case, the signal forwarded by the $i$th relay can be expressed as

$$\tilde{y}_{r_i} = \frac{1}{\sqrt{L}} \frac{h_{r_i}^*}{\sqrt{|h_{r_i,d}|^2}} x_{r_i}, \quad i = 1, 2, \ldots, L. \quad (2.8)$$

By substituting (2.8) into (2.3), the decision variable obtained by the destination can be expressed as

$$y_d = \sum_{i=1}^{L} \sqrt{\alpha_2} h_{r_i,d} \frac{1}{\sqrt{L}} \frac{h_{r_i}^*}{\sqrt{|h_{r_i,d}|^2}} x_{r_i} + n_d$$

$$= \sum_{i=1}^{L} \frac{\sqrt{\alpha_2} |h_{r_i,d}|}{\sqrt{L}} x_{r_i} + n_d. \quad (2.9)$$

For the TEGC-DRP, when assuming the BPSK baseband modulation and considering the correctly and erroneously detected symbols at the relays, (2.9) can be written as

$$y_d^{(l,q)} = \sqrt{\frac{\alpha_2}{L}} \left[ \sum_{i \in \{1, \ldots, L\}} |h_{r_i,d}| - \sum_{j \in \{1, \ldots, L\}} |h_{r_j,d}| \right] x + n_d$$

$$= \sqrt{\frac{\alpha_2}{L}} \left[ h_{\Sigma l} - h_{\Sigma q} \right] x + n_d$$

$$= \sqrt{\frac{\alpha_2}{L}} h_{l,q} x + n_d \quad (2.10)$$

where, for convenience of BER analysis, we defined $h_{\Sigma l} = \sum_{i \in \{1, \ldots, L\}} |h_{r_i,d}|$, $h_{\Sigma q} = \sum_{j \in \{1, \ldots, L\}} |h_{r_j,d}|$ and $h_{l,q} = h_{\Sigma l} - h_{\Sigma q}$.

Correspondingly, the SNR for the TEGC-DRP case can be expressed as

$$\gamma_d^{(l,q)} = \frac{\alpha_2}{L} \left[ \sum_{i \in \{1, \ldots, L\}} |h_{r_i,d}| - \sum_{j \in \{1, \ldots, L\}} |h_{r_j,d}| \right]^2 \tilde{\gamma}_s$$

$$= \frac{\alpha_2}{L} h_{l,q}^2 \tilde{\gamma}_s. \quad (2.11)$$

Let us now consider the ideal cooperative RP.

2.3.2 Ideal Cooperative Relay Processing

When the ideal cooperative RP is employed, we assume that information exchange among the $L$ relays is error free and does not consume energy. These are typical assumptions used in many references considering cooperative relays [46–49]. In this case, the total power $P = 1$ is only
consumed by the first (S-R) and second (R-D) hops. Therefore, we have $\alpha_1 + \alpha_2 = 1$. At the IECU, the symbol transmitted by the source is detected with the aid of the MRC or the MVC. Then, the IECU returns the detected symbol to the relays without consuming energy. Finally, after the TMRC- or TEGC-assisted preprocessing, the relays forward the symbol received from the IECU to the destination. According to the different processing schemes employed by the IECU and various preprocessing schemes used by the relays, we can classify the ideal cooperative RP into four subtypes: a) CMRC- and TMRC-assisted ideal cooperative RP (ICMRC-TMRC-RP), b) CMRC- and TEGC-assisted ideal cooperative RP (ICMRC-TEGC-RP), c) CMVC- and TMRC-assisted ideal cooperative RP (ICMVC-TMRC-RP), d) CMVC- and TEGC-assisted ideal cooperative RP (ICMVC-TEGC-RP).

Since information exchange is ideal, the signals received by the IECU are given by $y_{cu} = y_r$, where $y_r$ is given by (2.2). Hence, when the MRC is employed, it is assumed that the CSI of all the S-R channels are known to the IECU. Therefore, the decision variable is given by

$$z_{cu} = h_{sr}^H y_{cu} = \sum_{i=1}^{L} \left( \sqrt{\alpha_1} |h_{sr}|^2 x + h_{sr}^* n_r \right).$$  (2.12)

From (2.12) we can know that the instantaneous SNR can be expressed as

$$\gamma_{cu} = \left( \alpha_1 \sum_{i=1}^{L} |h_{sr}|^2 \right) \bar{\gamma}_s$$  (2.13)

implying that the IECU is capable of obtaining $L$-order of diversity for detection of the symbol transmitted by the source.

When the IECU employs the MVC, the IECU first makes a hard-decision based on the signals $s_r$ received by the IECU $y_r$, obtaining the estimations. The IECU then carries out the MVC-based detection and the symbol presented in $s_r = \{s_{r_1}, s_{r_2}, \ldots, s_{r_L}\}$ the most times is taken as the estimate of the symbol transmitted by the source.

Let us express the symbol detected by the IECU as $\hat{x}$, based on either the MRC or the MVC. Then, $\hat{x}$ is sent back to the $L$ relays without error, as the transmission from the IECU to relays is assumed ideal. Finally, every relay transmits $\hat{x}$ to the destination with the aid of the TMRC-assisted transmitter preprocessing, the final decision variable formed at the destination is given by

$$y_d = \sqrt{\alpha_2 \sum_{i=1}^{L} |h_{rd}|^2} \hat{x} + n_d.$$  (2.14)

By contrast, when the relays employ the TEGC-assisted transmitter preprocessing, which can be described as (2.9) by setting $x_r = \hat{x}$. Correspondingly, the final decision variable formed at the destination can be expressed as (2.10) with $x_r = \hat{x}$, i.e.,

$$y_d = \sum_{i=1}^{L} \sqrt{\alpha_2 \frac{L}{L} |h_{rd}|^2} \hat{x} + n_d.$$  (2.15)
2.3.3 Cooperative Relay Processing

When the cooperative RP is employed, information exchange among the $L$ relays is carried out in two phases: MA and BC transmissions. According to the different processing schemes employed by the IECU and various transmitter preprocessing schemes used by the relays, we have four types of cooperative RP schemes: a) CMRC- and TMRC-assisted cooperative RP (CMRC-TMRC-RP), b) CMRC- and TEGC-assisted cooperative RP (CMRC-TEGC-RP), c) CMVC- and TMRC-assisted cooperative RP (CMVC-TMRC-RP), d) CMVC- and TEGC-assisted cooperative RP (CMVC-TEGC-RP). In this section, we will introduce the cooperative RP in association with different processing schemes used at the IECU.

2.3.3.1 CMRC Aided Cooperative Relay Processing

The CMRC aided RP is used by the THCL supported by a cluster of cooperative relays, which exchange information with the aid of the IECU, as seen in Figure 2.2. Specifically, with this scheme, the $L$ number of relays first employ the AF relaying scheme to transmit the signals received from the source to the IECU. Then, at the IECU, signals received from the $L$ relays are combined based on the MRC principles and a decision is made for the symbol transmitted by the source. Then, the IECU sends the detected symbol back to the $L$ relays, which finally utilize the DF relaying scheme to transmit the detected symbols to the destination. Like the distributed RP, the signals transmitted by the relays to the destination can also be preprocessed based on the MRC or the EGC principles. Hence, according to the different preprocessing methods, we can further classify the CMRC assisted RP into two types: (a) CMRC-TMRC-RP, and (b) CMRC-TEGC-RP. In more detail, the above steps can be analyzed as follows.

Once the $L$ relays obtain the observations of $y_r$, as shown in (2.2), each of the relays firstly normalizes its observation, forming $s_r = y_r / \sqrt{|h_{sr}|^2 + 2\sigma^2}$, based on the knowledge about the channel from the source to this relay, where $i = 1, 2, \ldots, L$. Then, the relays forward their normalized observations to the IECU based on the principles of DS-CDMA. Correspondingly, the observations obtained by the IECU can be represented as

$$y_{cu} = \sqrt{\frac{\alpha_{ma}}{L}} CA_{ma} s_r + n_{cu}$$

$$= \sqrt{\frac{\alpha_{ma}}{L}} CA_{ma} G_r y_r + n_{cu}$$

$$= \sqrt{\frac{\alpha_{ma}}{L}} H_{ma} s_r + n_{cu}$$

(2.16)

where $s_r = [s_{r1}, s_{r2}, \ldots, s_{rL}]^T$ with $s_{ri}$ denoting the normalized observation of the $i$th relay as above-mentioned, and $y_{cu}$ is an $N$-length vector, when a spreading factor of $N$ is assumed for the DS-CDMA. In (2.16), $H_{ma} = CA_{ma} \cdot C = [c_1, c_2, \ldots, c_L]$ is an $(N \times L)$ matrix containing the spreading sequences assigned to the $L$ relays to communicate with the IECU, where $c_i$ satisfies $||c_i||^2 = 1$,.
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while \( \mathbf{A}_{ma} = \text{diag}\{a_1, a_2, \ldots, a_L\} \), where \( a_i \) is the fading gain of the channel from the \( i \)th relay to the IECU. We assume that \( |a_i| \) obeys the Nakagami-\( m \) distribution with the PDF expressed as \( f_{|a_i|}(r) \), as shown in (2.1). In (2.16), \( \mathbf{G}_r = \text{diag}\{g_1, g_2, \ldots, g_L\} \), where \( g_i = 1/\sqrt{|h_{sr}|^2 + 2\sigma^2} \) (\( i = 1, 2, \ldots, L \)). Finally, in (2.16), \( \mathbf{n}_{cu} = [n_{cu_1}, n_{cu_2}, \ldots, n_{cu_N}]^T \), the element \( n_{cu} \) obeys the Gaussian distribution with zero mean and a variance of \( 2\sigma^2_{cu} \) with \( \sigma^2_{cu} = 1/(2\bar{\gamma}s\beta_1) \), where \( \beta_1 \) depends on the noise variance at the IECU, in comparison with that at the relays and destination. Note that, it can be shown that the SNR of each of the DS-CDMA channels is \( \gamma_{ma} = \alpha_{ma}\bar{\gamma}s\beta_1/L \).

When substituting (2.2) into (2.16), we can obtain another expression for the observation \( y_{cu} \) of the IECU, which explicitly relates to the symbol transmitted by the source, and can be expressed as

\[
y_{cu} = \sqrt{\frac{\alpha_{ma}\sigma^2_T}{L} H_{ma}\mathbf{G}_r h_{sr}} x + \sqrt{\frac{\alpha_{ma}}{L} H_{ma}\mathbf{G}_r n_r + \mathbf{n}_{cu}} = \sqrt{\frac{\alpha_{ma}\sigma^2_T}{L} h_T} x + \mathbf{n}_T \tag{2.17}
\]

where, for simplicity, we express \( h_T = H_{ma}\mathbf{G}_r h_{sr} \), which is an \( N \)-length vector and can be interpreted as the equivalent source-to-IECU channel matrix. Similarly, in (2.17), the \( N \)-length noise vector \( \mathbf{n}_T = \sqrt{\frac{\alpha_{ma}}{L} H_{ma}\mathbf{G}_r n_r + \mathbf{n}_{cu}} \) is the combined noise conflicted at both the relays and the IECU. Additionally, it can be shown that the \( j \)th (\( j = 1, 2, \ldots, N \)) element of \( \mathbf{n}_T \) has zero mean and a variance \( 2\sigma^2_{Tj} \), with \( \sigma^2_{Tj} \) expressed as

\[
\sigma^2_{Tj} = \frac{\alpha_{ma}\sigma^2_T}{L} \left[ \sum_{i=1}^L |h_{ji}|^2 |g_i|^2 \right] + \sigma^2_{cu} = \frac{\alpha_{ma}}{2\bar{\gamma}sL} \left[ \sum_{i=1}^L |h_{ji}|^2 |g_i|^2 \right] + \frac{1}{2\bar{\gamma}s\beta_1}. \tag{2.18}
\]

Note that, for the sake of simplicity, in (2.18), the variable \( h_{ji} \) stands for the \((j, i)\)th element of matrix \( H_{ma} \).

Having obtained \( y_{cu} \) as shown in (2.16) or (2.17), with the aid of the channel knowledge matrix of \( h_T \), the IECU can carry out the detection based on the MRC principle, yielding the decision variable

\[
z_{cu} = h_T^H y_{cu} = \sqrt{\frac{\alpha_{ma}\sigma^2_T}{L} h_T^H H_{ma}^H H_{ma}\mathbf{G}_r h_{sr}} x + \sqrt{\frac{\alpha_{ma}}{L} h_T^H H_{ma}^H H_{ma}\mathbf{G}_r n_r + h_T^H H_{ma}^H \mathbf{n}_{cu}}. \tag{2.19}
\]

From (2.19), we can express the instantaneous SNR for detecting symbol \( x \) as

\[
\gamma_{cu} = \sum_{j=1}^N \gamma_{cu_j} = \frac{\alpha_{ma}\alpha_{ma}}{L} \sum_{j=1}^N |h_{Tj}|^2/(2\sigma^2_{Tj}) = \frac{\alpha_{ma}\alpha_{ma}}{L} \sum_{j=1}^N \frac{1}{\sum_{i=1}^L |h_{ji}|^2 |g_i|^2} \frac{|h_{srj}|^2}{\gamma_{Tj}} \tag{2.20}
\]
Note that, after the expansion, (2.19) can also be expressed as

\[ z_{cu} = \sum_{i=1}^{L} |h_{sr_i}|^2 g_i^2 \sum_{j=1}^{N} |h_{ji}|^2 x + \sum_{i=1}^{L} |h_{sr_i}|^2 L \sum_{j=1}^{L} N \sum_{j=1}^{N} h_{ji}^* h_{jq} x + \sum_{i=1}^{L} L \sum_{j=1}^{L} h_{sr_i}^* g_i h_{jq} n_{r_i} + \sum_{i=1}^{L} L \sum_{j=1}^{L} h_{sr_i}^* h_{ji}^* n_{cu_j} \]

(2.21)

which shows that there exists MUI among the relays, when the DS-CDMA employs non-orthogonal spreading codes. However, when orthogonal spreading codes are employed, we can obtain a free-MUI decision variable, expressed as

\[ z_{cu} = \sqrt{\frac{\alpha_{ma}}{L}} \left( \sum_{i=1}^{L} |h_{sr_i}|^2 g_i^2 \sum_{j=1}^{L} |a_j|^2 \right) x + \sqrt{\frac{\alpha_{ma}}{L}} \sum_{i=1}^{L} h_{sr_i}^* g_i \sum_{j=1}^{L} |a_j|^2 n_{r_i} + \sum_{i=1}^{L} \sum_{j=1}^{N} h_{sr_i}^* h_{ji}^* n_{cu_j}, \]

(2.22)

Based on \( z_{cu} \), the IECU can detect for the symbol transmitted by the source. Let the detected symbol be expressed as \( \hat{x} \). Then, the IECU broadcasts it to the \( L \) relays. The received signals by the relays can be expressed as

\[ \hat{y}_{ri} = \sqrt{\alpha_{bc}} h_{bc_i} \hat{x} + \hat{n}_{ri}, \quad i = 1, 2, \ldots, L \]

(2.23)

where \( \hat{n}_{ri} \) denotes the Gaussian noise of the \( i \)th BC channel, which has zero mean and a variance of \( \sigma_r^2 = 1/(2\bar{\gamma_s}\beta_2) \) per dimension, here \( \beta_2 \) is related to the noise variance of the BC channels. We assume that the signals experience Nakagami-\( m \) fading over the BC channels, where \( |h_{bc_i}| \) obeys the Nakagami-\( m \) distribution in the form of (2.1). Furthermore, from (2.23) we can readily know that the SNR of the BC channels is given by \( \gamma_{bc} = \alpha_{bc} \bar{\gamma_s} \beta_2 \). From \( \{\hat{y}_{ri}\} \), the relays can make their decisions about the symbol transmitted by the IECU. Let the symbol detected by the \( i \)th relay be expressed as \( x_{ri} \).

Once the relays obtain the detected symbols, they carry out the preprocessing based on the TMRC or TEGC, in the same way as that discussed in Section 2.3.1. After the preprocessing, the signals are transmitted to the destination. Finally, the decision variables formed at the destination are given as (2.5) and (2.9) respectively, for the TMRC and TEGC schemes used.

### 2.3.3.2 CMVC Aided Cooperative Relay Processing

Instead of the CMRC aided cooperative RP, the CMVC aided cooperative RP can be employed. In comparison with the CMRC aided RP, the CMVC aided RP has much lower complexity, as the IECU does not require the knowledge of the \( L \) channels from the source to the relays. The IECU makes a decision based on the MVC principles for the symbol transmitted by the source. Then, the
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IECU sends its detected symbol back to the relays and the following operations are the same as that with the CMRC aided cooperative RP.

In more detail, for the CMVC aided cooperative RP, after the \( i \)th relay receives \( y_{ri} \), which is given in (2.2), it carries out the hard-decision with the aid of the knowledge about the channel from the source to the \( i \)th relay. Let the estimates of the \( L \) relays be expressed as \( s_{ri} \) \((i = 1, 2, \ldots, L)\). Then, the relays transmit their estimates to the IECU based on the principles of the DS-CDMA, as discussed in Section 2.3.1. Correspondingly, the observations received at the IECU can be written as

\[
y_{cu} = \sqrt{\frac{\alpha_{m}}{L}} C A_{m} s_{r} + n_{cu}
\]

(2.24)

where the spreading matrix \( C \), channel matrix \( A_{m} \) and the noise vector \( n_{cu} \) have the same explanation as those in (2.16). However, in (2.24), \( s_{r} = [s_{r1}, s_{r2}, \ldots, s_{rL}]^{T} \) with \( \{s_{ri}\} \) being the hard-decision symbols.

The IECU detects \( s_{r} \) based on (2.24), and let the detected symbols be expressed as \( \{\hat{s}_{ri}\} \). Then, the IECU carries out the MVC-based detection and the symbol presented in \( \{\hat{s}_{ri}\} \) the most times is taken as the estimate of the symbol transmitted by the source. Let this symbol be expressed by \( \hat{x} \). It is then sent back to the \( L \) relays by the IECU via the broadcast channels using the same principles as that described in Section 2.3.3.1, yielding the decision variables for the relays, which can be expressed as (2.23). Finally, the relays can detect the symbol \( \hat{x} \) transmitted by the IECU and send their detected symbols to the destination in the same way as that discussed in Section 2.3.1.

2.3.3.3 CMVC/MUD Aided Cooperative Relay Processing

In the context of the CMVC/MUD aided RP, the relays use the DF relaying scheme to transmit the information received from the source to the IECU. Once the IECU receives the signals from the relays, it carries out multiuser detection (MUD) to detect the symbols transmitted by the relay, when the non-orthogonal spreading codes are used for the DS-CDMA. In this chapter, two types of MUD are considered, which are the (a) minimum mean-square error (MMSE) MUD and (b) receiver multiuser diversity assisted multi-stage MMSE MUD (RMD/MS-MMSE MUD). In this section, we will briefly describe the two MUDs.

Let us below first consider the MMSE MUD operated at the IECU. In order to simplify our description and discussion, we ignore the subscripts of the matrices and vectors, as well as the power term in (2.24). Hence, it can be written as

\[
y = H s_{r} + n.
\]

(2.25)

When the MMSE MUD is employed, the decision variable vector for \( z \) is given by [1],

\[
z = W^{H} y, \text{ or } z_{k} = w_{k}^{H} y, \quad k = 1, 2, \ldots, L
\]

(2.26)
where $\mathbf{z} = [z_1, z_2, \cdots, z_L]^T$ is an $L$-length decision variable vector, $\mathbf{W} = [\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_L]$ is an $(N \times L)$ weight matrix, while $\mathbf{w}_k$ is an $N$-length weight vector, $\mathbf{W}$ and $\mathbf{w}_k$ are expressed as [1]

$$\mathbf{W} = \mathbf{R}_y^{-1}\mathbf{H}, \quad \mathbf{w}_k = \frac{\mathbf{R}_k^{-1}\mathbf{h}_k}{1 + \mathbf{h}_k^H\mathbf{R}_k^{-1}\mathbf{h}_k}$$

(2.27)

where $\mathbf{R}_y$ and $\mathbf{R}_k$ denote, respectively, the autocorrelation matrix of $\mathbf{y}$ and the autocorrelation matrix of the interference-plus-noise, which are given by

$$\mathbf{R}_y = \mathbf{HH}^H + 2\sigma^2\mathbf{I}_N = \sum_{k=1}^L \mathbf{h}_k\mathbf{h}_k^H + 2\sigma^2\mathbf{I}_N$$

$$\mathbf{R}_k = \sum_{i \neq k} \mathbf{h}_i\mathbf{h}_i^H + 2\sigma^2\mathbf{I}_N = \mathbf{R}_y - \mathbf{h}_k\mathbf{h}_k^H$$

(2.28)

where $2\sigma^2$ is the variance of the noise samples in $\mathbf{n}$, $\mathbf{h}_k$ is $k$th column of $\mathbf{H}$, while $\mathbf{I}_N$ is the $(N \times N)$ identity matrix.

By contrast, the RMD/MS-MMSE MUD originally proposed in [178,179] belongs to the class of successive interference cancellation (SIC) assisted MUDs, it uses the MMSE MUD analyzed above as its basic detection scheme at each stage.

As discussed in [179], when the RMD/MS-MMSE MUD is applied to the systems with I-Q type baseband modulation, such as, $R$-ary quadrature amplitude modulation (R-QAM), it is desirable that the real and imaginary parts of a transmitted symbol are separately detected based on an equivalent real-domain MIMO equation formed from (2.25). This equivalent real-domain MIMO equation can be expressed as

$$\mathbf{y}_R = \mathbf{H}_R\mathbf{s}_R + \mathbf{n}_R$$

(2.29)

where

$$\mathbf{y}_R = \left[\Re\left\{\mathbf{y}^T\right\}, \Im\left\{\mathbf{y}^T\right\}\right]^T, \quad \mathbf{s}_R = \left[\mathbf{s}_r^{(I)}^T, \mathbf{s}_r^{(Q)}^T\right]^T$$

$$\mathbf{H}_R = \left[\begin{array}{cc}
\Re\{\mathbf{H}\} & -\Im\{\mathbf{H}\} \\
\Im\{\mathbf{H}\} & \Re\{\mathbf{H}\}
\end{array}\right], \quad \mathbf{n}_R = \left[\begin{array}{c}
\Re\{\mathbf{n}\} \\
\Im\{\mathbf{n}\}
\end{array}\right].$$

(2.30)

Then, when the MMSE MUD is derived based on (2.29), the decision variable vector $\mathbf{z}$ for the symbol vector $\mathbf{s}$ or, specifically, the decision variable $z_k^{(I)}$ (or $z_k^{(Q)}$ ) for $s_k^{(I)}$ ($s_k^{(Q)}$ ) can be expressed as

$$\mathbf{z} = \mathbf{\hat{W}}^T\mathbf{y}_R, \quad z_k^{(\cdot)} = \mathbf{w}_k^{(\cdot)^T}\mathbf{y}_R, \quad k = 1, 2, \ldots, L$$

(2.31)

where $\mathbf{\hat{W}}$ and $\mathbf{w}_k^{(\cdot)}$ optimized in MMSE sense are given by

$$\mathbf{\hat{W}} = (\hat{\mathbf{R}}_y)^{-1}\mathbf{H}_R$$

$$= \left(\mathbf{H}_R^\dagger \mathbf{H}_R^T + 2\sigma^2\mathbf{I}_{2N}\right)^{-1}\mathbf{H}_R,$$

$$\mathbf{w}_k^{(\cdot)} = \frac{\mathbf{R}_k^{-1}\mathbf{h}_k^{(\cdot)}}{1 + \mathbf{h}_k^{(\cdot)^T} \mathbf{R}_k^{-1}\mathbf{h}_k^{(\cdot)}}, \quad k = 1, 2, \ldots, L$$

(2.32)
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with $R_k$ being the autocorrelation matrix of interference-plus-noise, which is expressed as $R_k = H_R H_R^T + \sigma^2 I_{2N} - h_k^{(i)} h_k^{(i) T} = \tilde{R}_y - h_k^{(i)} h_k^{(i) T}$, where $\tilde{R}_y = H_R H_R^T + \sigma^2 I_{2N}$.

The detailed procedures for implementing RMD/MS-MMSE MUD can be summarized as follows [178, 179].

Algorithm 1. (RMD/MS – MMSE Multiuser Detection)

**Step 1 Initialization:** When one-dimensional modulation, such as BPSK, is employed, the initializations are

$$y^{(0)} = y, \ R_y^{(0)} = R_y, \ H^{(0)} = H, \ W^{(0)} = W$$

(2.33)

where $R_y$ and $W$ are given by (2.27) and (2.28), respectively. When two-dimensional modulation, such as R-QAM, is employed, the initializations are

$$y^{(0)} = y_R, \ R_y^{(0)} = \tilde{R}_y, \ H^{(0)} = H_R, \ W^{(0)} = \tilde{W}$$

(2.34)

where $y_R, H_R, \tilde{R}_y$ and $\tilde{W}$ are given in (2.32).

**Step 2** Let $s$ denote the detection stage. Then, for $s = 1, 2, \ldots, L$, if one-dimensional modulation is employed, or $s = 1, 2, \ldots, 2L$, if two-dimensional modulation is employed, the following operations are executed:

1. **MMSE MUD:** Forming the decision variable vector $z^{(s)} = \Re\{ (W^{(s-1)})^H y^{(s-1)} \}$ in the one-dimensional modulation case, or $z^{(s)} = (W^{(s-1)})^H y^{(s-1)}$ in the two-dimensional modulation case.

2. Finding the most reliable symbol among the $L - s + 1$ or $2L - s + 1$ symbols that have not been detected according to their reliabilities measured based on a scheme that will be given later. Let the index of the most reliable user is $k^{(s)}$.

3. Detecting the most reliable symbol, which is expressed as $\hat{x}^{(s)}$.

4. Cancelling the component related to the detected symbol from the observation equation (2.25) or (2.29), forming the updated observation equation $y^{(s)} = y^{(s-1)} - h_k^{(s-1)} \hat{x}^{(s)}$, where $h_k^{(s-1)}$ is a $N$- or $2N$- length vector and is the $k^{(s)}$th $H^{(s-1)}$.

5. Updating matrices:

$$H^{(s-1)} \rightarrow H^{(s)}, \ R^{(s-1)} \rightarrow R^{(s)}, \ W^{(s-1)} \rightarrow W^{(s)}.$$  

(2.35)

6. Setting $s = s + 1$ and returning to 1) until all the symbols are detected.
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In the above algorithm for the RMD/MS-MMSE MUD, when BPSK is employed and assuming that the source data bits obey independent identical distribution (iid), the reliabilities measured in the maximum a-posterior (MAP) principles is given by

\[ L_k = \ln \left[ \frac{f(x_k = +1|z_k^{(l)})}{f(x_k = -1|z_k^{(l)})} \right] = \ln \left[ \frac{f(z_k^{(l)}|x_k = +1)}{f(z_k^{(l)}|x_k = -1)} \right], \quad k = 1, 2, \ldots, L. \] (2.36)

Upon applying the PDF of \( f(z_k^{(l)}|s_{rk}) \) associated with \( s_{rk} = +1 \) or \(-1\) into the above equation, we obtain [178]

\[ L_k = (1 + \bar{\gamma}_k)|z_k^{(l)}|, \quad k = 1, 2, \ldots, L. \] (2.37)

By contrast, when I-Q modulation, such as R-QAM, is employed, given the decision variable \( z_k^{(l)} \) (or \( z_k^{(Q)} \)) for \( s_{rk}^{(l)} \) (or \( s_{rk}^{(Q)} \)), where \( s_{rk}^{(l)} \) (or \( s_{rk}^{(Q)} \)) \( \in \mathcal{E}' = \{e_0, \ldots, e_{\sqrt{M}-1}\} \), then the reliability of detecting \( s_{rk}^{(l)} \) (or \( s_{rk}^{(Q)} \)) can be evaluated in MAP sense by the formula [179]

\[
L_k^{(l)} = \max_{e_i \in \mathcal{E}'} \left\{ \exp \left[ - \left( \frac{1 + \bar{\gamma}_k^{(l)}}{\sqrt{\bar{\gamma}_k^{(l)}}} z_k^{(l)} - \sqrt{\bar{\gamma}_k^{(l)}} e_i \right)^2 \right] \right\} \sum_{e_j \in \mathcal{E}'} \exp \left[ - \left( \frac{1 + \bar{\gamma}_k^{(l)}}{\sqrt{\bar{\gamma}_k^{(l)}}} z_k^{(l)} - \sqrt{\bar{\gamma}_k^{(l)}} ye_j \right)^2 \right],
\]

\[ k = 1, 2, \ldots, 2L - 1. \] (2.38)

In (2.38), \( e_i \) is given by [179].

Additionally, in the RMD/MS-MMSE MUD, the weight matrix needs to be updated at the end of every stage until the last stage. The details for updating weight matrix can be found in [179].

2.4 Bit Error Rate Analysis

In this section, we carry out the numerical analysis of the BER of the THCL systems employing various types of RP schemes. Our analysis is based on the assumptions that the S-R channels, the MA channels and BC channels for information exchange, and the R-D channels experience independent fading. Specifically, the S-R channels experience the independent and identically distributed (iid) Nakagami-\( m \) fading, the same occurs with the MA/BC channels and the R-D channels. However, the fading parameters characterizing the S-R channels, MA/BC channels and the R-D channels may be different. In this section, some exact closed-form BER expressions are derived. For some cases, where the exact closed-form expressions are unavailable, approximate approaches are proposed to derive the closed-form expressions for computing the approximate BER. In this section, only the BER of the THCL systems employing BPSK baseband modulation is considered for the sake of simplicity.
Before considering the specific scheme, we first note that the average BER of the BPSK communicating over flat Nakagami-$m$ fading channels can be formulated as \[ P_b(m, \gamma_c) = \frac{\gamma_c}{\sqrt{\gamma_c + m}} \left( \frac{1 + \gamma_c/m}{2} \right)^{m+1/2} \gamma_c + m \times 2F_1 \left( 1, m+1/2; m+1; \frac{m}{m + \gamma_c} \right) \] (2.39)

where \(2F_1(a, b; c; z)\) is the hypergeometric function that is defined as \([181], [182]\)

\[2F_1(a, b; c; z) = \sum_{k=0}^{\infty} \frac{(a)_k (b)_k z^k}{(c)_k k!}\] (2.40)

associated with \((a)_k = a(a + 1) \ldots (a + k - 1), (a)_0 = 1\).

Note that, as shown in \([181]\), when \(m \geq 1\) is an integer, the BER expression in (2.39) can be simplified to

\[ P_b(m, \gamma_c) = \left[ \frac{1 - \mu}{2} \right]^m \sum_{v=0}^{m-1} \left( \frac{m-1+v}{v} \right) \left[ \frac{1 + \mu}{2} \right]^v \] (2.41)

where \(\mu = \sqrt{\gamma_c/(\gamma_c + m)}\).

Furthermore, when \(m = 1\), corresponding to the Rayleigh fading channels, the average BER above can be expressed as

\[ P_b(m, \gamma_c) = \frac{1}{2} \left[ 1 - \sqrt{\frac{\gamma_c}{\gamma_c + 1}} \right]. \] (2.42)

### 2.4.1 Bit Error Rate Analysis of Two-Hop Communication Links with Distributed Relay Processing

When the THCL systems employ the distributed RP, the received signals of the \(L\) relays experience non-identical independent distributed (nid) fading, the errors of the \(L\) S-R channels occur independently. Therefore, the average BER of the THCL system can be expressed as

\[ P_b^{(\text{THCL-DRP})} \left( \gamma_d^{(i,j)} \right) = \sum_{i=0}^{L} \sum_{k=0}^{(\frac{i}{j})-1} \left[ \prod_{i \in \{1, \ldots, L\}} \left( 1 - P_b^{(\text{S-R}_i)} \right) \prod_{j \in \{1, \ldots, L\}} P_b^{(\text{S-R}_j)} \right]^{(k)} P_b^{(\text{R-D})} (l) \] (2.43)

where \(i \in \{1, \ldots, L\}\) represents one option of selecting \(l\) numbers from the total \(L\) available numbers \(\{1, 2, \ldots, L\}\), there are in total \(\frac{(i_j)}{j}\) different options, while \(j \in \{1, \ldots, L\}\) represents the remaining \(q = L - l\) numbers in \(\{1, 2, \ldots, L\}\), after choosing the \(l\) numbers. The superscript \((k)\) stands for the \(k\)th option. To be in a little more detail, the term in the bracket of \([\cdot]\) represents the probability of one option that there are \(l\) relays which correctly detect the signals received from the source, while the other \(q\) relays detect theirs in error. In (2.43), \(P_b^{(\text{S-R}_i)}\) is the average BER of the S-R channel, while \(P_b^{(\text{R-D})} (l)\) is the BER of detection at the destination on the condition that the corresponding \(l\) relays correctly detect the symbols and the \(q\) relays erroneously detect the symbols.
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received respectively from the source. Given the S-R channel experiences the Nakagami-$m$ fading, the average BER of $P_{b}^{(S-R)}$ in (2.43) can be expressed as

$$P_{b}^{(S-R)} = P_{b}(m = m_{sri}, \gamma_{c} = \alpha_{l}\Omega_{sri}\gamma_{s}) \quad (2.44)$$

where $P_{b}(m, \gamma_{c})$ is given by (2.39).

Note that, if all the S-R channels experience i.i.d. fading, resulting in the same error rate for the detection at the $L$ relays, then (2.43) can be simplified to

$$P_{b}^{(THCL-DRP)} \left( \gamma_{d}^{(l,q)} \right) = \sum_{l=0}^{L} \left( \frac{L}{l!} \right) (1 - P_{b}^{(S-R)})^{l} (P_{b}^{(S-R)})^{q} P_{b}^{(R-D)}(l). \quad (2.45)$$

As discussed in Section 2.3.1, it is extremely hard to derive a closed-form formula for the THCL employing the TMRC-DRP. However, we may derive relatively simple expressions for the approximate average BER of the THCL system with TEGC-DRP. Specifically, when the TEGC-DRP is considered, the average BER of the R-D channels $P_{b}^{(R-D)}(l)$ in (2.45) can be expressed as

$$P_{b}^{(R-D)}(l) = P_{b}^{(TEGC)}(l) = \begin{cases} \int_{-\infty}^{\infty} Q \left( x \sqrt{\frac{2\alpha_{l}\gamma_{c}}{L}} \right) f_{h_{i,q}}(x) \, dx, & \text{if } 0 < l < L \\ \int_{0}^{\infty} Q \left( x \sqrt{\frac{2\alpha_{l}\gamma_{c}}{L}} \right) f_{h_{\Sigma,L}}(x) \, dx, & \text{if } l = L \\ 1 - \int_{0}^{\infty} Q \left( x \sqrt{\frac{2\alpha_{l}\gamma_{c}}{L}} \right) f_{h_{\Sigma,L}}(x) \, dx, & \text{if } l = 0. \end{cases} \quad (2.46)$$

In (2.46), $f_{h_{i,q}}(x)$ is the PDF of $h_{i,q}$, which is given by $h_{i,q} = h_{\Sigma,L} - h_{\Sigma,q}$, as shown in (2.11). Moreover, $h_{\Sigma,L} = \sum_{i=1}^{L} |h_{r_{i},d}|$, which corresponds to the case that all the $L$ relays correctly detect the symbols received from the source. In order to derive $P_{b}^{(TEGC)}(l)$, we need first derive $f_{h_{i,q}}(x)$ and $f_{h_{\Sigma,L}}(x)$. As $h_{i,q} = h_{\Sigma,L} - h_{\Sigma,q}$, we can express $f_{h_{i,q}}(x)$ as [183]

$$f_{h_{i,q}}(x) = \int_{u}^{\infty} f_{h_{\Sigma,L}}(y) f_{h_{\Sigma,q}}(z) \, dy = \int_{u}^{\infty} f_{h_{\Sigma,L}}(y) f_{h_{\Sigma,q}}(y-x) \, dy \quad (2.47)$$

where $u = \max\{0, x\}$ and, by definition, $z = y - x$.

In order to derive the BER expression, we need to derive the PDF of $h_{i,q}$ and, therefore, need to obtain the PDFs of $h_{\Sigma,L}$ and $h_{\Sigma,q}$, according to (2.47). Hence, below we derive their PDFs by first introducing the Nakagami-Approximation. Two types of Nakagami-approximation approaches are employed, which are the Nakagami Statistical Approximation (Nakagami-SAp) and the Nakagami Theoretical Approximation (Nakagami-TAp) (or modified Nakagami-TAp).

In the context of the Nakagami-SAp, we approximate $h_{\Sigma,L}$ (and $h_{\Sigma,q}$) as the Nakagami-$m$ distributions with their PDFs $f_{h_{\Sigma,L}(y|m_{l},\Omega_{l})}$ (and $f_{h_{\Sigma,q}(y|m_{q},\Omega_{q})}$) in the form of (2.1). The corresponding fading parameters $m_{l}$ and $\Omega_{l}$ ($m_{q}$ and $\Omega_{q}$) are derived via simulations. Note that, the Nakagami-$m$ PDF is not very sensitive to the values of $m$ and $\Omega$, especially, when these values are
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Table 2.1: Parameters \((m_L, \Omega_L)\) for the PDF of \(h_{L}^{L} = \sum_{l=1}^{L} |h_l|\) obtained by the Nakagami-SAp, where the \(L\) components are iid Nakagami-\(m\) random variables with parameters \((m_0, \Omega_0)\).

<table>
<thead>
<tr>
<th>(L)</th>
<th>(\Omega_0)</th>
<th>(m_0)</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.125</td>
<td>0.929, 0.424</td>
<td>1.908, 0.443</td>
<td>2.929, 0.46</td>
<td>3.948, 0.469</td>
<td>4.918, 0.474</td>
<td>5.869, 0.477</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.929, 0.808</td>
<td>1.908, 0.866</td>
<td>2.929, 0.919</td>
<td>3.948, 0.938</td>
<td>4.918, 0.948</td>
<td>5.869, 0.958</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.929, 1.617</td>
<td>1.908, 1.771</td>
<td>2.929, 1.838</td>
<td>3.948, 1.875</td>
<td>4.918, 1.895</td>
<td>5.869, 1.904</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.125</td>
<td>1.36, 0.843</td>
<td>2.851, 0.957</td>
<td>4.314, 1.007</td>
<td>5.872, 1.038</td>
<td>7.303, 1.052</td>
<td>8.809, 1.061</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>1.36, 1.687</td>
<td>2.851, 1.913</td>
<td>4.314, 2.015</td>
<td>5.872, 2.077</td>
<td>7.303, 2.105</td>
<td>8.809, 2.122</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.36, 3.373</td>
<td>2.851, 3.826</td>
<td>4.314, 4.029</td>
<td>5.872, 4.154</td>
<td>7.303, 4.21</td>
<td>8.809, 4.244</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.125</td>
<td>1.776, 1.443</td>
<td>3.758, 1.67</td>
<td>5.731, 1.77</td>
<td>7.737, 1.828</td>
<td>9.693, 1.858</td>
<td>11.842, 1.871</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>1.776, 2.885</td>
<td>3.758, 3.34</td>
<td>5.731, 3.541</td>
<td>7.737, 3.656</td>
<td>9.693, 3.715</td>
<td>11.842, 3.742</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.776, 5.77</td>
<td>3.758, 6.68</td>
<td>5.731, 7.082</td>
<td>7.737, 7.312</td>
<td>9.693, 7.431</td>
<td>11.842, 7.485</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.125</td>
<td>2.226, 2.207</td>
<td>4.656, 2.58</td>
<td>7.082, 2.746</td>
<td>9.696, 2.835</td>
<td>12.12, 2.891</td>
<td>14.66, 2.916</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>2.226, 8.829</td>
<td>4.656, 10.322</td>
<td>7.082, 10.982</td>
<td>9.696, 11.34</td>
<td>12.12, 11.564</td>
<td>14.66, 11.662</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.125</td>
<td>2.647, 3.13</td>
<td>5.636, 3.688</td>
<td>8.538, 3.932</td>
<td>11.6, 4.067</td>
<td>14.511, 4.149</td>
<td>17.685, 4.189</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>2.647, 6.26</td>
<td>5.636, 7.376</td>
<td>8.538, 7.864</td>
<td>11.6, 8.314</td>
<td>14.511, 8.299</td>
<td>17.685, 8.378</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>2.647, 12.519</td>
<td>5.636, 14.752</td>
<td>8.538, 15.728</td>
<td>11.6, 16.268</td>
<td>14.511, 16.597</td>
<td>17.685, 16.756</td>
<td></td>
</tr>
</tbody>
</table>

relatively large. For example, the PDFs of \(f_{|h_{ij}|}(y|m, \Omega)\) do not have any noticeable differences, when \(\Omega \pm 0.01\Omega\) and \(m \pm 0.01m\) are applied. Hence, it is usually sufficient for us to derive \(m\) and \(\Omega\) based on about \(10^3\)-\(10^4\) realizations of \(h_{ij}\). Hence, the time spent for using the Nakagami-SAp to obtain BER results can be significantly less than that required by using direct simulations. When using direct simulations, we know that at least \(10^7\) (independent) realizations are required for a BER of about \(10^{-5}\), in order to generate sufficient accuracy.

Note furthermore that, the Nakagami-SAp is very general and robust, as it does not need to understand the components’ distributions. However, if the parameters of the components’ distributions are known, the approximation is in fact an ‘once for all’ thing. For instance, we can make a table, like Table 2.1, showing the parameters, \((m_L, \Omega_L)\), for the resultant Nakagami-\(m\) distributions of \(\sum_{l=1}^{L} |h_l|\), when \(L\) takes different values and the components, \(|h_l|\}, obey the iid Nakagami-\(m\) distributions with different values for the parameters \((m_0, \Omega_0)\). The values of \((m_L, \Omega_L)\) shown in the table were generated based on \(10^4\) realizations. Our performance results in Section 2.5 show that they can generate very accurate approximation. Furthermore, this table can be repeatedly used and, possibly, for different applications.

In the context of the Nakagami-TAp, first, according to [184], when the \(l\) components in \(h_{L}^{L}\) are independent and obey the same Nakagami-\(m\) distribution with the parameters \(m_0\) and \(\Omega_0\), \(h_{L}^{L}\)
Table 2.2: Parameters $\kappa$ for the PDF of $h_{\Sigma,l}$ obtained by the Nakagami-TAp, where the component distributions have the parameter $\Omega_0 = 1$.

<table>
<thead>
<tr>
<th>$l$</th>
<th>$m_0$</th>
<th>1.0</th>
<th>1.5</th>
<th>3.0</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td></td>
<td>0.842</td>
<td>0.879</td>
<td>0.914</td>
<td>0.924</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0.825</td>
<td>0.867</td>
<td>0.914</td>
<td>0.929</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.812</td>
<td>0.862</td>
<td>0.915</td>
<td>0.930</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>0.807</td>
<td>0.859</td>
<td>0.918</td>
<td>0.931</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.803</td>
<td>0.857</td>
<td>0.919</td>
<td>0.933</td>
</tr>
</tbody>
</table>

can be approximated as a Nakagami-$m$ distributed random variable with the PDF $f_{h_{\Sigma,l}}(y|m_1,\Omega_l)$ in the form of (2.1) and

$$m_1 = l \times m_0, \quad \Omega_l = l^2 \times \Omega_0.$$  \hfill (2.48)

However, as the results in [184] show, the Nakagami-TAp approximation may be very inaccurate. Based on our careful studies and numerous simulation verifications, we find that the PDF $f_{h_{\Sigma,l}}(y|m_1,\Omega_l)$ can be slightly modified to make it very accurate, yielding the modified Nakagami-TAp, with the PDF given by

$$f_{h_{\Sigma,l}}^{\text{Mod}}(y|m_1,\Omega_l) = f_{h_{\Sigma,l}}(y|m_1,\kappa\Omega_l)$$  \hfill (2.49)

where $\kappa$ is a coefficient that is dependent on the distribution of the components in $h_{\Sigma,l}$ and the value of $l$. For instance, when $\Omega_0 = 1$, a range of values for $\kappa$ have been found, which are summarized in Table 2.2. From the table we see that $\kappa < 1$ is always the case. This implies that the approximation using the parameters in (2.48) overestimates $\Omega_l$.

Figures 2.3 and 2.4, 2.5 show the PDFs of $f_{h_{\Sigma,l}}$ obtained by the Nakagami-SAp, the Nakagami-TAp and the modified Nakagami-TAp. In the figures, the curves labeled as “simu.” were derived by simulation using $10^6$ realizations, acting as the accurate reference PDFs. By contrast, the curves labeled as “approx.” were obtained from the approximate formulas of the Nakagami-TAp. In all figures, we considered various scenarios including $l = 4, 6$ and $m = 1, 1.5, 3$, respectively. In Figure 2.3, the PDFs obtained by the Nakagami-SAp can match with the simulated PDFs, revealing that the Nakagami-SAp is very efficient in terms of approximating the PDF of the sum of Nakagami-$m$ variables. However, as shown in Figure 2.4, we can clearly observe that the approximated PDFs obtained via theoretical approximation are not aligned with the corresponding PDFs obtained by simulations. Moreover, the deviation becomes larger as the value of $l$ gets bigger or as the $m$ value becomes smaller. With the aid of the modified Nakagami-TAp, as expressed in (2.49) in association with Table 2.2, the approximate PDFs shown in Figure 2.5 agree with the simulated PDFs very well.

Having obtained the PDFs of $f_{h_{\Sigma,l}}(y)$ and $f_{h_{\Sigma,q}}(z)$ for the case of using the Nakagami-SAp or
Figure 2.3: The PDF \( f_{h_1} \) obtained by Nakagami-SAp, where all the \( l \) Nakagami-\( m \) variables have the same parameters.

Figure 2.4: The PDF \( f_{h_1} \) obtained by Nakagami-TAp, where all the \( l \) Nakagami-\( m \) variables have the same parameters.

Nakagami-TAp, let us below derive the PDF of \( f_{h_1}(x) \) by using (2.47). When substitute \( f_{h_1}(y) \) and \( f_{h_2}(z) \) in the form of (2.1) associated with the parameters \( m_1, m_2, \Omega_1 \) and \( \Omega_2 \), into (2.47), we
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Figure 2.5: The PDF $f_{h_{\sum}}$ obtained by modified Nakagami-TAp, where all the $l$ Nakagami-$m$ variables have the same parameters.

\[
\begin{align*}
\phi(x) &= \int_{u}^{\infty} y^{2m_l-1} \exp \left[ -\frac{m_l}{\Omega_l} y^2 - \frac{m_q}{\Omega_q} (y-x)^2 \right] \, dy \\
&= \exp \left( \frac{m_q^2}{\Omega_q \xi^2} - \frac{m_q x}{\Omega_q \xi} \right) \int_{u \xi - \frac{m_q x}{\Omega_q \xi}}^{\infty} \frac{1}{\xi} \left( \frac{s + \frac{m_q x}{\Omega_q \xi}}{-\frac{m_q x}{\Omega_q \xi}} \right)^{2m_l-1} e^{-s} \, ds
\end{align*}
\]

(2.51)

In the general cases, (2.51) is hard to be further simplified to the best of our knowledge. However, when $2m_l - 1$ and $2m_q - 1$ are integers, $\phi(x)$ can be expressed in a sequence of limited terms.
as

\[ \varphi(x) = \exp \left( \frac{-m_l m_q x^2}{m_l \Omega_l + m_q \Omega_l} \right) \int_{u_\xi - \frac{m_q x}{\Omega q \xi^2}}^{\infty} \frac{1}{\xi} \left[ \sum_{l_1 = 0}^{2m_l - 1} \binom{2m_l - 1}{l_1} \left( \frac{m_q x}{m_l \Omega_l + m_q \Omega_l} \right)^{2m_l - 1 - l_1} \right] e^{-s^2} ds \]

\times \left[ \sum_{q_1 = 0}^{2m_q - 1} \binom{2m_q - 1}{q_1} \left( \frac{s}{\xi} \right)^q_1 \left( \frac{m_q x}{m_l \Omega_l + m_q \Omega_l} \right)^{2m_q - 1 - q_1} \right] e^{-s^2} ds

= \exp \left( \frac{-m_l m_q x^2}{m_l \Omega_l + m_q \Omega_l} \right) \sum_{l_1 = 0}^{2m_l - 1} \binom{2m_l - 1}{l_1} \left( \frac{m_q x}{m_l \Omega_l + m_q \Omega_l} \right)^{2m_l - 1 - l_1}

\times \left( \frac{m_q x}{m_l \Omega_l + m_q \Omega_l} \right)^{2m_q - 1 - q_1} \left( \frac{1}{\xi} \right)^{l_1 + q_1 + 1} \Gamma \left( \frac{l_1 + q_1 + 1}{2}, \left( u_\xi - \frac{m_q x}{\Omega q \xi^2} \right)^2 \right) x^{2m_l + 2m_q - l_1 - q_1 - 2} \tag{2.53} \]

where \( \Gamma(a, x) \) represents the incomplete gamma function defined as \[182\]

\[ \Gamma(a, x) = \int_{x}^{\infty} t^{a-1} e^{-t} dt. \tag{2.54} \]

Finally, when substituting (2.53) into (2.50), the PDF of \( f_{h_{l,q}}(x) \) can be written as

\[ f_{h_{l,q}}(x) = \frac{2m_l m_q}{\Omega_l \Omega_q \Gamma(m_l) \Gamma(m_q)} \exp \left( \frac{-m_l m_q x^2}{m_l \Omega_l + m_q \Omega_l} \right)

\times \sum_{l_1 = 0}^{2m_l - 1} \sum_{q_1 = 0}^{2m_q - 1} \binom{2m_l - 1}{l_1} \left( \frac{m_q x}{m_l \Omega_l + m_q \Omega_l} \right)^{2m_q - 1 - q_1} \left( \frac{1}{\xi} \right)^{l_1 + q_1 + 1} \Gamma \left( \frac{l_1 + q_1 + 1}{2}, \left( u_\xi - \frac{m_q x}{\Omega q \xi^2} \right)^2 \right) x^{2m_l + 2m_q - l_1 - q_1 - 2}. \tag{2.55} \]

When given the PDF \( f_{h_{l,q}}(x) \), the average BER of the R-D transmission employing TEGC-DRP can be derived from (2.46) by invoking (2.53) or (2.55). Specifically, when \( 2m_l - 1 \) and \( 2m_q - 1 \) are integers, it can be shown that

\[ P_b^{(TEGC)} (l) = \frac{m_l m_q}{\Omega_l \Omega_q \Gamma(m_l) \Gamma(m_q)} \sum_{l_1 = 0}^{2m_l - 1} \sum_{q_1 = 0}^{2m_q - 1} \binom{2m_l - 1}{l_1} \left( \frac{m_q x}{m_l \Omega_l + m_q \Omega_l} \right)^{2m_q - 1 - q_1} \left( \frac{1}{\xi} \right)^{l_1 + q_1 + 1} \Gamma \left( \frac{l_1 + q_1 + 1}{2}, \left( u_\xi - \frac{m_q x}{\Omega q \xi^2} \right)^2 \right) \int_{-\infty}^{\infty} Q \left( \frac{2a_2}{L} \right) \exp \left( \frac{-m_l m_q x^2}{m_l \Omega_l + m_q \Omega_l} \right) dx \tag{2.56} \]
when $0 < l < L$.

In (2.56) $m_l, \Omega_l$ and $m_q, \Omega_q$ are the parameters of the PDFs $f_{b_{Ll}}(y)$ and $f_{b_{Lq}}(z)$, respectively, which are the Nakagami-$m$ distributed PDFs. Note that, when the parameters $m_l, m_q$ derived by the Nakagami-SAP or Nakagami-TAP are relatively large, such as $m_l, m_q > 1.5$, we may further approximate them to their nearest values, so that $2m_l - 1$ and $2m_q - 1$ are integers, in order to apply (2.56). This is because, when the value of $m$ is relatively large, the Nakagami-$m$ distribution is not sensitive to $m$.

Furthermore, when the Nakagami-TAP is employed, we have that $m_L = Lm_2, \Omega_L = \Omega^2$ and $m_l = lm_2, m_q = qm_2, \Omega_l = l^2$ and $\Omega_q = q^2$. In this case, if $m_2$ is an integer, then (2.56) can be simplified to

$$P_b^{(TEGC)}(l) = \frac{1}{2} \int_{-\infty}^{\infty} \text{erfc} \left( x \sqrt{\frac{\alpha_2}{L}} \right) \frac{2}{l^{1m_2+qm_2}} \frac{2m_2}{\Gamma(lm_2) \Gamma(qm_2)}$$

$$\times \exp \left[ x^2 \left( \frac{l}{l^2+q^2} - \frac{m_2}{q} \right) \right] \sum_{l_1=0}^{2lm_2-1} \sum_{q_1=0}^{qm_2-1} \left( \frac{2}{l} \right) \left( \frac{2m_2 - 1}{l} \right) \left( \frac{2qm_2 - 1}{q} \right)$$

$$\times \left( \frac{m_2}{q} \right)^{2lm_2-1-l_1} \left( \frac{m_2}{q} \right)^{2qm_2-1-q_1} \frac{1}{\Gamma \left( l_1 + q_1 + 1 \right)} \left( \frac{1}{q} \right) \left( \frac{1}{q} \right)^{2lm_2+2qm_2-l_1-q_1-2}$$

(2.57)

where $\zeta = \sqrt{\frac{m_2}{l} + \frac{m_2}{q}}$ and $u = \max \{0, x\}$.

Additionally, when the $L$ S-R channels as well as the $L$ R-D channels experience Rayleigh fading, making $m_1 = m_2 = 1$. Then, we have

$$P_b^{(TEGC)}(l) = \frac{1}{2} \int_{-\infty}^{\infty} \text{erfc} \left( x \sqrt{\frac{\alpha_2}{L}} \right) \frac{2}{l^{1} \Gamma(l) \Gamma(q)}$$

$$\times \sum_{l_1=0}^{2l-1} \sum_{q_1=0}^{q-1} \left( \frac{2}{l_1} \right) \left( \frac{2}{q_1} \right) \left( \frac{1}{q} \right)$$

$$\times \left( \frac{1}{q} \right)^{l_1+q_1+1} \Gamma \left( \frac{l_1 + q_1 + 1}{2} \right) \left( \frac{1}{q} \right)^{2l-2q-1}$$

(2.58)

where, correspondingly, $\zeta = \sqrt{\frac{1}{l} + \frac{1}{q}}$ and $u = \max \{0, x\}$.

When $l = L$, meaning that all the $L$ relays correctly detect the symbols transmitted by the source, then, using the Nakagami-SAP or Nakagami-TAP, we can express the PDF $f_{b_{Ll}}(y)$ as (2.1) associated with the parameters $m_L, \Omega_L$. Consequently, when substituting the PDF into (2.46), the average BER of the R-D transmission is

$$P_b^{(TEGC)}(l) = P_b(m = m_L, \gamma_c = \alpha_2 \Omega_L \bar{\gamma}_s / L)$$

(2.59)

when $l = L$, and $P_b$ is given in (2.39). Furthermore, when $l = 0$, we have

$$P_b^{(TEGC)}(l) = 1 - P_b(m = m_L, \gamma_c = \alpha_2 \Omega_L \bar{\gamma}_s / L).$$

(2.60)
Finally, the average BER of the THCL employing the TEGC-DRP can be obtained by substituting (2.56) or (2.57) or (2.58), and (2.59), (2.60) into (2.43) or (2.45).

2.4.2 Bit Error Rate Analysis of Two-Hop Communication Links with Ideal Cooperative Relay Processing

In this section, we analyze the error probability of the THCL systems with ideal cooperative RP. As in Section 2.4.1, we assume that the first and second hops experience the flat Nakagami-\(m\) fading.

As mentioned before, when the ideal cooperative RP is assumed, information exchange among the \(L\) relays do not consume power. Therefore, we have the power allocation \(\alpha_1 + \alpha_2 = 1\). As discussed in Section 2.3.2, we classify the ideal cooperative RP into four sub-types: (a) ICMRC-TMRC-RP, (b) ICMRC-TEGC-RP, (c) ICMVC-TMRC-RP, (d) ICMVC-TEGC-RP. In this section, we drive the closed-form average BER expressions for the THCL systems employing these four RP schemes.

When the ideal cooperative RP scheme is considered, as shown in Section 2.3.2, the bits transmitted by the \(L\) relays to the destination are the same bit detected by the IECU. The average BER of the THCL systems using the ideal cooperative RP scheme can be written as

\[
P_b^{(\text{THCL-ICRP})} = P_b^{(\text{IECU})} \left(1 - P_b^{(R-D)}\right) + \left(1 - P_b^{(\text{IECU})}\right) P_b^{(R-D)}. \tag{2.61}
\]

In (2.61), the first (second) term at the right hand side denotes the probability that the detection at the IECU is incorrect (correct), while the detection at the destination is correct (incorrect).

The received signals by the IECU can be expressed as \(y_{cu} = y_r\), where \(y_r\) is given in (2.2). When the IECU employs the ICMRC, the decision variable \(z_{cu}\) was given in (2.12), as the IECU perfectly knows the signals received by the relays. Therefore, the instantaneous SNR of the IECU was expressed as (2.13). According to [181], it can be shown that, when communicating over Nakagami-\(m\) fading channels, the average BER of the IECU detection can be expressed as

\[
P_b^{(\text{IECU})} = \frac{1}{\pi} \int_0^{\pi/2} \prod_{i=1}^L \left(\frac{m_{sr_i} \sin^2 \theta}{\alpha_1 \Omega_{sr_i} \gamma_s + m_{sr_i} \sin^2 \theta}\right)^{m_{sr_i}} d\theta \tag{2.62}
\]

if the IECU employs the ICMRC. In (2.62), \(m_{sr_i}\) is the fading parameter of the channel from the source to the \(i\)th relay. In (2.62), if \(m_{sr_i} = m, i = 1, \ldots, L\), we can have

\[
P_b^{(\text{IECU})} = \sqrt{\frac{\alpha_1 \Omega_{sr_i} \gamma_s}{\alpha_1 \Omega_{sr_i} \gamma_s + m}} \frac{1}{2} \Gamma\left(mL + 1/2\right) \Gamma\left(mL + 1\right)
\]

\[
\times 2F_1 \left(1, mL + 1/2; mL + 1; \frac{m}{m + \alpha_1 \Omega_{sr_i} \gamma_s}\right). \tag{2.63}
\]

Furthermore, when \(mL\) is a positive integer, (2.63) can be reduced to

\[
P_b^{(\text{IECU})} = \left[1 - \mu\right] \frac{mL}{2} \sum_{v=0}^{mL-1} \left[mL - 1 + v\right] \left[1 + \frac{\mu}{2}\right]^v \tag{2.64}
\]
where $\mu = \sqrt{\alpha_1 \Omega_{sr} \gamma_s} / (\alpha_1 \Omega_{sr} \gamma_s + m)$.

By contrast, in the context of the ICMVC employed by the IECU, the relays first decode the signals received from the source. The IECU is assumed to have perfect knowledge about the detected symbols by the relays and uses the MVC to make a decision of the symbol transmitted by the source. The average BER of the detection at the $i$th relay is $P_b^{(S-R_i)}$, $i = 1, 2, \ldots, L$, when communicating over Nakagami-$m$ fading channels, which is given in (2.44). Therefore, the average BER measured at the IECU after the CMVC can be expressed as

$$P_b^{(IECU)} = \frac{1}{L} \sum_{i=1}^{L} \left( \prod_{j=1}^{L} \left( 1 - P_b^{(S-R_i)} \right) \prod_{j \neq i} P_b^{(S-R_j)} \right)$$

when $\lfloor z \rfloor \neq \frac{z}{k}$, where $\lfloor A \rfloor$ means that rounding $A$ to a nearest integer greater than or equal to $A$. However, if $\lfloor \frac{z}{k} \rfloor = \frac{z}{k}$, we have

$$P_b^{(IECU)} = \frac{1}{L} \sum_{i=1}^{L} \left( \prod_{j=1}^{L} \left( 1 - P_b^{(S-R_i)} \right) \prod_{j \neq i} P_b^{(S-R_j)} \right) + \frac{1}{2} \sum_{k=0}^{\lfloor \frac{z}{k} \rfloor - 1} \left( \prod_{j \neq i}^{L} \left( 1 - P_b^{(S-R_i)} \right) \prod_{j \neq i} P_b^{(S-R_j)} \right)$$

(2.66)

Let the symbol detected by the IECU be expressed as $\hat{x}$. Then all the relays know $\hat{x}$, as the transmission from IECU to relays is assumed ideal. Then, $\hat{x}$ is transmitted from the relays to the destination with the aid of either the TMRC or TEGC, which is described in (2.4) or (2.8). In (2.61), $P_b^{(R-D)}$ is the average BER of the R-D transmission. Specifically, when the TMRC is employed, the average BER of the R-D transmission can be expressed as

$$P_b^{(R-D)} = \frac{1}{\pi} \int_{0}^{\pi/2} \prod_{i=1}^{L} \left( \frac{m_{r_i,d} \sin^2 \theta}{\alpha_2 \Omega_{r_i,d} \gamma_s + m_{r_i,d} \sin^2 \theta} \right) m_{r_i,d} \alpha_2 \Omega_{r_i,d} \gamma_s + m_{r_i,d} \sin^2 \theta \right) d\theta$$

(2.67)

where $m_{r_i,d}$ and $\Omega_{r_i,d} = E[|h_{r_i,d}|^2]$, $i = 1, \ldots, L$, are the parameters for the Nakagami-$m$ fading of the $i$th R-D channel. Hence, by substituting (2.62) and (2.67) into (2.61), the overall average BER of the THCL system employing the ICMRC-TMRC-RP can be expressed as

$$P_b^{(THCL-ICRP)} = \frac{1}{\pi} \int_{0}^{\pi/2} \prod_{i=1}^{L} \left( \frac{m_{sr_i} \sin^2 \theta}{\alpha_1 \Omega_{sr_i} \gamma_s + m_{sr_i} \sin^2 \theta} \right)^{m_{sr_i}} d\theta$$

$$+ \frac{1}{\pi} \int_{0}^{\pi/2} \prod_{i=1}^{L} \left( \frac{m_{r_i,d} \sin^2 \theta}{\alpha_2 \Omega_{r_i,d} \gamma_s + m_{r_i,d} \sin^2 \theta} \right)^{m_{r_i,d}} d\theta$$

$$- \frac{2}{\pi^2} \int_{0}^{\pi/2} \prod_{i=1}^{L} \left( \frac{m_{sr_i} \sin^2 \theta}{\alpha_1 \Omega_{sr_i} \gamma_s + m_{sr_i} \sin^2 \theta} \right)^{m_{sr_i}} d\theta$$

$$\times \int_{0}^{\pi/2} \prod_{i=1}^{L} \left( \frac{m_{sr_i} \sin^2 \theta}{\alpha_1 \Omega_{sr_i} \gamma_s + m_{sr_i} \sin^2 \theta} \right)^{m_{sr_i}} d\theta.$$
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By contrast, when the relays employ TEGC, the instantaneous SNR at the destination is 
\[ \gamma_d = \alpha_2 \bar{\gamma}_s \left( \sum_{i=1}^{L} |h_{r,i}| \right)^2, \]
where \(|h_{r,i}|\) obeys the Nakagami-\(m\) distribution. Then, when the Nakagami-SAp or Nakagami-TAp, as discussed in Section 2.4.1, is employed, the average BER of the R-D transmission can be expressed as

\[
P_b^{(R-D)} = \frac{1}{2} \int_0^{\pi/2} \prod_{i=1}^{L} \left( \frac{m_{sr_i} \sin^2 \theta}{\alpha_1 \Omega_{sr_i} \bar{\gamma}_s + m_{sr_i} \sin^2 \theta} \right)^{m_{sr_i}} d\theta
\]

where \(m_{sr_i}\) and \(\Omega_{sr_i}\) can be derived by the Nakagami-SAp or Nakagami-TAp. Consequently, when applying (2.69) into (2.61), we obtain the average BER of the THCL system with the ICMRC-TEGC-RP, which can be expressed as

\[
P_b^{(THCL-ICRP)} = \frac{1}{2} \int_0^{\pi/2} \prod_{i=1}^{L} \left( \frac{m_{sr_i} \sin^2 \theta}{\alpha_1 \Omega_{sr_i} \bar{\gamma}_s + m_{sr_i} \sin^2 \theta} \right)^{m_{sr_i}} d\theta
\]

Similarly, when the THCL employing the ICMVC-TMRC-RP, the average BER of the system is obtained by substituting (2.67), (2.65) or (2.66) into (2.61). Furthermore, the average BER of the system employing the ICMVC-TEGC-RP can be derived by substituting (2.69), (2.65) or (2.66) into (2.61).

2.4.3 Bit Error Rate Analysis of Two-Hop Communication Link with Cooperative Relay Processing

In this section, we analyze the average BER of the THCL employing the cooperative RP schemes. In this context, we assume that the total energy for conveying one bit from the source to the destination is one unit. Then, we have \(\alpha_1 + \alpha_r + \alpha_2 = 1\), where \(\alpha_1\), \(\alpha_2\) and \(\alpha_r\) denote respectively the transmit power for the first hop, the second hop and the information exchange among the relays. Furthermore, as information exchange includes both the MA and BC transmission, whose transmit power is assumed to be \(\alpha_{ma}\) and \(\alpha_{bc}\). Hence, we also have \(\alpha_{ma} + \alpha_{bc} = \alpha_r\). Additionally, we assume that the MA transmission for information exchange among RNs is implemented in the principles of DS-CDMA, which, for the sake of simplicity, employs orthogonal spreading codes.
In general, when the THCL employs the cooperative RP, the average BER of the THCL system can be written as

\[ P_b^{(\text{THCL-CRP})} = P_b^{(\text{IECU})} \left( 1 - P_b^{(\text{IECU-D})} \right) + \left( 1 - P_b^{(\text{IECU})} \right) P_b^{(\text{IECU-D})} \]  

(2.71)

where \( P_b^{(\text{IECU})} \) is the average BER measured at the IECU, and \( P_b^{(\text{IECU-D})} \) is the average BER of the transmissions from the IECU to the relays and finally, to the destination.

Let us first consider the BER at the IECU. When the IECU employs the MRC on its received signals, the decision variable \( z_{cu} \) can be expressed in (2.19), and the instantaneous SNR of the IECU after carrying out the CMRC can be expressed as

\[ \gamma_{cu} = \frac{E^2[z_{cu}]}{\text{Var}[z_{cu}]} = \frac{\alpha_1 \alpha_{ma}}{L} \frac{(h^H_I h_T)^2}{\sum_{i=1}^{L} |h_{Di}|^2 + \sum_{j=1}^{N} |h_{Tj}|^2} \bar{\gamma}_s \]  

(2.72)

when we used the definitions that \( H_D = [h_{D1}, h_{D2}, \ldots, h_{DL}] = H_I^H H_{ma} G_r \) and \( H_T = H_{ma} G_r h_{sr} \), where \( G_r = \text{diag}\{g_1, g_2, \ldots, g_L\} \) and \( g_i = \frac{1}{\sqrt{|h_{sr_i}|^2 + \bar{\gamma}_s}} \). Based on (2.72), it is very difficult to derive the PDF of \( \gamma_{cu} \). In this case, we are unable to derive the exact average BER of \( P_b^{(\text{IECU})} \).

In this chapter, we propose the Gamma-Approximation (Gamma-Ap) to evaluate the PDF of \( \gamma_{cu} \), which will be verified by our simulation results and found in general very accurate.

Note that, in performance analysis, the Gaussian-Ap is typically employed. However, for some scenarios, such as for the PDF of (2.72), where the concerned variables are always positive, the Gamma-Ap has the advantages over the Gaussian-Ap. First, the Gamma distribution [180], which can be obtained by the square of a Nakagami-\( m \) distributed variable, is defined in \([0, \infty)\), while the Gaussian distribution is defined in \((-\infty, \infty)\). Second, for applying the Gaussian-Ap, usually a high number of component variables is required, so that their sum yields a symmetric distribution. By contrast, the Gamma-Ap does not impose this constraint, and can be applied for the sum of any number of component variables. Furthermore, as the number of components increases, the resultant Gamma-distribution appears the Gaussian-like shape, but, in the range \([0, \infty)\). Hence, the Gamma-Ap (also including the Nakagami-approximation, as they belong to the same family) represents a versatile approximation approach, which may find applications for a lot of problems in practice, including a lot of performance analysis problems in wireless communications.

Specifically, for the current case, let us rewrite (2.72) as

\[ \gamma_{cu} = \frac{\alpha_1 \alpha_{ma} \bar{\gamma}_s}{L} \xi_{cu} \]  

(2.73)

where

\[ \xi_{cu} = \frac{(h^H_I h_T)^2}{\sum_{i=1}^{L} |h_{Di}|^2 + \sum_{j=1}^{N} |h_{Tj}|^2}. \]  

(2.74)
Table 2.3: Parameters for the Gamma PDF \( f_{\zeta_{cu}}(\zeta) \) obtained based on simulations.

<table>
<thead>
<tr>
<th>( L )</th>
<th>( \bar{\gamma}_s ) (dB)</th>
<th>( m_{sr} )</th>
<th>( m_{ma} )</th>
<th>( m_{cu} )</th>
<th>( \Omega_{cu} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.0</td>
<td>1.0</td>
<td>2.573</td>
<td>18.121</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>3.0</td>
<td>7.347</td>
<td>27.007</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.0</td>
<td>4.0</td>
<td>5.332</td>
<td>29.775</td>
<td></td>
</tr>
<tr>
<td></td>
<td>14.0</td>
<td>1.5</td>
<td>7.730</td>
<td>33.445</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20.0</td>
<td>1.5</td>
<td>6.401</td>
<td>33.150</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.0</td>
<td>1.0</td>
<td>4.872</td>
<td>29.363</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.0</td>
<td>1.0</td>
<td>4.506</td>
<td>43.158</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13.0</td>
<td>3.0</td>
<td>13.320</td>
<td>64.612</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.0</td>
<td>4.0</td>
<td>5.189</td>
<td>49.028</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22.0</td>
<td>3.0</td>
<td>6.199</td>
<td>55.084</td>
<td></td>
</tr>
</tbody>
</table>

With the aid of the Gamma-Ap, we can approximate \( \zeta_{cu} \) as a Gamma distributed random variable with the PDF \[ f_{\zeta_{cu}}(\zeta) = \frac{(m_{cu})^{m_{cu}} \zeta^{m_{cu}-1}}{\Gamma(m_{cu})} \exp \left( -\frac{m_{cu}\zeta}{\Omega_{cu}} \right) \] (2.75) where \( \Omega_{cu} = E[\zeta_{cu}] \), and \( m_{cu} = \frac{\Omega_{cu}^2}{E[\zeta_{cu} - \Omega_{cu}]} \).

From (2.74), we can see that the parameters \( m_{cu} \) and \( \Omega_{cu} \) determining the PDF of \( \zeta_{cu} \) depend on the average SNR \( \bar{\gamma}_s \) of the S-R channels through the matrix \( G_r \) in \( h_D \), the fading of the L S-R channels, the fading of the MA channels and the spreading factor \( N_t \) of the DS-CDMA signalling. Hence, it is usually extremely hard (if it is not impossible) derive the parameters \( m_{cu} \) and \( \Omega_{cu} \) by mathematical analysis. However, they can be readily found by simulations based on about \( 10^4 \) realizations. For instance, in Table 2.3, a range of cases are considered, where the spreading factor \( N_t \) is 16, the L S-R channels experience the same Nakagami-\( m \) fading with the parameters \( m_{sr} \) and \( \Omega_{sr} = 1 \), and the MA channels also experience the same Nakagami-\( m \) fading with the parameters \( m_{ma} \) and \( \Omega_{ma} = 1 \). As our results in this section show, the Gamma-Ap in general yields very accurate approximation.

Figures 2.6-2.9 show the approximated PDFs of \( \zeta_{cu} \) when first hop and the MA links experience various of fading conditions, in comparison with the corresponding accurate PDFs of \( \zeta_{cu} \), which are labelled as “simu.”, which were obtained by using \( 10^6 \) realizations of \( \zeta_{cu} \). In Figures 2.6 and 2.7, we observe that the approximated PDFs have deviations from the accurate ones at the top part of the curves, when the average SNR \( \bar{\gamma}_s \) equals to 1 dB and 20 dB. However, we see that the deviations become smaller as the number of relays increases. Furthermore, we find that the approximated PDFs agree well with the accurate PDFs, when \( \bar{\gamma}_s = 10 \) dB. According to our simulation results, we can deduce that the approximated PDFs have a very good similarity as the accurate PDFs within the the average SNR region of \( 8 - 12 \) dB.

In Figures 2.8 and 2.9, we give the PDF \( f_{\gamma_{cu}}(y) \) plots when the average SNR is fixed at 20 dB.
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Both plots show that a deviation always presents between the approximated PDF and the accurate one at top part of the curves. However, from Figure 2.8, it knows that the difference at the top of the curves increases, when the fading of MA links become less severe while the fading of S-R links stay constant. By contrast, in Figure 2.9, we observe that the similarity between the approximated PDF and the accurate one increases, as the first hop has a better channel fading condition.

Figure 2.6: Approximated PDFs of the decision variable of the IECU, when the CMRC is employed, and when the S-R links and the MA links in the cooperative RP scenario experience Rayleigh fading.

With the aid of the Gamma-Ap for finding the PDF of $\bar{\zeta}_{cu}$, which is (2.75), we can now easily obtain the average BER of the detection at the IECU, which can be expressed as

$$P_{b}^{(IECU)} = P_{b} (m = m_{cu}, \bar{\gamma}_{c} = \alpha_{1} \alpha_{ma} \Omega_{cu} \bar{\gamma}_{s} / L).$$  (2.76)

In (2.71), $P_{b}^{(IECU-D)}$ is the average BER of the transmission from the IECU to the relays and, finally, to the destination. Note that, as we mentioned in Section 2.3.1, it is hard to derive the BER of the R-D transmissions, when the relays use the TMRC. Hence, below we only consider the case that the relays employ the TEGC. Therefore, when the relays employs the TEGC, the average BER of the transmission from the IECU to the relays can be expressed as

$$P_{b}^{(IECU-D)} = \sum_{l=0}^{L} \left( \prod_{i \in \{1, \ldots, L\}} (1 - P_{b}^{(IECU-R_{i})}) \prod_{j \in \{1, \ldots, L\}} P_{b}^{(IECU-R_{j})} \right)^{(k)}$$

$$\times P_{b}^{(TEGC)} (l)$$  (2.77)

where $P_{b}^{(IECU-R_{i})}$ denotes the average BER of the BC link from the IECU to the $i$th relay, $P_{b}^{(TEGC)} (l)$ is the average BER of the R-D transmission, when $l$ relays correctly detect the symbol transmitted by the IECU, while the other $q(= L - l)$ relays make erroneous detection. As the analysis
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Figure 2.7: Approximated PDFs of the decision variable of the IECU, when the CMRC is employed, and when the S-R links and the MA links in the cooperative RP scenario experience Rayleigh fading.

Figure 2.8: Approximated PDFs of the decision variable formed by the IECU, when the CMRC associated with \( L = 4 \) relays is employed by the cooperative RP.

in Section 2.4.1 shows, when the channels between the \( L \) relays and the destination experience Nakagami-\( m \) fading, \( P_b^{(TEGC)}(l) \) can be evaluated by (2.56)-(2.60). When the BC channels experience flat Nakagami-\( m \) fading, we have \( P_b^{(IECU-R)} = P_b(m = m_{bc}, \gamma_c = \alpha_{bc} \beta_2 \Omega_{bc} \gamma_s) \), where the parameters have been defined in Section 2.3.3.1. By contrast, when the BC channels are AWGN,
we have $P_b^{(\text{IECU-R})} = Q\left(\sqrt{2\alpha_m\beta_1\gamma_s/L}\right)$.

Finally, the average BER of the THCL employing the CMRC-TEGC-RP can be evaluated by (2.71) associated with (2.76) and (2.77).

When the THCL employs the CMVC-TEGC-RP, the average BER of the system can also be expressed as (2.71), where the average BER measured at the IECU can be written as

$$p_b^{(\text{IECU})} = p_b^{(\text{IECU})}
\begin{cases}p_b^{(S-R_i)} = p_b^{(S-R_i-\text{IECU})}\end{cases}$$

(2.78)

with $p_b^{(\text{IECU})}$ at the left-side of the equation denoting the BER at the IECU, when the ICMVC is employed, which is given in (2.65) and (2.66). In (2.78), $p_b^{(S-R_i-\text{IECU})}$ represents the average BER of the signals transmitted from the source to the $i$th ($i = 1, \ldots, L$) relay and then to the IECU, which can be expressed as

$$p_b^{(S-R_i-\text{IECU})} = p_b^{(S-R_i)}(1 - p_b^{(R_i-\text{IECU})}) + (1 - p_b^{(S-R_i)})p_b^{(R_i-\text{IECU})}$$

(2.79)

where $p_b^{(R_i-\text{IECU})}$ is the average BER of the link from the $i$th Relay to the IECU, which is

$$p_b^{(R_i-\text{IECU})} = p_b(m = m_{ma}, \gamma_c = \alpha_m\beta_1\Omega_m\gamma_s/L)$$

(2.80)

with $p_b(m, \gamma_c)$ was defined in (2.39).

Specifically, when the MA links are assumed the AWGN channels, the BER of the $R_i$-IECU links is $p_b^{(R_i-\text{IECU})} = Q\left(\sqrt{2\alpha_m\beta_1\gamma_s/L}\right)$. In this case, (2.79) can be expressed as

$$p_b^{(S-R_i-\text{IECU})} = p_b^{(r_i)}(1 - Q\left(\sqrt{2\alpha_m\beta_1\gamma_s/L}\right)) + (1 - p_b^{(r_i)})Q\left(\sqrt{2\alpha_m\beta_1\gamma_s/L}\right).$$

(2.81)
Finally, the average BER of the THCL employing the CMVC-TEGC-RP can be obtained by substituting (2.78) and (2.77) into (2.71).

2.5 Bit Error Rate Performance Results

In this section, we demonstrate a range of performance results for characterizing the achievable performance of the THCL systems with the various RP schemes as considered. Both numerical results evaluated from the formulas derived in the previous sections and simulation results are provided. Note that, for obtaining the results, we assume that all channels of the first and second hops experience independent but identical Nakagami-$m$ fading. The MA/BC channels are either Gaussian channels or iid Nakagami-$m$ fading channels. When the cooperative RP is employed, we assume that the parameters $\beta_1$ and $\beta_2$ take a value of 10, which results in that the average SNR of the MA/BC channels is typically 10 dB higher than that of the S-R and R-D channels, when equal power of $1/3$ is allocated respectively to the S-R, MA/BC and R-D transmissions. Furthermore, when the DS-CDMA is used for the MA transmission, the spreading codes are assumed to be the random sequences with a spreading factor $N_t = 16$.

First, let us compare the BER performance of the THCL systems employing various RP schemes. Both analytical results and simulation results are demonstrated, so as to verify the accuracy of our analytical BER results.

Figure 2.10: BER of the TEGC-DRP assisted THCL employing BPSK baseband modulation and power allocation factors $\alpha_1 = \alpha_2 = 0.5$, when communicating over iid Nakagami-$m$ fading channels.
Figure 2.11: BER of the TEGC-DRP assisted THCL employing BPSK baseband modulation and power allocation factors $\alpha_1 = \alpha_2 = 0.5$, when communicating over iid Nakagami-$m$ fading channels.

In Figures 2.10 and 2.11, we compare the approximate BER of the TEGC-DRP assisted THCL with the corresponding BER obtained by simulations. Furthermore, Figures 2.10 and 2.11 illustrate the impacts of the number of relays and the fading parameter $m$ on the achievable BER performance. Note that, the approximate BER was evaluated based on (2.45), when either the Nakagami-TAp or the Nakagami-SAp was employed. From Figure 2.10, we can observe that there is a slight deviation between the approximate BER and the simulated BER, when the Nakagami-TAp is applied. However, the difference becomes smaller as the Nakagami-$m$ fading becomes less severe, i.e., as $m$ increases. The difference also becomes smaller, as the number of relays increases. Nevertheless, for all the scenarios considered, the analytical BER and simulated BER are close to each other. When the Nakagami-SAp is employed, as shown in Figure 2.11, the analytical BER and the simulated BER always agree with each other. Therefore, we are confident that both the Nakagami-TAp and Nakagami-SAp are highly effective, while the Nakagami-SAp is more accurate than the Nakagami-TAp.

Additionally, as shown in Figures 2.10 and 2.11, the BER performance improves as the fading becomes less severe. It also improves as the number of relays increases, owing to the increased spatial diversity.

The BER performance of the ICRP-assisted THCL is shown in Figure 2.12, when assuming that both the S-R and R-D channels experience iid Nakagami-$m$ fading. The BER results demonstrated in the figure were evaluated based on the Nakagami-TAp in the context of the ICMRC-TEGC-RP
Figure 2.12: BER of the ICMRC-TEGC-RP and ICMVC-TEGC-RP assisted THCL employing BPSK baseband modulation and power allocation factors $\alpha_1 = \alpha_2 = 0.5$, when using $L = 6$ relays and communicating over iid Nakagami-$m$ fading channels.

or ICMVC-TEGC-RP. Again, from the results of Figure 2.12, we can observe that the approximate BER of all the considered cases closely matches the corresponding BER obtained by simulations. Explicitly, the ICMRC-TEGC-RP always outperforms the ICMVC-TEGC-RP, although the difference becomes smaller as the channel fading becomes less severe.

Figure 2.13 gives the BER performance of the ICRP-TMRC assisted THCL systems, when assuming that both the S-R and R-D channels experience iid Nakagami-$m$ fading. We can see that the analytical BER of all cases are nearly the same as the corresponding BER obtained by simulations. As we discussed in Section 2.4.2, the closed-form BER expressions of the ICRP-TMRC assisted THCL systems are given in (2.68) and (2.65). By comparing Figure 2.12 with Figure 2.13, we can observe that the TMRC aided systems have slight better BER performance than the TEGC assisted systems.

Furthermore, in comparison with the BER results shown in Figure 2.10 and Figure 2.11, we can see that in Figure 2.13 remarkable SNR gain is observed, when the ideal cooperative RP is employed by the systems, instead of using the distributed RP. Note that, this performance gain achieved by the ideal cooperative RP is mainly due to the cooperative detection of the first hop, which generates the symbols having much higher reliability than that detected by the relays operated under the distributed RP. However, the ideal cooperative RP scheme assumes no energy consumption for the relays’ cooperation, which is impractical.

When non-ideal cooperation is assumed, Figures 2.14 and 2.15 show the BER performance of
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Figure 2.13: BER of the ICMRC-TEGC-RP and ICMVC-TEGC-RP assisted THCL employing BPSK baseband modulation and power allocation factors $\alpha_1 = \alpha_2 = 0.5$, when using $L = 6$ relays and communicating over iid Nakagami-$m$ fading channels.

Figure 2.14: BER of the CMRC-TEGC-RP assisted THCL employing BPSK baseband modulation and power allocation factors $\alpha_1 = \alpha_2 = \alpha_r = 1/3$, when all the S-R and R-D channels are assumed iid Nakagami-$m$ fading channels with a fading parameter $m_{sr}$, while the MA/BC channels are assumed iid Nakagami-$m$ fading channels with a fading parameter $m_{ma}$. 
the cooperative RP assisted THCL, when 1/3 of the total transmission power is allocated for S-R, MA/BC and R-D transmissions, respectively. Let us first have a look of Figure 2.14, where the CMRC-TEGC-RP scheme was employed by the THCL, and the approximate BER was obtained based on the Gamma-Ap for the detection at the IECU and the Nakagami-TAp for the detection at the destination. From the figure, we can have the following observations. First, the approximate BER agrees with the corresponding BER obtained by simulations in the relatively low SNR region, but there appear some deviations in the high SNR region. Second, the approximate BER becomes more accurate, as the channel condition becomes less severe. Third, the approximate BER also becomes more accurate, as the first and/or second hops become more reliable. Additionally, when comparing the BER results shown in Figure 2.14 with that shown in Figure 2.12, we are implied that, due to the energy consumed for relays’ cooperation, the achievable BER performance of the THCL using the cooperative RP scheme of practically reasonable is much worse than that of the THCL employing the ideal cooperative RP. Note that, as shown at the beginning of this section, the MA/BC channels are assumed more reliable than the S-R and R-D channels. This issues will be further discussed later associated with the other figures.

Figure 2.15: BER of the CMVC-TEGC-RP assisted THCL employing BPSK baseband modulation and power allocation factors $\alpha_1 = \alpha_2 = \alpha_r = 1/3$, when all the S-R and R-D channels are assumed iid Nakagami-$m$ fading channels with a fading parameter $m_{sr}$, while the MA/BC channels are assumed either iid Gaussian channels or iid Nakagami-$m$ fading channels with a fading parameter $m_{ma}$.

In Figure 2.15, we investigate the BER performance of the CMVC-TEGC-RP assisted THCL, where, again, the analytical BER was obtained based on the Gamma-Ap for the detection at the IECU and the Nakagami-TAp for the detection at the destination. In addition, in Figure 2.15, we
considered the cases that the MA/BC channels are either Nakagami-$m$ fading channels or AWGN channels. From the figure we observe that, for all the cases, the analytical BER agrees well with the simulated BER. The other observations are similar as that obtained from Figure 2.14.

Having verified the accuracy of our proposed approximation approaches, we investigate the effect of power-allocation on the BER performance of the THCL systems employing various RP schemes. When the distributed and the ideal cooperative RP schemes are used, we show the performance change, when different portions of power are respectively allocated to the first and second hops. When the cooperative RP is employed, we demonstrate the cost of energy for the cooperation among relays, as well as evaluate the BER performance of the THCL systems under different power-allocation.

![Figure 2.16: Effect of power-allocation factors on the BER performance of the distributed RP assisted THCL employing BPSK baseband modulation, when both the first and second hop channels experience flat iid Nakagami-$m$ fading.](image)

Figure 2.16 investigate the BER performance of the THCL system employing the distributed RP, when different transmit power is allocated to the first and second hops. For every case considered in the figure, there is an optimum power-allocation (OPA), which corresponds to the lowest BER achieved. From the figure, we observe that, in order to achieve the best BER performance, the first hop always demand higher power than the second hop does. The reason behind is that the DF relaying scheme used by the relays is highly dependent on the channel condition of the first hop. When the fading of the S-R channels becomes less severe, more reliable signals are forwarded to the destination and, hence, the error performance of the system improves. Furthermore, from the figure we also see that the first hop requires relatively more power to achieve the optimum power-allocation, when the average SNR or the number of the relays increases.
Figure 2.17: Effect of power-allocation factors on the BER performance of the ideal cooperative RP assisted THCL employing BPSK baseband modulation, when both the first and second hop channels experience flat iid Nakagami-\(m\) fading.

In Figure 2.17, we study the effect of power-allocation on the BER performance, when the system employs the ideal cooperative RP. As we know, there is no power required for the cooperation among relays, when the ideal cooperative RP is used. Similarly to the observations in Figure 2.16 for the distributed RP, more power is usually required by the first hop in order to obtain the OPA, when the average SNR increases. However, in contrast to the observations shown in Figure 2.16, the first hop requires less power for reaching the OPA, when the number of relays increases. This is because information exchange among the relays becomes more reliable, as the number of relays increases. Therefore, more power is required by the second hop, so that the error performance of the THCL system can be enhanced.

In Figures 2.18 and 2.19, we demonstrate the impact of power-allocation on the achievable BER performance of the THCL employing the CMRC-TEGC-RP, when both the S-R and the R-D links experience iid flat Rayleigh fading. For the MA/BC transmission, AWGN channels are assumed for Figure 2.18, while flat Rayleigh fading channels are assumed for Figure 2.19. In the figures, the OPA indicates the power-allocation and the corresponding lowest BER achievable. As seen in Figure 2.18 for the AWGN MA/BC scenario, the optimum power-allocation is \(\alpha_1 = 0.44\), \(\alpha_2 = 0.28\), \(\alpha_r = 0.28\). Hence, the main portion of power is allocated to the first hop to improve the reliability of the first hop to a sufficient level.

By contrast, when the MA/BC channels are also Rayleigh fading channels, as seen in Figure 2.19, the power-allocation for the THCL system to achieve the best BER performance is
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Figure 2.18: Effect of power-allocation factors on the BER performance of the CMRC-TEGC-RP assisted THCL employing BPSK baseband modulation, when both the first and second hop experience flat iid Rayleigh fading, while the MA/BC channels are AWGN channels.

\(\alpha_1 = 0.48, \ \alpha_2 = 0.16, \ \alpha_r = 0.36.\) More portion of the total power is required for information exchange among the relays, when compared with the AWGN MA/BC case. From Figures 2.18 and 2.19, we are informed that a big portion of energy is required for implementing cooperation.
among relays. Hence, in wireless networks, using cooperative relays is in fact highly challenging. Not only is a substantial amount of energy is required for cooperation, the accompanied increase of complexity may be substantial as well. This is because, first, extra channel estimation is required. Second, power-allocation will become more difficult, as four hops need to be considered in a network employing cooperative relays, instead of two hops in a network using distributed relays.

Additionally, we may compare the best BER achieved in Figure 2.18, which we assumed the AWGN MA/BC channels, with Figure 2.12. In Figure 2.12, the curve corresponding to the parameters of $m = 1, L = 6$ shows that the BER at 11 dB is well below $10^{-5}$. This BER is much lower than the best BER of $1.47 \times 10^{-4}$ shown in Figure 2.18. From this comparison we are implied that the BER predicted by applying ideal assumptions is far overoptimistic.

In Figure 2.20, we consider another example of power-allocation for the CMVC-TEGC-RP assisted THCL system, when the S-R and R-D transmissions experience Nakagami-$m$ fading with $m_{sr} = m_{rd} = 3$, and the average SNR is 15 dB. As we can see, the OPA for the RP is achieved, when $\alpha_r = 0.48$. Hence, for the RP process demands a large portion of the total power to achieve the OPA, when the S-R and R-D channels become better, in comparison with Figure 2.18.

Figure 2.20: Effect of power-allocation factors on the BER performance of the CMVC-TEGC-RP assisted THCL employing BPSK baseband modulation, when both the first and second hop channels experience flat iid Nakagami-$m$ fading, while the MA/BC channels are AWGN channels.

Having shown the impact of power-allocation on the BER performance, below we further investigate the BER performance of the THCL systems employing various of RP schemes, when the first and second hops as well as the MA/BC transmission experience independent Nakagami-$m$ fading. Note that, the results below were obtained by applying our proposed suboptimal power-allocation (SOPA) scheme. In the context of the SOPA, the OPA is first found for a certain average
SNR. Then, this OPA is used for a specified region of average SNR, instead of using a specific OPA for each given average SNR, which demands high complexity. By this way, the SOPA scheme provides a relatively low complexity of implementation, but does not cause noticeable error performance loss.

![Graph showing BER performance results](image)

**Figure 2.21:** Comparison of BER performance of the THCL systems employing the TEGC-DRP, CMRC-TEGC-RP and the CMVC-TEGC-RP, when the S-R and R-D channels are all flat Rayleigh fading channels, while the MA/BC channels are AWGN channel.

Figures 2.21 and 2.22 demonstrate the BER performance of the THCL systems using the cooperative RP, when the TEGC is employed (Figure 2.21) or the TMRC is employed (Figure 2.22). For these figures, we assumed the AWGN channels for information exchange, and the first and second hop channels experience iid Rayleigh fading. From these two figures, we can obtain the following observations. First, in both figures, when considering the same number of relays and the identical transmit preprocessing scheme, the CMRC aided cooperative RP always has the best BER performance, and the CMVC aided cooperative RP outperforms the distributed RP scheme, when the SNR is sufficiently high. However, as shown in both figures, the BER curves of the distributed RP intersect with the corresponding BER curves for the CMRC and CMVC aided cooperative RP. Before the intersections, the distributed RP outperforms the CMRC or CMVC aided cooperative RP. Second, for any of the RP schemes employed, the BER performance of the THCL systems becomes better, as the number of relays increases. Third, when comparing these two figures, we can see when the same number of relays is employed, the BER performance of the THCL with the TEGC-DRP is better than that of the THCL with the TMRC-DRP, and the difference becomes larger, as the number of relays increases. By contrast, for any given number of relays, the BER performance of the THCL with the CMRC-TMRC-RP is slightly better than that of the THCL with the
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Figure 2.22: Comparison of BER performance of the THCL systems employing the TMRC-DRP, CMRC-TMRC-RP and the CMVC-TMRC-RP, when the S-R and R-D channels are all flat Rayleigh fading channels, while the MA/BC channels are AWGN channel.

CMRC-TEGC-RP. Similarly, for a given value of $L$, the CMVC-TMRC-RP slightly outperforms the CMVC-TEGC-RP in terms of BER performance.

From the above observations, we may conclude that the BER performance of the THCL systems employing the distributed RP is dominated by the transmit preprocessing scheme employed. By contrast, when the cooperative RP schemes are employed, the processing schemes used by the IECU and by the relays impose impact on the BER performance of the THCL systems.

In Figures 2.23 and 2.24, we compare the BER performance of the THCL systems employing the TEGC-DRP, CMRC-TEGC-RP and the CMVC-TEGC-RP, in order to illustrate the cost for the cooperation among relays. Specifically, in Figure 2.23, all the S-R, MA/BC and R-D channels are assumed flat Rayleigh fading channels, while in Figure 2.24, the S-R and R-D channels are assumed flat Rayleigh fading channels, while the MA/BC channels are assumed Nakagami-$m$ fading channels with a fading parameter $m_{ma} = 3$. From the results of these two figures, we can explicitly see that, for all the cases considered, the TEGC-DRP outperforms the CMVC-TEGC-RP. Hence, for all these cases, no CMVC aided cooperation is desirable, as implementing the CMVC requires extra complexity. By contrast, when comparing the TEGC-DRP with the CMRC-TEGC-RP, we do see that, in the cases of $L = 4$ and 6, the CMRC-TEGC-RP may outperform the TEGC-DRP, when the average SNR is sufficiently high. However, for the case of $L = 10$, the TEGC-DRP always outperforms the CMRC-TEGC-RP. As the CMRC-TEGC-RP requires extra channel estimation and centralized detection, its achievable BER performance will be sensitive to the channel esti-
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Figure 2.23: Comparison of BER performance of the THCL systems employing the TEGC-DRP, CMRC-TEGC-RP and the CMVC-TEGC-RP, when the S-R, MA/BC and R-D channels are all flat Rayleigh fading channels.

Figure 2.24: Comparison of BER performance of the THCL systems employing the TEGC-DRP, CMRC-TEGC-RP and the CMVC-TEGC-RP, when the S-R and R-D channels are flat Rayleigh fading channels, while the MA/BC channels are flat Nakagami-$m$ fading channels associated with a fading parameter $m_{ma} = 3$. 
mation’s accuracy, in addition to the added complexity for the channel estimation and centralized signal detection. When taking into account of all the above, we may conclude that the TEGC-DRP constitutes a desirable and practical RP scheme. It has the relatively low-complexity for implementation, achieves diversity from the TEGC and yields less processing delay owing to no information exchange required among relays.

Figure 2.25 shows the BER performance of the THCL systems with the CMVC/MUD-TEGC-RP aided cooperative RP for $L = 4, 6, 10$, when the MA/BC channels experience the flat Nakagami-$m$ fading with $m = 3$. From Figure 2.25 we can observe that, for all cases considered, the THCL system with the CMVC/MUDs-TEGC-RP outperforms the THCL system with the CMVC-TEGC-RP scheme. The BER performance gain of using the CMVC/MUD at the IECU over that of employing the CMVC at the IECU becomes larger, as the number of relays increases. Furthermore, we can observe that the RMD/MS-MMSE MUD always achieves better BER performance than the MMSE MUD, at the cost of slightly higher complexity. The performance advantage of the RMD/MS-MMSE MUD over that of the MMSE MUD becomes bigger, as the number of relays increases. For example, a 2 dB of SNR gain can be obtained, when $L = 10$. However, for $L = 10$ the CMVC/MMSE-TEGC-RP results in would have a high error rate than the CMVC-TEGC-RP, when the average SNR is smaller than 12 dB.
2.6 Conclusions

In this chapter, we have introduced a so-called THCL system, which aims to accomplish a communication between a source node and a destination node with the aid of a cluster of relays, in order to demonstrate the cost for relay cooperation and the challenges for performance analysis of this type of systems. Three RP schemes have been investigated in association with the THCL system, which are the distributed RP, ideal cooperative RP and the cooperative RP. When the distributed RP is employed, the relays employ the DF relaying scheme, and the signals are forwarded to the destination with the aid of the MRC- or EGC-assisted transmit preprocessing scheme, which are hence termed as the TMRC and TEGC, respectively. In the context of the ideal cooperative RP, we assume that information exchange among relays can be accomplished without energy consumption, which is also a typical assumption used in many existing references [46–49]. For the sake of investigating the cost of cooperation among relays, we have considered the cooperative RP scheme, which assumes energy consumption for the information exchange among relays via the MA and BC transmissions by invoking an IECU.

We have provided detailed analyses for the BER of the THCL systems employing various RP schemes, when BPSK baseband modulation is assumed. We have derived the closed-form formulas for the average BER of the THCL systems with some of the considered ideal cooperative RP schemes. In this chapter, we have proposed the novel approaches for obtaining the PDF of the sum of Nakagami-$m$ variables. Two approaches for obtaining the approximate PDF have been proposed. The first one is called the Nakagami-TAp, and the second one is referred to as the Nakagami-SAp. With the aid of these two approaches, we have obtained the approximate average BER expressions of the THCL systems employing the TEGC-DRP or the CMVC-TEGC-RP, when the first and second hops are assumed to experience flat Nakagami-$m$ fading, while the communications for information exchange among relays suffers from flat Nakagami-$m$ fading or only AWGN. Furthermore, when the CMRC scheme is used at the IECU, we have proposed the Gamma-AP approach for finding the approximate PDF of the instantaneous SNR of the detection at the IECU. Furthermore, we have derived the average BER of the THCL systems employing the CMRC-TEGC-RP scheme.

By comparing the numerical results with our simulation results, we have found that, when the distributed RP or the cooperative RP is employed, the approximated average BER of the THCL systems has some small deviations from that obtained by simulations, when the fading of communication channels is severe, whereas, they agree with each other, as the channel conditions become better. When the ideal cooperative RP is employed, our results show that the average BER obtained from analytical formulas agrees well with the BER obtained from simulations. Furthermore, we have found that the first hop always requires a higher transmission power than the second hop, in order to achieve the best BER performance, when the distributed RP is employed. When the cooperative RP is employed, we have observed that, the cooperation among the relays for infor-
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Information exchange requires 30% ~ 70% of the total system transmission power, in order to achieve the best BER performance. Specifically, the cooperative RP aided THCL systems can outperform the distributed PR aided THCL systems, when AWGN MA/BC channels are assumed. When the same transmit preprocessing scheme is employed by the relays for the second hop transmission, the CMRC aided cooperative RP achieves better BER performance than the CMVC aided cooperative RP, but at the cost of higher complexity. However, the cooperative RP scheme may achieve worse BER performance than the distributed RP, when the MA/BC links for information exchange experience flat Rayleigh fading. By considering the BER performance and complexity, we may conclude that the TEGC-DRP constitutes a desirable and practical RP scheme, which demands the lowest complexity for implementation, but is capable of achieving the required BER performance, especially, when the number of relays is relatively high.
Chapter 3

Resource Allocation in Single-cell Downlink OFDMA Systems

3.1 Introduction

Multicarrier communication techniques, including the orthogonal frequency division multiplexing (OFDM) and its multiuser extension of orthogonal frequency division multiple access (OFDMA) [61], have been widely accepted as the key techniques for high-speed and broadband wireless communications. Multicarrier and OFDM techniques employ a range of merits, including the capability of combating inter-symbol interference (ISI), low-complexity modulation/demodulation implemented based on fast Fourier transform (FFT), dynamic resource allocation, etc. As wireless communication systems are usually operated in time-varying fading environments, taking the advantage of the time-varying characteristics by dynamically allocating the communication resources, which may include power, subcarrier, etc., is capable of providing promising energy and spectrum-efficiency [62].

References show that dynamic resource allocation is capable of achieving significant gain over fixed resource allocation, and various of resource allocation schemes have been proposed for different multicarrier systems [62–70]. In more detail, bit-, subcarrier- and power-allocation algorithms in [62, 63] have been designed in order to minimize the total transmission power, while the users’ transmission qualities are maintained, i.e., under certain error rates. Wong et al. [62] proposed an iterative subcarrier-allocation algorithm followed by bits and power assignments. Whereas, in [63] it considered jointly assignment of the bits, subcarriers and power for each user in a novel fast way with low complexity. Moreover, in [64–68, 75], various sub-optimum joint subcarrier- and power-allocation algorithms were proposed. Specifically, in [64] they proposed two computationally inexpensive approaches for joint resource allocation where subcarrier-allocation was carried out in two iterations. Considering the uplink OFDMA systems, the authors in [65, 75] have pro-
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posed the joint subcarrier- and power-allocation algorithms, which respectively aim at maximizing the sum rate and the total utility of resources. A heuristic non-iterative subcarrier- and power-allocation scheme has been proposed in [68] for the OFDMA by extending the order subcarrier selection algorithm [76] for single user systems. Furthermore, in [69, 70], dynamic resource allocation problems have been addressed with respect to the cross-layer optimization of OFDMA systems. In more recently, some significant researches, such as [71–74] have also been dedicated to the resource allocation in OFDMA systems. Specifically, in [71], multiple BSs are coordinated to carry out the iterative subcarrier- and power-allocation to maximize the weighted sum of minimal user rates. For the sake of reducing the complexity of allocation, the two-part papers [73, 74] have studied the chunk-based subcarrier-allocation in downlink OFDMA systems. The first part [73] has proposed the average SNR- and BER-based chunk allocation schemes in order to maximize the system throughput when considering the average BER constraint over a chunk transmission. While the part two [74] has proposed a joint chunk-, power- and bit-allocation, in which, a range of system parameters including power constraint, number of users, coherent bandwidth, number of subcarriers and chunks are introduced and their impacts on the average throughput are studied.

A range of researches in [77–89], have designed and studied subcarrier-allocation algorithms for the downlink OFDMA systems. Specifically, in relation to our studies in this chapter, the greedy algorithm without considering the fairness has been applied for subcarrier-allocation in [78], in order to maximize the sum rate of OFDMA systems. Furthermore, in [78], the water-filling power-allocation has been employed. By contrast, authors in [79] addressed a fair subcarrier-allocation algorithm, providing equal data rate for all users. The fair greedy algorithm has been introduced by [80, 82] for subcarrier-allocation, however, its error performance is usually poor. For this sake, its extensions have been proposed, which include the worst user first (WUF) greedy algorithm [85] and the maximal greedy algorithm [86]. In more detail, under the WUF greedy algorithm, subcarriers are allocated in an order from the user with the worst average subchannel quality to the user with the best subchannel quality. This algorithm may be inefficient when operated in highly frequency-selective fading channels, as, in this case, the average channel qualities of all users may be similar. When the maximal greedy algorithm is employed, the above-mentioned fair greedy algorithm is repeatedly applied in the context of different user orders. Finally, the allocation giving the highest reliability, such as SNR, is chosen as the allocation results. While the WUF algorithm is inefficient in highly frequency-selective fading channels, the maximal greedy algorithm’s complexity is dependent on the number of iterations of applying the greedy algorithm, which might be very high. In [83], a so-called worst subcarrier avoiding (WSA) algorithm has been proposed, which allocates the subcarriers based on the greedy algorithm in an order from the subcarrier holding the lowest subchannel quality. In this way, the $(M - 1)$ worst subcarriers can always be avoided assigning to users, if a multicarrier system with $M$ subcarriers is considered. The WSA algorithm can be viewed another extension of the fair greedy algorithm. However, the error performance of the WSA algorithm usually significantly outperforms that of the greedy, WUF greedy and maximal
greedy algorithms. It has been shown that the performance achieved by the WSA algorithm is close to that of the Hungarian algorithm [185], which is recognized as the optimum subcarrier-allocation algorithm, but of high-complexity.

Except the maximal greedy algorithm, the other greedy-based subcarrier-allocation algorithms employ the merit of low-complexity. However, when fair subcarrier-allocation is considered, the greedy and WUF algorithms often force the users of choosing their subcarriers at the latest stages to accept the subcarriers possibly with very poor qualities. Although the WSA algorithm is able to avoid assigning users a number of worst subchannels, it does not care about whether the allocated subcarriers are the best subchannels. Furthermore, in the WSA algorithm [83], the subcarrier-allocation order identified at the start of the algorithm is fixed during the whole allocation process, regardless of whether the situation might be changed after some subcarriers are allocated.

Based on the above observations, in this chapter, we design and compare two novel low-complexity subcarrier-allocation algorithms, and compare them with some other related subcarrier-allocation algorithms proposed in literature. In addition to low-complexity, our algorithms motivate to assign users the sets of subchannels with the best possible qualities, in order to maximize the attainable reliability (throughput) but without making a trade-off with the achievable throughput (reliability), which, however, exists in some existing subcarrier-allocation algorithms, such as, the fair greedy subcarrier-allocation algorithm. In order to achieve our objectives, our subcarrier-allocation algorithms are operated either by identifying the worst subchannels or by seeking the best subchannels at the start of the algorithms, forming the so-called bidirectional worst subchannel avoiding (BWSA) and best subchannel seeking (BSS) algorithms. Our BWSA algorithm represents an extension of the WSA algorithm. In the WSA algorithm [83], according to the fixed allocation order identified at the start of the algorithm, a subcarrier is assigned to the best user, while avoiding the worst subchannel. Hence, the WSA algorithm is an one-dimensional worst subchannel avoiding algorithm. By contrast, in our BWSA algorithm, first, the worst subchannel, which has the lowest subchannel quality, of the remaining subchannels is found at each of the allocation iterations. Then, for an identified worst subchannel at an allocation iteration, the best subchannel is assigned by considering both the subcarrier direction and the user direction, while also with the objective to avoid the other poorest subchannels for the following allocations. Therefore, our BWSA algorithm is a two-dimensional worst subchannel avoiding algorithm, which has a higher diversity order than the WSA algorithm [83], and, hence, has the merit to further improve the WSA algorithm. The BSS algorithm aims at allocating all users the subchannels with the best qualities. In a little more detail, the BSS algorithm first finds a subchannel subset containing a number of best subchannels. Then, subcarrier-allocation is carried out in the greedy principles based on the subchannel subset obtained.

After the subcarrier-allocation, power-allocation is either based on the principles of channel-inverse [84] in order to maximize the reliability for a given baseband modulation scheme, or based on the principles of water-filling [78] to maximize system’s sum rate. In this chapter, the error
and spectrum-efficiency performance of the BWSA and BSS algorithm are investigated and compared, which are also compared with that of a range of greedy-based algorithms as well as that of the optimal Hungarian algorithm. Our studies and performance results show that, both the BWSA and BSS algorithms have the merits to provide promising performance. While the BWSA algorithm outperforms the WSA and other greedy-based sub-optimum algorithms, the BSS algorithm may outperform as well the BWSA algorithm, especially, when it is operated in the relative large OFDMA systems of using a large number of subcarriers to support a range of users, which are true in practical systems. Furthermore, we demonstrate that the both the BWSA and BSS algorithms can attain their promising reliability without making trade-off with the achievable throughput.

In this chapter and the following three chapters, we focus on the resource allocation in the downlink multicarrier systems, both power- and subcarrier-allocation are addressed. Note that, our proposed subcarrier-allocation algorithms can be directly employed for the uplink communications via some information exchange between the BS carrying out the allocation and the mobile terminals controlled by the BS. By contrast, the power-allocation in the uplink communications need to be modified according to the transmitting power constraints on each individual users.

The rest of this chapter is organized as follows. Section 3.2 introduces the system model and gives the main assumptions. Section 3.3 discusses the general principle of the power- and subcarrier-allocation algorithms. Section 3.4 introduces two famous power-allocation schemes including the channel-inverse and the water-filling algorithms. Section 3.5 overviews some existing subcarrier-allocation algorithms and discusses their strengths and weaknesses. Sections 3.6 and 3.7 introduce the proposed subcarrier-allocation algorithms, and analyze their characteristics. Section 3.8 analyzes the complexity with the subcarrier-allocation algorithms considered. Section 3.10 shows and evaluates the BER and spectrum-efficiency simulation results. At last, conclusions are made in Section 3.11.

### 3.2 System Model

The considered downlink OFDMA system consists of one base station (BS) supporting $K$ mobile users. We assume that each of the communication terminals, including the BS and $K$ mobile users, employs one antenna for receiving and transmission. For the sake of clarity, the main variables and notations used in this chapter are summarized as follows:

- $K$ number of mobile users;
- $\mathcal{K}$ set of user indexes, defined as $\mathcal{K} = \{0, 1, \ldots, K - 1\};$
- $M$ number of subcarriers of OFDMA system;
- $\mathcal{M}$ set of subcarrier indexes, defined as $\mathcal{M} = \{0, 1, \ldots, M - 1\};$
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$Q$ set of numbers of subcarriers allocated to the $K$ users, $Q = \{q_0, q_1, \ldots, q_{K-1}\}$, where $q_k$ is the number of subcarriers assigned to user $k$;

$Q_k$ set of data stream indexes of user $k$, defined as $Q_k = \{0, 1, \ldots, q_k - 1\}$;

$h_{k,m}$ fading channel gain of subcarrier $m$ of user $k$;

$F_k$ set of indexes of the $q_k$ subcarriers assigned to user $k$;

$\tilde{F}_k$ set of indexes of the candidate subcarriers for user $k$;

$|F|$ cardinality of the set $F$, i.e., the number of elements in the set $|F|$;

$A_{k,m}$ subchannel quality of subcarrier $m$ of user $k$, $A_{k,m} = |h_{k,m}|^2 / N_k$, where $N_k$ is the noise variance for user $k$;

$P_{k,m}$ transmission power for subcarrier $m$ of user $k$, where $i \in F_k$;

$P$ total transmission power of BS, $P = \sum_{k \in K} \sum_{m \in F_k} P_{k,m}$.

In this chapter, we consider the fair subcarrier- allocation, which assigns all the users the same number of subcarriers, and assume that each subcarrier can only be assigned to one user. Therefore, we have the expressions of

$$\sum_{k \in K} F_k = \mathcal{M} \quad \text{(3.1)}$$

$$|F_k| = Q, \quad \forall k \in \mathcal{K} \quad \text{(3.2)}$$

$$F_k \cap F_l = \emptyset, \quad \text{if } k \neq l, \forall k, l \in \mathcal{K} \quad \text{(3.3)}$$

where $\emptyset$ means an empty set. The channels between the BS and mobile users are assumed to experience frequency-selective Rayleigh fading with $L_p$ number of resolvable paths in the time-domain.

In Figure 3.1, it shows the schematic for resource allocation in the downlink OFDMA systems. In the considered OFDMA systems, we assume that the uplinks and downlinks are operated in the time-division duplex (TDD) mode. Hence, an uplink channel and its corresponding downlink channel can be assumed to be reciprocal. In this way, the BS is capable of obtaining the knowledge of all the $KM$ downlink subchannels $\{h_{k,m}\}$, and all the subchannel qualities $\{A_{k,m}\}$ for $\forall k \in \mathcal{K}$, and $\forall i \in \mathcal{M}$. Therefore, given the transmission power of $P_{k,m}$, the instantaneous SNR of subcarrier $m$ of user $k$ can be expressed as

$$\gamma_{k,m} = \frac{P_{k,m}|h_{k,m}|^2}{N_k} = P_{k,m}A_{k,m}, \quad k \in \mathcal{K}, \quad m \in \mathcal{M} \quad \text{(3.4)}$$

where $N_k$ is the noise power of AWGN at mobile user $k$. For simplicity, we assume all the users have the same noise power, and we have $N_k = 1/\bar{\gamma}_s$, $\forall k \in \mathcal{K}$ where $\bar{\gamma}_s$ denotes the average SNR per symbol.
3.2. System Model

Figure 3.1: Schematic for resource allocation in the downlink OFDMA systems

Note that in this chapter we consider the most difficult scenario in the downlink OFDMA systems, all the $M$ subcarriers have to allocate to users, as described in (3.1). It is straightforward that we can relax the constraint to the case that part of subcarriers are assigned to users, i.e. $\sum_{k \in K} q_k \leq M$, in which case, all the considered allocation algorithms can also be used in the considered systems, and the system’s performance can be significantly improved. Furthermore, for the considered power- and subcarrier-allocation algorithms, we also have the conventional fairness constraint that each user is assigned the same number of subcarriers, as shown in (3.2). Interestingly, these algorithms can be extended to the scenarios that the proportional fairness is assumed, which is given by

$$R_0 : R_1 : \ldots : R_{K-1} = v_0 : v_1 : v_{K-1}$$

(3.5)

where $R_k$ is the achievable data rate of user $k$, and $v_k$ is the corresponding rate proportion.

For the sake of simplicity, the subcarrier- and power-allocation are carried out separately, which will be respectively detailed in the following sections. Note that, as the studies in [84] show, the power- and subcarrier-allocation can be carried out independently without performance loss, when optimum power-allocation is employed. Furthermore, it was shown in [68, 84] that the channel-inverse power-allocation is optimum in terms of maximizing the minimum SNR of users, as a result, minimizing the average BER of the systems. Therefore, we use the channel-inverse power-allocation scheme in this chapter. The water-filling power-allocation is also a widely used scheme, and can be employed to optimize the sum rate of the systems [186, 187].
3.3 General Theory

In an OFDMA system having $M$ subcarriers, when the power- and subcarrier-allocation aim to maximize the system reliability, the ultimate objective is to minimize the average BER. Hence, the optimization problem for power- and subcarrier-allocation can be described as

$$\bigcup \{ F_k, P_k \}^* = \arg \min_{\bigcup \{ F_k, P_k \}} \left\{ \frac{1}{M} \sum_{k \in K} \sum_{q \in Q_k} \bar{P}_e^{(k,q)} \right\}$$

s.t. (3.1), (3.2), (3.3), and

$$\sum_{k \in K} \sum_{q \in Q_k} P_{k,q} = P$$

where “s.t.” stands for subject to, and $\bar{P}_e$ denotes the system’s average BER and $\bar{P}_e^{(k,q)}$ denotes the average BER of the $q$th data stream of user $k$. In (3.8), $\bigcup \{ F_k, P_k \}$ stands for testing all the possible candidates for all users, while $\bigcup \{ F_k, P_k \}^*$ contain the final results for subcarrier- and power-allocation of all the users. In practice, however, it is often very hard to solve the optimization problem of (3.8). Nevertheless, in OFDMA and other multicarrier communications employing the same data modulation schemes, the average BER $\bar{P}_e$ is usually dominated by the subcarrier with the lowest SNR [84]. In this thesis, we assume the same baseband modulation scheme when reliability is concerned. In this case, as shown in [75, 83, 188], the power- and subcarrier-allocation schemes can be designed to maximize the minimum SNR of subcarriers, which can be expressed as

$$\bigcup \{ F_k, P_k \}^* = \arg \max_{\bigcup \{ F_k, P_k \}} \left\{ \min_{k \in K, q \in Q_k} \{ \gamma_{k,q} \} \right\}$$

s.t. (3.1), (3.2), (3.3) and (3.7).

In this chapter, we aim to maximize the SNR of all subcarriers, in contrast to maximizing only the minimum SNR of the subcarriers as done in [75, 83, 188], so that the sub-optimum solution can be found in terms of minimizing the average BER of the system. Correspondingly, our optimization problem can be described as

$$\bigcup \{ F_k, P_k \}^* = \arg \max_{\bigcup \{ F_k, P_k \}} \{ \gamma_{k,q}, k \in K, q \in Q_k \}$$

s.t. (3.1), (3.2), (3.3) and (3.7).

The philosophy behind can be explained as follows.

It has been demonstrated in [83, 84] that power- and subcarrier-allocation can be carried out separately without loss of much performance but having much lower complexity. Therefore, we assume that the power- and subcarrier-allocation are executed separately in two steps. Following the implementation of subcarrier-allocation, the power-allocation is carried out, according to the channels of the subcarriers allocated to different users. Therefore, our subcarrier-allocation algorithm is
3.4 Power-Allocation Algorithms

In this chapter, the channel-inverse power-allocation is employed in order to minimize the average BER of the system, and it has been proved to be optimum in terms of maximizing the reliability [84]. Our proposed subcarrier-allocation will be designed in conjunction with the channel-inverse power-allocation algorithm, which aims at minimizing the average BER of the system. The water-filling power-allocation algorithm was designed for maximizing the system throughput [189, 190]. Hence, we will also compare the throughput (spectrum-efficiency) of the system employing various subcarrier-allocation algorithms, when the water-filling power-allocation algorithm is used. In the next section, we will briefly discuss the channel-inverse and the water-filling power-allocation algorithms.

3.4.1 Channel-Inverse Power-Allocation Algorithm

In the context of the channel-inverse assisted power-allocation, the power allocated to a subcarrier of a user is inversely proportional to the corresponding subchannel quality. The more power allocates to the one with less reliable subchannel quality, and vice versa. In that case, it guarantees that all the subchannels have a similar quality of service. Consequently, according to [84], given the subchannel qualities \( \{ A_{k,j} \} \) of the subcarriers allocated to the \( K \) users, the power is allocated as

\[
P_{k,q} = P \left( \sum_{l \in K} \sum_{i \in Q_l} A_{i,j}^{-1} \right)^{-1} A_{k,q}^{-1}, \quad q \in Q_k, k \in K.
\]  

(3.11)

Furthermore, as shown in [83], after the above power-allocation, the \( q \)th sub-stream of user \( k \) obtains the SNR of

\[
\gamma_{k,q} = \gamma_c = P \left( \sum_{l \in K} \sum_{i \in Q_l} A_{i,j}^{-1} \right)^{-1}, \quad q \in Q_k, k \in K.
\]  

(3.12)

Note that, (3.12) shows that the SNR is independent of the indexes \( k \) and \( q \), implying that all the sub-streams of all the users attain the same SNR and, hence, they have the same error probability.
3.4.1. Channel-Inverse Power-Allocation Algorithm

Furthermore, as shown in (3.10), our subcarrier-allocation algorithm aims to maximize the SNR of all the subcarriers of all the users. Therefore, when the channel-inverse assisted power-allocation is employed, from (3.12) we can be implied that, in order to maximize the SNR $\gamma_c$, we need to solve the subcarrier-allocation optimization problem of

$$\bigcup \{ \mathcal{F}_k \}^* = \arg \max_{\bigcup \{ \mathcal{F}_i \}} \left\{ \left( \sum_{l \in \mathcal{K}} \sum_{i \in \mathcal{Q}_l} A_{i,l}^{-1} \right)^{-1} \right\}$$

s.t. (3.1), (3.2), and (3.3). (3.13)

In order to solve the above optimization problem, we may need to execute exhaustive search or implement the optimum Hungarian algorithm [185]. The principles of the Hungarian algorithm can be found in many references, such as in [185, 191], and we will also detail its principles in Section 4.3. However, these algorithms have high complexity, preventing them from practical implementation, when the number of subcarriers is relatively high, which is usually the case in the LTE/LTE-A systems.

In this chapter, we aim for designing the relatively low-complexity sub-optimum algorithms, which are capable of achieving the performance close to that obtained by solving the optimum problem of (3.13). Specifically, from (3.12) we can be implied that, in order for the SNR to achieve the maximum, it is expected that the allocated subcarriers should be those with the largest possible values in $\{ A_{k,q} \}$ of containing the $K_M$ candidates. Therefore, our optimization problem for subcarrier-allocation can be stated as

$$\bigcup \{ \mathcal{F}_k \}^* = \arg \max_{\bigcup \{ \mathcal{F}_i \}} \left\{ A_{k,q}, k \in \mathcal{K}, q \in \mathcal{Q}_k \right\},$$

$$\triangleq \arg \min_{\bigcup \{ \mathcal{F}_i \}} \left\{ A_{k,q}^{-1}, k \in \mathcal{K}, q \in \mathcal{Q}_k \right\},$$

s.t. (3.1) (3.2) and (3.3). (3.14)

In order to find a solution approximately solving (3.14), we may either start from the worst subchannel side, motivating to avoid a maximum number of worst subchannels of the $K_M$ subchannels, or start from the best subchannel side to directly allocate the subcarriers corresponding to the best possible subchannels. These are the motivations for us to design the proposed subcarrier-allocation algorithms, as detailed in our forthcoming discourses.

Explicitly, the optimization problem of (3.14) also fulfills the objective to maximize the sum rate of an OFDMA system, when subcarrier and power are allocated separately. This is because, for a given total transmission power and water-filling assisted power-allocation, the best subset of subchannels also yields the highest sum rate. When given the best set of subcarriers having the subchannel qualities $\{ A_{k,q}^* \}$, the sum rate can be expressed as

$$C = \sum_{k \in \mathcal{K}, q \in \mathcal{Q}_k} \log_2 \left( 1 + P_{k,q}^* A_{k,q}^* \right).$$

(3.15)
### 3.4.2 Water-Filling Power-Allocation Algorithm

The water-filling assisted power-allocation was found as the optimum solution for maximizing the sum rate of system [190]. For a given subcarrier-allocation, the optimization problem for maximizing the system’s throughput can be expressed as

\[
\cup \{P_k\}^* = \arg \max_{\cup \{P_k\}} \sum_{k \in K, q \in Q_k} \log (1 + P_{k,q}A_{k,q})
\]  

(3.16)

s.t. (3.7).

The above objective function is jointly concave in powers, and the optimization problem can be solved by the Lagrangian method, resulting in the water-filling power-allocation. Let \( \Phi \) be the water-filling level, according to the algorithm, the power allocated to data-stream \( q \) of user \( k \) can be given by

\[
P_{k,q} = \left( \Phi - \frac{1}{A_{k,q}} \right)^+
\]

(3.17)

where \([x]^+ = \max\{0, x\}\), and the water-filling level \( \Phi \) is set to satisfy the requirement of

\[
\sum_{k \in K, q \in Q_k} P_{k,q} \leq P.
\]

(3.18)

Figure 3.2: An example for water-filling power-allocation in the downlink OFDMA system with \( M = 8 \) subcarriers

According to (3.17), we know that more power is allocated for the subchannel with better quality, and no power is assigned when the subchannel quality is lower than the inverse of water level, i.e., \( A_{k,q} \leq 1/\Phi \). We can readily find that the water-filling algorithm has a counter-operation of the channel-inverse power-allocation algorithm. Furthermore, Figure 3.2 shows a pictorial view of the water-filling algorithm employed by an OFDMA systems, where \( M = 8 \) subcarriers are
3.5. Existing Subcarrier-Allocation Algorithms

Table 3.1: An Example for Channel Qualities of $M = 8$ Subcarriers of the $K = 8$ Users.

<table>
<thead>
<tr>
<th>Users</th>
<th>Scrs</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>0.45</td>
<td>5.19</td>
<td>1.94</td>
<td>3.24</td>
<td>5.27</td>
<td>1.59</td>
<td>0.16</td>
<td>4.24</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>4.95</td>
<td>14.92</td>
<td>0.50</td>
<td>0.79</td>
<td>2.04</td>
<td>16.91</td>
<td>0.48</td>
<td>0.36</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>1.78</td>
<td>2.78</td>
<td>0.92</td>
<td>6.58</td>
<td>3.14</td>
<td>5.23</td>
<td>0.54</td>
<td>0.99</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>2.91</td>
<td>0.33</td>
<td>5.97</td>
<td>0.41</td>
<td>0.49</td>
<td>2.20</td>
<td>8.87</td>
<td>1.64</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>2.11</td>
<td>1.22</td>
<td>3.12</td>
<td>1.72</td>
<td>4.37</td>
<td>1.82</td>
<td>5.17</td>
<td>0.23</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>9.53</td>
<td>1.34</td>
<td>1.27</td>
<td>3.90</td>
<td>3.36</td>
<td>3.07</td>
<td>0.63</td>
<td>5.15</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>4.83</td>
<td>2.58</td>
<td>4.26</td>
<td>0.56</td>
<td>2.14</td>
<td>8.15</td>
<td>1.16</td>
<td>1.87</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>5.49</td>
<td>0.48</td>
<td>5.38</td>
<td>3.74</td>
<td>1.68</td>
<td>2.01</td>
<td>0.84</td>
<td>0.15</td>
</tr>
</tbody>
</table>

considered. Seen from the figure, the power is allocated to the subcarriers of users with the inverse of subchannel qualities under the water level $\Phi$, which is as pouring water to a vessel.

3.5 Existing Subcarrier-Allocation Algorithms

In this section, we review the principles of some representative subcarrier-allocation algorithms, including the greedy algorithm, the WSA algorithm, and the maximal greedy algorithm. For clarity, we discuss the three schemes using an example, which employs $M = 8$ subcarriers to support $K = 8$ mobile users. Therefore, each subcarrier can only be allocated to one user and, correspondingly, we have $q_k = 1$, $\forall k \in K$. Let us assume that the subchannel qualities of the eight subcarriers of the eight users are given in Table 3.1, where the first row and first column denote the subcarrier indexes and user indexes, respectively. With the aid of this example, we now discuss the advantages and disadvantages of the existing algorithms considered. In the next section, the proposed subcarrier-allocation algorithm will be described. Note that, our proposed algorithm aims to minimize the average BER of the system, and hence, we assume that the channel-inverse power-allocation is used for the example considered. Let us now consider the greedy algorithm.

3.5.1 Greedy Algorithm

The greedy algorithm has been designed to maximize the sum rate of the system, and aims to solve the optimization problem that can be expressed as

$$\mathcal{U}\{F_k\}^* = \arg \max_{\mathcal{U}\{F_k\}} \left\{ \sum_{l \in K} \sum_{i \in Q_l} A_{l,i} \right\}$$

subject to (3.1) (3.2) and (3.3).

Note that, unless specifically notified, in this chapter, the greedy algorithm considered is fair greedy algorithm, which allocates all the users the same number of subcarriers.
3.5.2. WUF Greedy Subcarrier-Allocation Algorithm

In the context of the greedy algorithm [80], subcarriers are allocated one-by-one from the first to the last, and a subcarrier is simply allocated to the user with the best subchannel quality among the users having not obtained their required number of subcarriers. After a user obtains its required number of subcarriers, it is then removed from the list of users for further subcarrier-allocation. For the example of Table 3.1, the subcarrier-allocation is carried out one-by-one from subcarrier 0 to 7. The operation of the Greedy algorithm can be described as the allocation matrix shown below

\[
\begin{bmatrix}
S_0 & S_1 & S_2 & S_3 & S_4 & S_5 & S_6 & S_7 \\
U_0 & 0.45 & 5.19 & 1.94 & 3.24 & 5.27 & 1.59 & 0.16 & 4.24 \\
U_1 & 4.95 & 14.92 & 0.50 & 0.79 & 2.04 & 16.91 & 0.48 & 0.36 \\
U_2 & 1.78 & 2.78 & 0.92 & 6.58 & 3.14 & 5.23 & 0.54 & 0.99 \\
U_3 & 2.91 & 0.33 & 5.97 & 0.41 & 0.49 & 2.20 & 8.87 & 1.64 \\
U_4 & 2.11 & 1.22 & 3.12 & 1.72 & 4.37 & 1.82 & 5.17 & 0.23 \\
U_5 & 9.53 & 1.34 & 1.27 & 3.90 & 3.36 & 3.07 & 0.63 & 5.15 \\
U_6 & 4.83 & 2.58 & 4.26 & 0.56 & 2.14 & 8.15 & 1.16 & 1.87 \\
U_7 & 5.49 & 0.48 & 5.38 & 3.74 & 1.68 & 2.01 & 0.84 & 0.15 \\
\end{bmatrix}
\]

Explicitly, in (3.20), the underlined subchannel qualities indicate the allocation result. For subcarrier 0, since \(A_{5,0} = 9.53\) is the best subchannel quality among \(\{A_{1,0}, \ldots, A_{7,0}\}\), subcarrier 0 is allocated to user 5. Likewise, subcarrier 1 selects the best from the available users, \(\{0, 1, 2, 3, 4, 6, 7\}\), and obtains user 1. Similarly, as shown in (3.20), subcarriers 2 to 7 choose respectively their best users from their available options, according to the subchannel qualities. Finally, we can obtain the subcarrier-allocation results: \(\mathcal{F}_0 = \{4\}, \mathcal{F}_1 = \{1\}, \mathcal{F}_2 = \{3\}, \mathcal{F}_3 = \{2\}, \mathcal{F}_4 = \{6\}, \mathcal{F}_5 = \{0\}, \mathcal{F}_6 = \{5\}, \mathcal{F}_7 = \{7\}\). The corresponding subchannel qualities are \(\{5.27, 14.92, 6.58, 5.97, 3.14, 5.23, 0.54, 0.99\}\). It can be seen that the minimum subchannel quality of the subcarriers allocated is \(\min_{k \in K, j \in \mathcal{F}_k} \{A_{k,j}\} = 0.15\). Let us assume that the total transmit power \(P\) is 1. When the channel-inverse power-allocation is employed, it can be shown that the achieved SNR given by (3.12) is \(\gamma_c = 0.13\).

The main drawback of the greedy algorithm is that the subcarriers assigned later are left with fewer options. In this case, they might have to choose the users of poor subchannel qualities. In the above example, subcarrier 7 is forced to allocate to user 7 having the poor subchannel quality of 0.15, as there are no other options. As the result, the overall attainable SNR becomes relatively low, which may significantly degrade the error performance of the system.

3.5.2 Worst User First Greedy Subcarrier-Allocation Algorithm

The worst user first (WUF) greedy algorithm motivates to improve the greedy algorithm’s performance, and it arranges the users in ascending order according to their average subchannel qualities [85]. In that case, the users with worst average subchannel qualities choose their subcarriers first in the principle of the greedy algorithm.
3.5.3 Maximal Greedy Subcarrier-Allocation Algorithm

For the example considered, the WUF greedy algorithm first orders the eight users according to their average subchannel qualities. Then, we have the user order \{4, 7, 2, 0, 3, 6, 5, 1\}, since user 4 has the worst average subchannel quality while user 7 has the best one. The allocation process can be seen as the matrix below:

\[
\begin{bmatrix}
S_0 & S_1 & S_2 & S_3 & S_4 & S_5 & S_6 & S_7 \\
U_4 & 2.11 & 1.22 & 3.12 & 1.72 & 4.37 & 1.82 & 5.17 & 0.23 \\
U_7 & 5.49 & 0.48 & 5.38 & 3.74 & 1.68 & 2.01 & 0.84 & 0.15 \\
U_2 & 1.78 & 2.78 & 0.92 & 6.58 & 0.61 & 3.14 & 5.23 & 0.54 & 0.99 \\
U_0 & 0.45 & 5.19 & 1.94 & 3.24 & 5.27 & 1.59 & 0.16 & 4.24 & 0.71 \\
U_3 & 2.91 & 0.33 & 5.97 & 0.41 & 0.49 & 2.20 & 8.24 & 1.64 & 5.15 \\
U_6 & 4.83 & 2.58 & 4.26 & 0.56 & 2.14 & 8.15 & 1.16 & 1.87 & 2.04 \\
U_5 & 9.53 & 1.34 & 1.27 & 3.90 & 3.36 & 3.07 & 0.63 & 5.15 & 0.14 \\
U_1 & 4.95 & 14.92 & 0.50 & 0.79 & 2.04 & 16.91 & 0.48 & 0.36 & 1.98 \\
\end{bmatrix}
\]

After the user ordering, the subcarrier-allocation for each user is the same as that for the greedy algorithm. Explicitly, for user 4, as shown in (3.21), subcarrier 6 has the best subchannel quality among all subcarriers, therefore, user 4 is assigned with subcarrier 6. Similarly, the remaining users select their subcarriers. Finally, we can obtain the subcarrier-allocation results: \(F_0 = \{1\}, F_1 = \{4\}, F_2 = \{3\}, F_3 = \{2\}, F_4 = \{6\}, F_5 = \{7\}, F_6 = \{5\}, F_7 = \{0\}\). It can be seen that the minimum subchannel quality of the subcarriers allocated is \(\min_{k \in K, j \in F_k} \{A_{kj}\} = 2.04\). Then, it can be shown that the achieved SNR is \(\gamma_c = 0.59\) according to (3.12), when assuming the total transmit power \(P\) is 1.

From the allocation results, we can clearly observe that the WUF greedy algorithm can outperform the greedy algorithm. By ordering the users, it avoids assigning subcarrier 7 to user 7, which happened under the greedy algorithm and this significantly degrades the BER performance of the system. However, the average subchannel qualities of the users cannot reflect the worst subchannel qualities of the users. In some cases, the WUF greedy algorithm still cannot avoid assigning the worst subchannel qualities to the users. Therefore, the WUF greedy algorithm is not an efficient way of subcarrier-allocation in terms of maximizing the system reliability.

3.5.3 Maximal Greedy Subcarrier-Allocation Algorithm

The maximal greedy algorithm \[86\] aims to maximize the sum of subchannel qualities, i.e., to maximize \(\sum_{k \in K} \sum_{j \in F_k} A_{kj}\) in this chapter. Under this algorithm, the conventional greedy algorithm \[80\] is iteratively operated by ordering the subcarriers involved in different ways to obtain the various sets of allocation results. At the end, the set of allocation results achieving the maximum of the total subchannel quality is chosen as the final allocation result. Considering the example of Table 3.1, the principles of the maximal greedy algorithm can be explained as follows.

Let us assume that, during the first iteration, the greedy algorithm is operated with the subcarrier
3.5.4 Worst Subcarrier Avoiding Subcarrier-Allocation Algorithm

The WSA algorithm is designed to avoid assigning users the subcarriers having the worst subchannel qualities [83]. The principles of the WSA algorithm can also be illustrated with the aid of the example shown in Table 3.1. The allocation process can be described as follows in association with the matrix

\[
\begin{bmatrix}
S_7 & S_6 & S_1 & S_3 & S_0 & S_4 & S_2 & S_5 \\
U_0 & 4.24 & 0.16 & 5.19 & 3.24 & 0.45 & 5.27 & 1.94 & 1.59 \\
U_1 & 0.36 & 0.48 & 14.92 & 0.79 & 4.95 & 2.04 & 0.50 & 16.91 \\
U_2 & 0.99 & 0.54 & 2.78 & 6.58 & 1.78 & 3.14 & 0.92 & 5.23 \\
U_3 & 1.64 & 8.87 & 0.33 & 0.41 & 2.91 & 0.49 & 5.97 & 2.02 \\
U_4 & 0.23 & 5.17 & 1.22 & 1.72 & 2.11 & 4.37 & 3.12 & 1.82 \\
U_5 & 5.15 & 0.63 & 1.34 & 3.90 & 9.53 & 3.36 & 1.27 & 3.07 \\
U_6 & 1.87 & 1.16 & 2.58 & 0.56 & 4.83 & 2.14 & 4.26 & 8.15 \\
U_7 & 0.15 & 0.84 & 0.48 & 3.74 & 5.49 & 1.68 & 5.38 & 2.01
\end{bmatrix}
\]

(3.22)

where the boldfaced values represent the worst subchannel qualities of the subcarriers, while the underlined values correspond to the subcarriers assigned to users.

In detail, under the WSA algorithm, for each of the subcarriers, the worst subchannel quality of
the users is first identified, which are represented by boldface values in (3.22). Then, the subcarriers are arranged in ascent order according to the worst channel qualities as \{7, 6, 1, 3, 0, 4, 2, 5\}, as shown in (3.22), where the elements are the subcarrier indexes. Then, subcarriers are allocated to users one-by-one in the above-derived order, by following the principles of the greedy algorithm, as described in Section 3.5.1. As shown in (3.22), the algorithm starts the allocation of subcarrier 7, which is assigned to user 5, as user 5 has the best subchannel quality. Similarly, the remaining subcarriers are assigned to the remaining users in the derived order. Finally, it can be shown that the subcarrier-allocation results are \(F_1 = \{1\}, F_2 = \{3\}, F_3 = \{6\}, F_4 = \{2\}, F_5 = \{7\}, F_6 = \{5\}, F_7 = \{0\}\). The corresponding subchannel qualities of the subcarriers allocated are \{5.27, 14.92, 6.58, 8.87, 3.12, 5.15, 8.15, 5.49\}. Hence, the minimum subchannel quality of the allocated subcarriers is \(\min_{k \in K, j \in F_k} A_{kj} = 3.12\), which is significantly higher than that obtained by the greedy algorithm of Section 3.5.1. Furthermore, according to (3.12) and assuming \(P = 1\), the achieved SNR is \(\gamma_c = 0.75\), which is also much larger than that obtained by the greedy algorithm.

The WSA algorithm can avoid assigning users the subcarriers having the worst subchannel qualities. Hence, in comparison with the greedy algorithm, the minimum subchannel quality of the subcarriers allocated by the WSA algorithm may be significantly improved, ensuring a better error performance of the system, as demonstrated in [83]. However, while avoiding the worst subcarriers, the WSA algorithm does not motivate to maximize the subchannel quality of every subcarrier allocated, which leaves some space for further improving the achievable error performance of the system.

### 3.6 Bidirectional Worst Subchannel Avoiding Subcarrier-Allocation Algorithm

In this section, we first describe the principles of the proposed bidirectional worst subchannel avoiding (BWSA) algorithm and then discuss its characteristics.

#### 3.6.1 Principles of Bidirectional Worst Subchannel Avoiding Subcarrier-Allocation Algorithm

The BWSA algorithm aims at maximizing the SNR of subcarriers, as shown in (3.10), by avoiding the worst subchannels as many as possible. As discussed in Section 3.5.4, the WSA algorithm has been designed to avoid the worst subchannels. However, it has the potential to be improved by our proposed BWSA algorithm, as detailed below. First, let us use an example to illustrate the principles of the BWSA algorithm. In the example, we assume \(M = 8\) and \(K = 8\), the one shot of 64 subchannel qualities are given in Table 3.1.
As our discussion in Section 3.5.4 shows, when the WSA algorithm is operated, subcarriers 1 and 3 are allocated at iteration 3 and iteration 4, since $A_{3,1}$ and $A_{3,3}$, both belong to user 3, are the third and fourth minimum worst subchannel qualities. However, user 3 cannot be the option for either subcarrier 1 or subcarrier 3, as user 3 has already been assigned subcarrier 6 during the second iteration. In this case, further considering user 3 after the second iteration makes the subcarrier-allocation less profitable. Instead, it is more profitable to carry out the remaining subcarrier-allocation without invoking user 3. Consequently, at iteration 3, allocation of subcarrier 0 should be considered, as the worst subchannel quality of 0.45 held by subcarrier 0 is the minimum of the remaining 6 subcarriers for the remaining users. Furthermore, the WSA algorithm can be viewed as a subcarrier-oriented algorithm, where subcarrier-by-subcarrier is allocated by finding the best user among the available ones for a subcarrier. Explicitly, subcarriers can also be allocated in a user-oriented way, where user-by-user is allocated a subcarrier with the best subchannel quality among the remaining subcarriers. Furthermore, the above-mentioned subcarrier-oriented and user-oriented ways may be jointly operated to maximize the diversity by avoiding the worst subchannels as many as possible. Our BWSA algorithm is designed based on the above-mentioned observations, which is described with the aid of the example shown in Table 3.1 associated with the operations shown in Figure 3.3. In Figure 3.3, the circled numbers indicate the allocation iterations, the triangles represent the worst subchannel qualities that are avoided at the corresponding iterations identified by the associated numbers, while the squares represent the second worst subchannel qualities that are avoided at the corresponding iterations explained by the attached numbers. Finally, the locations with the mark ‘√’ give the allocation results.

As Table 3.1 shows, $A_{7,7} = 0.15$ is the lowest subchannel quality in the table. Hence, the BWSA algorithm will first avoid this worst subchannel quality during iteration 1. Furthermore, while avoiding this worst subchannel quality, the BWSA algorithm also aims to avoid the second worst one related to this worst subchannel quality. Specifically, considering the worst subchannel quality $A_{7,7} = 0.15$, if the subcarrier is allocated in the subcarrier-oriented way based on the greedy principles, subcarrier 7 will be assigned to user 5. Since in this case subcarrier 7 and user 5 will not be further considered during the following iterations, the second worst subchannel quality of $A_{4,7} = 0.23$ can be avoided for further iterations. By contrast, if the user-oriented subcarrier-allocation is applied, subcarrier 0 will be assigned to user 7, as $A_{7,0} = 5.49$ is the largest in row 7. If this is supposed to be the allocation, as subcarrier 0 and user 7 will not be further considered during the following iterations, the second worst subchannel quality avoided is $A_{0,0} = 0.45$. Comparing the above two cases, we find $A_{4,7}(=0.23) < A_{0,0}(=0.45)$. Hence, the BWSA algorithm finally chooses the subcarrier-oriented allocation result and allocates subcarrier 7 to user 5, in order to avoid $A_{4,7} = 0.23$ for the following iterations.

After iteration 1, $A_{0,6} = 0.16$ is the smallest one among the remaining elements. During the second iteration, the BWSA algorithm works in the same way as iteration 1, and the subcarrier-
oriented mode is chosen to allocate subcarrier 6 to user 3, so as to remove $A_{3,1} = 0.33$ from the following possible allocations, in addition to avoiding $A_{0,6} = 0.16$. Similarly, during iteration 3, subcarrier 0 is assigned to user 7, which can exclude both $A_{0,0} = 0.45$ and $A_{7,1} = 0.48$ from the following possible allocations. Note that, if the WSA algorithm is employed, iteration 3 will consider subcarrier 1, as $A_{3,1} = 0.33$ is the third largest in Table 3.1. After the above three iterations, now $A_{1,2} = 0.5$ becomes the smallest in the remaining subchannel qualities. Again, the subcarrier-oriented mode is chosen to assign subcarrier 2 to user 6, which removes both $A_{1,2} = 0.5$ and $A_{6,3} = 0.56$. During iterations 5-8, the situations can be similarly considered. It can be found that the user-oriented mode is chosen during all these iterations and the allocation results are shown in Figure 3.3.

Finally, as shown in Figure 3.3, the BWSA algorithm yields the allocation results: $F_0 = \{7\}$, $F_1 = \{0\}$, $F_2 = \{6\}$, $F_3 = \{2\}$, $F_4 = \{4\}$, $F_5 = \{1\}$, $F_6 = \{3\}$, $F_7 = \{5\}$. The minimum subchannel quality of the subcarriers allocated is $\min_{k \in K, j \in F_k} \{A_{k,j}\} = 4.26$, which is higher than that obtained by the WSA algorithm as well as by the other algorithms discussed in Section 3.5.4. Furthermore, when the channel-inverse power-allocation is employed and assuming $P = 1$, from (3.12) we obtain the SNR $\gamma_c = 0.74$, which is also larger than $\gamma_c = 0.65$ obtained by the WSA algorithm.

For the general cases where one user may require several subcarriers, the BWSA algorithm can
be operated as follows.

Algorithm 2. (Bidirectional Worst Subchannel Avoiding)

Initialization: Set $\mathcal{F}_k = \emptyset, \forall k \in \mathcal{K}$; $\tilde{\mathcal{K}} = \mathcal{K}$, $\tilde{\mathcal{M}} = \mathcal{M}$.

Execute:

Step 1 Find the worst subchannel quality among the available ones: $A_{k^*, j^*} = \arg \min_{k \in \tilde{\mathcal{K}}, j \in \tilde{\mathcal{M}}} \{A_{k, j}\}$.

Step 2 Select the allocation mode based on two conditions:

Condition (a): avoiding the worst subchannel quality of $A_{k^*, j^*}$.

Condition (b): avoiding the second smallest subchannel quality, while (a).

Step 3 Allocate a subcarrier having the best available subchannel quality to a user in the selected mode.

Subcarrier-oriented mode - allocate subcarrier $j^*$ to the user with the best subchannel quality:

$\mathcal{F}_{k'} \leftarrow \mathcal{F}_{k'} \cup \{j^*\}$, where $k' = \arg \min_{k \in \tilde{\mathcal{K}}} \{A_{k, j^*}\}$.

User-oriented mode - allocate user $k^*$ the subcarrier with the best subchannel quality:

$\mathcal{F}_{k^*} \leftarrow \mathcal{F}_{k^*} \cup \{j'\}$, where $j' = \arg \min_{j \in \tilde{\mathcal{M}}} \{A_{k^*, j}\}$.

Step 4 Update:

Subcarrier-oriented mode - (a) Remove subcarrier $j^*$ from the set $\tilde{\mathcal{M}}$: $\tilde{\mathcal{M}} \leftarrow \tilde{\mathcal{M}} - \{j^*\}$; (b) Remove user $k'$ from the set $\tilde{\mathcal{K}}$: $\tilde{\mathcal{K}} \leftarrow \tilde{\mathcal{K}} - \{k'\}$, if it has been assigned the required number of subcarriers.

User-oriented mode - (a) Remove subcarrier $j^*$ from the set $\tilde{\mathcal{M}}$: $\tilde{\mathcal{M}} \leftarrow \tilde{\mathcal{M}} - \{j^*\}$; (b) Remove user $k^*$ from the set $\tilde{\mathcal{K}}$: $\tilde{\mathcal{K}} \leftarrow \tilde{\mathcal{K}} - \{k^*\}$, if it has been assigned the required number of subcarriers.

Step 5 Repeat Steps 1 - 4 until $\tilde{\mathcal{M}} = \emptyset$.

3.6.2 Characteristics of Bidirectional Worst Subchannel Avoiding Subcarrier-Allocation Algorithm

In comparison with the other subcarrier-allocation algorithms, especially, the WSA algorithm, considered in Section 3.5.4, our proposed BWSA algorithm has the following advantages. First, in comparison with the WSA algorithm, the BWSA algorithm is capable of avoiding more worst subchannels that might be assigned to users. When operated under the WSA algorithm, for each of the subcarriers, the worst subchannel (user) can be avoided. By contrast, when the BWSA algorithm is employed, for each of the worst subchannels identified, both the worst and the second worst subchannels are avoided from the possible future assignments. Second, in the context of the WSA algorithm, the worst subchannels are identified at the start of the algorithm, which are then
3.7 Best Subchannel Seeking (BSS) Subcarrier-Allocation Algorithm

In this section, we propose a so-called best subchannel seeking (BSS) subcarrier-allocation scheme, which aims to find a sub-optimum solution for maximizing the achievable SNR in (3.12). Specifically, the BSS algorithm is designed for solving the optimization problem described in (3.14), which maximizes the channel qualities of all the data streams of all the users. In this section, the principle of the BSS algorithm is first introduced and, then, its characteristics are discussed.

3.7.1 Principles of Best Subchannel Seeking Subcarrier-Allocation Algorithm

Let us first illustrate the principles of the BSS algorithm with the aid of the example with the channel qualities shown in Table 3.1. During the first stage of the algorithm, the candidate subcarriers are identified iteratively as shown in Figure 3.4.

Figure 3.4: Stage I of BSS: based on the example of Table 3.1, searching for the candidate subcarriers.

fixed during the process of subcarrier-allocation. By contrast, for the BWPSA algorithm, the worst subchannel is dynamically identified during the subcarrier-allocation process, only those subchannels affecting future allocations are considered. Third, the BWPSA algorithm can achieve a higher diversity gain than the other subcarrier-allocation algorithms. As shown in Section 3.5, in any of these other subcarrier-allocation algorithms, the subchannel for allocation is chosen from just one dimension. By contrast, in our BWPSA algorithm, as shown in Section 3.6.1, it attempts to choose the best subchannel for allocation from two dimensions. Hence, it has a higher probability to obtain a better subchannel for allocation. Additionally, we should note that the complexity of the BWPSA algorithm is only slightly higher than that of the WSA algorithm, as will be shown in Section 3.8.
The BSS algorithm tries to find the sub-optimum subcarrier-allocation solutions for maximizing the achievable SNR that is close to the optimum. It is designed for solving the optimization problem described in (3.14), which aims to maximize the subchannel qualities of all data streams of all users. The BSS algorithm consists of two stages: Stage I for searching candidate subcarriers, and Stage II for allocating users the candidate subcarriers.

Let us first illustrate the principles of the BSS algorithm using the example with the subchannel qualities shown in Table 3.1. During Stage I of the algorithm, the candidate subcarriers are identified iteratively as shown in Figure 3.4. For each of the subcarriers, the user with the best subchannel quality is identified, and the subcarrier is taken as the candidate subcarrier of this user. According to Table 3.1, we can show that, after the first iteration, the sets of candidate subcarriers for the eight users are shown in Figure 3.4, which are  \( \tilde{F}_0 = \{4\} \),  \( \tilde{F}_1 = \{1, 5\} \),  \( \tilde{F}_2 = \{3\} \),  \( \tilde{F}_3 = \{2, 6\} \),  \( \tilde{F}_4 = \emptyset \),  \( \tilde{F}_5 = \{0, 7\} \),  \( \tilde{F}_6 = \emptyset \),  \( \tilde{F}_7 = \emptyset \). Consequently, for users 1, 3, 5, each one has two candidate subcarriers, while users 4, 6 and 7 do not have any candidate subcarriers at all. In this case, the BSS algorithm continues to the second iteration to search for more candidate subcarriers. During the second iteration, for each subcarrier, the user having the best subchannel quality but not a candidate yet is selected. Therefore, the candidate user selected has the second best subchannel quality on the considered subcarrier. Consequently, after the second iteration, the candidate subcarrier sets of the eight users are updated to  \( \tilde{F}_0 = \{1, 4, 7\} \),  \( \tilde{F}_1 = \{1, 5\} \),  \( \tilde{F}_2 = \{3\} \),  \( \tilde{F}_3 = \{2, 6\} \),  \( \tilde{F}_4 = \{4, 6\} \),  \( \tilde{F}_5 = \{0, 3, 7\} \),  \( \tilde{F}_6 = \{5\} \),  \( \tilde{F}_7 = \{0, 2\} \), as shown in Figure 3.4. Furthermore, we can see that the number of candidate subcarriers for each of the users is at least the number of subcarriers required by the user. Hence, the BSS algorithm may stop the search process and forward to Stage II to try to allocate the candidate subcarriers.

In the general cases when every user has multiple data streams to transmit and, hence, requires multiple subcarriers, the operations of Stage I of the BSS algorithm can be stated as follows.

**Algorithm 3. (Stage I of BSS : Candidate Subcarrier Search)**

**Initialization:** Set \( \bar{F}_k = \emptyset \), \( \forall k \in \mathcal{K} ; \bar{K}_j = \mathcal{K} ; \forall j \in \mathcal{M} \).

**Search:**

**Step 1** For all subcarriers (\( \forall j \in \mathcal{M} \)), the user with the best subchannel quality is identified, which is expressed as \( k^*_j = \arg \max_{k \in \bar{K}_j} \{A_{kj}\} \).

**Step 2** Subcarrier \( j \) is taken as a candidate subcarrier of user \( k^*_j \), yielding \( \bar{F}_{k^*_j} \leftarrow \bar{F}_{k^*_j} \cup \{j\} \).

**Step 3** Remove user \( k^*_j \) from the set \( \bar{K}_j \): \( \bar{K}_j \leftarrow \bar{K}_j - \{k^*_j\} \).

**Step 4** The above search process is repeated until the Condition:  \( |\bar{F}_k| \geq q_k \), \( \forall k \in \mathcal{K} \) (the number of candidate subcarriers for each of the users is at least the number of subcarriers required by the user) is met.
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Step 5 The BSS algorithm forwards to Stage II.

The operations during Stage II of the BSS algorithm can be explained with the aid of the example shown in Figure 3.5. During this stage, one subcarrier is allocated at a time. Therefore, the subcarrier-allocation process requires eight allocation iterations to assign the eight subcarriers. At each iteration, the BSS algorithm allocates a subcarrier to the user having the least number of candidate subcarriers. For the considered example, first, both users 2 and 6 have the least number of candidate subcarriers of one. However, in order to avoid assigning users the worst subchannels, the BSS algorithm first allocates user 2 subcarrier 3, as the candidate subcarrier of user 2 is worse than that of user 6. Consequently, we have \( \mathcal{F}_2 = \{3\} \). Since a subcarrier can only be assigned once, subcarrier 3 is then removed from the candidate subcarrier set of user 5, yielding \( \mathcal{F}_5 = \{0, 7\} \).

In a similar way, as demonstrated by the top-left plot of Figure 3.5, user 6 is allocated subcarrier 5 during the second iteration, followed by allocating user 1 subcarrier 1 during the third iteration. After the above three iterations, the rest users 0, 3, 4, 5 and 7 all have two candidate subcarriers. Again, in order to avoid assigning the worst subchannels to users, the BSS algorithm first allocates a subcarrier to the user having the worst candidate subchannel among these users. As seen in Table 3.1, among these five users, user 0 has the worst candidate subchannel with the subchannel quality \( A_{0,7} = 4.24 \). Therefore, during the fourth iteration, user 0 is assigned the best subcarrier
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In its candidate subcarrier set, as shown in the top-right plot of Figure 3.5. Similarly, the other subcarriers are allocated to the rest users during the following four iterations, as illustrated in the bottom plot of Figure 3.5. Finally, the allocation results are $F_0 = \{4\}$, $F_1 = \{1\}$, $F_2 = \{3\}$, $F_3 = \{2\}$, $F_4 = \{6\}$, $F_5 = \{7\}$, $F_6 = \{5\}$ and $F_7 = \{0\}$. The corresponding subchannel qualities of the allocated subcarriers are \{5.27, 14.92, 6.58, 5.97, 5.17, 5.15, 8.15, 5.49\}. From this set, we can see that the worst subchannel quality of the allocated subcarriers is 5.15, which is much larger than that obtained by the subcarrier-allocating algorithms discussed in Section 3.5. Furthermore, when the channel-inverse power-allocation is employed and assuming $P = 1$, the obtained SNR is $\gamma_c = 0.78$, which is also significantly higher than that attained by the other algorithms considered in Section 3.5.

Note that, if Stage II is unable to be fulfilled, as there are not enough candidate subcarriers, the BSS algorithm returns to Stage I to add more candidates. The above process repeats until all users are allocated their required number of subcarriers.

In summary, for the general cases when each user requires multiple data streams, the operations during Stage II of the BSS algorithm can be stated as follows.

Algorithm 4. (Stage II of BSS : Subcarrier Allocation)

**Initialization:** Set $\hat{K} = K; K' = \emptyset; F_k = \emptyset, Q_k = Q_k, \forall k \in K$.

**Allocation:**

**Step 1** Identify the users having the least number of candidate subcarriers, yielding a set expressed as $K' = \arg \min_{k \in K} \{|F_k|\}$.

**Step 2** In $K'$, find the user having the worst candidate subcarrier, which is expressed as $k^* = \arg \min_{k \in K', j \in F_k} \{A_{k,j}\}$.

**Step 3** Allocate user $k^*$ the best subcarrier chosen from its candidate subcarrier set, i.e., $F_{k^*} = F_{k^*} \cup \{j^*\}$, where $j^* = \arg \max_{j \in F_{k^*}} \{A_{k^*,j}\}$.

**Step 4** Remove subcarrier $j^*$ from the candidate subcarrier sets of all the users, which is expressed as $\forall k \in \hat{K}, F_k \leftarrow F_k - \{j^*\}$, if $j^* \in F_k$.

**Step 5** Remove user $k^*$ from the set $\hat{K}$, if $|F_{k^*}| = q_{k^*}$, i.e., $\hat{K} \leftarrow \hat{K} - \{k^*\}$.

**Step 6** Repeat the above 5 steps until the allocation process fulfills, or the allocation process is unable to carry on before completion. In the later case, the BSS algorithm returns to the search process of Stage I to add more candidate subcarriers.

3.7.2 Characteristics of Best Subcarrier Seeking Subcarrier-Allocation Algorithm

In comparison with the four low-complexity subcarrier-allocating algorithms considered in Section 3.5, the proposed BSS algorithm employs the following characteristics. First, it is in general
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Table 3.2: Average number of iterations, $S$, for search of candidate subcarriers and the average number of allocation-search iterations, $S'$, for completion of subcarrier-allocation. The values are expressed as $(S, S')$.

<table>
<thead>
<tr>
<th>$L_p$</th>
<th>$Q$</th>
<th>$1$</th>
<th>$2$</th>
<th>$4$</th>
<th>$8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$K$</td>
<td>0.65</td>
<td>1.00</td>
<td>1.35</td>
<td>1.77</td>
</tr>
<tr>
<td>M/4</td>
<td>4</td>
<td>5.51</td>
<td>4.11</td>
<td>3.41</td>
<td>5.19</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7.87</td>
<td>5.65</td>
<td>6.27</td>
<td>9.79</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>9.37</td>
<td>7.51</td>
<td>9.52</td>
<td>13.75</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>12.69</td>
<td>9.23</td>
<td>12.96</td>
<td>18.22</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>2.7</td>
<td>2.41</td>
<td>2.27</td>
<td>3.08</td>
</tr>
<tr>
<td>M/2</td>
<td>4</td>
<td>3.87</td>
<td>3.38</td>
<td>4.04</td>
<td>5.69</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5.13</td>
<td>4.34</td>
<td>6.65</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>6.4</td>
<td>6.16</td>
<td>10.64</td>
<td>15.35</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>7.64</td>
<td>7.16</td>
<td>13.79</td>
<td>20.14</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>8.3</td>
<td>7.64</td>
<td>14.22</td>
<td>20.14</td>
</tr>
</tbody>
</table>

capable of achieving higher SNR than the three subcarrier-allocation algorithms. As shown in Section 3.5, with the greedy algorithm, the users allocated subcarriers later may have to accept very poor subchannels. The WSA algorithm can avoid allocating the worst subchannels, but it does not care whether the allocated subchannels belong to the best ones. By contrast, the proposed BSS algorithm aims to allocate users the best possible subchannels, motivating to maximize the attainable SNR and, hence, the reliability. Second, owing to the maximization of SNR, the BSS algorithm does not make a trade-off between reliability and throughput, as shown by the results in Section 3.10. Third, the BSS algorithm is highly efficient for the large OFDMA systems that use a big number of subcarriers to support many users. However, it might not be very efficient for the small OFDMA systems with a small number of subcarriers for supporting a low number of users, as explained in detail associated with Figure 3.13 in Section 3.10.

Fourth, the number of iterations required by the BSS algorithm for searching candidate subcarriers and for allocating subcarriers is usually much smaller than the number of subcarriers. As an example, Table 3.2 shows the average number of iterations $S$ required for searching candidate subcarriers, and the average number of iterations $S'$, where one iteration includes a searching process and an allocation process, required for finally completing subcarrier allocation. For this table, we assume a frequency-selective Rayleigh fading channel with $L_p$ number of time-domain resolvable paths, and the same noise variance for all subcarriers of all users. The total number of subcarriers is $M = KQ$, where $Q$ is the number of subcarriers per user. In the table, each of the results was obtained by the average of $10^5$ realizations. From Table 3.2, we can find that, in relatively large OFDMA systems, the average number of iterations $S$ is much smaller than the number of subcar-
rriers. When $M$ is small but there are relatively more users sharing the subcarriers, allocation can typically be completed in $1 - 2$ iterations of $S'$. When the system is large, the number of iterations $S'$ is still very small, in comparison with the number of subcarriers $M$.

Finally, we should note that, subcarrier-allocation can be understood in theory as a type of selection diversity. The performance of an algorithm depends on the portion of subchannels selected from the total $KM$ subchannels. The BSS algorithm motivates to choose the set of subcarriers having the best subchannel qualities of the $KM$ subchannels. Hence, it employs the capability to achieve the highest possible diversity gain, especially, when it is operated in a large OFDMA or other large multicarrier systems.

### 3.8 Complexity Analysis of Subcarrier-Allocation Algorithms

In this section, we analyze the complexity of the BWSA and BSS algorithms, and compare them with the other sub-optimum algorithms considered in this chapter. Specifically, we only consider the complexity of the subcarrier-allocation algorithms, as the same power-allocation scheme can be used for all the algorithms considered. Furthermore, the complexity is counted as the number of comparisons carried out. Specifically, in our analysis, we assume that an OFDMA system has $M = KQ$ number of subcarriers and that each of the $K$ users is allocated $Q$ number of subcarriers.

Let us first consider the complexity of the greedy algorithm. We note first that the number of comparisons required to find the maximum of $U$ real numbers is $(U - 1)$ [192]. It can be shown that the complexity of the greedy algorithm has an upper-bound, which happens when each of the first $(M - K)$ subcarriers searches for the best subchannel quality among the $K$ available users. Hence, in the greedy algorithm, during the first $(M - K)$ allocation iterations, $(M - K)(K - 1)$ number of comparisons are required. During the last $K$ allocation iterations, $\sum_{i=1}^{K-1}(K - i) = K(K - 1)/2$ number of comparisons are required. Therefore, in total, the greedy algorithm requires at most $(M - K)(K - 1) - K(K - 1)/2$ number of comparisons, which can be expressed as

$$C^{(\text{greedy})} \leq (M - K)(K - 1) - \frac{K(K - 1)}{2} \quad (3.23)$$

yielding a complexity of $O(MK)$, as $M > K$.

As the analysis in Section 3.5.3 shows, the maximal greedy algorithm executes $\alpha$ ($\alpha \geq M$) times of the greedy algorithm. Therefore, it has the complexity of $O(\alpha MK)$.

The WSA algorithm needs to find both the maximum and the minimum of the $K$ subchannel qualities for each of the $M$ subcarriers, which requires $2M(K - 1)$ number of comparisons. Moreover, the $M$ minimum subchannel qualities are sorted from the best to the worst, which costs $2M \ln M$ number of comparisons. Therefore, the total number of comparisons for the WSA algorithm can be expressed as

$$C^{(\text{WSA})} = 2M(K - 1) + 2M \ln M \quad (3.24)$$
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which gives the complexity of $O(MK)$.

We should note that the number of comparisons required by the BWSA algorithm is a variable, which depends on the specific subchannel quality matrix being processed. However, the BWSA algorithm requires the maximum number of comparisons, when the subchannel quality matrix results in that each user is assigned $(Q - 1)$ subcarriers after $(M - K)$ iterations. In this case, to identify the worst subchannel qualities, we need $M(K - 1)$ comparisons during these $(M - K)$ iterations, and $(K - 1)(K - 2)/2$ comparisons during the last $K$ iterations. Moreover, at each iteration, the BWSA algorithm first searches for the worst subchannel quality among the left subchannels, which requires at most $M(M - 1)/2$ comparisons. Once the worst subchannel quality is identified, the allocation processes requires $(M - K)(K - 1) + K(K - 1)$ comparisons. Hence, in general, the total number of comparisons required by the BWSA algorithm satisfies

$$C^{(BWSA)} < (K - 1)(2M + \frac{K - 2}{2}) + \frac{1}{2}M(M - 1)$$

which makes the complexity of the BWSA algorithm $O(M^2)$.

As shown in Section 3.7, the BSS algorithm consists of two stages. At Stage I, the best candidate users are selected for each of the subcarriers. Although several iterations might be run between search and allocation, it can be shown that identifying the best candidates in different iterations can be achieved by one ordering process, which, for each of the subcarriers, orders the users from the best to the worst. According to [192], sorting $K$ real numbers using the quick-sort algorithm requires $2K\ln K$ comparisons. Hence, the total number of comparisons required for searching candidates is $2MK\ln K$.

During Stage II, the BSS algorithm allocates the candidate subcarriers to users. Assume that an allocation can be fulfilled, the number of comparisons required can be analyzed as follows. The BSS algorithm first needs to identify the users having the least number of candidate subcarriers, which requires at most $(M - K)(K - 1) + K(K - 1)/2$ comparisons. Occasionally, it needs to find the specific user by comparing the minimum subchannel qualities when more than one user happens to have the same least number of candidate subcarriers. This process requires less than $M(Q - 1)$ comparisons. Then, the best candidate subcarrier is assigned to the identified user. In most cases, the best candidate is chosen from at most $Q$ number of options, giving that this process requires about $M(Q - 1)$ comparisons.

Finally, when considering both the two stages, as well as the iterations between candidate subcarrier searching and subcarrier-allocation, the total number of comparisons required by the BSS algorithm satisfies

$$C^{(BSS)} < 2MK\ln K + S'(M - K)(K - 1) + \frac{S'K(K - 1)}{2} + 2S'M(Q - 1)$$

where $S'$ denotes the average number of iterations between candidate subcarrier searching and subcarrier-allocation that the BSS algorithm actually uses. Note that, $S'$ is not necessary the same
Table 3.3: The complexity of different subcarrier-allocation algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Search</td>
<td>( O(M!) )</td>
</tr>
<tr>
<td>Hungarian [185]</td>
<td>( O(M^3) )</td>
</tr>
<tr>
<td>Greedy [80]</td>
<td>( O(M^2) )</td>
</tr>
<tr>
<td>Maximal Greedy [86]</td>
<td>( O(\alpha M^2) )</td>
</tr>
<tr>
<td>WUF Greedy [85]</td>
<td>( O(M^2) )</td>
</tr>
<tr>
<td>WSA [83]</td>
<td>( O(KM) )</td>
</tr>
<tr>
<td>BWSA</td>
<td>( O(M^2) )</td>
</tr>
<tr>
<td>BSS</td>
<td>( O(\min{KM \ln K, S'M}) )</td>
</tr>
</tbody>
</table>

value as \( S' \), for example, as shown in Table 3.2. In fact, with the information shown in Table 3.2, Stage II of the BSS algorithm may not be activated until the number of iterations is closing the value of \( S' \). As an example, when \( K = 32 \) and \( Q = 8 \), we can see in Table 3.2 that \( S' = 7.76 \). In this case, the BSS algorithm can keep its Stage II inactive during the first six iteration, and only starts activating it afterwards. Consequently, we have in average \( S' = 1.76 \) instead of \( S' = 7.76 \) and, hence, the complexity of the BSS algorithm can be reduced. From (3.26), we can know that the BSS algorithm has a complexity of \( O(\min\{KM \ln K, S'M\}) \).

Figure 3.6: Comparisons of the number of comparisons required by the various subcarrier-allocation algorithms for \( Q = 4 \), when communicating over the frequency-selective Rayleigh fading channels with \( L_p = M/4 \) time-domain resolvable paths.

The complexity of the proposed BWSA and BSS algorithms and that of some other subcarrier-allocation algorithms considered are summarized in Table 3.3. It can be observed that the greedy
algorithm has the lowest complexity, while the direct exhaustive search algorithm demands the highest complexity. The Hungarian method [83, 86, 191], which is optimum as the direct search algorithm, has the complexity $O(M^3)$. The proposed BWSA algorithm has the same complexity as the Greedy algorithm, and its complexity is lower than that of the proposed BSS algorithm. While, the complexity of the BSS algorithm relies on $\bar{S}'$ of the average number of iterations between candidate subcarrier searching and subcarrier-allocation, which we can usually choose to be in the range 1-3, as shown by the analysis below (3.26).

In Figure 3.6, we compare the number of comparisons required by the various algorithms, when the system experiences frequency-selective fading, and each user is assigned $Q = 4$ subcarriers. Furthermore, for the BSS algorithm, we used $\bar{S}' = 3$, while for the maximal greedy algorithm, we used $\alpha = M$. Explicitly, both the proposed BWSA and the BSS algorithms require much lower comparisons than the maximal greedy algorithm and the Hungarian algorithm. However, the two algorithms proposed require more comparisons than the greedy, WUF greedy or the WSA algorithm. Due to its iterative characteristic, the BSS algorithm needs more comparisons than the BWSA algorithm.

## 3.9 Upper- and Lower-Bound Bit Error Rate of Subcarrier-Allocation Algorithms

Due to the non-linear operations used by the various subcarrier-allocation algorithms, it is usually very difficult to derive the closed-form expressions for the BER of the considered subcarrier-allocation algorithms. Instead, in this section, we analyze the upper- and lower-bound BER for all possible subcarrier-allocation algorithms operated in downlink OFDMA systems, by considering two specific subcarrier-allocation schemes: (a) fixed allocation, (b) unfair greedy algorithm. Note that, when the unfair greedy algorithm is employed, a subcarrier is always allocated to the user with the best subchannel quality, regardless of how many subcarriers it has. Explicitly, the fixed allocation provides the BER upper-bound, while the unfair greedy algorithm yields the BER lower-bound of all possible fair or unfair subcarrier-allocation schemes. In this section, the BER upper- and lower-bound are analyzed by assuming square quadrature amplitude modulation (QAM) baseband modulation. Let us first consider the BER upper-bound.

### 3.9.1 Upper-bound Bit Error Rate of Subcarrier-Allocation Algorithms

In the context of the fixed subcarrier-allocation algorithm, each subcarrier is always assigned to a same user regardless of its subchannel quality, when fairness is assumed. Therefore, the fixed subcarrier-allocation gives the upper-bound of error rate of the subcarrier-allocation algorithms.

When fixed subcarrier-allocation is assumed, the average BER of OFDMA systems can be
written as
\[ P_e = \frac{1}{M} \sum_{k \in K} \sum_{q \in Q_k} P_e^{(k,q)} = P_e^{(k,q)} \] (3.27)

where \( k \in K, q \in Q_k, P_e^{(k,q)} = E[P_e^{(k,q)}(\gamma_{k,q})] \) denotes the average BER of data stream \( q \) of user \( k \), here \( E[\cdot] \) denotes the expectation operation, while \( P_e^{(k,q)}(\gamma_{k,q}) \) is the error probability conditioned on a given SNR \( \gamma_{k,q} \). Specifically, when R-ary QAM (R-QAM) baseband modulation is employed, the average BER of OFDMA systems with fixed subcarrier-allocation can be expressed as [193–195]
\[ P_e = \frac{2}{\sqrt{R} \log_2 \sqrt{R}} \sum_{n=1}^{\log_2 \sqrt{R} 1 - 2^{-n}} \sum_{i=0}^{2^{n-1} - 1} (-1)^{i/2^{n-1}} \left(2^{i/2^{n-1}} - \left[\frac{2^{i/2^{n-1}}}{\sqrt{R}} + \frac{1}{2}\right]\right) P_{e,i} \] (3.28)
in associated with
\[ P_{e,i} = E \left[ Q \left(\frac{2i + 1}{2\sqrt{R}}\right)\right] \] (3.29)

where \([ \cdot ]\) denotes the floored integer. In (3.29), the Q-function is defined as \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-t^2/2} dt \).

Furthermore, \( \gamma_c \) is the SNR per symbol.

As shown in Section 3.4.1, when the channel-inverse power-allocation algorithm is applied, all sub-streams of all users have the same SNR, which is given by (3.12) and is rewritten as
\[ \gamma_c = \frac{P}{N_0} \left(\sum_{k \in K} \sum_{q \in Q_k} \frac{1}{|h_{k,q}|^2}\right)^{-1} = \frac{P}{N_0} \left(\frac{1}{|h_{\text{L}|^2}}\right)^{-1} \] (3.30)

Therefore, when substituting (3.30) into (3.29), it can be shown that
\[ P_{e,i} = \int_{0}^{\infty} Q \left(\frac{\zeta}{\sqrt{x}}\right) f_{1/|h_{\text{L}|^2}}(x) dx \]
\[ = \frac{1}{2} - \frac{\zeta}{\sqrt{8\pi}} \int_{0}^{\infty} x^{-3/2} \exp \left(\frac{-\zeta^2}{2x}\right) F_{1/|h_{\text{L}|^2}}(x) dx \] (3.31)

where by definition
\[ \zeta = (2i + 1) \sqrt{\frac{2P}{(R - 1)N_0}}. \] (3.32)

In (3.31), \( f_{1/|h_{\text{L}|^2}}(x) \) is the PDF of \( 1/|h_{\text{L}|^2} \) and \( F_{1/|h_{\text{L}|^2}}(x) \) represents the corresponding cumulative distribution function (CDF) of \( 1/|h_{\text{L}|^2} \). With the aid of the results in [196], we can express (3.31) as
\[ P_{e,i} = \frac{1}{2} - \frac{1}{\pi} \int_{0}^{\infty} \frac{\Re(M_{1/|h_{\text{L}|^2}}(j\alpha))}{\alpha} \exp(-\zeta \sqrt{\alpha}) \sin(\zeta \sqrt{\alpha}) d\alpha \]
\[ = \frac{1}{2} - \frac{4}{\pi} \int_{-1}^{1} \frac{\Re\left(M_{1/|h_{\text{L}|^2}} \left(j \left(\frac{1+u}{1-u}\right)^2\right)\right)}{1 - u^2} \exp\left(-\zeta \frac{1+u}{1-u}\right) \sin\left(\zeta \frac{1+u}{1-u}\right) du \] (3.33)
where \( \Re(z) \) is the real part of \( z \), and \( M_{1/|h_{\Sigma}|^2}(w) \) is the moment generation function (MGF) of \( 1/|h_{\Sigma}|^2 \).

From (3.30), we have \( 1/|h_{\Sigma}|^2 = \sum_{k \in \mathcal{K}} \sum_{q \in \mathcal{Q}_{k}} \frac{1}{|h_{k,q}|^2} \). When communicating over Rayleigh or Nakagami-\( m \) fading channels, the square of channel gain \( |h_{k,q}|^2 \), \( \forall k \in \mathcal{K}, \forall q \in \mathcal{Q}_{k} \), obeys the Gamma distribution with the PDF given by \( f_{|h_{k,q}|^2}(x; m_{k,q}, \Omega_{k,q}) \) [180], where the parameters \( m_{k,q} \) and \( \Omega_{k,q} \) determine the fading severity and power. Therefore, according to [37, 196], we can express the MGF of \( 1/|h_{\Sigma}|^2 \) as

\[
M_{1/|h_{\Sigma}|^2}(w) = \prod_{k \in \mathcal{K}} \prod_{q \in \mathcal{Q}_{k}} \frac{2}{\Gamma(m_{k,q})} \left( \frac{-w}{\Omega_{k,q}} \right)^2 K_{m_{k,q}} \left( 2 \sqrt{\frac{-w}{\Omega_{k,q}}} \right) \tag{3.34}
\]

where the modified Bessel function \( K_{m}(z) \) is defined in [197].

Finally, by substituting (3.33) and (3.34) into (3.28), we can obtain the average BER of the downlink OFDMA systems employing the fixed subcarrier-allocation and channel-inverse power-allocation algorithms.

### 3.9.2 Lower-bound Bit Error Rate of Subcarrier-Allocation Algorithms

One lower-bound BER for OFDMA systems employing subcarrier-allocation can be obtained, when considering the unfair greedy subcarrier-allocation algorithm. In this case, each of the subcarriers is allocated without concerning about fairness to the user with the best subchannel quality. Therefore, for each subcarrier, selection diversity with the order equaling to the number of users can be attained. Consequently, when the channel-inverse power-allocation is employed, all subcarriers attain the same SNR, which is expressed as

\[
\gamma_c = \frac{P}{N_0} \left( \sum_{j \in \mathcal{K}_{\mathcal{M}}} \frac{1}{|h_j|_{\mathcal{M}}^2} \right)^{-1} = \frac{P}{N_0} |h_{\Sigma}^c|^2 \tag{3.35}
\]

where \( |h_j|_{\mathcal{M}}^2 \) is the best squared channel gain of subcarrier \( j \). Assume i.i.d fading for the \( K \) users of the \( j \)th subcarrier, the CDF of \( |h_j|_{\mathcal{M}}^2 \) can be derived as

\[
F_{|h_j|_{\mathcal{M}}^2}(x) = \Pr \left\{ \max_{k \in \mathcal{K}} \{ Y_k \} < x \right\} = \prod_{k=1}^{K} \Pr \{ Y_k < y \} = \prod_{k=1}^{K} F_{|h_j|_{\mathcal{M}}^2}(y) \tag{3.36}
\]

where \( F_{|h_j|_{\mathcal{M}}^2}(y) \) is the CDF of \( |h_j|_{\mathcal{M}}^2 \). Correspondingly, the PDF can be found as \( f_{|h_j|_{\mathcal{M}}^2}(x) = \frac{dF_{|h_j|_{\mathcal{M}}^2}(x)}{dx} \). However, at this stage, it is extremely difficult to derive the closed-form MGF, CDF or PDF of \( |h_{\Sigma}^c|^2 \) seen in (3.35). In order to circumvent this problem, we introduce the Gamma-Approximation (Gamma-Ap) to approximate \( |h_{\Sigma}^c|^2 \) in (3.35) as a Gamma distributed random variable with the PDF expressed as \( f_{|h_{\Sigma}^c|^2}(x; m', \Omega') \), where \( \Omega' = E[|h_{\Sigma}^c|^2] \) and \( m' = (\Omega')^2 / E[(|h_{\Sigma}^c|^2 - \Omega')^2] \).
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Figure 3.7: The BER upper-bound of subcarrier-allocation in the downlink OFDMA systems, where independent Rayleigh fading are assumed for all subcarriers of all users, and the 4QAM and 16QAM modulations are employed.

\[ \Omega' \]

which can be readily found by simulations based on about \(10^4\) realizations, as shown in [198].

With the aid of the Gamma-AP, it can be shown that, when the R-QAM baseband modulation is employed, the average lower-bound BER of OFDMA systems employing subcarrier-allocation can also be expressed as (3.28) and (3.29). Furthermore, (3.29) can be derived as [1,180]

\[
P_{e,i}(m, \gamma_i) = \int_0^\infty Q \left( \frac{2i+1}{\Omega'} \sqrt{\frac{2P}{(R-1)N_0}} x \right) \int_{|h|^2} f(x; m', \Omega') dx
= \sqrt{\frac{\gamma_i}{\gamma_i + m'}} \left( 1 + \frac{\gamma_i}{m'} \right)^{-m'} \Gamma(m' + 1/2) \times _2F_1 \left( 1, m' + 1/2; m' + 1; \frac{m'}{m' + \gamma_i} \right)
\]

where \( \gamma_i = P(2i + 1)^2 \Omega' / [N_0(R-1)] \). In (3.37), \(_2F_1(a; b; c; z)\) is the hypergeometric function that is defined as [181,182].

In order to show the accuracy of the analytical results and the approximation, in Figures 3.7 and 3.8, we depict the BER of the OFDMA systems using the fixed subcarrier-allocation and the unfair greedy algorithm assisted subcarrier-allocation, where the theoretical and simulation results are compared. Explicitly, in both figures, the BER results evaluated from the formulas perfectly match with that obtained from simulations. The accuracy of the Gamma-AP has also been illustrated in [198].
Figure 3.8: The BER lower-bound of subcarrier-allocation in the downlink OFDMA systems, where the 4QAM and 16QAM modulations are employed, when communicating over frequency-selective Rayleigh fading with $L_p$ time-domain resolvable paths.

3.10 Performance Results

We demonstrate the achievable BER performance and spectrum-efficiency of the proposed BWSA and the BSS algorithms, and compare them with that of some other existing algorithms, when assuming either the channel-inverse or water-filling power-allocation algorithms. Specifically for BER performance, we assume that the OFDMA systems employ the quadrature phase-shift keying (QPSK) baseband modulation. For both the BER performance and spectrum-efficiency, we assume that the total transmission power per OFDM symbol is $P = M = KQ$, the downlink channels experience frequency-selective Rayleigh fading with $L_p$ number of time-domain resolvable paths, and that, for the maximal greedy algorithm, a searching space containing $\alpha = M$ randomly-specified user orders is used. Note that, the spectrum-efficiency to be demonstrated in this section is evaluated by the formula

$$C = \frac{1}{M} \sum_{k=1}^{K} \sum_{j^* \in F_k} \log_2 (1 + \gamma_{k,j^*})$$  \hfill (3.38)

where $\gamma_{k,j^*}$ represents the SNR of the $j^*$th subcarrier assigned to user $k$.

3.10.1 BER Performance

Figure 3.9 compares the BER performance of the BWSA, BSS and some other subcarrier-allocation algorithms from references. As marked in the figure, we assumed an OFDMA system having $M =$
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Figure 3.9: BER of downlink OFDMA systems employing various subcarrier-allocation algorithms and using $M = 64$ subcarriers to support $K = 16$ users, when communicating over frequency-selective Rayleigh fading with $L_p = 16$ time-domain resolvable paths.

64 subcarriers to support $K = 16$ users. Clearly, we see that the BER curves of all the considered subcarrier-allocation schemes fall between the upper-bound BER of the fixed subcarrier-allocation and the lower-bound BER of the unfair greedy algorithm, which were derived in Section 3.9. All the dynamic subcarrier-allocation algorithms significantly outperform the fixed subcarrier-allocation corresponding to the upper bound. From Figure 3.9 we observe that the proposed BWSA and BSS algorithms achieve better BER performance than the other sub-optimum algorithms considered, but there is a small gap from the performance of the optimum Hungary algorithm. Both of them significantly outperform the greedy, WUF greedy and the maximal greedy algorithms. The BSS algorithm achieves a better BER performance than the BWSA algorithm, at the cost of higher complexity. In comparison with the WSA algorithm, the BWSA and the BSS algorithms have the gains of about 0.2 dB and 0.5 dB, respectively, at the BER of $10^{-5}$.

In Figure 3.10, we consider to assign $M = 128$ subcarriers to $K = 32$ users, when communicating over the frequency-selective Rayleigh fading channels with $L_p = 32$ time-domain resolvable paths. In addition to the observations in Figure 3.9, we can see that all the allocation algorithms now perform better than what they did in Figure 3.9. This is because assigning a larger number of subcarriers to more users results in a higher gain for any of the dynamic subcarrier-allocation schemes considered. Additionally, when comparing Figure 3.9 with Figure 3.10, we can see that the BER performance of both the BWSA and BSS algorithms becomes closer to that of the Hungarian algorithm, when $M$ is increased from $M = 64$ to $M = 128$. 
3.10.1. BER Performance

Figure 3.10: BER of downlink OFDMA systems employing various subcarrier-allocation algorithms and using $M = 128$ subcarriers to support $K = 32$ users, when communicating over frequency-selective Rayleigh fading with $L_p = 32$ time-domain resolvable paths.

Figure 3.11: BER of the downlink OFDMA system employing various subcarrier-allocation algorithms, experiencing frequency-selective Rayleigh fading, when $K = 8$ users and $M = 32$ subcarriers are considered.

In Figure 3.11, we compare the BSS algorithm with the Hungarian algorithm when communicating over the frequency-selective fading channels with different numbers of multipaths. The
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results clearly show performance improvement for all the three algorithms considered, as $L_p$ increases. As shown in the figure, for the BSS and Hungarian algorithms, the slope slightly increases, as the value of $L_p$ increases, which implies that the diversity gain slightly increases. However, for the greedy algorithm, the three BER curves are nearly in parallel, implying that there is no diversity gain, as $L_p$ increases. Additionally, it can be noted that the error performance of the BSS algorithm gets closer to that of the Hungarian algorithm, as $L_p$ increases.

![Graph showing BER performance comparison](image_url)

Figure 3.12: BER performance comparison of downlink OFDMA systems employing various subcarrier-allocation algorithms and using $M$ subcarriers to support $K = M$ users, when communicating over frequency-selective Rayleigh fading channels having $L_p = M/2$ time-domain resolvable paths.

Figure 3.12 compares the BER performance of the two proposed subcarrier-allocation algorithms, WSA and the Hungarian algorithms, when assuming that each user is assigned one subcarrier, i.e., when $M = K$, with respect to different number of subcarriers. As the results of Figure 3.12 show, for all the four algorithms considered, the BER performance improves, as the number of subcarriers/users involved increases, owing to the increased multiuser diversity gain. Both the BWSA and the BSS algorithms outperform the WSA algorithm, which becomes more declared, as the number of subcarriers/users increases. The BER performance achieved by the BSS algorithm becomes closer to that of the Hungarian algorithm, as the number of subcarriers/users becomes larger. This is because the probability of the BSS algorithm obtaining poor candidate subcarriers becomes smaller, when the number of subcarriers increases. When $M = K = 8$, we observe that the BWSA algorithm outperforms the BSS algorithm when the average SNR is higher than 6 dB. However, when $M = K = 16$ or 32, the BSS algorithm always achieves better BER performance than the BWSA algorithm. Furthermore, the performance gain of the BSS algorithm
Table 3.4: An example for Channel Qualities of $M = 4$ Subcarriers of $K = 4$ Users.

<table>
<thead>
<tr>
<th>Users</th>
<th>Scrs</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>2.37</td>
<td>2.83</td>
<td>1.35</td>
<td>0.97</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>1.01</td>
<td>0.91</td>
<td>4.85</td>
<td>2.96</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.12</td>
<td>0.45</td>
<td>1.16</td>
<td>0.34</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>1.47</td>
<td>2.30</td>
<td>1.49</td>
<td>0.06</td>
</tr>
</tbody>
</table>

over the BWSA algorithm is enhanced when $M = K$ becomes larger. The above observations may imply that the BSS algorithm is near optimum, if it is operated in the large systems using many subcarriers to support many users, which are generally the cases in long-term evolution (LTE) and long-term evolution advanced (LTE-A) systems.

Figure 3.13: BER comparison of the BSS, BWSA and WSA algorithms for downlink OFDMA system supporting $K = 4$ users and, experiencing frequency-selective Rayleigh fading with $L_p = M/4$ time-domain resolvable paths.

While the BSS algorithm is highly efficient, when it is operated in large OFDMA systems, it may not be as efficient as the WSA algorithm, when they are operated in small-sized OFDMA systems supporting a small number of users. Figure 3.13 addresses this issue, where the BSS and WSA algorithms are compared in the context of an OFDMA system supporting $K = 4$ users. Explicitly, in this case, the BSS algorithm is always outperformed by the WSA algorithm. Therefore, the efficiency of the BSS algorithm is dependent on the number of users involved. It may become inefficient for operation in OFDMA systems supporting a small number of users. By contrast, the
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The proposed BWSA algorithm always outperforms the WSA algorithm, regardless of the size of the OFDMA systems considered, as shown in Figure 3.13. This is because the BWSA algorithm is an improved algorithm of the WSA algorithm, and it is capable of making use of more diversity than the WSA algorithm. However, we note that, when the system is small, as shown in Figure 3.13, the performance improvement of the BWSA algorithm over the WSA algorithm is small.

Let us explain the above observation using an example with the parameters $M = 4$, $K = 4$ and $q_k = 1, \forall k \in K$. The subchannel quality matrix for the four subcarriers of the four users are detailed in Table 3.4. According to Section 3.5.4, it can be shown that the allocation results obtained by the WSA algorithm are $F_0 = \{0\}, F_1 = \{3\}, F_2 = \{2\}, F_3 = \{1\}$. Correspondingly, the SNR attained is $\gamma_c = 0.49$, when assuming the total transmission power of $P = 1$. By contrast, when the BSS algorithm is applied, three iterations are required by the first stage to find the candidate subcarrier sets for the four users, which are $\tilde{F}_0 = \{0, 1, 2, 3\}, \tilde{F}_1 = \{0, 1, 2, 3\}, \tilde{F}_2 = \{3\}$ and $\tilde{F}_3 = \{0, 1, 2\}$. Then, according to Section 3.7.1, after the subcarrier-allocation, we obtain $F_0 = \{0\}, F_1 = \{2\}, F_2 = \{3\}$ and $F_3 = \{1\}$. From the allocation results, we can see that there are the third best, which are in fact the second worst, subcarriers allocated to users, giving the worst subchannel quality $A_{2,3} = 0.34$ and the achieved SNR $\gamma_c = 0.26$. This SNR is smaller than $\gamma_c = 0.49$ obtained by the WSA algorithm.

3.10.2 Spectrum-Efficiency Performance

In this section, we investigate the spectrum-efficiency of the systems employing various subcarrier-and power-allocation algorithms. The considered spectrum-efficiency in this section refers to the average throughput of the downlink OFDMA systems. For the sake of comparison, we consider both the channel-inverse and the water-filling assisted power-allocation schemes. Furthermore, for all the simulations in this section, we assume that the downlink transmissions experience frequency-selective Rayleigh fading with $L_p = M/4$ time-domain resolvable paths.

Above we have shown that the BWSA and BSS algorithms are capable of achieving the error performance that is close to the optimum Hungarian algorithm among the sub-optimum subcarrier-allocation algorithms considered, especially, when large OFDMA systems are considered. In Figure 3.14, we show that the BER performance of the BWSA and BSS algorithms are achieved without making a trade-off with the spectrum-efficiency, which determines the practically attainable throughput, of the OFDMA system. As seen in Figure 3.14, the BSS algorithm achieves the highest spectrum-efficiency among the considered sub-optimum subcarrier-allocation algorithms, which is also the one closest to the optimum Hungarian algorithm. The spectrum-efficiency attained by the BWSA algorithm is close to that of the BSS algorithm, and is higher than that of the other sub-optimum algorithms.

Furthermore, the probability density functions (PDFs) shown in Figure 3.15 explain that the BWSA and BSS algorithms also result in better fairness of data rates for the invoked users than
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Figure 3.14: Spectrum-efficiency of downlink OFDMA systems employing the channel-inverse power-allocation algorithm and various subcarrier-allocation algorithms as well as using $M = 64$ subcarriers to support $K = 16$ users, when communicating over frequency-selective Rayleigh fading with $L_{p} = 16$ time-domain resolvable paths.

the Greedy and WSA algorithms considered. As shown in the figure, the obtained spectrum-efficiency by the Greedy algorithm distributes over a big range, meaning that there are often some users obtaining high throughput, while some others obtaining very low throughput. The BWSA algorithm is capable of improving the WSA algorithm by avoiding more worst subchannels than the WSA algorithm. Certainly, it achieves a higher minimum spectrum-efficiency and also better fairness. By contrast, the BSS algorithm cannot only provide users the highest possible throughput, but also protect their throughput to be stable and fair. These are reflected by the BSS’s distributions, which have relatively high average spectrum-efficiency and relatively high peak values, in comparison to the other two schemes, as seen in Figure 3.15.

Finally, in Figure 3.16, we show the spectrum-efficiency of the OFDMA systems employing various subcarrier-allocation algorithms, when employing the water-filling power-allocation algorithm. Although in this case all the algorithms achieve a similar spectrum-efficiency, we can see that the proposed two algorithms are still slightly better than the other sub-optimum algorithms. The reason behind the above observations is that the water-filling algorithm maximizes the spectrum-efficiency of a system by allocating more power to the better subchannels. As a result, the system’s spectrum-efficiency is dominated by the good subchannels, making the spectrum-efficiency of different subcarrier-allocation schemes similar. However, as the greedy algorithm as well as its some extensions may allocate users poor subchannels, the water-filling algorithm may make the fairness of these algorithms worse in terms of the data rate attained per user. By contrast, when the BWSA
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**Figure 3.15:** PDF of Spectrum-efficiency of downlink OFDMA systems employing the channel-inverse power-allocation algorithm and various subcarrier-allocation algorithms as well as using $M = 64$ subcarriers to support $K = 16$ users, when communicating over frequency-selective Rayleigh fading with $L_p = 16$ time-domain resolvable paths.

Motivating to avoid assigning as many users as possible the worst subchannels, or to assign users the best possible subchannels, in this chapter, we have designed two low-complexity subcarrier-allocation algorithms for downlink OFDMA systems, namely, the BWSA and BSS algorithms. The BWSA algorithm represents a two-dimensional extension of the existing one-dimensional WSA algorithm. It outperforms the WSA algorithm, while the WSA algorithm outperforms many other existing sub-optimum subcarrier-allocation algorithms, such as, the greedy algorithm, as shown in [83]. In contrast to the BWSA algorithm considering the subcarrier-allocation starting from the worst subchannels, the BSS algorithm starts its operations from the best subchannels. Specifically, the BSS algorithm is operated in two stages: 1) a search stage to find the best possible candidate subchannels, and 2) an allocation stage to assign users the subchannels chosen from the candidate subchannels.

Our studies illustrate that the search stage can usually be completed within a relatively small number of iterations, especially, when large OFDMA systems supporting a big number of users are considered. This property guarantees the BSS to have low complexity. When operated...
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Figure 3.16: Spectrum-efficiency of downlink OFDMA systems employing the water-filling power-allocation algorithm and various subcarrier-allocation algorithms as well as using \( M = 64 \) subcarriers to support \( K = 16 \) users, when communicating over frequency-selective Rayleigh fading with \( L_p = 16 \) time-domain resolvable paths.

in relatively large OFDMA systems, such as \( K \geq 8 \), the proposed BSS algorithm outperforms the other sub-optimum subcarrier-allocation algorithms considered in this chapter, as well as the BWSA algorithm. As the communication channel becomes more frequency-selective, the BSS algorithm’s performance becomes close to that of the optimum Hungarian algorithm. The BSS algorithm’s performance is dependent on the number of users \( K \) involved. As the number of users involved increases, the achievable BER and spectrum-efficiency performance move closer to that achieved by the Hungarian algorithm. However, the BSS algorithm may be outperformed by the BWSA or WSA algorithm, when the OFDMA systems are very small, such as, of using \( M = 4 \) subcarriers to support \( K = 4 \) users. By contrast, the BWSA algorithm is efficient, regardless of the size of the OFDMA systems. Certainly, in practice, the OFDMA systems are usually large. For example, the LTE/LTE-A OFDMA systems typically employ 64 - 2048 subcarriers. Additionally, our proposed BWSA and BSS algorithms are capable of providing users fairer data rates than the other sub-optimum algorithms, in addition to the relatively higher throughput.
Resource Allocation in Single-cell Downlink MC DS-CDMA Systems

4.1 Introduction

In Chapter 3, we have proposed two novel subcarrier-allocation algorithms for the downlink OFDMA systems. In this chapter, we consider the resource allocation for the more generalized multicarrier DS-CDMA systems, where each subcarrier transmits DS spreading signals.

In wireless communications, multicarrier signalling have attracted wide attention as one of the promising candidates for high speed broadband wireless communications. In multicarrier systems, multicarrier modulation/demodulation can be implemented with the aid of low-complexity fast Fourier transform (FFT) techniques. When appropriately configured, some multicarrier schemes, such as OFDMA and orthogonal multicarrier DS-CDMA, employ the capability to suppress inter-symbol interference (ISI) [1, 61]. Furthermore, the multicarrier DS-CDMA (MC DS-CDMA), in which each subcarrier uses direct-sequence (DS) spreading, employs a high number of degrees-of-freedom for high-flexibility design and reconfiguration [61].

It is now well-known that exploiting the time-varying characteristics of wireless channels is capable of significantly enhancing the quality-of-service (QoS) of wireless communication systems. Specifically, with the aid of dynamic subcarrier-allocation to users, promising energy- and spectrum-efficiency can be attained by making use of the embedded multiuser diversity [77]. Owing to its above-mentioned metrics, subcarrier-allocation in broadband multicarrier systems, such as in LTE/LTE-A OFDMA, now becomes highly important. In literature, such as in [77, 78, 80, 82–86], various subcarrier-allocation algorithms have been proposed and studied for downlink OFDMA systems and other multicarrier systems. Specifically, the (unfair) greedy algorithm has been investigated in [78] without considering the fairness, which aims at maximizing the total sum rate of downlinks. By contrast, in [80, 82], the (fair) greedy algorithm has been studied, when fairness
is taken into account, making each user select the best subcarrier(s) from the available subcarriers. However, in terms of reliability, the users allocated the subcarriers at the late stages of the fair greedy algorithm often have poor performance. In order to circumvent the shortcomings of the fair greedy algorithm, in [83], a worst subcarrier avoiding (WSA) algorithm has been proposed for subcarrier-allocation in the downlink OFDM and frequency division multiple access (FDMA) systems. The studies in [83] demonstrate that the WSA algorithm can effectively avoid assigning users the subchannels of the poorest qualities, and can hence attain higher reliability than the fair greedy algorithm. In subcarrier-allocation, the Hungarian algorithm [185] is recognized the optimum algorithm in the sense of maximum reliability, which has been investigated, for example, in [83, 86]. However, the Hungarian algorithm is of high complexity for implementation in the OFDMA systems with a high number of subcarriers supporting a high number of users.

In LTE/LTE-A downlink OFDM systems, the number of subcarriers is usually very high, which is up to 2048, and the number of users supported may also be very high. These characteristics generate some problems, such as, the PAPR problem, and may prevent schedulers from employing the optimum or even some promising sub-optimum subcarrier-allocation schemes, due to their complexity constraint. As the complexity of the optimum or sub-optimum subcarrier-allocation algorithms is mainly dependent on the number of subcarriers, reducing the number of subcarriers may effectively decrease the operation complexity of these algorithms. It is well-known that, owing to the employment of DS spreading, the MC DS-CDMA can use a significantly lower number of subcarriers than the multicarrier schemes, such as the OFDMA, which do not employ DS spreading. For example, Figure 1.7 shows the transmitter schematic of a MC DS-CDMA system, where each data stream is DS spread before assigning a subcarrier. Furthermore, MC DS-CDMA employs the flexibility to configure its number of subcarriers according to the frequency-selectivity of wireless channels, so that each subcarrier experiences independent fading. In this case, the number of subcarriers of MC DS-CDMA will be at the order of the number of time domain resolvable paths of wireless channels and, hence, will usually be low [1]. Therefore, in MC DS-CDMA, the relatively high-complexity optimum or near-optimum subcarrier-allocation algorithms may be employed in order to achieve the best possible performance.

A range of researches [97–100, 105, 107, 125] have been dedicated to the field of resource allocation in the MC-CDMA and MC DS-CDMA systems. The allocations of transmission rate, subcarrier and power have been considered in MC-CDMA system in [97] for minimizing the total transmission power when given certain bit error rate (BER) requirements. The authors of [99, 100] have compared the capacity performance of the MIMO-OFDMA and MIMO-MC-CDMA systems, when adaptive power allocation is employed. In [125], adaptive allocations of subchannel, power and alphabet size have been addressed in a distributed MC DS-CDMA system, in order to minimize the transmit power under the constraint of packet rate.

Against this background, in this chapter we study the subcarrier-allocation issue in MC DS-CDMA systems. Specifically, some representative algorithms including the greedy and greedy-
class algorithms, WSA algorithm, etc., are introduced to and studied associated with the MC DS-CDMA systems. In this chapter, we propose a range of subcarrier-allocation algorithms with the aid of channel-inverse power-allocation scheme, aiming at maximizing the reliability of the downlink MC DS-CDMA system. The proposed algorithms includes the parallel Hungarian algorithm, worst case avoiding (WCA) and the worst case first (WCF) algorithms. Furthermore, we propose a so-called iterative worst excluding (IWE) algorithm, which allows the proposed subcarrier-allocation algorithms to achieve even better performance. In this chapter, the BER performance of the MC DS-CDMA systems employing various subcarrier-allocation algorithms is investigated, when assuming that subcarrier channels experience independent fading. Our simulation results reveal that the proposed algorithms may significantly outperform the existing sub-optimum algorithms. Furthermore, the IWE algorithm is effective for further improving the BER performance of some subcarrier-allocation algorithms.

Note that, the BWSA and BSS algorithms studied in Chapter 3 can also be straightforwardly extended to the MC DS-CDMA systems considered in this chapter. However, in this chapter, we focus on the other novel subcarrier-allocation algorithms.

The rest of this chapter is organized as follows. Section 4.2 gives the system model and makes the main assumptions. Section 4.3 briefly reviews three existing subcarrier-allocation algorithms for acting as benchmarks and Section 4.4 introduces the proposed algorithms. Section 4.5 presents a novel scheme which facilitates various subcarrier-allocation algorithms. Section 4.6 analyzes and compares the complexity of the considered subcarrier-allocation algorithms. Section 4.7 investigates and evaluates the error rate and the spectrum-efficiency performance of the downlink MC DS-CDMA systems employing various power- and subcarrier-allocation algorithms. At last, conclusions are summarized in Section 4.8.

4.2 System Model

We consider a single-cell downlink MC DS-CDMA system, which consists of one base station (BS) communicating with $K$ mobile users. We assume that each of the communicating terminals, including BS and $K$ mobile users, employs one antenna for signal receiving and transmission. Signals transmitted from BS to mobile users are MC DS-CDMA signals using time (T)-domain DS spreading [1] and the spreading factor is expressed as $N$. For clarity, the variables and notations used in this chapter are summarized as follows:

$K$ Number of mobile users;

$\mathcal{K}$ Set of user indexes, defined as $\mathcal{K} = \{0, 1, \ldots, K - 1\}$;

$N$ Spreading factor of DS spreading;

$M$ Number of subcarriers of MC DS-CDMA systems;
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\( \mathcal{M} \) Set of subcarrier indexes, defined as \( \mathcal{M} = \{0,1,\ldots,M-1\} \);

\( h_{k,j} \) Channel gain of subcarrier \( j \) of user \( k \);

\( \mathbf{C} \) \((N \times K)\)-dimensional spreading matrix with columns consisting of the spreading sequences taken from a \((N \times N)\) orthogonal matrix. Note that, some columns of \( \mathbf{C} \) may be the same in the case of \( K > N \). In this case, the corresponding users are operated on different subcarriers;

\( \mathcal{F}_j \) Set of indexes for up to \( N \) users assigned to subcarrier \( j \);

\( |\mathcal{F}| \) Cardinality of the set \( \mathcal{F} \), representing the number of elements in set \( \mathcal{F} \);

\( P_k \) Transmission power for user \( k \);

\( P \) Total transmission power of BS, \( P = \sum_{k \in \mathcal{K}} P_k \);

\( A_{k,j} \) Channel quality of subcarrier (subchannel) \( j \) of user \( k \), \( A_{k,j} = |h_{k,j}|^2/(2\sigma^2) \), where \( \sigma^2 = 1/(2\bar{\gamma}_s) \) denotes the single-dimensional noise power at a mobile user and \( \bar{\gamma}_s \) denotes the average signal-to-noise ratio (SNR) per symbol.

In this chapter, we assume that each user is allocated one spreading code of one subcarrier. Consequently, we have

\[
\bigcup_{m \in \mathcal{M}} \mathcal{F}_m = \mathcal{K}, \quad (4.1)
\]

\[
|\mathcal{F}_m| = N, \quad \forall m \in \mathcal{M} \quad (4.2)
\]

\[
\mathcal{F}_m \cap \mathcal{F}_j = \emptyset, \quad \text{if } m \neq j, \forall m, j \in \mathcal{M} \quad (4.3)
\]

where \( \emptyset \) means an empty set. Constraint (4.1) implies that all subcarriers must be allocated to users, (4.2) means that there are \( N \) users sharing one subcarrier, and, moreover, (4.3) indicates that each user has only one data stream supported by a DS code on one subcarrier.

Let us assume that the data symbols to be transmitted by the BS to the \( K \) mobile users are expressed as \( \mathbf{x} = [x_0, x_1, \ldots, x_{K-1}]^T \), where \( x_k \) is the data symbol to user \( k \), which is assumed to satisfy \( E[x_k] = 0 \) and \( E[|x_k|^2] = 1 \). Furthermore, let us assume that the \( j' \)th subcarrier is assigned to user \( k \). Then, considering that the \( M \) subcarriers are orthogonal, the signal received by user \( k \) from the \( j' \)th subcarrier can be written as

\[
\mathbf{y}_k = h_{k,j'} \mathbf{C}_k \mathbf{P} \mathbf{W} \mathbf{x} + \mathbf{n}_k \quad (4.4)
\]

where, in addition to the notations mentioned previously, \( \mathbf{y}_k \) is a length-\( N \) observation vector, \( \mathbf{n}_k = [n_{k,0}, \ldots, n_{k,N-1}]^T \) is a length-\( N \) noise vector at user \( k \), while \( \mathbf{C}_k \) is a \((N \times K)\) matrix formed from \( \mathbf{C} \) by setting those columns corresponding to the subcarriers different from the \( k \)th user’s subcarrier to zero vectors, as the result of using orthogonal subcarriers. In this chapter, we assume that uplinks and downlinks are operated in the TDD mode. Hence, an uplink channel and
its corresponding downlink channel can be assumed to be reciprocal. In this way, the BS is capable of obtaining the knowledge of all the $K M$ downlink subchannels and, hence, it can preprocess the signals to be transmitted by setting $W = \text{diag}\{w_0, w_1, \ldots, w_{K-1}\}$, where $w_k = h_{k,j}^* / \sqrt{\|h_{k,j}\|^2}$ and $(\cdot)^*$ denotes the conjugate operation.

In this chapter, we assume that the BS employs one of the two power-allocation schemes, namely the channel-inverse and the water-filling assisted power-allocation schemes, which have been detailed in Sections 3.4.1 and 3.4.2. In (4.4), the power assigned to each user can be expressed in matrix form as $P = \text{diag}\{P_0, P_1, \ldots, P_{K-1}\}$. Consequently, after the despreading for user $k$ using its spreading code $c_k$, the $k$th column of $C$, it can be shown that the decision variable generated by user $k$ is

$$z_k = P_k \sqrt{|h_{k,j}|^2 x_k + n_k}$$

which yields the SNR

$$\gamma_k = P_k |h_{k,j}|^2 \bar{\gamma}_k = P_k A_{k,j}.$$  

Explicitly, when allocating user $k$ a subcarrier with higher subchannel quality $A_{k,j}$, it attains a higher SNR, hence, yielding a higher spectrum-efficiency and a lower error rate for a given modulation scheme.

Note that the above considered MC DS-CDMA scheme can be straightforwardly extended to the scenarios where each of the users demands multiple data streams depending on the data rate required by the user. In this case, let $q_k$ represent the number of data streams of user $k$ ($k \in K$). Then, we have the constraint of $\sum_{k \in K} q_k \leq MN$ on the resource allocation, meaning that the total number of data streams does not exceed $MN$ in order to avoid interference. In this extended MC DS-CDMA system, if $q_k \leq N$, user $k$ can be assigned one subcarrier and its $q_k$ data streams can be supported by assigning the user $q_k$ different spreading codes. By contrast, if $q_k > N$, then, user $k$ may be assigned multiple spreading codes and multiple subcarriers, in order to support the $q_k$ data streams.

Note furthermore that our MC DS-CDMA scheme represents a generalized multicarrier scheme for studying resource allocation. First, when $N = 1$, i.e., when there is no DS spreading, the MC DS-CDMA scheme is reduced to the conventional OFDMA. Correspondingly, we only require subcarrier-allocation, but no code-allocation, as that studied in Chapter 3. Second, when given the total bandwidth of a MC DS-CDMA system, there exists a trade-off between the number of subcarriers $M$ and the spreading factor $N$, which determines the bandwidth of the subchannels. Hence, in a MC DS-CDMA system, the number of subcarriers can be reconfigured according to the communication environments, so that each of the subchannels experiences flat fading, while different subchannels experience relatively independent fading. Specifically, when operated in an environment where fading is highly frequency-selective, the system may be configured with a relatively high number of subcarriers but a relatively low spreading factor, in order to guarantee that
all subcarriers experience flat fading. By contrast, when the communication environment becomes less frequency-selective, the system may be reconfigured to use a smaller number of subcarriers but a bigger spreading factor. Owing to the reduced number of subcarriers and the increased bandwidth per subchannel, different subchannels will experience less correlated fading, the complexity of subcarrier-allocation can be reduced and, furthermore, the PAPR problem can be mitigated.

The objective of our subcarrier-allocation in this chapter is the same as that in Chapter 3, as shown in Section 3.3. We motivate to assign the $K$ users the best set of subcarriers, i.e., the best $K$ subchannels chosen from the $KM$ possible subchannels. By allocating subcarriers in such a way, as shown in Chapter 3, there is no trade-off between reliability and spectrum-efficiency. Let us first consider the application of some existing subcarrier-allocation algorithms for the MC DS-CDMA systems.

### 4.3 Existing Subcarrier-Allocation Algorithms

In this section, we briefly introduce how some existing representative subcarrier-allocation algorithms can be extended for application in the single-cell downlink MC DS-CDMA systems. Three algorithms, including the greedy algorithm, the WSA algorithm, and the optimum Hungarian algorithm, are considered. We have detailed the greedy and WSA algorithms in Section 3.5. Therefore, we only highlight their advantages and drawbacks in this section, against which a range of subcarrier-allocation algorithms are proposed and investigated in the following sections. Furthermore, we also describe the optimum Hungarian algorithm, which is the subcarrier-allocation algorithm minimizing the error rate of a considered system.

Along with our analysis, an example is introduced, which employs $M = 4$ subcarriers to support $K = 8$ mobile users. Therefore, each subcarrier can be assigned to two users, which are distinguished by their DS spreading codes of length $N = 2$. In this example, the subchannel qualities corresponding to the four subcarriers of the eight users are illustrated in Table 4.1, where the first row and first column denote the user and subcarrier indices, respectively. Furthermore, in our discussion, we assume that the channel-inverse assisted power-allocation algorithm is employed, and the total transmission power is $P = 1$. From the above discussion and Chapter 3, we can realize that the main difference between the subcarrier-allocation in OFDMA systems and that in MC DS-CDMA systems is that one subcarrier is only assigned to one user in the OFDMA systems, while one subcarrier may be assigned to multiple users in the MC DS-CDMA systems. Let us first discuss the greedy algorithm.

In the context of the greedy algorithm [80], a subcarrier is always allocated to the two users (in contrast to one in OFDMA) having the best subchannel qualities among the users still requiring subcarriers. For the example considered, the subcarrier-allocation is carried out one by one from the first subcarrier to the last. Specifically, subcarrier 0 is allocated to users 2 and 5, as they correspond
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Table 4.1: Subchannel Quality Matrix for \( K = 8 \) Users of \( M = 4 \) Subcarriers.

<table>
<thead>
<tr>
<th></th>
<th>U0</th>
<th>U1</th>
<th>U2</th>
<th>U3</th>
<th>U4</th>
<th>U5</th>
<th>U6</th>
<th>U7</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0</td>
<td>3.73</td>
<td>4.95</td>
<td>5.06</td>
<td>0.34</td>
<td>2.37</td>
<td>5.04</td>
<td>1.59</td>
<td>3.42</td>
</tr>
<tr>
<td>S1</td>
<td>1.39</td>
<td>2.01</td>
<td>0.52</td>
<td>4.71</td>
<td>5.02</td>
<td>8.32</td>
<td>10.60</td>
<td>2.12</td>
</tr>
<tr>
<td>S2</td>
<td>0.41</td>
<td>1.63</td>
<td>4.52</td>
<td>0.87</td>
<td>0.91</td>
<td>3.50</td>
<td>2.49</td>
<td>0.65</td>
</tr>
<tr>
<td>S3</td>
<td>2.13</td>
<td>5.07</td>
<td>4.57</td>
<td>2.55</td>
<td>3.22</td>
<td>0.49</td>
<td>1.20</td>
<td>0.02</td>
</tr>
</tbody>
</table>
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To the two highest subchannel qualities on subcarrier 0 among the eight users. Hence, the allocation set for subcarrier 0 is updated to \( F_0 = \{2, 5\} \). Similarly, subcarrier 1 is allocated to users 4 and 6, as they have the best subchannel qualities among the remaining users for this subcarrier, yielding \( F_1 = \{4, 6\} \). Similarly, we can obtain \( F_2 = \{1, 3\} \) and \( F_3 = \{0, 7\} \). According to the allocation results, when the channel-inverse power-allocation is employed, it can be shown that the attainable SNR is given by

\[
\gamma_c = \left( \sum_{k \in F_j} A_k^{-1} \right)^{-1} = 0.019
\]

while the worst (minimum) subchannel quality of the allocated subcarriers is

\[
\min_{k \in \{F_j\}} \{A_{k,j}\} = 0.02
\]

which dominates the attainable SNR and hence the achievable error performance.

Explicitly, the greedy algorithm has the advantage of low-complexity. However, at the later stages of allocation, the algorithm may have to assign users the subcarriers with very poor subchannel qualities, as there are no other options. As the above example shows, at the last stage, subcarrier 3 has to be allocated to user 7, which results in the poorest subchannel quality of \( A_{7,3} = 0.02 \).

The WSA algorithm is designed to avoid assigning users the subcarriers having the worst subchannel qualities [83]. With the aid of the example of Table 4.1, for each of the subcarriers, the worst subchannel quality is identified, denoted by bold value in (4.7). It can be readily known that the worst subchannel qualities corresponding to the four subcarriers are \( A_{0,\text{min}} = 0.34 \) for subcarrier 0, \( A_{1,\text{min}} = 0.52 \) for subcarrier 1, \( A_{2,\text{min}} = 0.41 \) for subcarrier 2 and \( A_{3,\text{min}} = 0.02 \) for subcarrier 3. Secondly, the subcarriers are arranged in the ascending order as \( \{3, 0, 2, 1\} \) according to their worst subchannel qualities, forming a matrix shown as

\[
\begin{bmatrix}
U_0 & U_1 & U_2 & U_3 & U_4 & U_5 & U_6 & U_7 \\
S_3 & 2.13 & 5.07 & 4.57 & 2.55 & 3.22 & 0.49 & 1.20 & 0.02 \\
S_0 & 3.73 & 4.95 & 5.06 & 0.34 & 2.37 & 5.04 & 1.59 & 3.42 \\
S_2 & 0.41 & 1.63 & 4.52 & 0.87 & 0.91 & 3.50 & 2.49 & 0.65 \\
S_1 & 1.39 & 2.01 & 0.52 & 4.71 & 5.02 & 8.32 & 10.60 & 2.12 \\
\end{bmatrix}
\]

where, the worst subchannel qualities are represented by boldface values. Finally, based on the above-derived matrix, the subcarriers are allocated to the eight users in the principles of the greedy algorithm, from the first row to the last row, yielding the allocation results \( F_0 = \{0, 5\} \), \( F_1 = \{3, 7\} \), \( F_2 = \{4, 6\} \), and \( F_3 = \{1, 2\} \), corresponding to the underlined numbers in (4.7). With the aid of (3.12), the attainable SNR is evaluated to be

\[
\gamma_c = \left( \sum_{k \in F_j} A_k^{-1} \right)^{-1} = 0.29
\]

when assuming that the total transmission power is \( P = 1 \). Furthermore, from (4.7) we can know that the worst
subchannel quality of the allocated subcarriers is $\min_{k \in \{F_j\}} \{A_{k,j}\} = 0.91$.

Explicitly, the WSA algorithm significantly improves both the worst subchannel quality and the attainable SNR per subcarrier, after the power-allocation, in comparison with that obtained by the greedy algorithm. Owing to the above, the WSA algorithm is expected to achieve better error performance than the greedy algorithm [83].

The Hungarian algorithm has originally been proposed to solve the assignment problem in graph theory [185, 191], and been designed to find the minimum cost for a complete one-to-one matching, when given a square cost matrix. The Hungarian algorithm has also been introduced to deal with the subcarrier-allocation problem in multicarrier communication systems, such as, OFDMA [83, 86], which provides the optimum solutions in the sense of maximizing the reliability, such as, SNR, etc. The detailed operations for the Hungarian algorithm can be found in many references, such as in [185], here we briefly summarize its operation as follows.

**Algorithm 5. (Hungarian Algorithm)**

**Step 1** Subtract the minimum cost of each row from each row in the cost matrix, until all rows and columns of the cost matrix appear zeros.

**Step 2** Draw the minimum number of lines to cover the zeros in the reduced cost matrix. The final assignment is obtained when the number of lines equals $N_{\text{cost}}$, where $N_{\text{cost}}$ is the size of the cost matrix. Otherwise, update the cost matrix, go to step 3.

**Step 3** Identify the minimum cost of the uncovered part of the cost matrix, and then add the minimum cost to the covered columns as well as subtract it from the uncovered rows. Repeat steps 2 and 3 until the assignment is derived.

As the Hungarian algorithm has to be operated based on a square cost matrix, for our example of Table 4.1, we first need to modify it to a $(8 \times 8)$ square matrix, and change $\{A_{k,m}\}$ in Table 4.1 to $\{1/A_{k,j}\}$, as the Hungarian algorithm aims to find out the minimum sum of costs. The modified subchannel quality matrix can be expressed as

\[
\begin{bmatrix}
U_0 & U_1 & U_2 & U_3 & U_4 & U_5 & U_6 & U_7 \\
S_0 & 0.27 & 0.20 & 0.197 & 2.94 & 0.42 & 0.198 & 0.63 & 0.29 \\
S_1 & 0.72 & 0.50 & 1.92 & 0.21 & 0.199 & 0.12 & 0.09 & 0.47 \\
S_2 & 2.44 & 0.61 & 0.221 & 1.15 & 1.09 & 0.29 & 0.40 & 1.54 \\
S_3 & 0.47 & 0.197 & 0.219 & 0.39 & 0.31 & 2.04 & 0.83 & 50 \\
S_0 & 0.27 & 0.20 & 0.197 & 2.94 & 0.42 & 0.198 & 0.63 & 0.29 \\
S_1 & 0.72 & 0.50 & 1.92 & 0.21 & 0.199 & 0.12 & 0.09 & 0.47 \\
S_2 & 2.44 & 0.61 & 0.221 & 1.15 & 1.09 & 0.29 & 0.40 & 1.54 \\
S_3 & 0.47 & 0.197 & 0.219 & 0.39 & 0.31 & 2.04 & 0.83 & 50 \\
\end{bmatrix}
\]  

(4.8)
Then, the Hungarian algorithm as above-stated is executed on (4.8), which yields the allocation results $F_0 = \{0, 7\}$, $F_1 = \{3, 6\}$, $F_2 = \{2, 5\}$, $F_3 = \{1, 4\}$. It can be shown that the obtained SNR is $\gamma_c = 0.53$, when the channel-inverse assisted power-allocation is employed, while the worst subchannel quality of the allocated subcarriers is $\min_{j \in M, k \in F_j} \{A_{k,j}\} = 3.42$.

The Hungarian algorithm is the optimum algorithm, which gives the best subcarrier-allocation in terms of minimization of the error rate. However, the Hungarian algorithm demands a high complexity of $O(K^3)$, which becomes a bottleneck for the practical implementation, when the number of users involved is high.

4.4 Proposed Subcarrier-Allocation Algorithms

In this section, we propose a range of subcarrier-allocation algorithms, for operation in the MC DS-CDMA systems. These algorithms aim to minimize the average BER of the system, but without making a trade-off with the throughput. First, we propose a so-called parallel Hungarian algorithm, in order to mitigate the high complexity issue suffered by the Hungarian algorithm. Then, we propose two low-complexity algorithms, namely the WCA and the WCF algorithms. These two algorithms are designed to improve the allocation results obtained by the WSA algorithm. For the sake of showing the principle, we describe the proposed algorithms in this section with the aid of the example of Table 4.1. Let’s first discuss the parallel Hungarian algorithm.

4.4.1 Parallel Hungarian Subcarrier-Allocation Algorithm

In order to reduce the computational complexity, in this section, we propose a so-called parallel Hungarian algorithm for subcarrier-allocation schemes in the downlink MC DS-CDMA systems. As the name suggests, the proposed algorithm is based on the Hungarian algorithm [185], while is operated in parallel form.

From Section 4.3 and [185], we can know that the complexity of the Hungarian algorithm highly depends on the size of the cost matrix and is $O(K^3)$ for the subcarrier-allocation in the considered MC DS-CDMA system. Hence, reducing the size of the cost matrix can significantly reduce the number of operations required, and hence the operational complexity. In our MC DS-CDMA systems, the number of subcarriers is $M$ and the number of users supported is up to $K = MN$. As each of the subcarriers supports $N$ users, we may divide the subcarrier-allocation process into $N$ parallel sub-processes, each sub-process deals with $M$ users and allocates one user to each of the $M$ subcarriers with the aid of the Hungarian algorithm. In this case, the overall complexity of sub-carrier allocation becomes $O(NM^3)$, instead of $O(N^3M^3)$ of the Hungarian algorithm operated on the original $(K \times K)$ cost matrix, where $K = MN$.

For the considered example of Table 4.1, the parallel Hungarian algorithm is operated based
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on two \((4 \times 4)\) cost matrices, which may be obtained by randomly grouping the 8 users into two groups. For example, we may let users 0, 3, 4 and 6 be group 1, and users 1, 2, 5 and 7 be group 2. Correspondingly, the two \((4 \times 4)\) subchannel quality matrices are given by

\[
\begin{pmatrix}
U_0 & U_3 & U_4 & U_6 \\
S_0 & 0.27 & 2.94 & 0.42 & 0.63 \\
S_1 & 0.72 & 0.21 & 0.199 & 0.09 \\
S_2 & 2.44 & 1.15 & 1.09 & 0.40 \\
S_3 & 0.47 & 0.39 & 0.31 & 0.83 \\
\end{pmatrix}
\quad \quad \quad
\begin{pmatrix}
U_1 & U_2 & U_5 & U_7 \\
S_0 & 0.20 & 0.197 & 0.198 & 0.29 \\
S_1 & 0.50 & 1.92 & 0.12 & 0.47 \\
S_2 & 0.61 & 0.221 & 0.29 & 1.54 \\
S_3 & 0.197 & 0.219 & 2.04 & 50 \\
\end{pmatrix}
\]

Then, the Hungarian algorithm can be operated respectively based on the cost matrices derived from the above subchannel quality matrices, yielding the allocation results

\[
\mathcal{F}_0 = \{0, 7\}, \quad \mathcal{F}_1 = \{3, 5\}, \quad \mathcal{F}_2 = \{2, 6\}, \quad \mathcal{F}_3 = \{1, 4\},
\]

as the underlined subchannel qualities in (4.9) indicate. When the channel-inverse assisted power-allocation is used, it can be shown that the obtained SNR is

\[
\gamma_c = 0.49,
\]

while the worst subchannel quality of the allocated subcarriers is

\[
\min_{j \in M, k \in \mathcal{F}_j} \{A_{kj}\} = 2.49,
\]

which is worse than that obtained by the Hungarian algorithm in Section 4.3. However, for this specific example considered, the SNR obtained by the proposed parallel Hungarian algorithm is higher than that obtained by the other sub-optimum algorithms, such as, the greedy and the WSA algorithms discussed in Section 4.3.

In summary, the parallel Hungarian algorithm can be summarized as follows.

**Algorithm 6. (Parallel Hungarian Algorithm)**

**Step 1** User grouping: Randomly divide the \(K\) users into \(N\) groups, each group has \(M\) users.

**Step 2** Cost matrix forming: Corresponding to the \(N\) user groups, \(N\) number of \((M \times M)\) cost matrices are formed from the original \((M \times K)\) subchannel quality matrix.

**Step 3** Subcarrier Allocation: The Hungarian algorithm is executed in the context of the \(N\) cost matrices to derive the subcarrier-allocation results.

From the example and the algorithm, explicitly, the proposed parallel Hungarian algorithm is a modified version of the Hungarian algorithm. The complexity depends on the size of the sub-cost matrices. There is a trade-off between the performance of the parallel Hungarian and the size of the sub-cost matrices, or the number of sub-cost matrices. When fewer sub-cost matrices are used, making the size of the sub-cost matrices larger, the achieved performance will be closer to that of the optimum Hungarian algorithm. However, the complexity also becomes higher.
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From the analysis in Section 4.4, we may classify the WSA algorithm as a subcarrier-oriented WSA algorithm, which is capable of avoiding assigning the \((M - 1)\) worst subchannels when
there are in total $M$ subcarriers [83]. Specifically, for the considered example, the WSA algorithm can guarantee not to assign the three worst subchannels and, in most cases, four worsts can be avoided. In the MC DS-CDMA systems where the number of users is more than the number of subcarriers, in order to achieve better error performance, the subcarrier-allocation may be operated in the user-oriented mode, which may avoid assigning more of the worst subchannels. Inspired by the observation, in this section, we generalize the WSA algorithm to a so-called worst case avoiding (WCA) algorithm, the principles of which is first illustrated below.

When the WCA algorithm is employed, it always tries to avoid as many as possible the worst subchannels. The WCA algorithm is operated either in the subcarrier-oriented mode, i.e., WSA, or in the user-oriented mode. Specifically, for the example considered, as the number of users is higher than the number of subcarriers, the user-oriented mode will avoid a higher number of worst subchannels than the subcarrier-oriented WSA algorithm. In this case, the WCA algorithm first arranges the users in an ascending order of $\{7, 3, 0, 5, 2, 4, 6, 1\}$ according to their worst subchannel qualities of four subcarriers, yielding

$$
\begin{bmatrix}
U_7 & U_3 & U_0 & U_5 & U_2 & U_4 & U_6 & U_1 \\
S_0 & 3.42 & 0.34 & 3.73 & 5.04 & 5.06 & 2.37 & 1.59 & 4.95 \\
S_1 & 2.12 & 4.71 & 1.39 & 8.32 & \textbf{0.52} & 5.02 & 10.60 & 2.01 \\
S_2 & 0.65 & 0.87 & \textbf{0.41} & 3.50 & 4.52 & \textbf{0.91} & 2.49 & \textbf{1.63} \\
S_3 & \textbf{0.02} & 2.55 & 2.13 & \textbf{0.49} & 4.57 & 3.22 & \textbf{1.20} & 5.07
\end{bmatrix}.
$$

In (4.10) the subchannel qualities in boldface are the worst subchannel qualities of the users. Then, based on the ordered matrix (4.10), the subcarrier-allocation is carried out based on the greedy algorithm, one user at a stage, from the first to the last column. Consequently, the allocation results are $F_0 = \{0, 7\}$, $F_1 = \{3, 5\}$, $F_2 = \{1, 6\}$, and $F_3 = \{2, 4\}$. It can be shown that the SNR achieved by the WCA algorithm is $\gamma_c = 0.41$, and the worst subchannel quality of the allocated subcarriers is $\min_{k \in \{F_i\}} \{A_{k_i}\} = 1.63$.

Straightforwardly, the proposed WCA algorithm is capable of achieving better allocation results than the WSA algorithm, as the WSA is a special case of the WCA. For the considered example, both the worst subchannel quality and the achievable SNR are improved in comparison with that obtained by the WSA algorithm. Furthermore, it can be shown that the WCA algorithm is capable of preventing allocating at least $\max\{K - N, M - 1\}$ worst subchannels, instead of at least $(M - 1)$ of the WSA algorithm.

In summary, the WCA algorithm can be stated as follows.

**Algorithm 7. (Worst Case Avoiding Algorithm)**

**Initialization:** Subcarrier-oriented mode is chosen when $M \geq K$, otherwise, user-oriented mode is selected when $M < K$. Set $\hat{M} = M$, $\hat{K} = K$.

**Step 1** Worst subchannel quality identification:
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User-oriented mode - Find each user’s worst subchannel quality: \( A^{(\text{min})}_k = \min_{j \in \mathcal{M}} \{ A_{k,j} \} \).

Subcarrier-oriented mode - Find each subcarrier’s worst subchannel quality: \( A^{(\text{min})}_j = \min_{k \in \mathcal{K}} \{ A_{k,j} \} \).

Step 2 User (or Subcarrier) ordering:

User-oriented mode - Arrange users in ascending order according to the worst subchannel qualities as \( \{ i_0, i_1, \ldots, i_{K-1} \} \), if \( A^{(\text{min})}_{i_0} \leq A^{(\text{min})}_{i_1} \leq \cdots \leq A^{(\text{min})}_{i_{K-1}} \).

Subcarrier-oriented mode - Arrange subcarriers in ascending order according to the worst subchannel qualities as \( \{ q_0, q_1, \ldots, q_{M-1} \} \), if \( A^{(\text{min})}_{q_0} \leq A^{(\text{min})}_{q_1} \leq \cdots \leq A^{(\text{min})}_{q_{M-1}} \).

Step 3 Allocation:

Based on the above-derived order, subcarrier-allocation is carried out one-by-one:

User-oriented mode - First, at the \( i_k \)th stage, subcarrier \( j^* \) is allocated to user \( i_k \): \( j^* = \arg \max_{j \in \mathcal{M}} \{ A_{i_k,j} \} \), \( i_k \in \mathcal{K} \). Then, if subcarrier \( j^* \) has been assigned to \( N = K/M \) users, it is removed from \( \mathcal{M} \): \( \mathcal{M} \leftarrow \mathcal{M} - \{ j^* \} \).

Subcarrier-oriented mode - First, at the \( q_m \)th stage, user \( k^* \) is allocated to subcarrier \( q_m \): \( k^* = \arg \max_{k \in \mathcal{K}} \{ A_{k,q_m} \} \), \( q_m \in \mathcal{M} \). Then, if user \( k^* \) has been assigned the required number of subcarriers, it is deleted from \( \mathcal{K} \): \( \mathcal{K} \leftarrow \mathcal{K} - \{ k^* \} \).
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According to the WCA algorithm described in Section 4.4.2, as the example shows, user 2 is allocated the subcarrier at the fifth stage, as its worst subchannel quality is \( A_{2,1} = 0.52 \), which is the fifth worst of the users. However, from (4.10) we observe that subcarriers 0 and 1 cannot be the options for user 2, as each of these two subcarriers has been assigned to two users. In this case, the worst subchannel quality of user 2’s available subcarriers becomes \( A_{2,2} = 4.52 \), which is much larger than that of users 4, 6, and 1’s available subcarriers (which are 0.91, 1.2 and 1.63, respectively). Therefore, in order to maximize the system’s reliability, it would be beneficial to allocate the subcarriers to users 4, 6 and 1 before assigning the subcarrier to user 2.

Based on the above observation, we propose the WCF algorithm, which re-order the users (or subcarriers) according to the worst subchannel qualities of the available subcarriers (users). Specifically, for the MC DS-CDMA with \( K > M \), during each stage, the algorithm first finds the worst subchannel quality of the unassigned users among only the subcarriers available for allocation, rather than finding the worst subchannel quality of the unsigned users among all the subcarriers, as done by the WCA algorithm. In detail, for the example considered, the WCF algorithm completes
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the allocation user by user in 8 stages, which can be demonstrated as

$$\begin{bmatrix}
U_7 & U_3 & U_0 & U_5 & U_4 & U_6 & U_1 & U_2 \\
S_0 & 3.42 & 0.34 & 3.73 & 5.04 & 2.37 & 1.59 & 4.95 & 5.06 \\
S_1 & 2.12 & 4.71 & 1.39 & 5.02 & 10.60 & 2.01 & 0.52 \\
S_2 & 0.65 & 0.87 & 0.41 & 0.41 & 0.41 & 3.50 & 0.91 & 0.91 & 2.49 \\
S_3 & 0.02 & 2.55 & 2.13 & 0.49 & 3.22 & 1.20 & 5.07 & 4.57 \\
\end{bmatrix}$$

(4.11)

where the eight columns stand for the eight stages of allocation, the subchannel qualities in boldface are the minimum of the users’ subchannel qualities of the available subcarriers at the eight stages.

As shown in (4.11), at the first stage, the eight users’ worst subchannel qualities of the subcarriers are the same as those in boldface in (4.11). In this case, user 7 ($A_{7,3} = 0.02$) is the worst and it is first assigned subcarrier 0 with the best subchannel quality of 3.42 among the four subcarriers. Similarly, as seen in (4.11), users 3, 0 and 5 are assigned subcarriers 1, 0 and 1, respectively, during the second, third and fourth stages. At this moment, we can see from (4.11) that the worst subchannel qualities of the available subcarriers for the four remaining users are $A_{1,2} = 1.63$ for user 1, $A_{2,2} = 4.52$ for user 2, $A_{4,2} = 0.91$ for user 4 and $A_{6,3} = 1.20$ for user 6, respectively. As we can see, the worst subchannel quality of the subcarriers available to user 2 becomes $A_{2,2} = 4.52$ instead of $A_{2,1} = 0.52$, as subcarrier 1 (also subcarrier 0) has already been assigned to two users in the previous four stages and cannot be assigned to other users. Therefore, at the fifth stage, a subcarrier is assigned to user 4, which is subcarrier 3. Similarly, subcarriers can be assigned to users 6, 1 and 2. From (4.11) we can know that the final allocation results are $F_0 = \{0, 7\}$, $F_1 = \{3, 5\}$, $F_2 = \{2, 6\}$ and $F_3 = \{1, 4\}$. The achievable SNR of the system is $\gamma_c = 0.49$ and the worst subchannel quality of the assigned subcarriers is $\min_{k \in \{F_j\}} \{A_{k,j}\} = 2.49$.

In comparison with the WCA algorithm, as shown in Section 4.4.2, user 1 is forced to select subcarrier 2 at the last stage, which results in the poorest subchannel quality of $A_{1,2} = 1.63$. By contrast, under the WCF algorithm, user 1 has two options to choose either subcarrier 2 or subcarrier 3 at the seventh stage, and is then assigned the better subcarrier 3, which results in a subchannel quality of $A_{1,3} = 5.07$, which is significantly higher than $A_{1,2} = 1.63$ obtained by the WCA algorithm.

When comparing the WCF with the WCA, it is not hard to know that the WCF algorithm is capable of yielding the highest achievable SNR as well as the highest worst subchannel quality, as demonstrated by the above example. As the above example shows, the WCF algorithm successfully avoids assigning the worst subchannel quality by preventing the unreasonable allocation for user 2 at the fifth stage by the WCA algorithm. Therefore, the proposed WCF algorithm provides a more reliable and efficient way of subcarrier-allocation, while simultaneously captures all the advantages of the WCA algorithm. In summary, the WCF algorithm is stated as follows.
Algorithm 8. (Worst Case First Algorithm)

Initialization: User-oriented mode is chosen when $M < K$, subcarrier-oriented mode is used when $M \geq K$. Set $\hat{K} = K$, $\hat{M} = \mathcal{M}$. Set $\mathcal{F}_j = \emptyset$ for all $j \in \mathcal{M}$.

Repeat:

Step 1 User-oriented mode - Identify the worst subchannel quality of each user:
$$A_k^{(\text{min})} = \min_{j \in \mathcal{M}} \{A_{k,j}\}, \text{ for all } k \in \hat{K}.$$  
Subcarrier-oriented mode - Identify the worst subchannel quality of each subcarrier:
$$A_j^{(\text{min})} = \min_{k \in \hat{K}} \{A_{k,j}\}, \text{ for all } j \in \hat{M}.$$

Step 2 User-oriented mode - Find the user with the minimum of the worst subchannel qualities:
$$k^* = \arg \min_{k \in \hat{K}} \{A_k^{(\text{min})}\}.$$  
Subcarrier-oriented mode - Find the subcarrier with the minimum of the worst subchannel qualities:
$$j^* = \arg \min_{j \in \hat{M}} \{A_j^{(\text{min})}\}.$$

Step 3 User-oriented mode - Assign user $k^*$ the subcarrier with the best subchannel quality: $q' = \arg \max_{q \in \hat{M}} \{A_{k^*,q}\}$, then $\mathcal{F}_{q'} \leftarrow \mathcal{F}_{q'} \cup \{k^*\}$.  
Subcarrier-oriented mode - Allocate subcarrier $j^*$ to the user with the best subchannel quality: $i' = \arg \max_{i \in \hat{K}} \{A_{i,j^*}\}$, then $\mathcal{F}_{j^*} \leftarrow \mathcal{F}_{j^*} \cup \{i'\}$.

Step 4 User-oriented mode - Remove user $k^*$ from $\hat{K}$: $\hat{K} \leftarrow \hat{K} - \{k^*\}$. Remove subcarrier $q'$ from $\hat{M}$ if $|\mathcal{F}_{q'}| = N$: $\hat{M} \leftarrow \hat{M} - \{q'\}$.  
Subcarrier-oriented mode - Remove subcarrier $j^*$ from $\hat{M}$: $\hat{M} \leftarrow \hat{M} - \{j^*\}$. Remove user $i'$ from $\hat{K}$ if it has been assigned the required number of subcarriers: $\hat{K} \leftarrow \hat{K} - \{i'\}$.

Stop if $\hat{K} = \emptyset$, or $\hat{M} = \emptyset$.

Note again that the BWSA and BSS algorithms proposed in Chapter 3 can also be applied straightforwardly for subcarrier-allocation in the MC DS-CDMA systems. Since the principles and performance have been detailed in Chapter 3, they are not repeated in this chapter.

4.5 Iterative Worst Excluded (IWE) Algorithms

In this section, we propose a general algorithm called as the iterative worst excluding (IWE), which can be employed in association with various of subcarrier-allocation algorithms, including the WSA, WCA and the WCF. With the aid of the IWE algorithm, the error rate performance of subcarrier-allocation algorithms may achieve further improvement. Let us first illustrate the principles of the IWE algorithm.
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As the name suggests, the proposed IWE algorithm aims to achieve improved BER performance by iteratively updating the associated subchannel quality matrix. During each iteration, the IWE algorithm removes the worst subchannel qualities of the candidate subcarriers or the candidate users, before carrying out the subcarrier-allocation. After the subcarrier-allocation at an iteration, the allocation results obtained are compared with those obtained from the last iteration, in order to observe whether any performance improvement is gained. If there is performance gain, the algorithm continues to the next iteration. Finally, the algorithm stops, when there is no further performance improvement or when the maximum number of iterations is reached. In the following, we demonstrate the principles of the IWE algorithm in conjunction with the WCF subcarrier-allocation algorithm, which can be referred to as the IWE assisted WCF (IWE-WCF) algorithm. Furthermore, we compare the IWE-WCF algorithm with the other algorithms proposed in Section 4.4.

In the context of the IWE-WCF algorithm, the WCF algorithm is first carried out based on the subchannel quality matrix given in Table 4.1 during the first (initial) iteration. Correspondingly, the allocation results are given in Section 4.4.3 and the attainable SNR is $\gamma_c^{(1)} = 0.49$, where the superscript of (1) indicates the first iteration. At the second iteration, the worst subchannel qualities of the eight users are eliminated before operating again the WCF algorithm, in order to avoid assigning them to users. More specifically, the process of the second iteration can be shown with the aid of (4.12)

\[
\begin{bmatrix}
    U_7 & U_3 & U_0 & U_6 & U_4 & U_5 & U_2 & U_1 \\
S_0 & 3.42 & \times & 3.73 & 1.59 & 2.37 & 5.04 & 5.06 & 4.95 \\
S_1 & 2.12 & 4.71 & \times & 1.39 & 10.60 & 8.32 & \times & 2.01 \\
S_2 & 2.65 & 0.87 & \times & 2.49 & \times & 3.50 & \times & 4.52 \\
S_3 & \times & 2.55 & 2.13 & \times & 3.22 & \times & 4.57 & 5.07
\end{bmatrix}
\]

(4.12)

where ‘×’ stands for the worst subchannel quality of an user which is removed before the subcarrier-allocation, referred to as worst excluding (WE). After the WE, we can see in (4.12) that subcarrier 0 can be allocated to any of the remaining 7 users. We define these 7 users as the candidate users of subcarrier 0, expressed as $\hat{F}_0 = \{0, 1, 2, 4, 5, 6, 7\}$. Simultaneously, we can see that subcarrier 1 also has 7 candidate users. However, both subcarrier 2 and 3 have only five candidate users.

Following the WE process, the algorithm carries out the condition checking, in order to know whether the subcarrier-allocation can be completed based on the updated subchannel quality matrix. In order to fulfill the allocation, two conditions have to be met. Otherwise, the following subcarrier-allocation will not be carried out and the algorithm stops. In detail, the two conditions are as follows.

Condition (a): The number of candidate users of each subcarrier exceeds, $K/M$, of the number of
users to be assigned to one subcarrier. This condition can be expressed as
\[
|\mathcal{F}_j| \geq K/M, \quad \forall j \in \mathcal{M}.
\] (4.13)

**Condition (b):** Each subcarrier can only be assigned to \(K/M\) different users and each user is only assigned one subcarrier, which can be expressed as
\[
|\mathcal{F}_j \cup \mathcal{F}_q| \geq 2K/M, \quad j \neq q, \forall j, q \in \mathcal{M}.
\] (4.14)

Specifically, for the example considered, we can observe from the updated matrix in (4.12) that the above two conditions can be met. Thus, it guarantees that each subcarrier can be allocated to two different users and each user attains one subcarrier. Therefore, we can proceed the WCF algorithm based on the updated matrix of (4.12). This process can also be shown with the aid of (4.12), where the boldface value under each user is the worst subchannel quality among the remaining users. Upon following the principles of the WCF algorithm, the new allocation results can be obtained, which are shown by the underlined values in (4.12). The results are \(\mathcal{F}_0^{(2)} = \{0, 7\}\), \(\mathcal{F}_1^{(2)} = \{3, 6\}\), \(\mathcal{F}_2^{(2)} = \{2, 5\}\) and \(\mathcal{F}_3^{(2)} = \{1, 4\}\). It can be shown that the achievable SNR of the system is \(\gamma_c^{(2)} = 0.53\), while the worst subchannel quality of the allocated subcarriers is \(\min_{k \in \{\mathcal{F}^{(2)}_i\}} \{A_{k,j}\} = 3.42\).

From the results of the second iteration, we can see that both the SNR and the worst subchannel quality are improved in comparison with those obtained from the first iteration. Therefore, the IWE-WCF algorithm continues to the third iteration, and the WE process is again first carried out, yielding
\[
\begin{bmatrix}
U_0 & U_1 & U_2 & U_3 & U_4 & U_5 & U_6 & U_7 \\
S_0 & 3.73 & 4.95 & 5.06 & \times & \times & 5.04 & \times & 3.42 \\
S_1 & \times & \times & \times & 4.71 & 5.02 & 8.32 & 10.60 & 2.12 \\
S_2 & \times & \times & \times & \times & \times & 2.49 & \times \\
S_3 & 2.13 & 5.07 & 4.57 & 2.55 & 3.22 & \times & \times & \times
\end{bmatrix}.
\] (4.15)

Then, the two required conditions are checked. Explicitly, the candidate user set of subcarrier 2 contains only one user and becomes \(\mathcal{F}_2 = \{6\}\). However, for the example considered, each subcarrier is required to be allocated to \(N = 2\) users. Hence, condition (a) described in (4.13) is not satisfied, and the algorithm hence stops. Consequently, the results obtained from the second iteration are taken as the final allocation results.

For convenience, the main steps of the IWE assisted subcarrier-allocation algorithms can be described by the flow chart in Figure 4.1. In detail, during the initialization of the IWE algorithm, with the specific subcarrier-allocation algorithm is chosen, and the initial (first) iteration of subcarrier-allocation is carried out. After the initialization, the IWE scheme proceeds to the second iteration,
and sets $s = 2$. During each iteration with $s \geq 2$, the WE process is first carried out, as shown in the figure. Note that, the WE can be operated either in user direction or in subcarrier direction, which is dependent on the subcarrier-allocation algorithm employed, the number of subcarriers as well as the number of users involved. For example, when the IWE-WCF algorithm is employed, the WE is carried out in user direction. By contrast, when the IWE-WSA algorithm is used, the WE process is operated in subcarrier direction, i.e., the worst subchannel quality of each of the subcarriers is removed. As shown in Figure 4.1, following the WE block, the algorithm checks the conditions for assignment. When the two conditions as mentioned in this section are satisfied, it proceeds to the subcarrier-allocation. Otherwise, the IWE algorithm stops and takes the results obtained in the $(s-1)$th (previous) iteration as the final subcarrier-allocation. If the $s$th iteration of subcarrier-allocation is carried out, the allocation results of the $s$th (current) iteration are compared with those of the previous iteration against the performance metric. If performance is improved, the algorithm continues to the next iteration. Otherwise, the IWE algorithm stops and the allocation results from the previous iteration are taken as the final allocation results.

4.5.2 Characteristics of Iterative Worst Excluding Algorithms

The IWE algorithm employs a range of advantages in the sense of improving the error performance in comparison with the various subcarrier-allocation algorithms found in references. First, the IWE algorithm can be easily implemented in conjunction with an existing subcarrier-allocation algorithm, in order to enhance its performance, as discussed in Section 4.5.1. The core of the IWE algorithm is the WE process, which meliorates the subchannel quality matrix prior to operating subcarrier-allocation. Based on the improved subchannel quality matrix, the subcarrier-allocation followed can hence improve the error performance. Second, the subcarrier-allocation algorithm assisted by the IWE algorithm can always guarantee error performance improvement in comparison with that without using the IWE. In Section 4.5.1, we only described the operation procedure of the IWE-WCF algorithm. Similarly, we can also form the IWE aided WSA (IWE-WSA) algorithm,
Table 4.2: Average number of iterations for the IWE aided subcarrier-allocation algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>IWE-WCF</th>
<th>IWE-WCA</th>
<th>IWE-WSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>1</td>
<td>1.76</td>
<td>2.14</td>
<td>2.44</td>
</tr>
<tr>
<td>2</td>
<td>1.70</td>
<td>2.12</td>
<td>2.40</td>
</tr>
<tr>
<td>4</td>
<td>1.60</td>
<td>2.03</td>
<td>2.34</td>
</tr>
<tr>
<td>8</td>
<td>1.49</td>
<td>1.89</td>
<td>2.25</td>
</tr>
</tbody>
</table>

As the number of iterations required by the IWE algorithm is an important factor, which affects the performance and complexity of the associated subcarrier-allocation algorithms, in Table 4.2, we summarize the average number of iterations required by the various IWE aided subcarrier-allocation algorithms for some cases. For this table, we assumed for the considered downlink MC DS-CDMA system that all subcarriers of all users experience independent Rayleigh fading and the Gaussian noise of the same variance. Furthermore, we assumed that the number of users supported by the system is \( K = MN \). Each of the results in the table was obtained by averaging over the outcomes of \( 10^5 \) simulations. From the results, we can observe that the three IWE aided subcarrier-allocation algorithms always require a low average number of iterations, which is \( \bar{S} < 3 \) for all the considered cases. Moreover, from the table, a few other observations can be identified. First, given a constant \( N \) value, it can be shown that the average number of iterations normalized by the number of subcarriers \( M \), i.e., \( \frac{\bar{S}}{M} \), decreases explicitly as \( M \) increases, even though, for most cases, the average number of iterations \( \bar{S} \) slightly increases as \( M \) becomes larger. Second, for most cases, \( \bar{S} \) in general becomes smaller as the spreading factor increases for a constant \( M \). Furthermore, the IWE-WSA algorithm requires in average a slightly bigger number of iterations than the other two algorithms considered. This is mainly because the IWE-WSA algorithm carries out the WE operations in subcarrier direction, while the other two algorithms run the WE operations in user direction.

Furthermore, in Figure 4.2, we illustrate the probability mass function (PMF) of the number of iterations required by the three IWE aided subcarrier-allocation algorithms, where the results are obtained from \( 10^5 \) realizations. Associated with the studies, we assumed \( M = 16, K = 64 \).
and $N = 4$. It can be observed that the number of iterations is a variable and, for most cases, the allocation requires 2 iterations. However, the allocation process sometimes requires up to 6 iterations. Furthermore, the probability of requiring 8 iterations is nearly zero, which is still much smaller than the number of users $K = 64$. From Table 4.2 and Figure 4.2, we therefore can conclude that the IWE aided algorithms usually demand a low number of iterations, which ensures a low complexity for implementation. Note that, in practice, we may set the maximum number of iterations to three or four, which guarantees the most of the available gain, while limits the complexity.

Figure 4.2: Distribution of the number of iterations required by the IWE aided subcarrier-allocation algorithms.

4.6 Complexity Analysis of Subcarrier-allocation Algorithms

In this section, we analyze the complexity of the proposed subcarrier-allocation algorithms and that of the other considered existing algorithms. In our analysis, we assume that the same power-allocation scheme is used for all the subcarrier-allocation algorithms. Furthermore, the complexity reflects the number of comparisons required by the subcarrier-allocation algorithms.

First, the complexity of the greedy algorithm and that of the WSA algorithm can be found, for example, in [83], which are both $O(K^2)$ for the MC DS-CDMA systems with $K \geq M$. Specifically, the number of comparisons required by the WSA algorithm can be expressed as

$$C^{(WSA)} = M(K - 1) + 2M \ln M + \frac{1}{2}K(K - 1). \tag{4.16}$$
4.6. Complexity Analysis of Subcarrier-allocation Algorithms

The complexity of the WCA algorithm depends on the specific operations. First, the $K$ users are ordered from the worst to the best according to their worst subchannel qualities. This process requires $K(M - 1) + 2K\ln K$ comparisons. Then, for the subcarrier-allocation, the upper-bound happens when each subcarrier is assigned to $(N - 1)$ users during the first $(K - M)$ stages. In this case, $(K - M)(M - 1) + M(M - 1)/2$ comparisons are required. When considering the above analysis, the number of comparisons required by the WCA algorithm satisfies

$$C^{(WCA)} \leq K(M - 1) + 2K\ln K + (K - M)(M - 1)$$

$$+ \frac{1}{2}M(M - 1)$$

$$\leq (2K - M)(M - 1) + 2K\ln K.$$  \hspace{1cm} (4.17)

From (4.17), we can be implied that the WCA algorithm has a complexity of $O(KM)$.

Similarly, the complexity of the WCF algorithm has an upper-bound, which happens when each of the $M$ subcarriers is assigned to $(N - 1)$ users during the first $(K - M)$ allocation stages. In this case, $K(M - 1)$ comparisons are needed for the $K$ users to find their worst subchannel qualities during the first $(K - M + 1)$ stages. Then, $\sum_{m=2}^{M-1} (M - m) = (M - 1)(M - 2)/2$ comparisons are required for re-identifying the worst subchannel quality during the last $(M - 1)$ stages. Moreover, during each stage, the WCF algorithm finds the minimum of the subchannel qualities of the $k$ ($k = K, K - 1, \ldots, 1$) available users, which requires $K(K - 1)/2$ comparisons. Except user ordering, the allocation process of the WCF algorithm is the same as that of the WCA algorithm, which requires $(K - M)(M - 1) + M(M - 1)/2$ comparisons. Consequently, the upper-bound for the number of comparisons required by the WCF algorithm can be expressed as

$$C^{(WCF)} \leq K(M - 1) + \frac{1}{2}(M - 1)(M - 2) + \frac{1}{2}K(K - 1)$$

$$+ (K - M)(M - 1) + \frac{1}{2}M(M - 1)$$

$$\leq (2K - 1)(M - 1) + \frac{1}{2}K(K - 1).$$  \hspace{1cm} (4.18)

According to (4.18), we can readily know that the WCF algorithm has a complexity of $O(K^2)$, when $K > M$ is assumed.

From Section 4.4.1, we know that our proposed parallel Hungarian algorithm has a lower complexity than the original Hungarian algorithm. The parallel Hungarian algorithm carries out the allocation based on $N$ separate cost matrices with the size of $(M \times M)$, each of which is operated with the Hungarian algorithm. With the aid of [185], where the complexity of the Hungarian algorithm has been analyzed, we readily know that the number of comparisons required by the parallel Hungarian algorithm is

$$C^{(Par. \text{ Hungarian})} = N \times \frac{11M^3 + 12M^2 + 31M}{6}$$  \hspace{1cm} (4.19)

giving a complexity of $O(NM^3)$. 
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Let us now consider the complexity of the IWE-WSA algorithm. First, during the $s$th iteration, the WE process searches for the worst subchannel qualities of the $M$ subcarriers, which has already been identified by the WSA operations during the $(s-1)$th iteration. Therefore, there is no complexity contribution by the WE process during the $s$th iteration. Second, we can easily find that the condition checking requires $C^{(\text{checking})} = M + M(M-1)/2$ operations during the $s$th $(s \geq 2)$ iteration. Note that, at the $s$th iteration, the number of comparisons required by the WSA-assisted subcarrier-allocation is $C^{(\text{allocation})}(s) = C^{(\text{WSA})} - C^{(\text{reduce})}(s)$, where $C^{(\text{reduce})}(s) = 2M(s-1)$ denotes the number of comparisons reduced as a result that some of the worst subchannels are removed by the WE process. When considering all the above, the number of comparisons required by the IWE-WSA algorithm can be expressed as

$$C^{(IWE-WSA)} = (S - 1)C^{(\text{checking})} + \sum_{s=1}^{S} C^{(\text{allocation})}(s)$$

$$= \left( \frac{1}{2}SK + SM \right) (K - 1) + \left( \frac{1}{2}M^2 + \frac{1}{2}M - SM \right) (S - 1) + 2SM \ln M \quad (4.20)$$

when assuming that $S$ iterations are used. (4.20) shows a complexity of $O(SK^2)$ for the IWE-WSA algorithm.

In the context of the IWE-WCA and IWE-WCF algorithms, their complexity can be analyzed in the similar way as that for the IWE-WSA algorithm, in conjunction with WCA and WCF algorithms, respectively. It can be shown that the number of comparisons required by these two algorithms can be expressed as

$$C^{(IWE-WCA)} \leq \left( 2SK - \frac{1}{2}SM \right) (M - 1) + \left( \frac{1}{2}M^2 + \frac{1}{2}M - SK \right) (S - 1) + 2SK \ln K, \quad (4.21)$$

$$C^{(IWE-WCF)} \leq \frac{1}{2}SK(K - 1) + (2SK - S)(M - 1) + \left( \frac{1}{2}M^2 + \frac{1}{2}M - SK \right) (S - 1), \quad (4.22)$$

respectively. Therefore, the complexity of both the IWE-WCA and the IWE-WCF algorithms are $O(SK^2)$.

In Table 4.3, we summarize the complexity of the various subcarrier-allocation algorithms. Note that, the maximal greedy algorithm [86] requires a complexity of $O(\alpha K^2)$, where $\alpha \geq M$ is the size of the search space. In Section 4.7, we assume that the maximal greedy algorithm uses a random search space having the size $\alpha = M$. Furthermore, in Figures 4.3 and 4.4, we compare the number of operations required by the various subcarrier-allocation algorithms with respect to the number of subcarriers employed by the MC DS-CDMA systems.

Note that, in both figures, the number of operations are either the exact values or the upper-bound of the algorithms considered. The number of comparisons of the IWE algorithms were obtained from (4.20) - (4.22). From both figures, we can see that the greedy and WCA algorithms always require the least number of comparisons, while the Hungarian algorithm [185, 191] needs the highest number of comparisons. When $N = 4$ in Figure 4.3, the greedy algorithm demands
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The figure shows the number of comparisons required by various subcarrier-allocation algorithms when $N = 4$ and $N = 8$.

The lowest number of comparisons occur when $M \leq 32$. However, when $N = 8$ in Figure 4.4, the WCA algorithm always has the lowest operations. Observing from the two figures, we can know that the complexity of the proposed WCA and WCF algorithms are at the same level as that of the WSA and greedy algorithm. Moreover, for the considered examples, we find that the number of
Table 4.3: Complexity of various subcarrier-allocation algorithms in single-cell downlink MC DS-CDMA systems.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hungarian</td>
<td>$O(K^3)$ [185]</td>
</tr>
<tr>
<td>Greedy</td>
<td>$O(K^2)$</td>
</tr>
<tr>
<td>WUF Greedy</td>
<td>$O(K^2)$</td>
</tr>
<tr>
<td>Maximal Greedy</td>
<td>$O(\alpha K^2)$</td>
</tr>
<tr>
<td>WSA</td>
<td>$O(K^2)$</td>
</tr>
<tr>
<td>Par. Hungarian</td>
<td>$O(NM^3)$</td>
</tr>
<tr>
<td>WCA</td>
<td>$O(KM)$</td>
</tr>
<tr>
<td>WCF</td>
<td>$O(K^2)$</td>
</tr>
<tr>
<td>IWE-WSA</td>
<td>$O(SK^2)$</td>
</tr>
<tr>
<td>IWE-WCA</td>
<td>$O(SK^2)$</td>
</tr>
<tr>
<td>IWE-WCF</td>
<td>$O(SK^2)$</td>
</tr>
</tbody>
</table>

The comparison required by the IWE-aided subcarrier-allocation algorithms is slightly less than twice of the number of comparisons required by the original corresponding algorithms without invoking the IWE algorithm. Furthermore, from the two figures, we observe that the proposed parallel Hungarian algorithm has a significant lower complexity than the Hungarian algorithm, when various number of subcarriers and users are considered. Their complexity gap becomes larger as the length of the spreading code increases.

4.7 Performance Results

In this section, we provide a range of simulation results, in order to demonstrate and compare the achievable error rate and spectrum-efficiency performance of the downlink MC DS-CDMA systems employing various resource allocation schemes, which include two power-allocation algorithms and different subcarrier-allocation algorithms considered. For the error rate, we assume the quadrature phase-shift keying (QPSK) baseband modulation and that all the subcarriers experience independent flat Rayleigh fading or frequency selective Rayleigh fading. The number of users supported by the MC DS-CDMA is $K = MN$, with $M$ being the number of subcarriers and $N$ the length of the orthogonal DS spreading codes. In this chapter, both the channel-inverse and water-filling assisted power-allocation algorithms are considered, under the constraint that the total transmission power is $P = K$. 
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Figure 4.5: BER comparison of the single-cell downlink MC DS-CDMA systems employing channel-inverse power-allocation and various subcarrier-allocation algorithms, when subcarriers experience independent Rayleigh fading.

Figure 4.5 demonstrates the BER performance of the MC DS-CDMA system employing various subcarrier-allocation algorithms, when $K = 64$ users are supported by $M = 16$ subcarriers. Hence, each subcarrier supports 4 users. From the figure, we can obtain the following observations. First, the Hungarian algorithm gives the best BER performance, while the greedy algorithm yields the worst BER performance. Both the WUF greedy algorithm [85] and the maximal greedy algorithm [86], which assumes a random search space of size $\alpha = M$, slightly outperform the greedy algorithm. As the greedy-class algorithms aim to maximize the sum of the subchannel qualities, rather than maximizing the reliability, the greedy-class algorithms in general achieve poorer BER performance than the other reliability motivated algorithm. Second, from Figure 4.5, we observe that the proposed parallel Hungarian algorithm achieves the second best BER performance among the algorithms considered. Note that, the parallel Hungarian algorithm slightly outperforms the IWE-WCF algorithm under the considered scenarios. However it requires higher complexity than the IWE-WCF algorithm. Third, as seen in Figure 4.5, the proposed WCA, WCF, especially the IWE-WCF algorithms are capable of significantly outperforming the greedy-class algorithms as well as the WSA algorithm. Fourth, for the specific system parameters considered, the WCF algorithm has better BER performance than the WCA algorithm. This is because the WCF algorithm can avoid assignment of more number of worst subchannels than the WCA algorithm. Finally, by invoking the IWE scheme, further error performance improvement can be attained with a penalty of double complexity. The achievable BER of the IWE-WCF algorithm is close to that achieved by
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Figure 4.6: BER comparison of the single-cell downlink MC DS-CDMA systems employing the channel-inverse power-allocation and the Hungarian, the parallel Hungarian subcarrier-allocation algorithms, when subcarriers experience independent Rayleigh fading.

In Figure 4.6, we compares the BER performance of the proposed parallel Hungarian algorithm with that of the Hungarian algorithm, when considering $K = 32$ users in the downlink MC DS-CDMA system. From this figure, we observe that the BER performance becomes better as the number of subcarriers $M$ increases, which results in a higher diversity for subcarrier-allocation. As shown in Figure 4.6, when given $K = MN$ a constant, the error performance of the parallel Hungarian algorithm is closer to that of the Hungarian algorithm, as the number of subcarriers increases. Specifically, there is about 0.5 dB performance gap between these two algorithms, when $M = 16$. This observation implies that BER performance of the parallel Hungarian algorithm converges to the BER performance of the Hungarian algorithm, as the ratio of $M/N$ becomes bigger. Nevertheless, as shown in Section 4.6, the parallel Hungarian algorithm requires a higher complexity, when the ratio of $M/N$ becomes bigger.

Figure 4.7 compares the BER performance of the MC DS-CDMA systems employing the WSA, WCA and the WCF algorithms for $K = 32$ users. In general, the proposed WCA and WCF algorithms always yield better BER performance than the WSA algorithm. As discussed in Section 4.3, the WSA algorithm implements the assignment by avoiding the worst subchannel qualities in a subcarrier-oriented mode. Hence, its performance depends on the frequency-selective diversity relating to the number of subcarriers. By contrast, for the MC DS-CDMA systems employing
DS spreading, the number of users supported is usually higher than the number of subcarriers, as considered in Figure 4.7. In this case, the WCA and WCF algorithms avoid the worst subchannel qualities in a user-oriented mode and achieve much higher diversity than the WSA scheme. Furthermore, from Figure 4.7 we observe that, when given $K = MN$ a constant, the BER performance of the three algorithms improves as $M$ becomes larger. The reason behind the observation is that we assumed that all subcarriers experience independent fading regardless of the number of subcarriers. This assumption implies that more subcarriers results in higher diversity. In this case, the advantage of the WCA algorithm over the WSA algorithm becomes smaller as the ratio of $K/M$ becomes bigger. Furthermore, when $M = K = 32$ and $N = 1$, both the WCA and WSA achieve the same BER, as, in this case, the MC DS-CDMA is reduced to an OFDMA system without T-domain spreading. Consequently, the user-oriented diversity is the same as the subcarrier-oriented diversity. By contrast, as shown in Figure 4.7, the advantage of the WCF algorithm over the WCA algorithm is enhanced as $M$ increases, when given $K = MN$ a constant. Specifically, when $M = 32$ and $N = 1$, the WCF algorithm has 0.6 dB SNR gain over the WCA algorithm at the BER of $10^{-5}$. From the above, we can know that, when all subcarriers experience independent fading, the number of subcarriers has a significant impact on the performance of the considered subcarrier-allocation algorithms.

Figures 4.8, 4.9 and 4.10 show the BER gain of employing the IWE algorithm for the WCF, WCA and WSA algorithms, respectively. Under the various cases, the BER improvement can be
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Figure 4.8: BER comparison of the single-cell downlink MC DS-CDMA systems employing the channel-inverse power-allocation and the WCF, the IWE-WCF subcarrier-allocation algorithms, when subcarriers experience independent Rayleigh fading.

Figure 4.9: BER comparison of the single-cell downlink MC DS-CDMA systems employing the channel-inverse power-allocation and the WCA, the IWE-WCA subcarrier-allocation algorithms, when subcarriers experience independent Rayleigh fading.

obtained by introducing the IWE algorithm. Thus, this observation confirms the benefit of using the IWE algorithm in association with subcarrier-allocation algorithms. By comparing the three
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Figure 4.10: BER comparison of the single-cell downlink MC DS-CDMA systems employing the channel-inverse power-allocation and the WSA, the IWE-WSA subcarrier-allocation algorithms, when subcarriers experience independent Rayleigh fading.

In Figure 4.10, we observe that the IWE-WCF algorithm always has the best BER performance, while the IWE-WSA has the worst performance among the three IWE aided algorithms. This observation maintains the same for the three algorithms without using the IWE algorithm in Figure 4.7. From Figures 4.8 and 4.9, we observe that the improvement of using the IWE scheme for the WCF and the WCA algorithms gets larger as the number of subcarriers $M$ becomes bigger. By contrast, in Figure 4.10, the BER advantage of using the IWE remains the same, which is about 1 dB, as the number of subcarriers $M$ becomes bigger. As discussed in Section 4.5, the WE process of the IWE-WCA and IWE-WCF algorithms excludes the worst subcarrier for each user during an iteration, but the worst user of each subcarrier is eliminated during every iteration for the IWE-WSA algorithm. Therefore, the BER performance of the IWE-WCF and IWE-WCA algorithms is highly affected by the subcarrier diversity, whereas that of the IWE-WSA algorithm is dominated by the user diversity.

In Figure 4.10, the number of users is $K = 16$ for all cases, thus they obtain a similar BER gain when employing the IWE algorithm.

So far, we have assumed that all subcarriers of a MC DS-CDMA system experience independent fading, regardless of the number of subcarriers. When given the frequency selectivity of a wireless channel, this assumption may not be true. In this case, the fading experienced by different subcarriers in fact becomes more correlated, as the number of subcarriers increases. Therefore, in Figure 4.11, we study the BER performance of the MC DS-CDMA employing the WCF algorithm, when the number of time-domain resolvable paths is fixed to $L_p = 2$ or 4, i.e., when given the frequency selectivity of wireless channels. In general, the BER performance of the downlink MC
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Figure 4.11: BER of the single-cell downlink MC DS-CDMA systems employing the channel-inverse power-allocation and the WCF subcarrier-allocation algorithm, when subcarriers experience frequency selective Rayleigh fading with $L_p$ number of time domain resolvable paths.

DS-CDMA system becomes better when there are more number of time domain resolvable paths $L_p$, i.e., when the subcarriers experience the less correlated Rayleigh fading. Furthermore, when $L_p = 2$, we find that using $M = 4$ subcarriers is sufficient for attaining all the frequency diversity. By contrast, when $L_p = 4$, $M = 16$ subcarriers are required to achieve all the frequency diversity.

Figure 4.12 compares the various subcarrier-allocation algorithms employed by the single-cell downlink MC DS-CDMA systems, when considering the special case of $N = 1$. In this case, the MC DS-CDMA system is reduced to the OFDMA system. As we discussed in Section 4.4.2, the proposed WCA algorithm is the same as the WSA algorithm when there is no time domain spreading, i.e., when $N = 1$. Therefore we obtain the same performance result for the WCA and WSA algorithms in the figure. Further that, it can be known that the proposed parallel Hungarian algorithm becomes the Hungarian algorithm, when $N = 1$. From Figure 4.12, we can observe that the BER performance of the systems employing any of the subcarrier-allocation algorithms becomes better, as the number of users increases. Additionally, the proposed WCF and IWE-WCF algorithms have significant BER performance gain over the WSA algorithm, when frequency selective Rayleigh fading channel is assumed.

By comparing Figure 4.12 with Figures 4.8 and 4.10, we can explicitly see the BER performance improvement, when the MC DS-CDMA systems experience independent Rayleigh fading, which once again prove that higher frequency diversity results in a better BER performance of the
subcarrier-allocation algorithms. Additionally, when we compare the algorithms proposed in this chapter with the BSS algorithm proposed in Chapter 3, as shown in Figure 4.12 and Figure 3.12, we can observe that, under the single-cell downlink OFDMA systems, the BSS algorithm outperforms the WCF algorithm, and also slightly outperforms the IWE-WCF algorithm with about 0.1 dB performance gain. However, as the complexity analysis in Sections 4.6 and 3.8 shows, the BSS algorithm has a higher complexity than the IWE-WCF algorithm.

4.7.2 Spectrum-Efficiency Performance

In this section, we investigate the spectrum-efficiency of the single-cell downlink MC DS-CDMA systems employing the various subcarrier- and power-allocation algorithms. As we mentioned in Chapter 3, the spectrum-efficiency considered here is the average throughput expressed in terms of bits per second per Hertz of the downlink MC DS-CDMA systems. In this section, the spectrum-efficiency of using both the channel-inverse and water-filling assisted power-allocation schemes are considered, to show that our proposed subcarrier-allocation schemes do not make a trade-off between throughput and reliability. Note that, for all the simulations in this section, we assume that the downlink MC DS-CDMA experiences independent Rayleigh fading.

Figure 4.13 shows the spectrum-efficiency of the downlink MC DS-CDMA systems employing various subcarrier-allocation algorithms. From the figure and referring to the results shown in
Section 4.7.1, we can know that our proposed subcarrier-allocation algorithms motivating to maximize BER performance do not make a trade-off with the spectrum-efficiency, which determines the practically attainable throughput of the downlink MC DS-CDMA systems. As shown in Figure 4.13, the Hungarian algorithm achieves the highest spectrum-efficiency, followed by those of the proposed subcarrier-allocation algorithms, in the decreasing order the IWE-WCF, WCF, parallel Hungarian and the WCA algorithms. Explicitly, the spectrum-efficiency of the the proposed algorithms is higher than that of the greedy and that of the WSA algorithms. As shown in the figure, there is about $2\, \text{dB}$ performance gain of the WCA algorithm over the greedy algorithm.

Figure 4.14 evaluates the spectrum-efficiency of the MC DS-CDMA systems employing various subcarrier-allocation algorithms, when assuming $K = 64$ users supported by the MC DS-CDMA systems having $M = 16$ subcarriers. By comparing Figure 4.14 with Figure 4.13, which have the parameters of $K = 32$ and $M = 8$, we can see that the relative relationship among the subcarrier-allocation algorithms is the same in both figures. Moreover, as the number of users or subcarriers for Figure 4.14 is more than that for Figure 4.13, we observe that, at a given SNR, the spectrum-efficiency in Figure 4.14 is slightly higher than the corresponding one shown in Figure 4.13.

In literature, water-filling power-allocation is used, when the optimization objective is to maximize the spectrum-efficiency. Therefore, in Figure 4.15, the spectrum-efficiency performance of the downlink MC DS-CDMA system employing the water-filling power-allocation is demonstrated,
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Figure 4.14: Spectrum-efficiency of single-cell downlink MC DS-CDMA systems employing the channel-inverse power-allocation and various subcarrier-allocation algorithms, when subcarriers experience independent Rayleigh fading.

Figure 4.15: Spectrum-efficiency of single-cell downlink MC DS-CDMA systems employing the water-filling power-allocation and various subcarrier-allocation algorithms, when subcarriers experience independent Rayleigh fading.

when various subcarrier-allocation algorithms are considered. As shown in Figure 4.15, all the algorithms achieve nearly the same spectrum-efficiency, implying that all these subcarrier-allocation
4.7.2. Spectrum-Efficiency Performance

MC DS-CDMA, K=64, M=16, N=4, 1/2σ^2=10 dB, Water-filling Power-allocation

Figure 4.16: PDF of spectrum-efficiency of single-cell downlink MC DS-CDMA systems employing the water-filling power-allocation and various subcarrier-allocation algorithms, when subcarriers experience independent Rayleigh fading.

algorithms are near optimum from the point of view of spectrum-efficiency maximization. The reason behind the observation is that employing the water-filling power-allocation minimizes the difference of the spectrum-efficiency of different subcarrier-allocation algorithms. As discussed in Section 3.4.2, the water-filling scheme aims to maximize the system throughput by allocating more power to the subcarriers with better subchannel qualities. Therefore, when the water-filling algorithm is employed, the subcarriers allocated with the best subchannel qualities dominate the spectrum-efficiency performance of the MC DS-CDMA systems. However, the BER performance of these algorithms has big difference, as shown in Section 4.7.1, and our proposed subcarrier-allocation algorithms in general outperform the other sub-optimum subcarrier-allocation algorithms. Therefore, although our algorithms are motivated to maximize the reliability, they do not impose any trade-off on the spectrum-efficiency, and, in fact, achieve slightly higher spectrum-efficiency than the existing sub-optimum algorithms. When comparing Figure 4.15 with Figure 4.14, we can see that the water-filling algorithm achieves a slightly higher spectrum-efficiency than the channel-inverse algorithm.

In addition to the higher spectrum-efficiency, our proposed algorithms are also capable of providing higher fairness data rates. These can be reflected by the PDFs of spectrum-efficiency shown in Figure 4.16. As shown in the figure, the spectrum-efficiency obtained by the Greedy and WSA algorithms distributes over a relatively large range, meaning that there are some users often obtaining very high throughput, while some other users have obtaining very low throughput, and, therefore, relatively poor fairness. By contrast, for the proposed algorithms, from the WCA, to
4.8 Conclusions

In this chapter, we have investigated the resource allocation in the single-cell downlink MC DS-CDMA systems. Various subcarrier- and power-allocation algorithms have been considered. Our resource allocation in downlink MC DS-CDMA system motivates to maximize the systems’ reliability, by maximizing the SNR of the systems. According to the references, subcarrier- and power-allocation can be carried out separately without losing much performance. Therefore, in our MC DS-CDMA systems, subcarriers are first allocated and, then, power-allocation is implemented. In this chapter, we have reviewed three existing subcarrier-allocation algorithms, including the greedy, WSA and the Hungarian algorithms, and illustrated how to apply them to the downlink MC DS-CDMA systems. Furthermore, we have analyzed the drawbacks of the above-mentioned algorithms. Specifically, although it is low-complexity, the greedy algorithm has a shortcoming of assigning poor subcarriers to the users obtaining subcarrier later. The WSA algorithm can significantly improve the error performance of the greedy algorithm, but it does not exploit the maximum possible diversity provided by the systems. Although the Hungarian algorithm is able to achieve the optimum error rate performance, it requires extremely high complexity, especially, when the number of users is high, which limits its practical application.

Against the existing subcarrier-allocation algorithms, in this chapter, we have proposed a range of fair subcarrier-allocation algorithms and investigated their performance in the context of the MC DS-CDMA systems, where the number of users supported is assumed to be higher than the number of subcarriers. Specifically, in order to mitigate the high complexity of the conventional Hungarian algorithm, we have proposed the parallel Hungarian algorithm, which, instead of operating on a \((MN \times MN)\) matrix, but processes \(N\) number of \((M \times M)\) cost matrices. By doing this, the complexity can be reduced from \(O(M^3N^3)\) of the Hungarian algorithm to \(O(NM^3)\) of the parallel Hungarian algorithm. By analyzing the characteristics of the WSA algorithm, we find that it is mainly beneficial to the multicarrier systems with subcarriers more than users. Therefore, we have generalized the WSA algorithm to the WCA algorithm, which is suitable for operation in any multicarrier systems. Our studies show that the proposed WCA algorithm is capable of achieving better BER and spectrum-efficiency performance than the WSA algorithm. Then, we have proposed the WCF algorithm, which is capable of further improving the BER and spectrum-efficiency performance of the MC DS-CDMA systems. Our studies show that the WCF algorithm can be
operated in a more efficient and reliable way, while maintains all the advantages of the WCA algorithm. Furthermore, in this chapter, an IWE algorithm has been proposed for further improving the performance of the WSA, WCA and the WCF algorithms, resulting in the so-called IWE-WSA, IWE-WCA and the IWE-WCF algorithms, respectively. The IWE assisted algorithms are the iterative algorithms, which can usually be accomplished within a very low number of iterations, as our studies show. Additionally, the complexity of the proposed subcarrier-allocation algorithms has been analyzed and compared with that of the low-complexity greedy algorithm. We can argue that all our proposed subcarrier-allocation algorithms have the merit of low-complexity.

We have demonstrated the BER and spectrum-efficiency performance of our proposed algorithms, and compared them with a range of existing subcarrier-allocation algorithms. Our studies show that the proposed subcarrier-allocation algorithms are capable of attaining better BER performance than the greedy-class algorithms and the WSA algorithm. When considering the MC DS-CDMA systems with a high ratio of $M/N$, the proposed parallel Hungarian algorithm can achieve better BER performance than the other proposed algorithms, and its BER performance is close to that of the optimum Hungarian algorithm. The WCF algorithm outperforms the proposed WCA algorithm for all the cases considered. Furthermore, an IWE-assisted algorithm always improves the reliability of the original subcarrier-allocation algorithm. The IWE-WCA algorithm outperforms the IWE-WSA algorithm, both of which are outperformed by the IWE-WCF algorithm. Additionally, our results demonstrate that the reliability attained by the IWE-WCF algorithm is close to that achieved by the high-complexity optimum Hungarian algorithm. Besides the error performance, we have investigated the spectrum-efficiency of the MC DS-CDMA systems employing various subcarrier-allocation algorithms. We have considered both the channel-inverse power-allocation, which is beneficial to maximization of reliability, and the water-filling power-allocation algorithm, which achieves maximum sum rate. Our studies show that our proposed subcarrier-allocation algorithms motivating to maximize reliability do not make a trade-off with the attainable spectrum-efficiency of the downlink MC DS-CDMA systems. Instead, our proposed subcarrier-allocation algorithms are capable of achieving higher (or slightly higher) spectrum-efficiency than the existing sub-optimum subcarrier-allocation algorithms considered in this chapter. Owing to its motivation of maximizing spectrum-efficiency, the water-filling algorithm can attain higher spectrum-efficiency than the channel-inverse algorithm. Furthermore, according to the PDFs of spectrum-efficiency, we have shown that the proposed subcarrier-allocation algorithms can provide better fairness data rates to users than the other existing sub-optimum algorithms.

Note that, the observations derived from our studies in this chapter are in general suitable for the MC DS-CDMA systems, where different users may be allocated with different numbers of subcarriers or/and spreading codes. This is because the relative advantages and disadvantages of the different subcarrier-allocation algorithms are mainly determined by the diversity gain available to the systems, i.e., by the values of $K$ and $M$, but not by the numbers of data streams of the users.
Resource Allocation in Multicell Downlink OFDMA Systems

5.1 Introduction

Orthogonal frequency division multiple access (OFDMA) has emerged as one of the key techniques for high-speed broadband wireless communication systems. OFDMA employs a range of advantages, including the facility for high achievable data rate, the capability of efficiently combating inter-symbol interference, low-complexity FFT based modulation/demodulation implementation, etc. However, in multicell OFDMA systems, the scarce spectrums (or frequencies) are inevitable reused, and, furthermore, it is expected to be fully reused in the fourth generation (4G) wireless systems and beyond. Hence, in multicell OFDMA systems, users experience the intercell interference (InterCI), which may significantly reduce the system performance, if it is not cleverly managed. To mitigate the strong InterCI problem, one of the approaches is to exploit dynamic resource allocation, which efficiently allocates subcarrier, power and other resources available according to the communication environment, so as to minimize the InterCI and to maximize the energy-efficiency and spectrum-efficiency of the multicell systems [199]. However, in multicell OFDMA systems, the resource allocation faces a lot of challenges, including the possible of huge signalling overhead, limited backhaul resources, high-complexity from optimization problem itself and backhaul operations, the issues caused by the expansive servicing area, diverse services, large number of users, etc.

In literature, resource allocation approaches in multicell systems can be categorized into two classes, the centralized and distributed resource allocation, based on where the resource allocation algorithms are carried out. Specifically, in the centralized resource allocation, a central control unit is used to collect all the information required, including, such as, the CSI of the wireless channels of all users in all cells, the information about the radio resources, etc. The central unit is also
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Responsible for managing and allocating the resources jointly to all the users in all cells. Apparently, such a centralized resource allocation scheme can exploit an enormous number of degrees of freedom, which are provided by the number of cells, the number of users, the number of subcarriers, the number of scheduling slots, the number of codes, the power levels, etc., that can be exploited to optimize the network performance [116]. In literature, there are a range of researches, including [118–121, 123], having proposed and studied the centralized resource allocation in multicell OFDMA systems. Specifically, in [121], the authors have proposed a concept called load matrix, based on which the InterCI and intracell interference (IntraCI) experienced by users are jointly managed in wireless cellular networks. Considering a two-cell OFDMA system, the authors of [119, 120] have investigated the centralized resource allocation, where the resources include power and subcarriers. Furthermore, in [120], the NP-hard joint resource allocation problem has been approximated by a novel weighted sum throughput maximization (WSTM) problem, which is solved by using a centralized convex power-allocation algorithm and a non-convex subcarrier-allocation algorithm. A two-stage resource allocation scheme has been proposed in [118], in which joint subcarrier-allocation and scheduling is carried out in the first stage, followed by the interference-aware power-allocation in the second stage.

Centralized resource allocation may demand a huge amount of feedback for the channel information, which requires possibly huge signalling overhead and energy. For this sake, distributed resource allocation has attracted intensive attention in recent years. In distributed resource allocation, every BS independently allocates its resources, usually based only on the intracell channel information and the interference measured locally. In comparison with the centralized approaches, distributed resource allocation has the main advantages of fast response to dynamic resource environments and fast time-varying fading channels, as well as low complexity for implementation, which make them highly attractive in practice. Distributed resource allocation in multicell OFDMA systems has been widely studied, e.g., in [135–140]. The distributed resource allocation scheme proposed in [135] has involved jointly subcarrier, bit and power-allocation for multicell OFDMA systems, which has linear complexity via the operations in a round-robin manner. In [136], the authors have studied the distributed subcarrier- and power-allocation for the multicell OFDMA networks with cognitive radio functionality. By contrast, in [137], a distributed power-allocation scheme has been proposed for the multicell multiple input single output (MISO) based OFDMA networks, where the CSI of all users is shared among the BSs. The resource allocation in DF relay-assisted multicell OFDMA systems has been considered in [138], where a semi-distributed iterative allocation algorithm is operated under the interference temperature constraints. More recently, interference aware resource allocation has drawn more and more research attentions, as shown, e.g., in [139, 140].

It can be understood that, in order to combat the InterCI in multicell OFDMA systems, one can employ a sophisticated InterCI mitigation technique at the receiver side, by using, such as, maximum likelihood (ML) detection, successive interference cancellation (SIC), multiple-antenna...
based interference nulling, etc. On the other hand, BS cooperation can be another high-efficiency InterCI mitigation approach, which shifts the processing overhead to the BSs, rather than causing too much computational complexity at mobile terminals. For example, X.D. Wang et al. [200, 201] have studied the scheduling and power-allocation in the multicell downlink OFDMA systems and other networks, which treat the InterCI problem via BS coordination. However, in [138, 200, 201], the BS cooperation cannot fully exploit the potential of cooperation, since in these schemes only CSI is shared but there is no data exchange among the BSs. By contrast, the researches in [123, 202–204] have devoted to the resource allocation in multicell OFDMA systems with full BS cooperation by assuming that both CSI and data are shared among the BSs. In this case, certainly, there is a high demand on the backhaul system. Under certain constraints of backhaul capacity, a novel heuristic BS assignment algorithm has been proposed in [203] and a user scheduling algorithm has been developed in [204], respectively. Furthermore, the trade-off among energy-efficiency, backhaul capacity, and network capacity has been addressed in [123], and based on finding a good trade-off, an efficient iterative resource allocation algorithm has been proposed by allowing the BSs to jointly carry out the zero-forcing beam-forming assisted transmission. Furthermore, in [132, 205], the authors have addressed the energy-efficiency issue of the BS cooperation based resource allocation in multicell OFDMA systems.

Against the background, in this chapter, we design and compare two novel InterCI mitigation algorithms for the multicell downlink OFDMA systems on the basis of the subcarrier-allocation algorithms proposed in the previous chapters. Specifically, we first extend the on-off power (OOP) InterCI mitigation algorithm [116] to our multicell downlink OFDMA systems, which mitigates the InterCI by turning off the subchannels suffering from strong InterCI. Inspired by the OOP algorithm, our first proposed InterCI mitigation algorithm is the distributed decision making assisted cooperation (DDMC) algorithm, which is designed for maximizing the pay-off of cooperation while simultaneously minimizing the cost caused. In our DDMC algorithm, all the BSs first independently allocate subcarriers to their users and, then, each of the BSs independently makes its InterCI mitigation decisions, which are exchanged among the BSs to set up cooperation. In this chapter, we assume that, if there is a cooperation available, the DDMC algorithm sets up a space time block coding (STBC) aided cooperative transmission to a user with poor signal-to-interference ratio (SIR). Hence, if there is a cooperation for a user, the cooperating BSs are assumed to share the data of the user. However, if the cooperation for a user with poor SIR cannot be established, the transmission to the user is switched off. The second InterCI mitigation algorithm proposed is namely the centralized decision making assisted cooperation (CDMC) algorithm, which motivates to make the best InterCI mitigation decisions, based on limited InterCI information shared among the BSs, in order to maximize the sum rate of the users sharing a subcarrier, and to maximize the frequency reuse factor of the subcarriers. In the context of the CDMC algorithm, decisions are efficiently made by the BSs for the users sharing a subcarrier according to the three cases identified based on the InterCI matrix formed. Our studies and performance results in this chapter show that
both the proposed DDMC and CDMC algorithms can outperform the OOP algorithm in terms of the achievable spectrum-efficiency. The CDMC algorithm provides the highest frequency reuse factor. Furthermore, in this chapter, we also analyze the overhead required by the various InterCI mitigation algorithms proposed and considered.

The rest of this chapter is organized as follows. Section 5.2 introduces the system model and makes the main assumptions. Section 5.3 analyses the general principles of the distributed subcarrier-allocation in the multicell downlink OFDMA systems. Section 5.4 extends the famous InterCI mitigation algorithm of OOP to our multicell downlink OFDMA systems. Sections 5.5 and 5.6 introduce the proposed DDMC and CDMC algorithms, respectively, and analyze their characteristics. Section 5.7 demonstrates and discusses the simulation results concerning the spectrum-efficiency, frequency reuse factor and the overhead. At last, conclusions are made in Section 5.8.

5.2 System Model

We consider the resource allocation in a multicell downlink OFDMA system, as depicted in Figure 5.1. In order to describe the main features of multicell systems but for the sake of simplicity, we assume that the system consists of three cells, each of which has one base station (BS) supporting $K$ mobile users. We assume that each of the communication terminals, including both BSs and
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mobile users, employs one antenna for signal receiving and transmission. Furthermore, we assume that the OFDMA signalling is used for the downlink transmissions from BSs to mobile users [1]. In total, there are $M$ number of subcarriers in the downlink of the considered three-cell OFDMA system. In order to make our description clear, we first define the following sets:

$\mathcal{K}^{(u)}$ Set of user indexes in cell $u$, defined as $\mathcal{K}^{(u)} = \{uK + 0, uK + 1, \ldots, uK + K - 1\}, u = 0, 1, 2$;

$\mathcal{K}$ Set of user indexes in all cells, defined as $\mathcal{K} = \bigcup_{u \in \{0,1,2\}} \mathcal{K}^{(u)} = \{0, 1, \ldots, 3K - 1\}$;

$\mathcal{K}^{(u)}$ Set of indexes of the users with SIR below the pre-defined SIR threshold in cell $u$;

$\mathcal{K}^{(u)}$ Set of indexes of the cell-edge users in cell $u$, including the users in $\mathcal{K}^{(u)}$, and the users in $\mathcal{K}^{(u)} - \mathcal{K}^{(u)}$, which share the same subcarriers as the users in $\mathcal{K}^{(u')}$ and $\mathcal{K}^{(u'')}$. ($u \neq u' \neq u''$);

$\mathcal{K}$ Set of indexes of the cell-edge users in the system, i.e., $\mathcal{K} = \mathcal{K}^{(0)} \cup \mathcal{K}^{(1)} \cup \mathcal{K}^{(2)}$;

$\mathcal{M}$ Set of subcarrier indexes, defined as $\mathcal{M} = \{0, 1, \ldots, M - 1\}$;

$\mathcal{F}_m^{(u)}$ Set of indexes for the users assigned to subcarrier $m$ in cell $u$.

In this chapter, for simplicity, we assume that each user in a cell is assigned a single subcarrier, i.e., $K = M$. Note that, the IntraCI to each user can be avoided by assigning different subcarriers to the users in a cell, but each user still suffers from the InterCI imposed by the other two users in the adjacent cells assigned the same subcarrier. Therefore, our subcarrier-allocation satisfies that

$$\bigcup_{m \in \mathcal{M}} \mathcal{F}_m^{(u)} = \mathcal{K}^{(u)}, \forall u \in \{0, 1, 2\}, \quad (5.1)$$

$$\mathcal{F}_m^{(u)} \cap \mathcal{F}_{m'}^{(u')} = \emptyset, \quad m \neq m', \forall m, m' \in \mathcal{M}, \forall u \in \{0, 1, 2\}, \quad (5.2)$$

$$|\mathcal{F}_m^{(u)}| = 1, \forall m \in \mathcal{M}, \forall u \in \{0, 1, 2\}. \quad (5.3)$$

As shown in Figure 5.1, we assume that each BS locates at the center of a hexagonal cell, and $K$ users uniformly distribute in the cell. We assume that, in each cell, ideal power control is applied to maintain the same received power by its $K$ intracell users, which is normalized to one. We assume that each BS transmits signals only to its intracell users, and InterCI exists only between adjacent cells owing to the propagation pathloss. Let the InterCI be characterized by a factor $\alpha$, which, when taking into account of the combined effects of propagation pathloss, shadowing and transmit power, can be expressed as [206]

$$\alpha = \sqrt{\left(\frac{d_0}{d_1}\right)^\mu 10^{-\frac{\zeta_0 - \zeta_1}{10}}}, \quad (5.4)$$
where \( d_0 \) and \( d_1 \) represent the distances from a BS to the considered intracell and intercell users, respectively. In (5.4), \( \mu \) is the pathloss exponent, and \( \zeta_0, \zeta_1 \) (in dB) are zero-mean Gaussian distributed random variables with standard deviation \( Y \) (in dB), which account for the shadowing effect. Owing to \( \zeta_0 \) and \( \zeta_1 \) having the correlation depending on the propagation attenuation from a BS to the two users, \( (\zeta_0 - \zeta_1) \) has been illustrated to obey the log-normal distribution with zero mean and standard deviation of \( Y \) (in dB) [206]. In addition to the propagation pathloss and shadowing effects, signals transmitted from BSs to users also experience the fast fading, which, is assumed to be the independent Rayleigh flat fading in terms of different users.

Let us assume that the data symbol to be transmitted by BS \( u \) to an intracell user \( k (k \in \mathcal{K}(u)) \) is expressed as \( x_k \), which is assumed to satisfy \( E[|x_k|] = 0 \) and \( E[|x_k|^2] = 1 \). Furthermore, let us assume that subcarrier \( m \) is assigned to user \( k \). Then, considering that the \( M \) subcarriers are orthogonal, the signal received by user \( k \) of cell \( u \) can be written as

\[
y_k = h_{k,m}^{(u)} w_k^{(u)} x_k + \underbrace{\sum_{u' \in \{0,1,2\}, u' \neq u} h_{k,m}^{(u')} \alpha_{k',k}^{(u')} w_{k'}^{(u')} x_{k'} + n_k}_{\text{InterCI}} \quad (5.5)
\]

\( k \in \mathcal{K}(u), \ k' \in \mathcal{K}(u'), \ u \in \{0,1,2\} \)

when users \( k \) and \( k' \) are all assigned subcarrier \( m \), satisfying

\[
\mathcal{F}_m^{(u)} = \{k\}, \ \mathcal{F}_m^{(u')} = \{k'\}, \ m \in \mathcal{M}. \quad (5.6)
\]

In (5.5), \( y_k \) is the received signal of user \( k \), and \( n_k \) is the noise variable at user \( k \). The noise variables of all users in the system are assumed to obey the complex Gaussian distribution with zero mean and a variance of \( 2\sigma^2 \), where \( 2\sigma^2 = 1/\bar{\gamma}_s \) and \( \bar{\gamma}_s \) denotes the average SNR per symbol. Note that, in (5.5), \( h_{k,m}^{(u)} \) is the channel gain of fast fading from BS \( u \) to its intracell user \( k \) assigned with subcarrier \( m \). Furthermore, in (5.5), \( h_{k,m}^{(u')} \alpha_{k',k}^{(u')} \) is the channel gain of the InterCI of user \( k \) imposed by BS \( u' \). While \( h_{k,m}^{(u')} \) is the channel gain of fast fading from BS \( u' \) to user \( k \) on subcarrier \( m \), and the factor \( \alpha_{k',k}^{(u')} \) characterizes the slow fading from BS \( u' \) to user \( k \), by assuming that user \( k' \) is assigned the same subcarrier as user \( k \). The slow fading factor \( \alpha_{k',k}^{(u')} \) is defined by (5.4), which incorporates the effects of pathloss, shadowing and transmit power. In this chapter, we assume that the uplinks and downlinks are operated in the TDD mode. In this way, each BS has the CSI of the fast fading channels of all subcarriers between the BS and all the \( K \) intracell users, i.e., \( \{h_{k,m}^{(u)}|k \in \mathcal{K}(u), m \in \mathcal{M}\} \). Therefore, each BS is capable of preprocessing the signals to be transmitted to its intracell users by setting

\[
w_k^{(u)} = \frac{(h_{k,m})^*}{\sqrt{|h_{k,m}^{(u)}|^2}} \quad (5.7)
\]

where \((\cdot)^*\) denotes the conjugate operation. However, we assume that a BS does not have the CSI of the InterCI channels (including both the fast and slow fading) between a BS and the \( 2K \) users in the other two cells. In this case, if a BS simply carries out the subcarrier-allocation for its \( K \) users
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In this section, we discuss the general theory for design of the subcarrier-allocation algorithms for the multicell downlink OFDMA system, as discussed in Section 5.2. In cellular communication systems, reliability and spectrum-efficiency are the two most important metrics for performance measurement. As mentioned before, in our three-cell OFDMA system, we employ \( M \) subcarriers to support \( 3K \) users distributed in three cells. Hence, when the objective is to maximize the system’s reliability, the subcarrier-allocation optimization problem can be described as

\[
\bigcup \left\{ F^u_m | u \in \{0, 1, 2\} \right\}^* = \arg \min_{\bigcup \left\{ F^u_m | u \in \{0, 1, 2\} \right\}} \left\{ \frac{1}{3K} \sum_{k \in \mathcal{K}} \bar{P}_e^{(k)}(\gamma_k) \right\},
\]

subject to (5.1), (5.2), (5.3).

where ‘s.t.’ stands for ‘subject to’. In (5.9), \( \bigcup \{ F^u_m | u \in \{0, 1, 2\} \} \) stands for testing all the possible allocations for all users, while \( \bigcup \left\{ F^u_m | u \in \{0, 1, 2\} \right\}^* \) contains the final allocation results for all the users. Note that, in this chapter, no power-allocation is considered owing to using power control. As mentioned in Chapter 3, it is often very hard to solve the optimization problem of (5.9), due to the nonlinear relationship between \( \bar{P}_e^{(k)}(\gamma_k) \) and \( \gamma_k \). However, the average BER \( \bar{P}_e \) is usually dominated by the user with the lowest SINR [84]. As done in [75,83,188], the subcarrier-allocation algorithm can be designed to maximize the minimum SINR of the users. Correspondingly, the optimization problem can be described as

\[
\bigcup \left\{ F^u_m | u \in \{0, 1, 2\} \right\}^* = \arg \max_{\bigcup \left\{ F^u_m | u \in \{0, 1, 2\} \right\}} \left\{ \min_{u \in \{0, 1, 2\}, k \in \mathcal{K}^u} \{ \gamma_k \} \right\},
\]

subject to (5.1), (5.2), (5.3).

Assume that users in different cells generate interference independently. Then, from (5.5), the signal-to-interference-plus-noise ratio (SINR) for user \( k \) is

\[
\gamma_k = \frac{|h_{k,m}^{(u)}|^2}{\sum_{u' \in \{0,1,2\}, u' \neq u} |h_{k,m}^{(u')} a_{k',k}^{(u')} w_{k'}^{(u')}|^2 + 2\sigma^2}
\]

where \( I_k = \sum_{u' \in \{0, 1, 2\}, u' \neq u} |h_{k,m}^{(u')} a_{k',k}^{(u')} w_{k'}^{(u')}|^2 \) is the power of InterCI on user \( k \). From (5.8), explicitly, when user \( k \) is allocated a subcarrier with a higher channel quality of \( |h_{k,m}^{(u)}|^2 \), while its InterCI users are allocated the subcarriers generating a lower value of \( |h_{k,m}^{(u')} a_{k',k}^{(u')} w_{k'}^{(u')}|^2 \), user \( k \) can obtain a relatively high SINR and, hence, a lower error rate, if a given baseband modulation scheme is considered, or a higher data rate, if variable rate transmission is possible.
As in the previous chapters, in this chapter we motivate to design the subcarrier-allocation algorithms that do not make a trade-off between reliability and spectrum-efficiency of the system. Therefore, while guaranteeing that the minimum SINR of users (which is in fact equivalent to the minimum signal-to-interference ratio (SIR) of users, as shown later) is higher than a threshold, our objective of subcarrier-allocation is to maximize the spectrum-efficiency of users, with the optimization problem described as

\[
\bigcup \left\{ \mathcal{F}_m^{(u)} | u \in \{0,1,2\} \right\}^* = \arg \max_{\bigcup \left\{ \mathcal{F}_m^{(u)} | u \in \{0,1,2\} \right\}} \left\{ \sum_{k \in \mathcal{K}} \log_2(1 + \gamma_k) \right\},
\]

s.t. (5.1), (5.2), (5.3) and

\[
\eta_k > \eta_t, \forall k \in \mathcal{K}
\]

where \( \gamma_k \) is the SINR of user \( k \), which is given by (5.8), and \( \eta_k, \eta_t \) are the SIR of user \( k \) and the SIR threshold. Alternatively, the SINR of (5.8) can be written as

\[
\gamma_k = \frac{1}{\eta_k^{-1} + A_k^{-1}}, \quad k \in \mathcal{K}^{(u)}
\]

where \( A_k \) is the signal to noise ratio (SNR) of user \( k \), which are expressed as

\[
\eta_k = \frac{|h_{k,m}^{(u)}|^2}{I_k}, \quad A_k = \frac{|h_{k,m}^{(u)}|^2}{2\sigma^2}, \quad k \in \mathcal{K}^{(u)}.
\]

It can be shown that (5.10) and (5.11) are non-convex problems, which are extremely difficult to solve for the optimum solutions. In order to find the promising sub-optimum solutions simultaneously approximating (5.10) and (5.11), in this chapter, we propose two novel subcarrier-allocation algorithms, which first carry out subcarrier-allocation independently at each of the BSs. Then, minimum cooperation among the three BSs is operated, in order to mitigate the InterCI. The procedure is summarized in Figure 5.2, each BS first independently allocates the subcarriers to its \( K \) users. Then, InterCI is mitigated with the aid of some information exchange among the BSs, as will become explicit in our forthcoming discourses.

In this chapter, we assume that, for subcarrier-allocation, a BS only knows the CSI of its intracell channels, i.e., BS \( u \) \( (u \in \{0,1,2\}) \) carries out the subcarrier-allocation only based on the CSI of the \( KM \) intracell subchannels, which are \( \{h_{k,m}^{(u)} | k \in \mathcal{K}^{(u)}, m \in \mathcal{M} \} \). Furthermore, we assume that all the \( K \) users in the same cell suffer from the Gaussian noise signals with the same variance of \( 2\sigma^2 \). In this case, BS \( u \) has the knowledge of the SNRs of its \( K \) users with respect to the \( M \) subcarriers, i.e., BS \( u \) knows \( \{A_k | k \in \mathcal{K}^{(u)}, \cup \{\mathcal{F}_m^{(u)} \} \} \), which are referred to as the subchannel qualities of the \( K \) users. Therefore, when BS \( u \) carries out the subcarrier-allocation motivating to maximize the subchannel qualities of all its \( K \) users, the optimization problem can be described as

\[
\bigcup \left\{ \mathcal{F}_m^{(u)} \right\}^* = \arg \max_{\bigcup \left\{ \mathcal{F}_m^{(u)} \right\}} \left\{ A_k, \quad k \in \mathcal{K}^{(u)} \right\}, \quad \forall u \in \{0,1,2\},
\]

s.t. (5.1), (5.2), (5.3).
Figure 5.2: Flow chart illustrating the proposed distributed subcarrier-allocation and InterCI mitigation in the multicell downlink OFDMA systems.

Based on the knowledge of the intracell subchannel qualities, the subcarrier-allocation may achieve the best performance when without InterCI. However, according to (5.8) and (5.13), the SINR of a user may be very low, if it suffers from strong InterCI, even though the SNR of the user is high. For this sake, after the subcarrier-allocation, an InterCI mitigation algorithm is operated, trying to solve the optimization problem

\[
D^* = \arg \max_{D} \left\{ \sum_{k \in K_m} \log_2 (1 + \gamma_k), \forall m \in \mathcal{M} \mid \cup \mathcal{F}_m^u \right\},
\]

s.t. (5.2), and

\[
\gamma_k = 0, \text{ if } \eta_k < \eta_t, \forall k \in \mathcal{K}
\]

where \(K_m\) contains the indexes of the users in the three cells sharing subcarrier \(m\). \(\eta_t\) is the SIR threshold required for all users to achieve certain quality of service (QoS), which can be set a value according to given communication scenarios. As described in (5.17), the SIR of a user activated is higher than the SIR threshold \(\eta_t\). In (5.16), \(D\) is a length-3\(M\) vector, which is referred to as the InterCI mitigation decision (IMD) vector. The IMD vector is in the form of

\[
D = \begin{bmatrix} D_0^T & D_1^T & D_2^T \end{bmatrix}^T
\]

where \(D_u = [D_{u,0}, D_{u,1}, \ldots, D_{u,M-1}]^T\) is the IMD vector of BS \(u\) \((u \in \{0, 1, 2\})\), which provides the transmission states on \(M\) subcarriers by BS \(u\). Specifically, the \(m\)th element of \(D_u\), i.e., \(D_{u,m}\), has three states defined as

\[
D_{u,m} = \begin{cases} 
  k & \text{if BS } u \text{ transmits } x_k \text{ of its intracell user } k \text{ on subcarrier } m, \\
  -1 & \text{if BS } u \text{ turns off transmission on subcarrier } m, \\
  k' & \text{if BS } u \text{ helps to transmit } x_{k'} \text{ of user } k' \text{ in cell } u' \neq u \text{ on subcarrier } m.
\end{cases}
\]
Note that, when $D_{u,m} = -1$, BS $u$ switches off the transmission on subcarrier $m$. In this case, when assuming that subcarrier $m$ is allocated to user $k'$ in cell $u'$, and to user $k''$ in cell $u''$, then, the SINRs of these two users become

$$
\gamma_{k'} = \frac{|h_{k',m}^{(u')}|^2}{|h_{k',m}^{(u')}a_{k',k'}^{(u')}|^2 + 2\sigma^2}, \quad \gamma_{k''} = \frac{|h_{k'',m}^{(u'')}|^2}{|h_{k'',m}^{(u'')}a_{k'',k''}^{(u'')}|^2 + 2\sigma^2}
$$

(5.20)

which show that both users $k'$ and $k''$ experience only one InterCI. Furthermore, it can be easily understood that the SINRs of users $k'$ and $k''$ can be significantly improved, if user $k$ imposes strong InterCIs on them. Hence, in multicell communications, it is sometimes very efficient for a BS to turn off some transmissions on some subcarriers, as shown in [116].

By contrast, when $D_{u,m} = k'$ in (5.19), BS $u$ chooses to cooperate with BS $u'$, and helps it to transmit $x_k$ to user $k'$ in cell $u'$. Note that, in order to achieve the cooperative transmission, in this chapter, we assume that symbol $x_k$ is known to BS $u$, which requires a small amount of overhead. However, for those non-cooperative subcarriers, there is no sharing of data. Since we assume that there is no CSI exchange among the BSs, the optimum cooperation scheme for the two BSs is the classic space time block coding (STBC) [207], which achieves transmit diversity. Specifically, when BS $u$ cooperates with BS $u'$ to transmit $x_k(t)$ and $x_k(t + T)$ to user $k'$ at time $t$ and $t + T$ ($T$ is the symbol duration), respectively, while experiencing interference from BS $u''$, the observations received by user $k'$ in two consecutive time slots can be expressed as

$$
y_k(t) = h_{k',m}^{(u')}x_k(t) + h_{k',m}^{(u')}a_{k,k'}^{(u')}x_k(t + T) + h_{k',m}^{(u'')}a_{k',k'}^{(u'')}x_k(t) + n_k(t), \quad \gamma_{k'} = \frac{|h_{k',m}^{(u')}|^2}{|h_{k',m}^{(u')}a_{k',k'}^{(u')}|^2 + 2\sigma^2}
$$

(5.21)

$$
y_k(t + T) = -h_{k',m}^{(u')}x_k(t + T) + h_{k',m}^{(u')}a_{k,k'}^{(u')}x_k^*(t) + h_{k',m}^{(u'')}a_{k',k'}^{(u'')}x_k^*(t + T) + n_k(t + T)
$$

(5.22)

when assuming that the related channels stay the same during two symbol durations (or two transmission time slots when transmission of packets is considered). Assume that user $k'$ is capable of estimating the channels from both BS $u$ and BS $u'$. Then, user $k'$ can form the decision variables as

$$
r_k(t) = (h_{k',m}^{(u')})^*y_k(t) + h_{k',m}^{(u')}a_{k,k'}^{(u)}(y_k(t + T))^*, \quad \gamma_{k'} = \frac{|h_{k',m}^{(u')}|^2}{|h_{k',m}^{(u')}a_{k,k'}^{(u')}|^2 + 2\sigma^2}
$$

(5.23)

$$
r_k(t + T) = (h_{k',m}^{(u')})^*y_k(t) - h_{k',m}^{(u')}y_k(t + T)^*.
$$

(5.24)

Based on (5.23) and (5.24), it can be shown that the SINR of user $k'$ at both time $t$ and $t + T$ is

$$
\gamma_{k'} = \frac{|h_{k',m}^{(u')}|^2 + |h_{k',m}^{(u')}a_{k,k'}^{(u)}|^2}{|h_{k',m}^{(u')}a_{k',k'}^{(u')}|^2 + 2\sigma^2}.
$$

(5.25)

Since BS $u$ helps BS $u'$ to send information to user $k'$, only when it generates strong InterCI on user $k'$, the SINR of (5.25) may be significantly enhanced, in comparison with (5.8) of the case without BS cooperation.

As shown in (5.16), our objective of InterCI mitigation is to maximize the sum rate of the users sharing the same subcarrier in the system. This can be achieved by properly design of the
5.4 On-Off Power InterCI Mitigation

The OOP algorithm is an efficient method to combat InterCI, and it has been widely studied and used in multicell communication systems, such as, in [116, 143, 144]. The OOP algorithm has mainly been considered for power-allocation in literature, e.g., in [116]. In this section, we extend the OOP algorithm to our multicell OFDMA system for the purpose of InterCI mitigation, which hence results in performance improvement. The basic principle of the OOP algorithm is that a BS turns off the transmission on the subchannels that are suffering from strong InterCI. By doing this, there are two-fold of benefits. First, transmission on the subchannels with poor quality can be avoided, which can save power for future transmission, when the subchannels have good quality. Second, the InterCI imposed by these subchannels can also be removed. In our downlink OFDMA system, we assume that a BS does not know the InterCI on its K users. However, each mobile user is capable of estimating the signal strength from its own BS as well as the InterCI from other BSs. Hence, the user knows the received SIR. Consequently, mobile users may inform their BSs to turn off the transmission or not, based on the measured SIR values.

Let us assume that subcarrier \( m \) is allocated to users \( k, k', k'' \) in cells \( u, u' \) and \( u'' \), respectively. Then, we can express the subchannel qualities (some of them in fact generate InterCI) on subcarrier \( m \) in a matrix form as

\[
A_m = \begin{bmatrix}
A_{k_m}^{(u)} & A_{k'_m}^{(u)} & A_{k''_m}^{(u)} \\
A_{k_m}^{(u')} & A_{k'_m}^{(u')} & A_{k''_m}^{(u')} \\
A_{k_m}^{(u'')} & A_{k'_m}^{(u'')} & A_{k''_m}^{(u'')}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\frac{|h_{k_m}^{(u)}|^2}{2\sigma_n^2} & \frac{|h_{k'_m}^{(u)}a_{k'_m}^{(u)}|^2}{2\sigma_n^2} & \frac{|h_{k''_m}^{(u)}a_{k''_m}^{(u)}|^2}{2\sigma_n^2} \\
\frac{|h_{k_m}^{(u')}|^2}{2\sigma_n^2} & \frac{|h_{k'_m}^{(u')}a_{k'_m}^{(u')}|^2}{2\sigma_n^2} & \frac{|h_{k''_m}^{(u')}a_{k''_m}^{(u')}|^2}{2\sigma_n^2} \\
\frac{|h_{k_m}^{(u'')}|^2}{2\sigma_n^2} & \frac{|h_{k'_m}^{(u'')}a_{k'_m}^{(u'')}|^2}{2\sigma_n^2} & \frac{|h_{k''_m}^{(u'')}a_{k''_m}^{(u'')}|^2}{2\sigma_n^2}
\end{bmatrix}
\]  

(5.26)

where \( A_{j_{im}}^{(i)} \) represents the subchannel quality of the transmission from BS \( i \) to user \( j \) on subcarrier \( m \). Based on a column of \( A_m \), a user can estimate its SIR, and when the OOP algorithm is employed, the user can inform its BS to turn off the transmission on subcarrier \( m \), if the SIR is lower than the
the subchannel quality matrix for subcarrier 0 be executed as follows. During the first stage, user \(F\) which can be written as (5.30)(a) and the sum rate achievable by subcarrier 0 is given by (5.29), the OOP algorithm gives the Inter CI mitigation decisions as

\[
\begin{align*}
A_0 &= \begin{bmatrix}
A_{4,0}^{(0)} & A_{10,0}^{(0)} & A_{19,0}^{(0)} \\
A_{4,0}^{(1)} & A_{10,0}^{(1)} & A_{19,0}^{(1)} \\
A_{4,0}^{(2)} & A_{10,0}^{(2)} & A_{19,0}^{(2)}
\end{bmatrix}
\end{align*}
\]

When the OOP algorithm is employed, by setting different SIR thresholds we may obtain different ON-OFF results, such as, the IMD variables, \(\{D_{n,m}\}\), and the corresponding sum rate \(C_\Sigma = \sum_{k \in \{4,10,19\}} \log_2(1 + \gamma_k)\). For the example of (5.29), the OOP algorithm gives the Inter CI mitigation decisions as

\[
\begin{align*}
(a): & \quad D_{0,0} = 4, \quad D_{1,0} = 10, \quad D_{2,0} = 19 \quad \text{if } \eta_t = -5 \text{ dB}, \\
(b): & \quad D_{0,0} = 4, \quad D_{1,0} = -1, \quad D_{2,0} = 19 \quad \text{if } \eta_t = 0 \text{ dB}, \\
(c): & \quad D_{0,0} = -1, \quad D_{1,0} = -1, \quad D_{2,0} = 19 \quad \text{if } \eta_t = 5 \text{ dB}.
\end{align*}
\]

Specifically, if we let \(\eta_t = -5 \text{ dB} = 0.316\), there will be no user with power off, since the SIRs of the three users are all higher than the SIR threshold. In this case, the IMD variables are given by (5.30)(a) and the sum rate achievable by subcarrier 0 is \(C_\Sigma = 2.4039\). Correspondingly, no Inter CI mitigation actions are taken.

By contrast, when the SIR threshold is 0 dB, i.e., \(\eta_t = 0 \text{ dB} = 1.0\), the OOP algorithm will be executed as follows. During the first stage, user 4 estimates its SIR, giving \(\eta_4 = \frac{A_{4,0}^{(0)}}{A_{10,0}^{(1)} + A_{19,0}^{(2)}} = 1.4171\), which is higher than the threshold. Therefore, user 4 stays on and BS 0 transmits signal to it on subcarrier 0. During the second stage, user 10 estimates its SIR, obtaining \(\eta_{10} = 0.5608\), which is lower than the required threshold. Hence, user 10 changes to the off state and informs BS 1 to stop transmitting signal to it. During the third stage, user 19 finds that its SIR is higher than the...
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threshold and, certainly, it stays on. Consequently, when $\eta_t = 0$ dB, we have the IMD variables of (5.30)(b), and the sum rate of $C_{\Sigma} = 2.6311$, which is higher than $C_{\Sigma} = 2.4039$ of the case without using the InterCI mitigation.

Furthermore, when $\eta_t = 5$ dB = 3.1623, then, the OOP algorithm has the following operations. During the first stage, user 4 informs BS 0 to turn off the transmission to it, since $\eta_4 \leq \eta_t$. During the second stage, user 10 estimates its SIR, giving $\eta_{10} = A_{10,0}^{(1)} / A_{10,0}^{(2)} = 0.5611$, which is still lower than the threshold. Hence, it informs BS 2 to stop transmitting it information. As user 4 in cell 0 and user 10 in cell 1 have been turned off, there are no InterCIs on user 19.

During the third stage, user 19 will stay on, as its SIR becomes infinite. As a result, when $\eta_t = -5$ dB, we have the IMD variables of (5.30)(c), and, correspondingly, the sum rate of subcarrier 0 is $C_{\Sigma} = 1.4038$, which is lower than that obtained by setting $\eta_t = 0$ dB.

From the above example, we are implied that the performance of the system employing the OOP algorithm is highly dependent on the SIR threshold. If an improper SIR threshold is set, it may cause to turn off some very good subchannels or to keep the transmissions on some very poor subchannels, both of which may lead to decrease of throughput performance. Therefore, it is very important to set up a proper SIR threshold for the OOP algorithm, in order to efficiently mitigate the InterCI and achieve the highest possible sum rate.

In general, the OOP algorithm can be described as follows.

**Algorithm 9. (On – Off Power Algorithm)**

**Initialization:** Set $D_{u,m} = k$ if $F_m^{(u)} = \{k\}$, $\forall u \in \{0, 1, 2\}$ and $\forall m \in M$.

**For** Stage $u = 0, 1, 2$:

**Step 1** All users in cell $u$ estimate their SIRs, using the formula $\eta_k = \frac{|h_{k,m}^{(u')}|^2}{\sum_{u' \in \{0,1,2\}, u' \neq m} |h_{u',m}^{(u')}|^2}$, where $I_{u',k} = 0$ if $D_{u',m} = -1$ and $F_m^{(u')} = \{k'\}$, otherwise $I_{u',k} = |h_{k,m}^{(u')}|^2 \alpha_{k',k}^{(u')}$. Let the set of users whose SIRs are lower than the threshold be expressed as $\hat{K}^{(u)}$, i.e., $\hat{K}^{(u)} = \{k | \eta_k < \eta_t, \hat{k} \in K^{(u)}\}$. Then, the users in $\hat{K}^{(u)}$ inform BS $u$ to stop their transmissions.

**Step 3** BS $u$ updates the corresponding IMD variables as $D_{u,\hat{k}} = -1$, if $F_m^{(u)} = \{k\}$, $\forall k \in \hat{K}^{(u)}$.

### 5.5 Distributed Decision Making Assisted Cooperation InterCI Mitigation

In this section, we propose a novel InterCI mitigation scheme, which is called as the distributed decision making assisted cooperation (DDMC) algorithm. As its name suggests, the DDMC algorithm introduces cooperation among BSs to enhance the performance.
In Section 5.3, we have shown how a user can benefit from the cooperative transmission. Specifically, as shown in (5.25), when the STBC is employed for two BSs to transmit to one user, the SINR of a user can be significantly improved, if the cooperative BS imposes large InterCI on the user. The cost for the above-mentioned cooperation is the increased complexity for information exchange between BSs and that some BSs have to stop transmitting information to some of their own users. Therefore, our DDMC algorithm is designed for maximizing the pay-off from the cooperation, while simultaneously minimizing the cost caused.

In our DDMC algorithm, the following assumptions are introduced. First, we assume that a BS is capable of sharing the data of its users with another BS, whenever necessary. Specifically, if two BSs decide to cooperate to send information to one user, the BS holding the data of the user will forward them to the cooperative BS. Second, we assume that the BSs do not share their CSI of their users. Hence, we assume that two BSs transmit to a user by employing the STBC scheme [207]. In this case, we assume that every user is able to estimate the required CSI and can carry out coherent detection or STBC decoding. Note that, our proposed DDMC algorithm is a distributed decision-making algorithm, which is independently operated at the individual BSs.

In the DDMC algorithm, we also introduce a SIR threshold. When the SIR measured by a user is lower than the threshold, it informs its BS to take one of the actions: 1) Setting up a cooperative transmission for the user, and 2) switching off the transmission to the user. Let us below explain the principles. Let us assume that user \( k \) in cell \( u \) suffers the InterCI from both BSs \( u' \) and \( u'' \) (where \( u \neq u' \neq u'' \)), and the InterCI power is \( I_{u',k} \) and \( I_{u'',k} \). Then, the rules for user \( k \) to make the decision are as follows:

1. Ask for cooperation from BS \( u' \), if \( \eta_k < \eta_t \), and \( I_{u',k} > I_c \), \( I_{u'',k} \leq I_c \). (5.31)
2. Ask for cooperation from BS \( u'' \), if \( \eta_k < \eta_t \), and \( I_{u',k} \leq I_c \), \( I_{u'',k} > I_c \). (5.32)
3. Power off, if \( \eta_k < \eta_t \), and either \( I_{u',k} > I_c \), \( I_{u'',k} > I_c \), or \( I_{u',k} \leq I_c \), \( I_{u'',k} \leq I_c \). (5.33)

In the above rules, \( I_c \) is the InterCI threshold for cooperation, which can be set according to the various communication objectives, such as, maximization of sum rate. As shown in (5.31) and (5.32), in our DDMC scheme, user \( k \) can only ask for cooperation, when only one BS imposes high InterCI on it, while the InterCI from the other BS is below the threshold \( I_c \). However, if user \( k \) suffers strong InterCI from two BSs, as described in (5.33), user \( k \) simply inform its BS to stop transmitting it information. The reason for us to use this strategy will become clear during our forthcoming discussion. Additionally, when the InterCI from both interfering BSs is low, but the SIR is still lower than the threshold \( \eta_t \), the BS also switches off the transmission to the user. This scenario is mainly that the channel from the BS to its user is very poor.

Let us now explain in detail why the rules in (5.31)-(5.33) are introduced. Suppose subcarrier \( m \) is allocated to user \( k \) in cell \( u \), user \( k' \) in cell \( u' \) and user \( k'' \) in cell \( u'' \). Assume that only user \( k \) has a SIR being lower than the threshold \( \eta_t \) due to the high InterCI from BS \( u' \). Then, when user \( k \)
obtains the cooperation from BS \( u' \), the SINRs of users \( k, k' \) and \( k'' \) become

\[
\gamma_k = \frac{|h_{k,m}^{(u')}|^2 + I_{u',k}}{I_{u',k} + 2\sigma^2}, \quad \gamma_{k'} = 0, \quad \gamma_{k''} = \frac{|h_{k',m}^{(u'')}|^2}{I_{u',k''} + I_{u',k''} + 2\sigma^2}.
\] (5.34)

From (5.34), we can see that the SINR of user \( k \) may be significantly improved, as (5.31) is met. In this case, the sum rate of the three users is most probably increased, owing to making use of the strong interference of \( I_{u',k} \). However, if the case of (5.33) is met, the SINR of user \( k \) may not be improved too much, when both \( I_{u',k} \) and \( I_{u'',k} \) are very weak. When both \( I_{u',k} \) and \( I_{u'',k} \) are very strong, the cooperation of BS \( u' \) (or \( u'' \)), or both of them with BS \( u \) is beneficial to user \( k \). However, the cost is too much, as BS \( u' \) and \( u'' \) have to turn off their transmissions to users \( k', k'' \). Consequently, the sum rate of the three users may decrease, in comparison with the case without cooperation. Therefore, in the case of (5.33), it might be more beneficial to improve the sum rate of the users by simply turning off the transmission from BS \( u \) to user \( k \).

As an example, when the DDMC algorithm is applied to a three-cell system with the subchannel quality matrix of subcarrier 0 is given by (5.29), the operations can be described as follows. First from (5.29) we can find that the SIRs of the three users are \( \eta_4 = 1.417, \eta_{10} = 0.5608 \) and \( \eta_{19} = 2.471 \), respectively. By setting the various SIR thresholds and InterCI thresholds for cooperation, the IMD variables obtained by the DDCM algorithm are

\[
\begin{align*}
(a): \ D_{0,0} &= 4, \ D_{1,0} = 10, \ D_{2,0} = 10 \quad &\text{if } \eta_l = 0 \text{ dB}, \ I_c = 1, \\
(b): \ D_{0,0} &= 4, \ D_{1,0} = 4, \ D_{2,0} = -1 \quad &\text{if } \eta_l = 5 \text{ dB}, \ I_c = 1.
\end{align*}
\] (5.35)

Then, let us first consider the scenario that \( \eta_l = 0 \text{ dB}=1.0 \) and \( I_c = 1 \). In this case, during the first stage, user 4 finds that its SIR is higher than the SIR threshold \( \eta_l \), it hence stays on. During the second stage, user 10 in cell 1 knows that its SIR is lower than the SIR threshold \( \eta_l \). Then, it checks whether it can ask a BS for cooperation, by checking the InterCI from BSs 0 and 2. It can be shown that \( I_{0,10} < I_c \) and \( I_{2,10} > I_c \). Hence, according to the rules given in (5.31)-(5.33), user 10 informs BS 1 to request the cooperation from BS 2, and, as a result, BS 1 obtains the cooperation from BS 2 to send information to user 10. During the third stage, BS 2 informs user 19 the switch-off of transmission, as it is unable to transmit information to user 19. Assume that BSs 1 and 2 transmit information to user 19 using the STBC. Then, we can find that the sum rate of subcarrier 0 is \( C_\Sigma = 3.5213 \), which is higher than that achieved by the OOP algorithm.

By contrast, when the SIR threshold becomes \( \eta_l = 5 \text{ dB}=3.1623 \), and \( I_c = 1 \) during the first stage, user 4 finds that its SIR is \( \eta_4 = 1.417 < \eta_l \), and \( I_{1,4} = 1.4294 > I_c, \ I_{2,4} = 0.1168 < I_c \). Hence, user 4 informs BS 0 to request the cooperation from BS 1. After BS 1 accepts the cooperation request from BS 0, it stops the transmission to user 10. During the second stage, user 10 finds that its SIR is \( \eta_{10} = 0.5608 < \eta_l \), and \( I_{0,10} = 0.0018 < I_c, \ I_{2,10} = 3.3187 > I_c \). Hence, it informs BS 1 to request the cooperation from BS 2. However, BS 1 has to refuse the request, as it has accepted the cooperation request from BS 0. Hence, BS 1 informs user 10 the turning off
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In this section, we propose and analyze another InterCI mitigation scheme, which carries out centralized decision making assisted cooperation (CDMC) with limited InterCI information sharing among the BSs. Similar to the DDMC, the CDMC algorithm considers turning off transmission to some users on some subcarriers, and cooperation between two BSs for transmission to a user on a
subcarrier. Our CDMC algorithm motivates to make the best InterCI mitigation decisions, based on limited InterCI information, in order to maximize the sum rate of users on a subcarrier, but also to improve the frequency reuse factor of the subcarriers.

As done in the DDMC algorithm, in the CDMC algorithm, we assume that the cooperative BSs share the data of the users that they jointly send information to. However, CSI is not shared between BSs. Hence, we assume that, once two BSs cooperate to send information to one user, the STBC transmission scheme is employed. Furthermore, we assume that each mobile user is capable of acquiring the required CSI to carry out coherent detection. In addition to the above assumptions similar to those used in the DDMC algorithm, the BSs operated under the CDMC are also assumed to share the “three-valued InterCI information” of users. As the name indicates, the three-valued InterCI information is characterized by one of three possible integer values, namely $-1, 0, 1$, which is determined by the power of the corresponding InterCI. Let us first use the example (5.29) to briefly explain the disadvantage of the DDMC algorithm considered in Section 5.5.

As the example discussed in Section 5.5 shows, when the SIR threshold is $\eta_t = 5$ dB, the DDMC algorithm finally gives the decision that BS 1 cooperating with BS 0 transmit to user 4, while BS 2 turns off its transmission to user 19. However, this is explicitly not the best InterCI mitigation strategy, and there are better solutions. For example, we may let BS 2 cooperate with BS 1 to transmit information to user 10, while BS 0 keeps transmitting to its own user 4. In this case, we can find that the sum rate on subcarrier 0 is $C_\Sigma = 3.5213$, which is higher than that $C_\Sigma = 2.208$ obtained by the DDMC algorithm. In order to make the above better decisions, BSs require the information about the InterCIs of users 4, 10 and 19, which yields a little bit higher complexity than the DDMC algorithm.

Inspired by the above example, in the CDMC algorithm, the BSs make the decisions based on the three-valued InterCI information shared among the BSs. Specifically, the three values for the InterCI suffered by a user are determined as

$$
v_{u',k} = \begin{cases} 
-1 & \text{if } I_{u',k} < I_o, \\
0 & \text{if } I_o \leq I_{u',k} < I_c, \\
1 & \text{if } I_{u',k} \geq I_c
\end{cases}
$$

(5.36)

where $v_{u',k}$ denotes the digitized InterCI from BS $u'$ to user $k$ in cell $u$. In (5.36), $I_{u',k}$ is the InterCI on user $k$ from user $u'$, while $I_o$ and $I_c$ are two thresholds introduced. Furthermore, we refer to $I_o$ as the “off-power threshold”, and to $I_c$ as the “cooperation threshold” which was used in (5.31)-(5.33). As shown in (5.36), the InterCI on user $k$ is divided into three regions by the two thresholds. For convenience, we refer to these three regions as 1) ignorable InterCI, when $v_{u',k} = -1$, 2) moderate InterCI, if $v_{u',k} = 0$, and 3) strong InterCI, when $v_{u',k} = 1$. Suppose that subcarrier $m$ is allocated to users $k, k'$ and $k''$ in cells $u, u'$ and $u''$. Let the corresponding digitized InterCI is expressed in
matrix form as
\[
V_m = \begin{bmatrix}
v_k & v_{u,k'} & v_{u,k''}
v_{u',k} & v_{u',k'} & v_{u',k''}
v_{u'',k} & v_{u'',k'} & v_{u'',k''}
\end{bmatrix} = \begin{bmatrix} v_{k,m} & v_{k',m} & v_{k'',m} \end{bmatrix}.
\] (5.37)

Here, \(V_m\) is referred to as the digitized InterCI matrix, or simply the InterCI matrix, of subcarrier \(m\), and \(v_{k,m} = [v_k \ v_{u,k'} \ v_{u,k''}]^T\) is the digitized InterCI vector of user \(j\) on subcarrier \(m\). In (5.37), a non-diagonal element explains the strength of the InterCI between a BS and a user, which is derived from (5.36). By contrast, a diagonal element indicates whether the corresponding user has its SIR below or above the SIR threshold \(\eta_t\), defined as
\[
v_i = \begin{cases} 
1 & \text{if } \eta_i < \eta_t, \\
0 & \text{if } \eta_i \geq \eta_t 
\end{cases}
\] (5.38)
for \(i = k, k'\) and \(k''\).

In the context of the CDMC algorithm, the decisions made by the BSs for a user are according to the four cases determined by the digitized InterCI matrix \(V_m\) given by (5.37).

- **Case 0 (No Actions):** When \(v_0 = v_1 = v_2 = 0\). All BSs transmit to their users on the allocated subcarriers.

- **Case 1 (Cooperation):** At least one of the three users on a subcarrier satisfies the conditions in (5.39).
\[
v_k = 1 \ & \ v_{u',k} = 1 \ & \ v_{u'',k} \neq 1
\] (5.39)
where \(k \in \mathcal{K}(u),\ u \neq u' \neq u'',\ \forall u \in \{0, 1, 2\}\).

- **Case 2 (Possible Cooperation):** Any of the three users on a subcarrier does not satisfy the conditions in (5.39), but at least one of the users satisfies the conditions of (5.40).
\[
v_k = 1 \ & \ v_{u',k} = 1 \ & \ v_{u'',k} = 1
\] (5.40)
where \(k \in \mathcal{K}(u),\ u \neq u' \neq u'',\ \forall u \in \{0, 1, 2\}\).

- **Case 3 (No Cooperation):** Any of the three users on a subcarrier does not satisfy the conditions of (5.39) and (5.40), but at least one of the users satisfies the conditions of (5.41).
\[
v_k = 1 \ & \ v_{u',k} \neq 1 \ & \ v_{u'',k} \neq 1
\] (5.41)
where \(k \in \mathcal{K}(u),\ u \neq u' \neq u'',\ \forall u \in \{0, 1, 2\}\).

Let us below discuss the operations under Cases 1-3 in more detail.
When the InterCI matrix $V_m$ belongs to Case 1, the CDMC algorithm will be operated as the flow chart shown in Figure 5.3. Note that, in Case 1, we can always set up a cooperative transmission for a user whose SIR is below the SIR threshold $\eta_t$. However, there are sometimes more than one cooperation options possible. In this case, the CDMC algorithm aims to find the best one, in order to maximize the sum rate of the considered subcarrier. As shown in Figure 5.3, specifically, the decisions are made within three iterations, where $s$ denotes the iteration index. Furthermore, in order to evaluate the decision made in an iteration, we introduce a metric, denoted as, $\varepsilon^{(s)}_m$, for the $s$th iteration in terms of subcarrier $m$. It can be shown that, in Case 1, there are three possible strategies for InterCI mitigation.

**Strategy 1**: Two BSs cooperate for a user and the other BS stops transmission on a subcarrier. In this case, we have $\varepsilon^{(s)}_m = 1$, and the IMD variables are in the form of $D_{u,m} = k$, $D_{u',m} = k$, $D_{u'',m} = -1$.

**Strategy 2**: Two BSs cooperate for a user and the other BS transmits to its own user with the SIR lower than the SIR threshold $\eta_t$. In this case, we have $\varepsilon^{(s)}_m = 2$ associated with the IMD variables given by $D_{u,m} = k$, $D_{u',m} = k$, $D_{u'',m} = k''$.

**Strategy 3**: Two BSs cooperate for a user and the other BS transmits to its own user with the SIR higher than the SIR threshold $\eta_t$. In this case, we have $\varepsilon^{(s)}_m = 3$ and $D_{u,m} = k$, $D_{u',m} = k$, $D_{u'',m} = k''$.

Note that, in the above strategies, we assumed that $u \neq u' \neq u''$, and $u, u', u'' \in \{0, 1, 2\}$.

As mentioned previously, our CDMC algorithm motivates to maximize the sum rate as well as the frequency reuse factor of the system. Clearly, in Case 1, Strategy 1 generates smaller sum rate (or metric) than Strategies 2 and 3, since in Strategy 1 there is only one information transmission flow on a considered subcarrier. By contrast, in strategies 2 and 3, the algorithm allows two information transmission flows, including the one generated by Strategy 1. Moreover, we can know that Strategy 3 is the most desirable one, since it allows a cooperation between two BSs and a transmission from a BS to its user having a high SIR. By contrast, in Strategy 2, in addition to the two cooperative BSs, the link from the other BS to its user is weak. It hence generates lower sum rate than Strategy 3. As Figure 5.3 shows, our CDMC algorithm in Case 1 always makes the final decision that results in the highest metric value among the available decisions.

Let us now return to the example of (5.29), when the CDMC algorithm associated with Case 1 is applied. This case corresponds to setting the SIR threshold $\eta_t = 5$ dB. Furthermore, we assume that $I_c = 1$, $I_o = 0.1$. Under these assumptions, we can readily know that the SIRs of the three users on subcarrier 0 are all below the threshold $\eta_t$. Let us assume that BS 0 makes the InterCI mitigation decisions for the three users. Hence, both BS 1 and BS 2 send the digitized InterCIs to BS 0, after they receive from their users. Consequently, based on the InterCI values in (5.29), the
InterCI received by BS 0 can be expressed in matrix form as

$$V_0 = \begin{bmatrix} v_4 & v_{0,10} & v_{0,19} \\ v_{1,4} & v_{10} & v_{1,19} \\ v_{2,4} & v_{2,10} & v_{19} \end{bmatrix} = \begin{bmatrix} 1 & -1 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix} \quad (5.42)$$

Explicitly, the operational situation is in Case 1, as the conditions of (5.39) are met for both users 4 and 10. Then, following Figure 5.3, we have the decisions of the IMD variables as

$$D_{0,0} = 4, \quad D_{1,0} = 10, \quad D_{2,0} = 10 \quad \text{if} \quad \eta_t = 5 \text{ dB}, \quad I_c = 1, \quad I_o = 0.1. \quad (5.43)$$

According to the operations in Figure 5.3, during the first ($s = 1$) iteration, BS 0 checks if a cooperation can be set up for user 4 in cell 0. Since Condition 1 in the figure is met, a cooperation between BS 0 and BS 1 can be set up for user 4. However, BS 2 has to turn off the transmission to user 19, as Condition 2 in Figure 5.3 is satisfied, $V_0(2,0) = 0$. As a result, at the end of the first iteration, the decisions derived are $\hat{D}_{0,0} = 4, \hat{D}_{1,0} = 4$ and $\hat{D}_{2,0} = -1$, which belongs to Strategy 1 and has a metric of $\hat{e}_0^{(1)} = 1$. During the second iteration, BS 0 tries to build a cooperation for user 10 between BS 1 and BS 2, since it satisfies Condition 1. Furthermore, as shown in (5.42), $V_0(0,1) = -1$, meaning that user 10 suffers ignorable InterCI from BS 0. Hence, BS 0 can keep transmission to user 4. Consequently, the second iteration yields the decisions of $\hat{D}_{0,0} = 4, \hat{D}_{1,0} = 10$ and $\hat{D}_{2,0} = 10$, and a metric of $\hat{e}_0^{(1)} = 2$, which is better than that obtained during the first iteration. During the third iteration, BS 0 finds that a cooperation for user 19 cannot be set up, as Condition 1 in Figure 5.3 is not satisfied. Therefore, the final InterCI mitigation decisions are given by the second iteration, which are $D_{0,0} = 4, D_{1,0} = 10$ and $D_{2,0} = 10$, and sent by BS 0 to BS 1 and BS 2. It can be shown that the sum rate achieved is $C_S = 3.5213$. In comparison with $C_S = 2.208$ achieved by the DDMC algorithm, better InterCI mitigation decisions have been made by the CDMC algorithm for the example considered.
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Condition 3
\[ \sum_{i \in \mathcal{U}} v_{m}(i, u) = 3 \land \sum_{i \in \mathcal{U}} v_{m}(i, u') < 3 \land \sum_{i \in \mathcal{U}} v_{m}(i, u'') < 3 \]

Set
\[ \hat{U} = \{0, 1, 2\} \]
\[ u = \hat{U}(0) \]
\[ D_{u,m} = k \]
\[ D_{k', m} = k' \]
\[ D_{k''} = k'' \]

Check
Condition 4
\[ V_{m}(u', u) = -1 \land V_{m}(u''', u) = -1 \]
Satisfy
Power On
\[ D_{u,m} = k \]
Unsatisfy
Power Off
\[ D_{u,m} = -1 \]

Update
\[ \hat{U} \leftarrow \hat{U} \setminus \{u\} \]

Check
\[ V_{m}(u, u) = 1 \]
Yes
Power On
\[ D_{u,m} = k \]
No
Power Off
\[ D_{u,m} = -1 \]

Check
\[ \hat{U} = \emptyset \]
Yes
Cooperation
\[ \hat{U} \leftarrow \hat{U}(0) \]
No
Set
\[ \hat{U} \leftarrow \hat{U} \]

Figure 5.4: Flow chart showing the operations of the CDMC algorithm in Case 2, when assuming that \( u \neq u' \neq u'' \), \( u' < u'' \), and users \( k, k', k'' \) are in cells \( u, u' \) and \( u'' \), respectively.

In order to further explain the operations of the CDMC algorithm under Case 1, let us consider another example, in which subcarrier \( m \) is allocated to users \( i, j, q \) in cells \( 0, 1 \) and \( 2 \). In this case, the digitized InterCI matrix of subcarrier \( m \) is given by

\[
V_{m} = \begin{bmatrix}
0 & 1 & -1 \\
-1 & 1 & 1 \\
0 & -1 & 1 \\
\end{bmatrix}
\]

which is known to BS 0, when we assume that BS 0 makes the decisions. First, there is no cooperation set up during the first iteration, as \( v_{i} = 0 \), resulting in that Condition 1 in Figure 5.3 is not satisfied. As for user \( j \), Condition 1 is satisfied. Hence, during the second iteration, BS 0 tries to set up a cooperation between BS 0 and BS 1. Meanwhile, BS 2 is allowed to transmit to its user \( q \) with SIR lower than the threshold. This belongs to Strategy 2, and gives a metric of \( \epsilon_{m}^{(2)} = 2 \). During the third iteration, a cooperation is assumed for user \( q \) between BS 1 and BS 2. Furthermore, BS 0 can keep transmitting to user \( i \), whose SIR is higher than the threshold. This decision belongs to Strategy 3, and results in a metric of \( \epsilon_{m}^{(3)} = 3 \). Consequently, the decisions made in the third iteration are taken as the final decisions, which are \( D_{0,m} = i, D_{1,m} = q \) and \( D_{2,m} = q \). From both of the examples of (5.42) and (5.44), we can know that, under Case 1, the CDMC algorithm can always make the best decisions in terms of InterCI mitigation and maximization of system’s frequency reuse factor. Let us now describe the operation of the CDMC algorithm operated under Case 2.

Figure 5.4 describes the flow chart of the operations of the CDMC algorithm under Case 2. In the context of Case 2, the conditions defined in (5.39) are not met, while the conditions in (5.40)
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are satisfied for at least one of the three users sharing a subcarrier in cells 0, 1 and 2. Under Case 2, as shown in Figure 5.4, the CDMC algorithm will not establish a cooperation for a user with the SIR below \( \eta_t \), when Condition 3 is satisfied, i.e., when only one of the users suffers from two strong InterCI signals. In this case, the transmission to the user experiencing two strong InterCI signals will be kept on or turned off, depending on whether Condition 4 in Figure 5.4 is satisfied or not. If Condition 4 is satisfied, which means that both the other two users have the required channel qualities for communication, this strong interfered user will be kept on. Otherwise, when Condition 4 is not satisfied, this user will be switched off. However, a cooperation can be set up for a user with poor SIR, in the circumstance that this user and at least another user both suffer from the strong InterCI from two BSs. Therefore, as shown in Figure 5.4, when the CDMC algorithm is operated under Case 2, there are three possible InterCI mitigation strategies, which can be described as

**Strategy 4**: One user turns off while the other two BSs transmit respectively to their users, having the IMD variables as \( D_{u,m} = -1, D_{u',m} = k', D_{u'',m} = k'' \).

**Strategy 5**: All users stay on, corresponding to the values for the IMD variables: \( D_{u,m} = k, D_{u',m} = k', D_{u'',m} = k'' \).

**Strategy 6**: Two BSs cooperate while the other one switches off its transmission to its user.

Correspondingly, the values for the IMD variables are \( D_{u,m} = k, D_{u',m} = k, D_{u'',m} = -1 \).

Note that, in the above strategies, we assumed that \( u \neq u' \neq u'' \), and \( u, u', u'' \in \{0, 1, 2\} \).

Let us below consider two examples to show the operations under Case 2. In these examples, we assume that subcarrier \( m \) is allocated to users \( i, j, q \) in cells 0, 1 and 2. In the first example, the InterCI matrix \( V_m \) of subcarrier \( m \) is given by

\[
V_m = \begin{bmatrix}
v_i & v_{0,j} & v_{0,q} \\
v_{1,j} & v_j & v_{1,q} \\
v_{2,j} & v_{2,j} & v_q
\end{bmatrix} = \begin{bmatrix}
0 & -1 & 1 \\
-1 & 0 & 1 \\
-1 & 0 & 1
\end{bmatrix} \quad (5.45)
\]

From (5.45), we can see that the conditions in (5.39) are not satisfied, but those in (5.40) are satisfied, as we have \( V_m(2, 2) = 1, V_m(0, 2) = 1 \) and \( V_m(1, 2) = 1 \). Hence, the CDMC algorithm operates in Case 2. Therefore, as shown in Figure 5.4, the CDMC algorithm first checks whether Condition 3 is satisfied for the users in cells \( u = 0, 1, 2 \). Here, we find that Condition 3 is only satisfied with \( u = 2 \), which means that only user \( q \) in cell 2 suffers strong InterCI from two BSs, i.e., from BSs 0 and 1. Then, the algorithm goes further to decide whether the transmission to user \( q \) should be switched off or not, by checking Condition 4. It can be seen that Condition 4 is unsatisfied, as \( V_m(2, 1) = 0 \), meaning that BS 2 does not impose small InterCI on user \( j \). Hence, the transmission from BS 2 to user \( q \) is terminated. As the results, the algorithm gives the decisions of \( D_{0,m} = i, D_{1,m} = j \) and \( D_{2,m} = -1 \).

Let us consider another example, there are two users of both suffering strong InterCI from two
there are more than one user having their SIRs below the threshold. Similar to the operations of Case 1, final InterCI mitigation decisions can be made after three iterations for evaluating all the possible options. Under Case 3, the transmission to a user is turned off, only when its transmission imposes strong InterCI on the other active users. Hence, BSs. The InterCI matrix $V_m$ of subcarrier $m$ is given by

$$V_m = \begin{bmatrix}
v_i & v_{0,j} & v_{0,q} \\
v_{1,i} & v_j & v_{1,q} \\
v_{2,i} & v_{2,j} & v_q
\end{bmatrix} = \begin{bmatrix}1 & 0 & 1 \\
1 & 0 & 1 \\
1 & -1 & 1
\end{bmatrix}. \quad (5.46)$$

In this case, Condition 3 is not satisfied, as both user $i$ in cell 0 and user $q$ in cell 2 experience strong InterCI from two BSs. Therefore, it is beneficial to first switch off the transmission to a user with its SIR lower than $\eta_t$, and then to set up a cooperation for the other user with its SIR lower than $\eta_t$. Specifically, according to our previous analysis, it can be shown that the CDMC algorithm will derive the decisions that BS 1 cooperating with BS 0 transmits to user $i$, while BS 2 stops transmission to user $q$. Consequently, the values for the IMD variables are $D_{0,m} = i$, $D_{1,m} = i$, $D_{2,m} = -1$. Note that, for the example of (5.46), our CDMC may give the decisions that a cooperation for user $q$ is set up while the transmission to user $i$ is switched off, which do not make a big difference with the above derived decisions.

Finally, when the CDMC algorithm is carried out under Case 3, the operations can be described by the flow chart in Figure 5.5. It can be shown that, in Case 3, no cooperation for users with SIRs below the threshold $\eta_t$ can be established. The algorithm can only turn off some users to mitigate the InterCI on a users with poor SIR. As discussed before, the transmission to a user is turned off, only when its transmission imposes strong InterCI on the other active users. Hence, under Case 3, the CDMC algorithm motivates to make the best InterCI mitigation decisions, when there are more than one user having their SIRs below the threshold $\eta_t$. As shown in Figure 5.5, the final InterCI mitigation decisions can be made after three iterations for evaluating all the possible options. Similar to the operations of Case 1, here a metric $\varepsilon_m^{(s)}$ is introduced for evaluating the
quality of the decisions made during an iteration. Furthermore, from Figure 5.5, we can know that there are three possible InterCI mitigation strategies, which are described as follows.

**Strategy 7**: All transmissions to users are on. In this case, we have \( \epsilon_m^{(s)} = 3 \), and the IMD variables are \( D_{u,m} = k, D_{u',m} = k', D_{u'',m} = k'' \).

**Strategy 8**: One user switches off, while the other two are on. In this case, we have \( \epsilon_m^{(s)} = 2 \), and the IMD variables are \( D_{u,m} = -1, D_{u',m} = k', D_{u'',m} = k'' \).

**Strategy 9**: Two users are off, while the other user is on. In this case, we have \( \epsilon_m^{(s)} = 1 \), and the IMD variables are \( D_{u,m} = -1, D_{u',m} = -1, D_{u'',m} = k'' \).

Note that, in the above description for strategies, we assume that \( u \neq u' \neq u'' \), and \( u, u', u'' \in \{0, 1, 2\} \).

Let us now show the principles of the CDPC algorithm under Case 3 with the aid of an example, where two users have their SIR below the threshold \( \eta_1 \). Assume that subcarrier \( m \) is allocated to users \( i, j, q \) in cells 0, 1 and 2, and the InterCI matrix \( \mathbf{V}_m \) of subcarrier \( m \) is given by

\[
\mathbf{V}_m = \begin{bmatrix}
    v_i & v_{0,j} & v_{0,q} \\
    v_{1,j} & v_j & v_{1,q} \\
    v_{2,j} & v_{2,j} & v_q
\end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\
    -1 & 1 & 0 \\
    0 & -1 & 1 \end{bmatrix}.
\] (5.47)

Explicitly, the CDPC algorithm operates in the principles of Case 3, as the conditions in (5.41) are met for both users \( j \) and \( q \), while the conditions in (5.39) and in (5.40) are not satisfied for all the three users. Hence, as shown in Figure 5.5, during the first iteration, the algorithm checks if Condition 5 is satisfied, which tries to find the operational option for user \( i \). Since user \( i \) has a SIR higher than \( \eta_1 \), it does not need an InterCI mitigation action. Therefore, during the second iteration, the algorithm checks for user \( j \). It finds that the transmission to user \( j \) needs to be turned off, as Condition 5 (\( \mathbf{V}_m(1,1) = 1 \)) is met and Condition 6 (\( \mathbf{V}_m(1,0) = -1 \)) is not met, as well as Condition 7 (\( \mathbf{V}_m(1,2) = 0 \)) is met. Meanwhile, the transmission to user \( q \) is also turned off, since Conditions 5 and 6 in Figure 5.5 are met. Hence, the decisions given by the algorithm are \( \hat{D}_{0,m} = i, \hat{D}_{1,m} = -1 \) and \( \hat{D}_{2,m} = -1 \), which belongs to Strategy 9 and has a decision metric of \( \epsilon_m^{(2)} = 1 \).

During the third iteration, the CDPC algorithm first deals with user \( q \) in cell 2. Similar to the procedure in the second iteration, it results in the decisions of \( \hat{D}_{0,m} = i, \hat{D}_{1,m} = j \) and \( \hat{D}_{2,m} = -1 \), which has a decision metric of \( \epsilon_m^{(3)} = 2 \). Therefore, after three iterations, the final decisions made are given by that obtained during the third iteration.

In summary of the operations of the CDPC algorithm under Cases 1, 2 and 3, the algorithm can now be described as follows. In our description, we assume that there is a head BS, which is responsible for the decision making for a subcarrier.
Algorithm 11. (Centralized Decision Making Assisted Cooperation Algorithm)

Initialization: For all subcarriers \( m \in M \):

1. All users estimate their SIRs, which can be expressed as \( \eta_k = \frac{|h_{u,k,m}|^2}{\sum_{u' \in \{0,1,2\}, u' \neq u} |h_{u',k,m}|^2} \), where \( F^{(u)}_m = \{k\} \) and \( F^{(u')}_m = \{k'\} \), \( \forall k \in K^{(u)} \), \( \forall u \in \{0,1,2\} \).

2. Set \( K_m = \{k | F^{(u)}_m = \{k\}\} \), \( \forall k \in K^{(u)} \), \( \forall u \in \{0,1,2\} \).

3. Set \( \hat{K}_m = \{k | \eta_k < \eta_t, \hat{k} \in K_m\} \).

For subcarrier \( m \), the algorithm takes no actions, if \( \hat{K}_m = \emptyset \); Otherwise, it executes the following operations:

Step 1 The digitized InterCI \( \nu_{u',k}, \nu_{u''} \) derived from (5.36) for all the users in \( \hat{K}_m \) are sent to the head BS.

Step 2 The head BS asks for the digitized InterCI of all the users in \( \hat{K}'_m = K_m - \hat{K}_m \). (Note that, after Steps 1 and 2, the head BS has the knowledge of \( V_m \), which is enough for it to make the InterCI mitigation decisions.)

Step 3 Based on \( V_m \), the head BS makes the InterCI mitigation decisions based on the rules under the three cases described in Figures 5.3-5.5, respectively.

Step 4 The head BS informs the other two BSs the InterCI decisions by sending them the corresponding values of the IMD variables \( D_{u,m} \) \( \forall u \in \{0,1,2\} \).

As described above, under our current CDMC algorithm, the InterCI mitigation decisions are made by the head BS, which holds all the InterCI information. Alternatively, we may let all the BSs know all the InterCI information about the three users sharing a subcarrier. In this case, based on the InterCI information, each BS can make the decisions, which should be the same for all the three users. Hence, there is no need for a BS to inform the other two BSs the decisions. Specifically, in this approach, when a BS knows that one of its users has the SIR lower than the threshold \( \eta_t \), it then broadcasts the digitized InterCI vector of the user, such as the vector \( \nu_{k,m} \) in (5.37), to the other two BSs. Once receiving the InterCI vector, the other two BSs also broadcast the InterCI information of their users sharing the same subcarrier, regardless of the SIR values of their users. In this way, all the three BSs have the full knowledge of the digitized InterCI matrix of a subcarrier. Consequently, they can make the decisions in the same principles of the CDMC under cases 1, 2 or 3.

5.7 Performance Results

In this section, we provide a range of simulation results, in order to demonstrate and compare the achievable spectrum-efficiency performance of the multicell downlink OFDMA systems employing various subcarrier-allocation algorithms and InterCI mitigation algorithms. We assume that all subcarriers experience independent flat Rayleigh fading. We assume that, in each of the three cells,
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Figure 5.6: CDF of spectrum-efficiency of the multicell downlink OFDMA systems employing various subcarrier-allocation algorithms, when assuming \( M = 8 \) subcarriers and average SNR per symbol of \( \tilde{\gamma}_s = 1/2\sigma^2 = 6 \) dB.

the number of users supported by the OFDMA is \( K = M \), where \( M \) is the number of subcarriers. In each cell, we assume \( K \) users are uniformly distributed. All users in the system are assumed to experience the AWGN with the same noise variance. The effect of the pathloss exponent in (5.4) is assumed to be \( \mu = 4.0 \), and the standard deviation of the shadowing effect is \( \Upsilon = 8 \) dB. Note that, in this section, as power control is employed in each cell, there is no power-allocation.

Figure 5.6 shows the CDF of the spectrum-efficiency of the multicell downlink OFDMA systems, when using various subcarrier-allocation algorithms are distributively operated in three cells. In Figure 5.6, we assume that the system does not attempt any InterCI mitigation. Since the Hungarian algorithm [83, 86] is the optimum subcarrier-allocation algorithm of providing the optimum solutions in the sense of maximizing the SNR of all users. As shown in Figure 5.6, it achieves the best spectrum-efficiency performance. From Figure 5.6, we observe that the greedy algorithms, including the greedy and WUF greedy algorithms, have the worst spectrum-efficiency performance among these considered algorithms. Our proposed BWSA algorithm in Chapter 3 is only outperformed by the Hungarian algorithm, but it achieves better spectrum-efficiency performance than any of the other subcarrier-allocation algorithms considered. The parameters for Figure 5.7 are the same as those in Figure 5.6, except that, in Figure 5.7, the noise variance is smaller, with the average SNR per symbol being \( \tilde{\gamma}_s = 12 \) dB. By comparing Figure 5.7 with Figure 5.6, we observe that the spectrum-efficiency attained by all the subcarrier-allocation algorithms increases, when the noise variance becomes smaller. Again, in Figure 5.7, we can see that our BWSA algorithm proposed in Chapter 3 can outperform any of the other algorithms, except the Hungarian algorithm.
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Figure 5.7: CDF of spectrum-efficiency of the multicell downlink OFDMA systems employing various of subcarrier-allocation algorithms, when assuming M = 8 subcarriers and average SNR per symbol of 1/2σ² = 12 dB.

Below we start considering the performance of the multicell downlink OFDMA systems, when the InterCI mitigation algorithms are applied. For the sake of explicit comparison, we address the performance by focusing on the cell-edge users in the system. Let us define  \( \hat{K}(u) \) as the set of indexes of the users with SIR below the SIR threshold in cell \( u \) (\( u \in \{0, 1, 2\} \)). Here, the cell-edge users in cell \( u \) include the users in \( \hat{K}(u) \), and the users in \( K(u) - \hat{K}(u) \), which share the same subcarriers as the users in \( \hat{K}(u') \) and \( \hat{K}(u'') \) in cells \( u', u'' \) (\( u \neq u' \neq u'' \)). Let us now denote \( \hat{K}(u) \) as the set of the cell-edge users in cell \( u \). In this case, an InterCI mitigation algorithm may be applied to combat or make use of the InterCI. In the figure, the average spectrum-efficiency of cell-edge users per cell is given by

\[
C = \frac{1}{3} \sum_{u \in \{0,1,2\}} \sum_{k \in \hat{K}(u)} \log_2(1 + \gamma_k), \quad \text{(bits/s/Hz/cell).} \tag{5.48}
\]

Correspondingly, the average spectrum-efficiency per cell-edge user is

\[
C = \frac{1}{|\hat{K}|} \sum_{u \in \{0,1,2\}} \sum_{k \in \hat{K}(u)} \log_2(1 + \gamma_k), \quad \text{(bits/s/Hz/user)} \tag{5.49}
\]

where \( \hat{K} \) contains the indexes of the cell-edge users in the system, i.e., \( \hat{K} = \hat{K}(0) \cup \hat{K}(1) \cup \hat{K}(2) \). In (5.48) and (5.49), \( \gamma_k \) is the SINR of user \( k \), which is given by (5.8) or (5.13).

Figure 5.8 compares the spectrum-efficiency performance of the different InterCI mitigation algorithms employed by the three-cell downlink OFDMA systems, where the average spectrum-efficiency for cell-edge users is depicted, when we assume that the SIR threshold \( \eta_t \) is -4 dB, 0 dB
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Figure 5.8: Spectrum-efficiency of cell-edge users in the multicell downlink OFDMA systems employing the BWSA subcarrier-allocation algorithm and various InterCI mitigation algorithms.

or 4 dB. The other parameters used in the investigation can be found on the top of the figure. From the figure, we can obtain the following observations. First, for all the considered SIR thresholds, both the proposed DDMC and CDMC algorithms achieve a higher spectrum-efficiency than the OOP algorithm, and than the case without employing any InterCI mitigation, which is labelled as “non InterCI mitigation” in the figure. As shown in the figure, the DDMC and CDMC algorithms become more advantageous over the OOP algorithm as the threshold $\eta_t$ reduces. This is because, as described in Sections 5.5 and 5.6, the DDMC and CDMC algorithms are motivated to establish cooperative transmissions for the cell-edge users, instead of turning off their transmissions. We can know that the number of users needing cooperation or turned off becomes less, as $\eta_t$ reduces. In other words, those “edge-users” move further to the cell edge. Therefore, setting up cooperation for the cell-edge users will be more beneficial than simply turning off them. Second, we can observe that the CDMC algorithm always outperforms the DDMC algorithm, and the gain becomes bigger, as the SIR threshold $\eta_t$ increases. This is because, the CDMC algorithm finds a joint InterCI mitigation strategy for the three users assigned the same subcarrier, based on the knowledge about the InterCI of the three users. By contrast, under the DDMC algorithm, each BS makes distributed InterCI mitigation decisions for its own users. Therefore, the CDMC algorithm is capable of achieving a higher spectrum-efficiency than the DDMC algorithm. Furthermore, the CDMC algorithm attains more SNR gain than the DDMC algorithm, when the number of cell-edge users increases, resulted from the increase of the SIR threshold $\eta_t$. Third, Figure 5.8 shows that the spectrum-efficiency achieved by the OOP algorithm is dependent on the SIR threshold. The
OOP algorithm is capable of achieving a spectrum-efficiency gain over the “non InterCI mitigation” case, when a small SIR threshold $\eta_t = -4$ dB is applied. However, the OOP algorithm may become useless in terms of InterCI mitigation, when the SIR threshold is high, such as $\eta_t = 4$ dB. In this case, there may be too many users turned off. Fourth, as shown in Figure 5.8, the OOP algorithm becomes more effective, when the average SNR becomes large. In comparison with the case without InterCI mitigation, the OOP algorithm can only achieve a spectrum-efficiency gain, when the average SNR is sufficiently high. Therefore, when the system is too noisy or when the turning off threshold is too high, too many users may be turned off, which is not beneficial to the OOP algorithm. Explicitly, our proposed DDMC and CDMC algorithms are capable of avoiding these drawbacks of the OOP algorithm, by seeking cooperation for cell-edge users, instead of simply turning off them.

In Figure 5.9, we investigate the average spectrum-efficiency per active cell-edge user in the systems employing various InterCI mitigation algorithms. First, we can observe that any of the three InterCI mitigation algorithms significantly outperforms the case of “non InterCI mitigation”. Second, the CDMC algorithm achieves a lower spectrum-efficiency than the DDMC algorithm for all the SIR thresholds considered. This observation is surprise but we can explain it as follows. As discussed in Section 5.6, the CDMC algorithm aims to maximize the system’s sum rate as well as maximizing the frequency reuse factor. By contrast, the DDMC algorithm is mainly throughput motivated. Specifically, when a cooperation cannot be set up for a user with SIR below the threshold, the DDMC algorithm simply turns off the transmission to the user. However, the CDMC

![Graph showing spectrum-efficiency per active cell-edge user in the multicell downlink OFDMA systems employing various InterCI mitigation algorithms.](image)

Figure 5.9: Spectrum-efficiency per active cell-edge user in the multicell downlink OFDMA systems employing the BWSA subcarrier-allocation algorithm and various InterCI mitigation algorithms.
algorithm still allows the transmission to the user, provided that its transmission does not cause strong InterCI to the other users. Consequently, for the same SIR threshold, the number of active cell-edge users resultant from the CDMC algorithm is higher than that resultant from the DDMC algorithm. Among the active cell-edge users given by the CDMC algorithm, there are possibly many users having low rates, which makes the average spectrum-efficiency in terms of “bits/s/Hz/user” small. Note that, as shown in Figure 5.8, if the spectrum-efficiency of the total cell-edge users in a cell is considered, the CDMC algorithm always outperforms the DDMC algorithm. As shown in Figure 5.9, when $\eta_t = -4$ dB, the CDMC algorithm has a similar spectrum-efficiency per active cell-edge user as the DDMC algorithm. Third, when $\eta_t = 4$ dB, the CDMC algorithm attains a lower spectrum-efficiency per active cell-edge user than the OOP algorithm, when SNR per bit is higher than 8 dB. This is because, when the SIR threshold is higher, the CDMC algorithm allows more weak cell-edge users to transmit, which results in the decrease of the spectrum-efficiency per active cell-edge user. Finally, from the figure we can see that, when the system does not employ any InterCI mitigation algorithm, the spectrum-efficiency per active cell-edge user gets higher, as the SIR threshold becomes bigger. This is because, more users close to the BS will become the cell-edge users considered, as the SIR threshold becomes higher.

In Figures 5.10 and 5.11, we compare the spectrum-efficiency per cell performance of cell-edge users in the three-cell downlink OFDMA systems employing various InterCI mitigation algorithms, when the SIR threshold is in the range of $-5 \text{ dB} \leq \eta_t \leq 5 \text{ dB}$. In both figures, we can observe that the proposed DDMC and CDMC algorithms outperform the other two algorithms considered.
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Figure 5.11: Comparison of spectrum-efficiency performance of cell-edge users in the multicell downlink OFDMA systems employing various InterCI mitigation algorithms, when different SIR thresholds are applied.

Since the spectrum-efficiency per cell is considered, the CDMC algorithm always gives the highest spectrum-efficiency among the four schemes. From Figures 5.10 and 5.11, we find that, when the SIR threshold becomes higher, the spectrum-efficiency per cell achieved by the non InterCI mitigation gets closer to that of the proposed DDMC algorithm, and it is higher than that achieved by the OOP algorithm. From the above observations, we can conclude that the spectrum-efficiency performance of our proposed DDMC and CDMC algorithms as well as the OOP algorithm are all dependent on the SIR threshold applied. By comparing Figure 5.10 with Figure 5.11, we can see that the intersection between the curves of the OOP algorithm and the non InterCI mitigation case shifts from $\eta_t = -2$ dB to $\eta_t = 2$ dB, when the average SNR per symbol is increased from $\bar{\gamma}_s = 3$ dB to $\bar{\gamma}_s = 9$ dB. Note that, at a given SNR, when $\eta_t$ increases, more users will be included as the cell-edge users, among which more users could be turned off, when the OOP algorithm is applied. This makes the spectrum-efficiency per cell achieved by the OOP algorithm become lower than that obtained by doing nothing.

Figure 5.12 evaluates the spectrum-efficiency per cell performance of cell-edge users in the three-cell downlink OFDMA systems employing various InterCI mitigation algorithms. Again, we can observe that the proposed DDMC and CDMC algorithms outperform both the OOP algorithm and the case of “non InterCI mitigation”. From Figure 5.12, we observe that the spectrum-efficiency per cell increases, as the number of users per cell increases and, as a result, the number of cell-edge users also increases. In Figure 5.12, we can see that the spectrum-efficiency difference between the DDMC and the CDMC algorithm stays similar, regardless of the number of users per cell.
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Figure 5.12: Comparison of spectrum-efficiency performance of cell-edge users in the multicell downlink OFDMA systems employing various InterCI mitigation algorithms with respect to different number of users per cell.

However, the spectrum-efficiency difference between the DDMC, the CDMC algorithms and the OOP algorithm becomes bigger, as the number of users increases. This is because the proposed DDMC and CDMC algorithms encourage more cooperative transmissions for cell-edge users, when the number of users increases, instead of turning off. Furthermore, we also see that the OOP algorithm has a larger spectrum-efficiency advantage over the non InterCI mitigation case, when the number of users per cell gets bigger, as the result that the OOP algorithm turns off those users experiencing strong InterCI.

As discussed in Sections 5.5 and 5.6, both the proposed DDMC and CDMC algorithms invoke a decision threshold $I_c$ for finding the cell-edge users for possible cooperation. Given the other parameters, more users will be viewed as the users generating strong InterCI, when $I_c$ decreases. In addition to evaluating the effect of the SIR threshold, in Figure 5.13, we investigate the spectrum-efficiency per cell performance of the multicell downlink OFDMA systems employing the DDMC and CDMC algorithms, when the InterCI cooperation threshold $I_c$ is in the range of $-15$ dB $\leq I_c \leq 15$ dB. As seen in Figure 5.13, we find that, for both the proposed algorithms, there are desirable $I_c$ values, which result in the highest spectrum-efficiency. Generally, when the threshold $I_c$ gets smaller, the proposed algorithms try to establish cooperation for more users. By contrast, when $I_c$ becomes larger, they allow cooperation for fewer users. The above observation implies that, in a multicell OFDMA system, we only need to identify a ‘good’ fraction of users, which usually experience strong InterCI, in order to achieve the highest spectrum-efficiency. Note that, when $\eta_t = -4$ dB, Figure 5.13 show that the best spectrum-efficiency per cell performance achieved by
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Figure 5.13: Comparison of spectrum-efficiency performance of cell-edge users in the multicell downlink OFDMA systems employing various InterCI mitigation algorithms with different InterCI cooperation thresholds $I_c$, when using $M = K = 8$ subcarriers and the average SNR per symbol of $\bar{\gamma}_s = 3$ dB.

The DDMC and CDMC algorithms is in the range of $-6 \text{ dB} \leq I_c \leq 6 \text{ dB}$. However, the best $I_c$ range for the two algorithms is reduced to $-3 \text{ dB} \leq I_c \leq 3 \text{ dB}$, when $\eta_t = 0 \text{ dB}$, and to $-1 \text{ dB} \leq I_c \leq 1 \text{ dB}$, when $\eta_t = 4 \text{ dB}$. This observation implies that the spectrum-efficiency performance of the two proposed algorithms becomes more sensitive to the cooperation threshold $I_c$, as the SIR threshold increases. Moreover, Figure 5.13 once again confirms our previous conclusion that the CDMC algorithm yields a larger performance gain over the DDMC algorithm, as the SIR threshold $\eta_t$ increases. In addition, this gain is enhanced, as the value of $I_c$ increases.

Figure 5.14 investigates how the InterCI off-power threshold affects the spectrum-efficiency per cell performance of the CDMC algorithm. As shown in Section 5.6, the InterCI off-power threshold $I_o$ cannot exceed the InterCI cooperation threshold $I_c$. Hence, in Figure 5.14, for different $I_c$ values, we have different ranges for $I_o$. From the figure, we observe that, for a low SIR threshold, such as $\eta_t = -4 \text{ dB}$, the spectrum-efficiency per cell performance of the CDMC algorithm slightly varies, when different values of $I_o$ is employed. However, the CDMC algorithm yields a more explicit fluctuating spectrum-efficiency per cell with respect to $I_o$, as the SIR threshold $\eta_t$ gets higher. However, in general, we can conclude that the spectrum-efficiency performance of the CDMC algorithm is not very sensitive to the InterCI off-power threshold $I_o$.

In Figures 5.15 and 5.16, we investigate the frequency reuse factor of the three-cell downlink OFDMA systems employing the InterCI mitigation algorithms. In Figures 5.15, the frequency
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Figure 5.14: Spectrum-efficiency performance of cell-edge users in the multicell downlink OFDMA systems employing the CDMC algorithm with respect to different off-power thresholds $I_o$.
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Figure 5.15: Frequency reuse factor of cell-edge users in the multicell downlink OFDMA systems employing various InterCI mitigation algorithms with respect to different SIR thresholds $\eta_t$.

The frequency reuse factor for the three algorithms is depicted against the SIR threshold $\eta_t$. From this figure, we clearly see that the frequency reuse factor obtained by the CDMC algorithm is significantly
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\caption{Frequency reuse factor of cell-edge users in the multicell downlink OFDMA systems employing various InterCI mitigation algorithms with respect to different InterCI cooperation thresholds $I_c$.}
\end{figure}

higher than those given by the DDMC and the OOP algorithms. We also observe that the frequency reuse factor obtained by the CDMC algorithm increases, as $\eta_t$ increases. However, the frequency reuse factor achieved using the other two algorithms decreases, as the SIR threshold $\eta_t$ increases. These observations imply that, with the CDMC algorithm, the multicell downlink OFDMA system is capable of providing services simultaneously for more users, even though some of them might have a relatively low rate. By contrast, when the DDMC algorithm is employed, the number of users turned off increases, as $\eta_t$ increases, which results in the drop of the frequency reuse factor. Furthermore, regardless of the transmission quality of cell-edge users, the OOP algorithm directly stops the transmissions to them, which also results in the drop of the frequency reuse factor, as the SIR threshold $\eta_t$ increases. Additionally, from Figures 5.15 we can also find that the frequency reuse factor achieved by our proposed DDMC algorithm is slightly higher than that obtained by the OOP algorithm, which is due to the cooperation introduced.

Figure 5.16 compare the frequency reuse factor of the multicell downlink OFDMA system employing the DDMC and CDMC algorithms with respect to the InterCI cooperation threshold $I_c$. From the figure, generally, we can observe that the frequency reuse factor obtained by the CDMC algorithm increases towards one, as the InterCI cooperation threshold $I_c$ increases. This is because, when the cooperation threshold $I_c$ gets higher, it is more difficult for the CDMC algorithm to establish the cooperation for cell-edge users, and it, therefore, continues transmitting to more cell-edge users, if the InterCI off-power threshold $I_o$ is fixed. Furthermore, we can notice that, in the range of $I_c \leq 0 \text{ dB}$, the frequency reuse factor achieved by the CDMC algorithm slightly decreases, as the
SIR threshold increases. For the DDMC algorithm, as shown in Figure 5.16, the frequency reuse factor slightly decreases, as the threshold $I_c$ increases. This is because the DDMC algorithm turns off more users, when the threshold $I_c$ becomes higher. From the previous results, we can conclude that the DDMC and CDMC algorithms are capable of achieving spectrum-efficiency per cell performance, as well as attaining higher frequency reuse factors than the OOP algorithm. Moreover, the CDMC algorithm does not make a trade-off between the spectrum-efficiency performance and the achievable frequency reuse factor of the system.

Explicitly, the operations of the OOP, DDMC and CDMC algorithms require different overhead. Hence, in Figure 5.17, we compare the overhead required by the various InterCI mitigation algorithms. In the figure, the overhead is measured by the number of bits per user, which is obtained from the total overhead (bits) per cell divided by the number of users in a cell. The overhead considered includes the control information transmitted between users and their BSs, and those among BSs, as well as the data symbols shared among the BSs for cooperation. For all the three InterCI mitigation algorithms, we assume that one bit overhead is required for transmitting a request of cooperation or off-power. Furthermore, in Figure 5.17, we assume that, under the CDMC algorithm, the decisions are made by the head BS, as described in Algorithm 11. The digitized InterCI vector of a subcarrier, such as $\mathbf{v}_{k,m}$ in (5.37), has 18 different states. Hence, a BS needs 4 bits to convey the digitized InterCI vector of a subcarrier. Therefore, in total 8 bits of overhead are required for the two BSs to inform the head BS the InterCI information of a subcarrier. In addition, another 3 bits are required for the head BS to broadcast the InterCI mitigation decisions of a subcarrier to the other two BSs, since the decisions have 9 states in total.
### Table 5.1: Requirements comparison of the various InterCI mitigation algorithms.

<table>
<thead>
<tr>
<th></th>
<th>OOP</th>
<th>DDMC</th>
<th>CDMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intracell CSI sharing</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Intercell CSI sharing</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Data exchange</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>BS cooperation</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Overheads per subcarrier</td>
<td>2 bits</td>
<td>4 bits</td>
<td>11 bits</td>
</tr>
</tbody>
</table>

In Figure 5.17, we compare the overhead required by the various InterCI mitigation algorithms, when considering a range of values for the SIR threshold. From the figure, we first observe that the required overhead for all the three algorithms increases, as the SIR threshold gets higher. This is because that, when the SIR threshold gets higher, the number of cell-edge users increases. Hence, the InterCI mitigation algorithms are operated for more users, which certainly needs a higher amount of overhead. Therefore, we may conclude that the overhead required by the considered InterCI mitigation algorithms is mainly affected by the SIR threshold. Furthermore, our proposed CDMC algorithm requires higher overhead than the other two algorithms. By contrast, the proposed DDMC algorithm needs a very low overhead, which is similar to that of the OOP algorithm. In summary, the requirements for operations of the various InterCI mitigation algorithms are shown in Table 5.1.

### 5.8 Conclusions

In this chapter, we have proposed two efficient InterCI mitigation algorithms, namely, the DDMC and the CDMC algorithms, for operation in the multicell downlink OFDMA systems. Both the DDMC and the CDMC algorithms aim at maximizing the spectrum-efficiency of the users with their SIRs lower than the SIR threshold $\eta_t$. Owing to this, the spectrum-efficiency of the overall system can be maximized. Our DDMC algorithm is a distributed decision-making algorithm, in which each BS independently makes the InterCI mitigation decisions. Based on the decisions, then a STBC aided cooperative transmission to a user with poor SIR may be set up, or the transmission to a user with poor SIR may be turned off. By contrast, the CDMC InterCI mitigation algorithm makes the decisions in a centralized approach. It motivates to make the best InterCI mitigation decisions based on limited InterCI information shared by the BSs, in order to maximize the sum rate of the users sharing a subcarrier. The CDMC algorithm also attempts to improve the frequency reuse factor of the subcarriers. As our algorithm shows, the CDMC algorithm makes the decisions for the three users sharing a subcarrier according to one of the three cases determined by the InterCI matrix. The principles of the CDMC algorithm associated with the three cases are described in Figures 5.3-5.5. Specifically, in Case 1, the CDMC algorithm can set up a cooperation for a user with poor SIR. In Case 2, it may establish a cooperation for a user. However, under Case
3. the algorithm will switch off the transmission to one or more users with their SIR below the threshold $\eta_t$. In this chapter, in order to make the performance comparison more explicit, we have addressed the spectrum-efficiency performance in Section 5.7 by focusing on the cell-edge users in the system. Our studies and performance results also show that both the proposed DDMC and CDMC algorithms can achieve a higher spectrum-efficiency than the OOP algorithm, and also than the case without employing any InterCI mitigation. This is because that our DDMC and CDMC algorithms have been designed with the motivation to establish cooperative transmissions for the users with poor SIRs, instead of simply turning off their transmissions. In comparison with the DDMC algorithm, the CDMC algorithm is able to find a better InterCI mitigation strategy in a joint way, based on the more knowledge about the InterCI information that is shared among the three BSs. Therefore, the CDMC algorithm is capable of attaining a higher spectrum-efficiency (per cell) and a higher frequency reuse factor than the DDMC algorithm, while the frequency reuse factor resulted from these two algorithms is higher than that of the the OOP algorithm. In addition, we have analyzed and compared the overhead required by the various InterCI mitigation algorithms. The results show that our DDMC algorithm requires a similar amount of overhead as the OOP algorithm, while the CDMC algorithm demands much higher overhead than these two algorithms. Overall, our studies in this chapter demonstrate that using distributed resource allocation followed by some efficient InterCI mitigation schemes, such as, the DDMC and CDMC algorithms, may significantly improve the performance of the multicell downlink OFDMA systems. In the next chapter, we will consider the code-allocation in the multicell downlink MC DS-CDMA systems with limited information sharing among the BSs.
Chapter 6

Resource Allocation in Multicell
Downlink MC DS-CDMA Systems

6.1 Introduction

It is well-known that exploiting the time-varying characteristics of wireless channels is capable of significantly increasing the capacity and enhancing the quality-of-service (QoS) of wireless communication systems. As demonstrated in the previous chapters, with the aid of dynamic resource allocation to communication users, promising energy- and spectrum-efficiency can be attained by making use of the embedded multiuser diversity [77]. Owing to the above-mentioned merits, resource allocation in broadband multicarrier communication systems now becomes very important. However, in wireless communications, the fundamental challenge lies in how to make efficient use of the expensive spectrum resources available, and to deal with the issues caused by the expansion of service area, service types, high diversity and large number of users. As a result, wireless spectrums (or frequency bands) are inevitably reused geographically in multiple cells of the wireless communication networks, which leads to a main performance-limiting factor, namely, the intercell interference (InterCI).

As mentioned in Chapter 4, in the LTE/LTE-A downlink OFDMA systems, the number of subcarriers can be very high, which is up to 2048, and the number of communication users simultaneously supported may also be very high. These OFDMA systems may experience some problems, such as, the PAPR problem. Furthermore, in these systems, scheduling becomes highly challenging, making them hard to employ the optimum or even sub-optimum subcarrier-allocation schemes, due to their complexity constraint [1, 190]. The scheduling issue becomes even more concerned, when multicell cellular communication is considered, as there exists InterCI. As discussed in Chapter 4, owing to the employment of DS spreading, the MC DS-CDMA can employ a significantly lower number of subcarriers than the other multicarrier schemes, such as the OFDMA,
which do not employ DS spreading [1]. Furthermore, the MC DS-CDMA employs the flexibility to configure its number of subcarriers according to the frequency-selectivity of wireless channels, so that each subcarrier experiences independent fading. In this case, the number of subcarriers of MC DS-CDMA is at the order of the number of T-domain resolvable paths of wireless channels and, hence, it is usually a small number.

A range of researches, such as [97–100, 105, 107, 125], have proposed some resource allocation algorithms in the singlecell MC-CDMA and MC DS-CDMA systems. In Chapter 4 and also in [208], we have studied the resource allocation issues in the single-cell downlink MC DS-CDMA systems. The resources considered include power, subcarrier and DS spreading codes. However, in the single-cell scenario, the DS spreading codes are assumed orthogonal. Hence, the code-allocation becomes very simple. In other words, in the single-cell downlink MC DS-CDMA systems, resource allocation only needs to consider the power- and subcarrier-allocation. By contrast, when the multicell downlink MC DS-CDMA systems are considered, resource allocation becomes much more challenging. Due to the existence of InterCI, efficient resource allocation may have to consider the code-allocation in addition to power- and subcarrier-allocation. Therefore, in this chapter, we motivate to investigate the resource allocation in the multicell downlink MC DS-CDMA systems, which, to the best of our knowledge, has not been addressed in the existing references. Specifically, in this chapter, we consider the resource allocation in the multicell downlink MC DS-CDMA systems, when assuming that all subcarriers can be used in all cells. We assume that power-control is employed in each individual cell, which is usually the case in practice. Hence, our resource allocation mainly includes the subcarrier- and code-allocation, which are designed to minimize the average error rate of the system, or maximize the spectrum-efficiency of the system. However, for the sake of simplicity and robust to implement, in this chapter, we propose a novel resource allocation scheme, which first carries out the subcarrier-allocation independently by each of the BSs, and, then, executes the code-allocation jointly by multiple BSs. To be more specific, our subcarrier-allocation algorithms proposed in [208] and Chapter 4, which include the worst case avoiding (WCA), the worst case first (WCF) and iterative worst excluding (IWE) algorithms, are extend to the multicell MC DS-CDMA systems. Through our investigation and performance comparison with some existing subcarrier-allocation algorithms, we again verify that our proposed subcarrier-allocation algorithms outperform the existing sub-optimum subcarrier-allocation algorithms, when they are operated in the multicell scenarios. After the subcarrier-allocation carried out independently by each of the BSs, then, the code-allocation is operated with the motivation to mitigate the InterCI.

In this chapter, for the sake of achieving low-complexity code-allocation, we assume that, the BSs only share the information about large-scale fading, which includes the propagation pathloss and shadowing effect. Based on the information shared among the BSs, two code-allocation schemes are proposed, namely, the simplified strong InterCI avoiding (SSIA) and the enhanced strong InterCI avoiding (ESIA) algorithms. Specifically, the SSIA algorithm operates the code-
6.2 System Model

We consider the resource allocation in a multicell downlink MC DS-CDMA system, as depicted in Figure 6.1. In order to catch the main features of multicell systems but for the sake of simplicity, we assume that the system consists of three cells, each of which has one base station (BS) supporting \( K \) mobile users. We assume that each of the communication terminals, including both BSs and mobile users, employs one antenna for signal receiving and transmission. Signals transmitted from BSs to mobile users are MC DS-CDMA signals employing time (T)-domain DS spreading [1]. For clarity, the variables and notations used in this chapter are summarized as follows:
6.2. System Model

\( K \) Number of mobile users in each cell;

\( \mathcal{K}^{(u)} \) Set of user indexes in cell \( u \), defined as \( \mathcal{K}^{(u)} = \{ uK, uK + 1, \ldots, uK + K - 1 \}, u = 0, 1, 2; \)

\( N \) Spreading factor of DS spreading;

\( \mathcal{N} \) Set of indexes of spreading codes, defined as \( \mathcal{N} = \{ 0, 1, \ldots, N - 1 \} \);

\( M \) Number of subcarriers of the MC DS-CDMA;

\( \mathcal{M} \) Set of subcarrier indexes, defined as \( \mathcal{M} = \{ 0, 1, \ldots, M - 1 \} \);

\( h_{k,m}^{(u)} \) Channel gain of subcarrier \( m \) between BS \( u \) and user \( k \) in cell \( u \);

\( \mathbf{C} \) \((N \times K)\)-dimensional spreading matrix with columns consisting of the spreading codes taken from a \((N \times N)\) orthogonal matrix. Note that, some columns of \( \mathbf{C} \) may be the same in the case of \( K > N \). In this case, the corresponding users are allocated on different subcarriers;

\( \mathcal{F}_m^{(u)} \) Set of indexes for up to the \( N \) users assigned to subcarrier \( m \) in cell \( u \);

\( \mathcal{V}_n^{(u)} \) Set of indexes for up to the \( M \) users assigned with spreading code \( n \) in cell \( u \);

\(|\mathcal{F}| \) Cardinality of set \( \mathcal{F} \), representing the number of elements in set \( \mathcal{F} \).

In this chapter, we assume that each user in every cell is allocated one subcarrier and one spreading code (or, simply, code). In order to avoid intracell interference (IntraCI), users in the same cell are allocated either different subcarriers or different codes, or both are different. Expressed in mathematics, our allocations satisfy that

\[
\bigcup_{m \in \mathcal{M}} \mathcal{F}_m^{(u)} = \mathcal{K}^{(u)}, \quad \mathcal{F}_m^{(u)} \cap \mathcal{F}_{m'}^{(u)} = \emptyset, \quad m' \neq m, \forall m, m' \in \mathcal{M}, \forall u \in \{ 0, 1, 2 \}; \tag{6.1}
\]

\[
\bigcup_{n \in \mathcal{N}} \mathcal{V}_n^{(u)} = \mathcal{K}^{(u)}, \quad \mathcal{V}_n^{(u)} \cap \mathcal{V}_{n'}^{(u)} = \emptyset, \quad n' \neq n, \forall n, n' \in \mathcal{N}, \forall u \in \{ 0, 1, 2 \}. \tag{6.2}
\]

In our MC DS-CDMA system, in each cell, there are possibly \( N \) users sharing one subcarrier as well as \( M \) users sharing one code. From equations (6.1) and (6.2), we know that different users in a cell are guaranteed to have different subcarriers, if they possibly share the same code, as constrained by (6.1), or guaranteed to have different codes, if they share the same subcarrier, as explained in (6.2). Therefore, there is no IntraCI among users in a same cell. However, users in different cells may be allocated the same subcarrier and also the same code. In this case, there is intercell interference (InterCI).

As shown in Figure 6.1, we assume that each BS locates at the center of a hexagonal cell, and \( K \) users uniformly distribute in the cell. We assume that, in each cell, ideal power control is applied to maintain the same received power by its \( K \) intracell users, which is normalized to one. We assume that each BS transmits signals only to its intracell users, and InterCI exists only between adjacent cells.
cells owing to the propagation pathloss. Let the InterCI be characterized by a factor $\alpha$, which, when taking into account of the combined effects of propagation pathloss, shadowing and transmit power, can be expressed as [206]

$$\alpha = \sqrt{\left(\frac{d_0}{d_1}\right)^\mu 10^{-\frac{\zeta_0 - \zeta_1}{10}}}$$  \hfill (6.3)

where $d_0$ and $d_1$ represent the distances from a BS to the considered intracell and intercell users, respectively. In (6.3), $\mu$ is the pathloss exponent, and $\zeta_0$, $\zeta_1$ (in dB) are zero-mean Gaussian distributed random variables with standard deviation $Y$ (in dB), which accounts for the shadowing effect. Owing to $\zeta_0$ and $\zeta_1$ having the correlation depending on the propagation attenuation from a BS to the two users, $(\zeta_0 - \zeta_1)$ is illustrated to obey the log-normal distribution with zero mean and standard deviation of $Y$ (in dB) [206]. In addition to the propagation pathloss and shadowing effects, signals transmitted from BSs to users also experience the fast fading, which, is assumed to be independent Rayleigh flat fading in terms of different users.

Let us assume that the data symbols to be transmitted by BS $u$ to its $K$ intracell users are expressed as $\mathbf{x}^{(u)} = [x_{uk}, x_{uK+1}, \ldots, x_{uK+K-1}]^T$, where $x_k$ is the data symbol to user $k$, which is assumed to satisfy $E[x_k] = 0$ and $E[|x_k|^2] = 1$. Furthermore, let us assume that subcarrier $m$ is assigned to user $k$ of cell $u$. Then, considering that the $M$ subcarriers are orthogonal, the signal received by user $k$ can be written as

$$\mathbf{y}_k = \mathbf{h}^{(u)}_{k,m} \mathbf{C}_m \mathbf{W}^{(u)} \mathbf{x}^{(u)} + \sum_{u'=0, u' \neq u}^{2} h^{(u')}_{k,m} \alpha^{(u')}_{k,k} \mathbf{C}_m \mathbf{W}^{(u')} \mathbf{x}^{(u')} + \mathbf{n}_k$$  \hfill (6.4)

where, in addition to the notations mentioned previously, $\mathbf{y}_k$ is a length-$N$ observation vector. The vector $\mathbf{n}_k = [n_{k1}, \ldots, n_{kN}]^T$ is a length-$N$ noise vector at user $k$, and it is assumed to obey the complex Gaussian distribution with zero mean and a covariance matrix $2\sigma^2 \mathbf{I}_N$, where $2\sigma^2 = 1/\bar{\gamma}_s$ is the noise variance and $\mathbf{I}_N$ is a $(N \times N)$ identity matrix. In (6.4), $h^{(u)}_{k,m}$ is the fast fading channel gain from BS $u$ to its intracell user $k$ assigned with subcarrier $m$, while $\alpha^{(u')}_{k,k}$ characterizes the InterCI from BS $u'$ to user $k$, by assuming that user $k'$ is assigned with subcarrier $m$. Furthermore, $\mathbf{C}_m$ is a $(N \times K)$ matrix formed from $\mathbf{C}$ by setting those columns corresponding to the subcarriers other than $m$ to zero vectors, as the result of using orthogonal subcarriers.

In this contribution, we assume that each BS employs the channel state information (CSI) of the $KM$ intracell downlink channels. Hence, the BS is capable of preprocessing the signals to be transmitted by setting $\mathbf{W}^{(u)} = \text{diag}(w^{(u)}_{1u}, w^{(u)}_{2u}, \ldots, w^{(u)}_{K-Mu+K-K+1})$ with $w^{(u)}_k = (h^{(u)}_{k,m})^*/\sqrt{|h^{(u)}_{k,m}|^2}$, where $(\cdot)^*$ denotes the conjugate operation, and suppose that $k \in K^{(u)}$, $k' \in K^{(u')}$. However, we assume that the three BSs do not have the channel information $\{h^{(u)}_{K,m} | u, u' \in \{0, 1, 2\}, u \neq u'\}$ of the intercell channels, in order to minimize the complexity of resource allocation. By contrast, since the pathloss and shadowing do not vary fast, we assume that the BSs are capable of sharing the information of the InterCI, i.e., $\{\alpha^{(u')}_{k,k} | u, u' \in \{0, 1, 2\}, u \neq u'\}$. Consequently, after the despreading for user $k$ using its spreading code $\mathbf{c}_k$, the $k$th column of $\mathbf{C}$, it can be shown that the
6.3 General Theory

In the considered multicell MC DS-CDMA system, we employ $M$ subcarriers and $N$ spreading codes to support $3K$ users, which may be as high as $3MN$, in three cells. Our resource allocation is aimed to maximize the system reliability, and the optimization problem can be described as

$$
\bigcup \{ \mathcal{F}_m^{(u)}, \mathcal{V}_n^{(u)} \}^* = \arg \min_{\bigcup \{ \mathcal{F}_m^{(u)}, \mathcal{V}_n^{(u)} \}} \{ \bar{P}_e \}
$$

$$
= \arg \min_{\bigcup \{ \mathcal{F}_m^{(u)}, \mathcal{V}_n^{(u)} \}} \left\{ \frac{1}{3K} \sum_{k=0}^{3K-1} \bar{P}_e^{(k)}(\gamma_k) \right\},
$$

s.t. (6.1), (6.2) \hspace{1cm} (6.7)

where ‘s.t.’ stands for ‘subject to’, $\bar{P}_e$ denotes the system’s average BER and $\bar{P}_e^{(k)}$ denotes the average BER of user $k$. In (6.7), $\bigcup \{ \mathcal{F}_m^{(u)}, \mathcal{V}_n^{(u)} \}$ stands for testing all the possible allocations for all the $3K$ users, while $\bigcup \{ \mathcal{F}_m^{(u)}, \mathcal{V}_n^{(u)} \}^*$ contains the final allocation results for all the $3K$ users. Note that, in this chapter, no power-allocation is considered owing to using power control.

In practice, however, it is often very hard to solve the optimization problem of (6.7), due to the nonlinear relationship between $\bar{P}_e^{(k)}(\gamma_k)$ and $\gamma_k$. Since the average BER $\bar{P}_e$ in various multicarrier communications systems is usually dominated by the subcarrier with the lowest SINR [84]. Consequently, our resource allocation algorithms are designed to maximize the minimum SINR of users, such as in [75, 83, 188]. Therefore, when we jointly consider the resource allocation including
subcarrier- and code-allocation, the optimization problem can be expressed as

\[ \bigcup \{ F^{(u)}_m, V^{(u)}_n \} = \arg \max_{\bigcup \{ F^{(u)}_m, V^{(u)}_n \}} \left\{ \min_{u \in \{0,1,2\}, k \in \mathcal{K}^{(u)}} \{ \gamma_k \} \right\}, \]

s.t. \ (6.1), \ (6.2) \ (6.8)

where \( \gamma_k \) is given by (6.6).

The optimization problem of (6.8) represents a non-convex problem, which is extremely difficult to solve. In order to simplify the resource allocation, in this chapter, we assume that subcarriers and codes are allocated separately. Specifically, the BSs first independently carry out the subcarrier-allocation based only on the CSI of the \( KM \) intracell channels. Correspondingly, the optimization problem for subcarrier-allocation can be described as

\[ \bigcup \{ F^{(u)}_m \} = \arg \max_{\bigcup \{ F^{(u)}_m \}} \left\{ \min_{k \in \mathcal{K}^{(u)}} \{ A_k \} \right\}, \quad \forall u, \]

s.t. \ (6.1) \ (6.9)

where \( A_k = \frac{|h^{(u)}_k|^2}{2\sigma^2} \). (6.9) aims to maximize the minimum subchannel quality of all the intracell users in the three cells, in contrast to [208], where subcarrier-allocation has been considered in single-cell MC DS-CDMA systems.

Overall, our resource allocation scheme may be viewed with the aid of the flow chart in Figure 6.2. After the three BSs independently allocate the subcarriers, they operate the code-allocation
6.4 Simplified Strong InterCI Avoiding Code-Allocation

Based on the results of the subcarrier-allocation. From (6.6), we can know that a user only experiences the InterCI from the two intercell users assigned the same subcarrier and code. Therefore, as shown in Figure 6.2, code-allocation are only need to be considered for the users in the three cells, which share the same subcarrier, with the objective of minimizing the InterCI of each user. As the BSs only share the InterCI factors of \( \alpha(u',k') \), the optimization problem of code-allocation can be described as

\[
\bigcup \{ V_{n}(u) \}^* \left\{ \min_{\bigcup \{ V_{n}(u) \}} \max_{u \in \{0,1,2\},k \in F_{m}(u)} \{ E_k \} \right\}, \forall m \in \mathcal{M}, \quad (6.10)
\]

where \( E_k = |\alpha(u',k')|^2 + |\alpha(u',k')|^2 \) if \( F_{m}(u) = \{ k \}, F_{m}(u') = \{ k' \}, F_{m}(u'') = \{ k'' \}, m \in \mathcal{M} \).

Although solving the optimization problems of (6.9) and (6.10) has much lower complexity, than solving (6.8), exhaustive search is still required, which however has extremely high complexity and prevents the algorithm from practical implementation, when the number of users in the system is relatively high. In order to further reduce the complexity, in this chapter, we focus on finding the sub-optimum solutions for the optimization problem of (6.10). Specifically, two algorithms are proposed for (6.10), which are the simplified strong InterCI avoiding (SSIA) and enhanced strong InterCI avoiding (ESIA) code-allocation algorithms.

In summary, our resource allocation consists of two stages, subcarrier- and code-allocation. First, each BS independently executes the subcarrier-allocation to obtain the allocation results \( \{ F_{m}(u) \} \). Then, code-allocation is carried out based on the subcarrier-allocation results, yielding the code-allocation results \( \{ V_{n}(u) \} \). In literature, such as in [77, 78, 80, 82–86], various subcarrier-allocation algorithms have been proposed and studied for downlink OFDMA systems and other multicarrier systems. In Chapter 4, we have proposed a range of subcarrier-allocation algorithms for single-cell downlink MC DS-CDMA systems, which include the worst case avoiding (WCA), worst case first (WCF) and the iterative worst excluding (IWE) algorithms. In the considered MC DS-CDMA systems, each BS may employ a subcarrier-allocation algorithm discussed in Chapter 4. In this chapter, we do not further discuss the subcarrier-allocation algorithms, but focus on the code-allocation in the multicell MC DS-CDMA systems. Furthermore, in Section 6.7, we compare the BER and spectrum-efficiency performance of the multicell MC DS-CDMA systems employing the various subcarrier-allocation algorithms proposed in Chapter 4.

### 6.4 Simplified Strong InterCI Avoiding Code-Allocation

In our multicell MC DS-CDMA systems, code-allocation is carried out after subcarrier-allocation. As discussed in Section 6.3, after the subcarrier-allocation, each user suffers the InterCI only from two users in the other two cells, which are allocated the same subcarrier and code as itself. As shown in (6.6), the SINR obtained by a user is dominated by the InterCI, when the power of back-
ground noise becomes small. Therefore, the objective of code-allocation should keep the InterCI as small as possible. In this chapter, for the sake of achieving low implementation complexity, we assume that the BSs only share the knowledge of the InterCI factors \( \{ \alpha_{k',k}^{(u')} \} \), which take into account of both propagation pathloss and shadowing effect. In this case, code-allocation may be optimized to minimize the average InterCI of the three users sharing the same subcarrier and the same code.

In this section and Section 6.5, we propose two code-allocation algorithms, which are the simplified strong InterCI avoiding (SSIA) and the enhanced strong InterCI avoiding (ESIA) code-allocation algorithms. In order to make our algorithms easy to follow, we introduce them with the aid of an example, which employs \( M = 4 \) subcarriers and \( N = 4 \) orthogonal spreading codes for supporting 16 users in each cell. Therefore, the frequency reuse factor is one. In this example, we assume that, after the subcarrier-allocation, we have obtained the allocation results for subcarrier 0, \( \mathcal{F}_0^{(0)} = \{ 0, 3, 6, 7 \} \) in cell 0, \( \mathcal{F}_0^{(1)} = \{ 18, 21, 22, 26 \} \) in cell 1 and \( \mathcal{F}_0^{(2)} = \{ 32, 33, 36, 41 \} \) in cell 2. The InterCI factors between two of the users allocated subcarrier 0 are illustrated in Tables 6.1-6.3, where, in each of the tables, the first element is the InterCI factor imposed by a column user to the corresponding row user, while the second element is the InterCI factor from a row user to the corresponding column user. Let us first consider the SSIA code-allocation algorithm.

Table 6.1: An example showing the InterCI factors \( \left( \alpha_{k',k}^{(u')}, \alpha_{k,k'}^{(u)} \right) \) between any two users allocated with subcarrier 0 in cells 0 and 1.

<table>
<thead>
<tr>
<th>users</th>
<th>18</th>
<th>21</th>
<th>22</th>
<th>26</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.018, 0.005</td>
<td>0.108, 0.003</td>
<td>0.117, 0.106</td>
<td>0.143, 0.006</td>
</tr>
<tr>
<td>3</td>
<td>0.067, 0.126</td>
<td>0.01, 0.131</td>
<td>0.026, 1.958</td>
<td>0.116, 1.199</td>
</tr>
<tr>
<td>6</td>
<td>0.038, 0.165</td>
<td>0.011, 0.137</td>
<td>0.194, 0.368</td>
<td>0.147, 0.205</td>
</tr>
<tr>
<td>7</td>
<td>0.065, 0.022</td>
<td>0.167, 0.083</td>
<td>0.019, 0.177</td>
<td>0.081, 0.571</td>
</tr>
</tbody>
</table>

The SSIA algorithm aims at minimizing the maximum InterCI factor between two of the users sharing the same subcarrier. Hence, it carries out code-allocation jointly with the users in adjacent cells based on the knowledge about the InterCI factors of users in different cells. However, in order to reduce the complexity for implementation, our SSIA algorithm first carries out the code-allocation for the users in any two neighbouring cells. Then, codes are assigned to the users in the other cell. Let us now illustrate the SSIA algorithm in association with the example shown in Tables 6.1-6.3.

In the considered example, let us first carry out the code-allocation for the eight users in cells 0 and 1 assigned with subcarrier 0. The allocation are based on three InterCI factor matrices \( \Theta_0^{(0,1)} \), \( \Theta_0^{(0,2)} \) and \( \Theta_0^{(1,2)} \), which are obtained by modifying the InterCI factor matrices shown in

\[ \Theta_m^{(u,u')} \] can be also expressed as \( \Theta_m^{(u,u')} \), \( \forall m, u, u' \).
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Table 6.2: An example showing the InterCI factors \((\tilde{\alpha}_{k,k'}^{(u')}, \tilde{\alpha}_{k,k'}^{(u)})\) between any two users allocated with subcarrier 0 in cells 0 and 2.

<table>
<thead>
<tr>
<th>users</th>
<th>32</th>
<th>33</th>
<th>36</th>
<th>41</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.136, 0.004</td>
<td>0.624, 0.002</td>
<td>0.049, 0.007</td>
<td>0.218, 0.008</td>
</tr>
<tr>
<td>3</td>
<td>0.054, 0.031</td>
<td>0.102, 0.101</td>
<td>0.012, 0.146</td>
<td>0.064, 0.201</td>
</tr>
<tr>
<td>6</td>
<td>0.167, 0.033</td>
<td>0.013, 0.14</td>
<td>0.228, 0.464</td>
<td>0.13, 0.019</td>
</tr>
<tr>
<td>7</td>
<td>2.243, 0.034</td>
<td>0.656, 0.127</td>
<td>0.089, 0.058</td>
<td>0.063, 0.139</td>
</tr>
</tbody>
</table>

Table 6.3: An example showing the InterCI factors \((\tilde{\alpha}_{k,k'}^{(u')}, \tilde{\alpha}_{k,k'}^{(u)})\) between any two users allocated with subcarrier 0 in cells 1 and 2.

<table>
<thead>
<tr>
<th>users</th>
<th>32</th>
<th>33</th>
<th>36</th>
<th>41</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>0.095, 0.052</td>
<td>0.057, 0.125</td>
<td>0.04, 0.23</td>
<td>0.098, 0.017</td>
</tr>
<tr>
<td>21</td>
<td>0.129, 0.229</td>
<td>0.215, 0.024</td>
<td>1.127, 0.166</td>
<td>0.144, 0.044</td>
</tr>
<tr>
<td>22</td>
<td>0.009, 0.045</td>
<td>0.096, 0.912</td>
<td>0.077, 0.47</td>
<td>0.011, 0.133</td>
</tr>
<tr>
<td>26</td>
<td>0.245, 0.014</td>
<td>0.729, 0.015</td>
<td>0.18, 0.623</td>
<td>0.041, 0.068</td>
</tr>
</tbody>
</table>

Tables 6.1-6.3. Specifically, \(\Theta_{0}^{(0,1)}\) is given by

\[
\Theta_{0}^{(0,1)} = \begin{bmatrix}
U_{18} & U_{21} & U_{22} & U_{26} \\
U_{0} & 0.018 & 0.108 & 0.117 & 0.143 \\
U_{3} & 0.126 & 0.131 & 1.958 & 1.199 \\
U_{6} & 0.165 & 0.137 & 0.368 & 0.205 \\
U_{7} & 0.065 & 0.167 & 0.177 & 0.571
\end{bmatrix}.
\]

(6.11)

where \(U_{i}\) is for user \(i\), the circled numbers denote the allocation iterations, and the element value is obtained as

\[
\tilde{\alpha}_{k,k'} = \max \{\alpha_{k,k'}^{(u')}, \alpha_{k,k'}^{(u)}\}, \quad k, k' \in \mathcal{F}_{0}^{(0)}, \mathcal{F}_{0}^{(1)}.
\]

(6.12)

Similar to (6.11), we can obtain the other two matrices \(\Theta_{0}^{(0,2)}\) and \(\Theta_{0}^{(1,2)}\). For example, we can express \(\Theta_{0}^{(0,2)}\) as

\[
\Theta_{0}^{(0,2)} = \begin{bmatrix}
U_{32} & U_{33} & U_{36} & U_{41} \\
U_{0} & 0.136 & 0.624 & 0.049 & 0.218 \\
U_{3} & 0.054 & 0.102 & 0.146 & 0.201 \\
U_{6} & 0.167 & 0.14 & 0.464 & 0.13 \\
U_{7} & 2.243 & 0.656 & 0.089 & 0.139
\end{bmatrix}.
\]

(6.13)

Since for the cases of the InterCI factor being greater than 1, such as \(\alpha_{k,k'}^{(u')} > 1.0\), the InterCI signal is amplified. As shown in (6.6), we define the users generating the elements \(\{\tilde{\alpha}_{k,k'} > 1.0\}\)
in the matrices of (6.11) and (6.13) as ‘undesirable’ users. Furthermore, once a user is allocated a code, this user is referred to as ‘unavailable’ user. In the SSIA algorithm, each allocation iteration first identifies the row user, which has the maximum number of the ‘unavailable’ plus ‘undesirable’ users. Specifically, for the example considered, as shown in (6.11), the circled numbers indicate the allocation iterations. During the first allocation iteration, among the four users of cell 0, user 3 has the maximum number of ‘undesirable’ users in cell 1, which are user 22 corresponding to ̃a_{3,22} = 1.958, and user 26 corresponding to ̃a_{3,26} = 1.199. By contrast, the minimum value on this row is 0.126, which corresponds to user 3 in cell 0 and user 18 in cell 1. Therefore, user 18 in cell 1 is identified as the ‘co-code’ user of user 3 in cell 0, as the underlined element indicates. Consequently, during the first iteration, we allocate users 3 and 18 code 0. During iteration 2, we can see that, in (6.11), each of the rest three users in cell 0 has one ‘unavailable’ user of U_{18} but no ‘undesirable’ users. In this case, we first allocate a code to the user having the the largest “maximum InterCI factor”, which hence avoids the assignment of strong InterCI. As shown in (6.11), ̃a_{7,26} = 0.571 is the largest one, which corresponds to user 7 in cell 0 and user 26 in cell 1. Therefore, like the procedure in iteration 1, we make user 21 in cell 1 as the ‘co-code’ user of user 7 in cell 0, and allocate them code 1. Similarly, we can identify the other ‘co-code’ users and allocate them codes. In the end, as the underlined elements in (6.11) show, during iterations 3 and 4, we allocate code 2 to users 6 and 26, and code 3 to users 0 and 22. Hence, from allocation iterations 1-4 we derive the code-allocation results, which are expressed as V_0^{(0)} = \{3\}, V_0^{(1)} = \{18\}, V_1^{(0)} = \{7\}, V_1^{(1)} = \{21\}, V_2^{(0)} = \{6\}, V_2^{(1)} = \{26\}, V_3^{(0)} = \{0\}, V_3^{(1)} = \{22\}.

After the code-allocation to the users in cells 0 and 1, we can now start allocating codes to the four users in cell 2. The allocation can be carried out based either on the matrix Θ_0^{(1,2)} or on the matrix Θ_0^{(0,2)}, which results in the same performance. For example, let us use the InterCI factor matrix Θ_0^{(0,2)} to illustrate the allocation principle, which is expressed as (6.13). After considering the allocation results from iterations 1-4, we modify Θ_0^{(0,2)} to

$$
Θ_0^{(0,2)} = \begin{bmatrix}
U_{32} & U_{33} & U_{36} & U_{41} \\
U_0 & 0.136 & 0.624 \rightarrow 0.912 & 0.049 \rightarrow 0.47 & 0.218 \\
U_3 & 0.054 \rightarrow 0.095 & 0.102 \rightarrow 0.125 & 0.146 \rightarrow 0.23 & 0.201 \\
U_6 & 0.167 \rightarrow 0.245 & 0.14 \rightarrow 0.729 & 0.464 \rightarrow 0.623 & 0.13 \\
U_7 & 2.243 & 0.656 & 0.089 \rightarrow 1.127 & 0.139 \rightarrow 0.144
\end{bmatrix}
$$

where the element ‘a → b’ means updating ‘a’ in (6.13) to ‘b’. For example, users 0 and 22 are a pair of ‘co-code’ users, then ̃a_{0,23} in the above matrix is updated to 0.912, as 0.912 = \max \{ ̃a_{0,33}, ̃a_{22,33} \}. Similarly, each element in the matrix Θ_0^{(0,2)} can be updated as

$$
̃a_{k,k'} = \max \{ ̃a_{k,k''}, ̃a_{k',k''} \}, \quad k \in V_n^{(0)}, \quad k' \in V_n^{(1)}, \quad k'' \in F_0^{(2)}
$$

where we assume that users k and k’ are a pair of ‘co-code’ users sharing code n.

For the users in cell 2, the code-allocations are carried out based on the matrix of (6.14), where the InterCI factors have been updated. Similar to the allocations for the users in cells 0 and 1, we
can identify user 7 during iteration 5, which has the maximum number of ‘ unavailable’ InterCI factor, as \( \bar{\alpha}_{7,32} = 2.243 \) and \( \bar{\alpha}_{7,36} = 1.127 \). Therefore, we could find its ‘ co-code’ user in cell 2, which is user 41, since the underlined value of \( \bar{\alpha}_{7,41} = 0.144 \) is the minimum available InterCI factor for user 7. As user 7 has been allocated code 1 at iteration 2, user 41 is therefore allocated code 1. By a similar way, the code-allocations for the rest users in cell 2 can be done at iterations 6, 7 and 8. Finally, as indicated by the underlined elements in (6.14), we have the code-allocation results given by \( \mathcal{V}^{(2)}_0 = \{33\}, \mathcal{V}^{(2)}_1 = \{41\}, \mathcal{V}^{(2)}_2 = \{36\}, \mathcal{V}^{(2)}_3 = \{32\} \).

For the example considered, the code-allocation results for the users sharing subcarrier 0 are: users 7, 21 and 41 sharing code 0, users 3, 18 and 33 sharing code 1, users 6, 26 and 36 sharing code 2, users 0, 22 and 32 sharing code 3. Furthermore, with the aid of Table 6.3, we can know that the maximum InterCI factor after the SSIA assisted code-allocation is \( \bar{\alpha}^{(\text{max})} = \bar{\alpha}_{26,36}^{(1)} = 0.623 \), while the average shadowing effect is \( \bar{\alpha}^{(\text{ave})} = 0.145 \).

In summary, the SSIA assisted code-allocation algorithm can be stated as follows.

**Algorithm 12. (Simplified Strong InterCI Avoiding Code – Allocation Algorithm)**

Set \( \mathcal{V}^{(u)}_n = \emptyset, \forall n \in \mathcal{N}, \forall u \in \{0, 1, 2\} \).

For subcarrier \( n = 0, 1, \ldots, M - 1 \):

**Initialization:**

Form the InterCI factor matrices \( \Theta^{(u,u')}_m \) according to (6.11), \( \forall u, u' \); Set \( \mathcal{N} = \mathcal{N}, \mathcal{F}^{(u)}_m = \mathcal{F}^{(u)}_m, \mathcal{F}^{(u')}_m = \mathcal{F}^{(u')}_m, \forall u, u' \); Set \( u = 0, u' = 1 \) and \( u'' = 2 \).

**Code-allocation:**

For allocation iterations \( s = 1, \ldots, 2N \), carry out the operations:

**Step 1** User identification:

(a) Find the user/users \( \hat{K}_s \) in cell \( u \) with the maximum number of the ‘ unavailable’ plus ‘ undesirables’ users in cell \( u' \).

(b) Find the user in \( \hat{K}_s \), which has the largest InterCI factor: \( \hat{k} = \arg \max_{k \in \hat{K}_s} \left\{ \bar{\alpha}^{(\text{max})}_k \right\} \), where \( \bar{\alpha}^{(\text{max})}_k = \arg \max \left\{ \bar{\alpha}_{k,k'} \mid k' \in \mathcal{F}^{(u')}_m \right\} \).

**Step 2** Allocating the code:

Allocate users \( \hat{k} \) and \( \hat{k}' \) code \( n \): \( \mathcal{V}^{(u)}_n = \{\hat{k}\}, \mathcal{V}^{(u')}_{n'} = \{\hat{k}'\} \), where \( \hat{k}' = \arg \min_{k' \in \mathcal{F}^{(u')}_m} \left\{ \bar{\alpha}_{k,k'} \right\} \), \( n = j \) if \( \hat{k} \in \mathcal{V}^{(u)}_j \) or \( \hat{k}' \in \mathcal{V}^{(u')}_j \), otherwise \( n = \mathcal{N}(0) \).

**Step 3** Update:

Update \( \Theta^{(u,u')}_m \) by (6.15), if \( s \leq N \); Set \( \mathcal{F}^{(u)}_m \leftarrow \mathcal{F}^{(u)}_m - \{\hat{k}\}, \mathcal{F}^{(u')}_m \leftarrow \mathcal{F}^{(u')}_m - \{\hat{k}'\} \); Set \( \mathcal{N} \leftarrow \mathcal{N} - n \); Set \( u'' = 2 \) if \( s = N \).

**Step 4** Repeat Steps 1 - 3 until \( \mathcal{N} = \emptyset \).
6.5 Enhanced Strong InterCI Avoiding Code-Allocation

The SSIA algorithm has a main advantage of low-complexity, as it operates based on the \((N \times N)\) InterCI factor matrices. However, the SSIA also has one shortcoming. During each allocation iteration, the SSIA code-allocation algorithm only considers the InterCI between the users in the two neighboring cells of being considered, but ignores the InterCI from the users in the other cell not considered at moment. This may cause that the users allocated in later iterations obtain the codes with strong InterCI. In order to improve the SSIA algorithm, but not to increase too much complexity, in this section, we design a code-allocation algorithm called as the ESIA algorithm, which also aims at minimizing the maximum InterCI factor of the users in the downlink multicell MC DS-CDMA systems. Let us below illustrate the principles of the ESIA algorithm with the aid of the example shown in Tables 6.1-6.3.

For the considered example, our ESIA algorithm is operated by simultaneously considering the three InterCI factor matrices, \(\Theta_0^{(0,1)}\), \(\Theta_0^{(0,2)}\) and \(\Theta_0^{(1,2)}\). The elements in the matrix \(\Theta_0^{(1,2)}\) are obtained from (6.12). Based on the three matrices, the ESIA algorithm can be explained in detail as follows, in association with (6.16)-(6.18).

\[
\Theta_0^{(0,1)} = \begin{bmatrix}
U_{18} & U_{21} & U_{22} & U_{26} \\
U_0 & 0.018 & 0.108 & 0.117 & 0.143 & 0.245 \\
U_3 & 0.126 & 0.131 & 1.958 & 1.199 \\
U_6 & 0.165 & 0.137 & 0.215 & 0.368 & 0.912 & 0.205 & 0.729 \\
U_7 & 0.065 & 0.167 & 0.177 & 0.571 \\
\end{bmatrix}
\]

\(6.16\)

\[
\Theta_0^{(0,2)} = \begin{bmatrix}
U_{32} & U_{33} & U_{36} & U_{41} \\
U_0 & 0.136 & 0.624 & 0.049 & 0.218 \\
U_3 & 0.054 & 0.095 & 0.102 & 0.125 & 0.146 & 0.23 & 0.201 \\
U_6 & 0.167 & 0.14 & 0.464 & 0.13 \\
U_7 & 2.243 & 0.656 & 0.089 & 0.139 \\
\end{bmatrix}
\]

\(6.17\)

\[
\Theta_0^{(1,2)} = \begin{bmatrix}
U_{32} & U_{33} & U_{36} & U_{41} \\
U_{18} & 0.095 & 0.125 & 0.23 & 0.098 & 0.201 \\
U_{21} & 0.229 & 0.215 & 1.127 & 0.144 & 0.167 \\
U_{22} & 0.045 & 0.117 & 0.912 & 0.47 & 0.133 & 0.177 \\
U_{26} & 0.245 & 0.729 & 0.623 & 0.068 & 0.571 \\
\end{bmatrix}
\]

\(6.18\)

The difference between the SSIA and the ESIA algorithms is that the ESIA algorithm identifies the user having the maximum number of ‘unavailable’ plus ‘undesirable’ users simultaneously...
from all the three InterCI factor matrices, in order to exploit higher diversity. By contrast, the SSIA algorithm finds the user having the maximum number of ‘unavailable’ plus ‘undesirable’ users in one InterCI factor matrix, as shown in Section 6.4. Furthermore, the ESIA algorithm searches for the user having the above characteristics from both the row and column directions.

As shown in (6.16), (6.17) and (6.18), the ESIA algorithm needs eight allocation iterations to implement the code-allocation for the twelve users in the three cells. During iteration 1, we can readily find that among all the 12 users, user 3 in Θ(0,1) has the maximum number of ‘unavailable’ plus ‘undesirable’ users, as  \( \bar{a}_{3,22} = 1.958, \bar{a}_{3,26} = 1.199 \). Therefore, user 18 in cell 2 is identified as the ‘co-code’ user of user 3 in cell 1, owing to \( \bar{a}_{3,18} = 0.126 \) is the minimum available InterCI factor. As, at this allocation iteration, neither of the two users has been assigned a code yet, we can allocate an available code to both of them. Hence, we allocate code 0 to users 3 and 18. After the code-allocation for these two users, the algorithm updates the corresponding InterCI factors in the other two matrices, \( \Theta(0,2) \) and \( \Theta(1,2) \), based on the same principles of (6.15). After the updating, we can observe that \( \bar{a}_{3,18} = \bar{a}_{18,18}, \forall k'' \in F_0(2) \) in (6.17) and (6.18).

During the second allocation iteration of the ESIA algorithm, we identify the user with the maximum number of ‘unavailable’ plus ‘undesirable’ users. However, as known from (6.17) and (6.18), all the ten users without allocated codes have the same number of ‘unavailable’ plus ‘undesirable’ users, which is one. For this sake, we propose a method named as the InterCI Scoring (IS) to identify which one of the ten users is first allocated a code, in order to further minimize the maximum number of ‘unavailable’ plus ‘undesirable’ users. Howeveter, as known from (6.17) and (6.18),

\[
B = \begin{cases} 
[1, +\infty), & \text{if } i = 0, \\
(1 - 0.9i/N_b, 1 - 0.9(i - 1)/N_b), & \text{if } i = 1, \ldots, N_b, \\
(0, 0.1), & \text{if } i = N_b + 1.
\end{cases}
\]

According to (6.19) and (6.20), with the IS method, the InterCI factors are mapped to the integer scores, higher InterCI factors are awarded lower scores. Roughly, the InterCI is classified into three types: a) ignorable InterCI, if \( 0 < \bar{a}_{k,k'} < 0.1 \); b) moderate InterCI, if \( 0.1 > \bar{a}_{k,k'} < 1 \); and c) strong InterCI, if \( \bar{a}_{k,k'} \geq 1 \). Their corresponding scores are \( e_{k,k'} = N_b + 1 \) for ignorable InterCI, \( e_{k,k'} = 0 \) for strong InterCI, while \( e_{k,k'} = 1, \ldots, N_b \) for moderate InterCI. Therefore, when the IS of a user is relatively low, it means that it suffers from relatively strong InterCI.

With the aid of the IS method, during iteration 2 of the ESIA algorithm, we can identify the user from the ten options via finding the one having the minimum sum of the IS. For the example
considered, we assumed that the number of bins is \( N_b + 2 = 4 \). In this case, we can identify user 36 in cell 2 for code-allocation, as the sum of its IS is \( e_{18,36} + e_{21,36} + e_{22,36} + e_{26,36} = 2 + 0 + 2 + 1 = 5 \), which is the smallest IS among the ten users. From (6.18), we can find that user 18 in cell 1 is user 36’s ‘co-code’ user, as, corresponding to user 36, \( \tilde{a}_{18,36} = 0.23 \) is the minimum available InterCI factor, as shown in \( \Theta_0^{(1,2)} \). Consequently, users 3, 18 and 36 from the three cells form a group of ‘co-code’ users, which are allocated code 0. Note that, as shown in (6.17), the InterCI factor \( \tilde{\alpha}_{3,36} \) has also been changed to an underlined element, due to the fact that user 36 in cell 3 becomes the ‘co-code’ user of user 3. In the following six iterations, code-allocation to the remaining users can be carried out in the same way as iterations 1 and 2 described above. Note furthermore that, during iteration 5, users 6 and 33 directly become a pair of ‘co-code’ users, as they are the only users having not been allocated a code in cell 0 and 2.

Finally, as the underlined elements in (6.16), (6.17) and (6.18) show, the code-allocation results are: users 3, 18 and 36 sharing code 0, users 7, 22 and 41 sharing code 1, users 0, 26 and 32 sharing code 2, users 6, 21 and 33 sharing code 3. In comparison with the SSIA algorithm, the maximum InterCI factor achieved by the ESIA is much smaller, which is \( \alpha^{(\text{max})} = \tilde{\alpha}_{32,26}^{(2)} = 0.245 \). Furthermore, the average InterCI factor also becomes smaller, which is \( \alpha^{(\text{ave.})} = 0.093 \). The above improvement is achieved because the ESIA algorithm is capable of exploiting a higher order of diversity during the code-allocation.

The ESIA code-allocation algorithm is summarized as follows.

**Algorithm 13. (Enhanced Strong InterCI Avoiding Code – Allocation Algorithm)**

Set \( \mathcal{V}_n^{(u)} = \emptyset \), \( \forall n \in \mathcal{N}, \forall u \in \{0,1,2\} \).

For subcarrier \( m = 0,1,\ldots,M-1 \):

**Initialization:**

Form the InterCI factor matrices \( \Theta_{m}^{(0,1)}, \Theta_{m}^{(0,2)}, \Theta_{m}^{(1,2)} \) according to (6.11); Set \( \mathcal{N} = \mathcal{N}, \mathcal{F}_m^{(u)} = \mathcal{F}_m^{(u')} = \mathcal{F}_m^{(u'')} = \mathcal{F}_m^{(u''')} \). Set \( u \neq u' \neq u'' \), and \( u, u', u'' \in \{0,1,2\} \);

**Code-allocation:**

For allocation iteration \( s = 1,\ldots,2N \), carry out the operations:

**Step 1** User identification:

(a) By searching from the three InterCI factor matrices, find the user/users of \( \mathcal{K}_s \) related to the specified InterCI factor matrices, which has/the maximum number of ‘unavailable’ plus ‘undesirable’ users in a cell.

(b) Find the user \( \hat{k} \in \mathcal{K}_s \cap \mathcal{K}^{(u)} \), which has the minimum sum of InterCI score.

\[
\hat{k} = \arg \max_{k \in \mathcal{K}_s} \{ E_k \}, \text{ where } E_k = \sum_{k' \in \mathcal{K}_s} e_{k,k'} \text{ if user } k \text{ in } \mathcal{K}_s \text{ is related to } \Theta_m^{(u,u')} \text{, or } E_k = \sum_{k' \in \mathcal{K}_s} e_{k',k} \text{ if user } k \text{ in } \mathcal{K}_s \text{ is related to } \Theta_m^{(u',u)}.
\]

**Step 2** Allocating code:

Allocate users \( \hat{k} \) and \( \hat{k}' \) code \( n \): \( \mathcal{V}_n^{(u)} = \{ \hat{k} \}, \mathcal{V}_n^{(u')} = \{ \hat{k}' \} \), where \( n = j \) if \( \hat{k} \in \mathcal{V}_j^{(u)} \) or
6.6. Characteristics of Code-Allocation

When operated in the multicell downlink MC DS-CDMA systems, our code-allocation algorithms employ a range of characteristics and advantages.

First, both the SSIA and the ESIA code-allocation algorithms aim to minimize the maximum InterCI factor, i.e., \( \min \{ \max_{k \in K(u)} \tilde{\alpha}_{kk'} \} \), in order to reduce the InterCI to the value as small as possible, so as to improve the SINR in (6.6) of the multicell MC DS-CDMA system. As shown in Section 6.3, our code-allocations are operated based on the results of subcarrier-allocation. For each of the subcarriers, both of the proposed code-allocation algorithms deal with \( 3N \) users, which may be significantly smaller than the total \( 3MN \) users, if the system employs a relatively big number of subcarriers. Hence, the SSIA and ESIA code-allocation algorithms are guaranteed to have a low complexity for implementation. From the above, we know that the complexity is mainly dependent on the length \( N \) of the DS spreading codes.

Second, the SSIA algorithm can be operated with a lower complexity than the ESIA algorithm. As shown in Section 6.4, when the SSIA algorithm is employed, code-allocation is carried out first for the users in two adjacent cells. Then, it allocates the codes to the users in the other cell. This design ensures that the SSIA algorithm can be easily extended to the multicell systems with more than three cells.

Third, during an allocation iteration, the SSIA algorithm selects the users for code-allocation based only on one of the three InterCI factor matrices. By contrast, during an iteration, the ESIA algorithm allocates the users a code by simultaneously considering all the three InterCI factor matrices. Therefore, the ESIA algorithm can exploit a higher diversity for code-allocation than the SSIA algorithm. Consequently, in comparison with the SSIA algorithm, the ESIA algorithm may achieve a higher SINR for the users, and, hence has better BER performance or higher spectrum-efficiency.

Furthermore, in the ESIA algorithm, the IS method is proposed to identify which users should be first allocated a code. From (6.19) and (6.20), we can know that the performance of the IS method is affected by the number of bins, i.e., \( N_b + 2 \). In Fig. 6.3, we show the impact of \( N_b \) on the BER performance of the multicell MC DS-CDMA systems employing the ESIA-assisted
code-allocation. Note that, the number of bins for the IS is $N_b + 2$. From Fig. 6.3, we observe that, in general, the BER performance first improves and, then, converges to a constant value, as the number of bins used by the ESIA increases. When the number of DS spreading codes per subcarrier is increased from $N = 4$ to $N = 8$, more bins are required by the IS approach to achieve the minimum BER. However, in general and in practice when we consider the implementation complexity, we may choose $N_b + 2 = 5 - 6$ bins for the IS. Additionally, as seen in this figure and Fig. 6.3, the number of DS spreading codes per subcarrier has a big impact on the achievable BER performance of the multicell MC DS-CDMA system. Using more DS spreading codes per subcarrier yields better BER performance, as the result of higher multiuser diversity available for InterCI mitigation.

### 6.7 Performance Results

In this section, we provide a range of simulation results, in order to demonstrate and compare the achievable error rate performance and spectrum-efficiency performance of the multicell downlink MC DS-CDMA systems employing various subcarrier-allocation in Chapter 4 and the code-allocation algorithms proposed in this chapter. In all the simulations for error rate performance, we assume that quadrature phase-shift keying (QPSK) is employed for baseband modulation. For both error rate and spectrum-efficiency, we assume that all subcarriers experience independent flat Rayleigh fading. Furthermore, we assume that, in each of the three cells, the number of users supported by the MC DS-CDMA is $K = M \times N$, with $M$ being the number of subcarriers and $N$...
being the length of the orthogonal DS spreading codes. Signals received at all users are assumed to experience the AWGN with the same noise variance. For modelling of large-scale fading, we assume that the pathloss exponent is $\mu = 4.0$, while the standard deviation for the shadowing effect is $\Upsilon = 8$ dB. Additionally, When the ESIA algorithm is employed, we assume that the number of bins for the IS method is $N_b + 2 = 6$.

Figure 6.4 demonstrates the BER performance of the multicell downlink MC DS-CDMA systems employing various subcarrier-allocation algorithms and the SSIA code-allocation algorithm. In the figure, the subcarrier-allocation algorithms considered are the WCA, WCF and the IWE-WCF algorithms, which were proposed in [208] and Chapter 4. The solid curves in Figure 6.4 give the BER performance of the multicell MC DS-CDMA systems employing the SSIA code-allocation algorithm, while the dashed curves are that, when the multicell MC DS-CDMA employs the random code-allocation algorithm. Here, the random code-allocation means that codes are randomly assigned to the users after subcarrier-allocation, which we sometimes refer to as “non code-allocation”. From the results shown in the figure, we observe that the proposed SSIA algorithm is capable of achieving significant SNR gains over the random code-allocation, when considering different subcarrier-allocation algorithms. As shown in Figure 6.4, regardless of the code-allocation algorithms employed, the best BER performance is always achieved, when the multicell MC DS-CDMA systems use the Hungarian subcarrier-allocation algorithm, while the worst BER performance given by the systems employing the Greedy algorithm. When the random code-allocation algorithm is employed, the BER results of the multicell MC DS-CDMA systems employing different subcarrier-allocation algorithms are close to each other. This is because, in
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Figure 6.5: BER performance of the multicell downlink MC DS-CDMA systems employing various subcarrier-allocation algorithms and the ESIA code-allocation algorithm.

In these cases, the BER performance difference between any two subcarrier-allocation algorithms is overwhelmed by strong InterCI, as a result of no code-allocation. By contrast, when the SSIA code-allocation algorithm is used, the subcarrier-allocation algorithms proposed in Chapter 4, including the WCA, WCF and the IWE-WCF algorithms, significantly outperform the other two sub-optimum subcarrier-allocation algorithms, namely, the greedy and WSA algorithms, owing to the InterCI mitigation capability of the SSIA algorithm. The performance difference between any two subcarrier-allocation algorithms considered agrees with that observed in Chapter 4.

Figure 6.5 shows the BER performance of the downlink multicell MC DS-CDMA systems employing various subcarrier-allocation algorithms and the ESIA code-allocation algorithm. The results can provide us some important observations. First, in comparison with the BER of the system using the random code-allocation algorithm, which is shown in Figures 6.4, the BER performance achieved by using either the ESIA or the SSIA code-allocation is clearly improved. Second, by comparing Figures 6.5 with Figure 6.4, we can find that the ESIA algorithm outperforms the SSIA algorithm, in terms of the BER performance. Furthermore, when the WSA subcarrier-allocation algorithm is employed, the ESIA algorithm slightly outperforms the SSIA algorithm. By contrast, when the three subcarrier-allocation algorithms, including the WCA, the WCF and the IWE-WCF algorithms proposed in Chapter 4, are employed, the ESIA algorithm significantly outperforms the SSIA algorithm, typically the SNR gain is about $2 - 4$ dB. This observation implies that, in the multicell MC DS-CDMA systems, both subcarrier-allocation and code-allocation have a strong impact on the achievable BER performance.
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For the sake of comparison, Figure 6.6 gives the BER versus SNR performance of the downlink single-cell MC DS-CDMA systems employing various subcarrier-allocation algorithms, which can be viewed and thought of as the lower bounds of BER of the multicell scenarios in Figures 6.4 and 6.5. By comparing Figure 6.6 with Figures 6.4 and 6.5, we can see that the relationship between the BER of two subcarrier-allocation algorithms is the same. However, the BER performance of the multicell downlink MC DS-CDMA systems shown in Figures 6.4 and 6.5 is worse than the corresponding ones of the single-cell systems. Furthermore, in the multicell MC DS-CDMA systems, error floors appear in the high SNR region. This is because, although the proposed code-allocation algorithm is capable of reducing the InterCI, they are unable to fully remove the InterCI. This residual InterCI yields the observed error floors. Additionally, when comparing Figure 6.5 with Figure 6.4, we can see that the BER floors generated by the ESIA algorithm is lower than the corresponding ones given by the SSIA algorithm.

In Figure 6.7, we compare the BER performance of the ESIA and SSIA algorithms, when the multicell MC DS-CDMA systems employ the WCF subcarrier-allocation algorithm. First, when either the ESIA or the SSIA algorithm is employed, the BER performance of the multicell MC DS-CDMA systems becomes better as the number of subcarriers $M$ increases, or as the DS spreading factor $N$ increases. This is because the diversity order increases, as $M$ and/or $N$ increases. Second, for all the cases considered, the ESIA algorithm outperforms the SSIA algorithm, and the BER performance gap becomes larger, as the result that the ESIA algorithm exploits higher diversity from three cells than the SSIA algorithm, which only makes use of the diversity from two cells. Furthermore, it is worthy of noting that a better BER performance is achieved in the case of $M = 8$. 

![Figure 6.6: BER performance of the downlink single-cell MC DS-CDMA systems employing various subcarrier-allocation algorithms.](image)

![Figure 6.7: BER performance comparison between ESIA and SSIA algorithms when the multicell MC DS-CDMA systems employ the WCF subcarrier-allocation algorithm.](image)
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Figure 6.7: Comparison of BER performance of the multicell downlink MC DS-CDMA systems employing the ESIA and SSIA code-allocation algorithms, and the WCF subcarrier-allocation algorithm.

Figure 6.8: BER performance of the multicell downlink MC DS-CDMA systems employing various subcarrier- and code-allocation algorithms.

and $N = 8$ than the case of $M = 16$ and $N = 4$. This observation implies that, the InterCI imposes a big impact on the error performance of the multicell MC DS-CDMA systems and, when $N$ is larger, code-allocation is capable of making more contribution to suppress the InterCI.
In the considered multicell downlink MC DS-CDMA systems, a user receives the InterCI only from two users, which are allocated the same subcarrier and the same spreading code as the considered user, as shown in (6.6). In order to further mitigate the InterCI, a mobile user may employ the advanced detectors, such as the maximum likelihood detector (MLD). Explicitly, doing this does not impose much added complexity on the receiver, as there are just three users to consider, when we only consider three cells. Therefore, in Figure 6.8 we show the BER performance of the multicell downlink MC DS-CDMA systems employing various subcarrier- and code-allocation algorithms, where the MLD is used. Explicitly, the MLD efficiently suppresses the InterCI, and, as shown in the figure, there are no error floors anymore. However, we still see that the SSIA and ESIA code-allocation algorithms outperform the random code-allocation, with a typical gain of about $2 - 4$ dB. In comparison with the results shown in Figures 6.4 and 6.5, all the corresponding BER performance shown in Figure 6.8 becomes better. However, the BER performance gap between the ESIA and the SSIA algorithms becomes smaller, owing to the contribution made by the MLD. In addition to employing MLD at the users side, the error floors in Figures 6.4, 6.5 and 6.7 may be reduced by using a class of good spreading codes for downlink transmission.

In Figures 6.9 and 6.10, we study the spectrum-efficiency performance of the multicell downlink MC DS-CDMA systems employing the proposed code-allocation algorithms, and various subcarrier-allocation algorithms. The results show that the ESIA and the SSIA code-allocation algorithms are capable of achieving better spectrum-efficiency performance than the random code-allocation. However, when comparing Figure 6.9 with Figure 6.10, the ESIA algorithm only has
6.8. Conclusions

In this chapter, we have studied the resource allocation in the multicell downlink MC DS-CDMA systems. Motivating to minimize the complexity for resource allocation in the multicell downlink MC DS-CDMA systems, we have proposed a novel resource allocation scheme. In this resource allocation scheme, each BS first independently carries out the subcarrier-allocation, based on a subcarrier-allocation algorithm considered in Chapter 4. Then, spreading codes are jointly allocated on the basis of the subcarrier-allocation. In this chapter, we have proposed two low-complexity and high-efficiency code-allocation algorithms, namely, the SSIA and the ESIA algorithms, respectively, by making use of only the information about large-scale fading, i.e., propagation pathloss shadowing effect. To be more specific, both code-allocation algorithms are motivated to minimize the maximum InterCI factor of the users sharing the same subcarrier and the same spreading code, when assuming that only the InterCI factors are shared among the BSs. Specifically, the ESIA al-

![Graph showing spectrum-efficiency performance of the multicell downlink MC DS-CDMA systems employing the ELSA code-allocation, and various subcarrier-allocation algorithms.]

Figure 6.10: Spectrum-efficiency performance of the multicell downlink MC DS-CDMA systems employing the ELSA code-allocation, and various subcarrier-allocation algorithms.

a very small spectrum-efficiency gain over the SSIA algorithm. Considering both the error rate and spectrum-efficiency, we can conclude that our proposed code-allocation algorithms cannot only achieve better BER performance, but also yield higher spectrum-efficiency. Furthermore, Figures 6.9 and 6.10 once again demonstrate that the three proposed subcarrier-allocation algorithms outperform the other considered sub-optimum subcarrier-allocation algorithms in terms of the spectrum-efficiency.

6.8 Conclusions

In this chapter, we have studied the resource allocation in the multicell downlink MC DS-CDMA systems. Motivating to minimize the complexity for resource allocation in the multicell downlink MC DS-CDMA systems, we have proposed a novel resource allocation scheme. In this resource allocation scheme, each BS first independently carries out the subcarrier-allocation, based on a subcarrier-allocation algorithm considered in Chapter 4. Then, spreading codes are jointly allocated on the basis of the subcarrier-allocation. In this chapter, we have proposed two low-complexity and high-efficiency code-allocation algorithms, namely, the SSIA and the ESIA algorithms, respectively, by making use of only the information about large-scale fading, i.e., propagation pathloss shadowing effect. To be more specific, both code-allocation algorithms are motivated to minimize the maximum InterCI factor of the users sharing the same subcarrier and the same spreading code, when assuming that only the InterCI factors are shared among the BSs. Specifically, the ESIA al-
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The algorithm operates the code-allocation for each of the users based on the full knowledge of the three InterCI factor matrices. By contrast, the SSIA algorithm allocates each of the users a code by considering only one InterCI factor matrix. Therefore, the SSIA algorithm enjoys a lower complexity than the ESIA algorithm. However, the ESIA algorithm can exploit a higher diversity for code-allocation than the SSIA algorithm. Therefore, the ESIA algorithm is capable of achieving a better error performance than the SSIA algorithm, although its spectrum-efficiency performance is only slightly higher than that of the SSIA algorithm. Furthermore, our BER and spectrum-efficiency performance results show that the proposed subcarrier-allocation algorithms proposed in Chapter 4 outperform all the other existing sub-optimum algorithms, when they are operated in the multicell MC DS-CDMA systems, in general, and, they retain all the characteristics as shown in the context of the single-cell MC DS-CDMA systems. Additionally, our studies show that both the SSIA and the ESIA code-allocation algorithms significantly outperform the random code-allocation algorithm. Therefore, considering the multicell communication environments, if the number of users per cell is relatively high, and if the backhaul resources are limited, our proposed code-allocation algorithms can be very promising candidates, which are efficient for practical implementation.
Conclusions and Future Work

In this chapter, a summary of the thesis and main conclusions are first provided in Section 7.1. Then, some recommendations for future research are provided and discussed in Section 7.2.

7.1 Summary and Conclusions

In this thesis, we have investigated the cooperation and resource allocation issues in relay and multi-carrier communication systems. In detail, we have proposed a novel relay aided cooperative system, namely the THCL system, and analyzed its error performance, when the system employs various relay processing schemes. In contrast to the most existing references on relay communications, which typically assume that relay cooperation does not consume energy, in our studies, we have put the emphasis on analyzing the cost of carrying out the cooperation among the relays by studying the effect of the power-allocation to the different hops on the achievable performance of the THCL system. In the context of the resource allocation in multicarrier communications, we have first considered the single-cell downlink OFDMA and MC DS-CDMA systems, and designed and investigated various power- and subcarrier-allocation algorithms. A range of sub-optimum subcarrier-allocation algorithms have been designed, with the objectives to attain the near-optimum performance, but not to make a performance trade-off between reliability and spectrum-efficiency. Then, we have designed and studied the high-efficiency low-complexity resource allocation algorithms for the multicell downlink OFDMA and MC DS-CDMA systems. Typically, in our considered multicell systems, subcarriers are allocated in a distributed way, while InterCI is mitigated with our proposed approaches. Specifically, two high-efficiency low backhaul cost InterCI mitigation algorithms have been proposed for the multicell OFDMA systems, and two novel low-complexity code-allocation algorithms have been designed for the multicell MC DS-CDMA systems.

In more detail, the studies and contributions of the thesis can be summarized as follows, chapter by chapter.
7.1. Summary and Conclusions

In Chapter 2, we have introduced and studied a so-called THCL system, which aims to accomplish a communication between a source node and a destination node with the aid of a cluster of relays. Using this two-hop relay link, we motivate to demonstrate the cost for relay cooperation and the challenges for error performance analysis of this type of systems. As shown in Chapter 2, we have studied three main RP schemes as detailed in Section 2.3, which include the distributed RP, ideal cooperative RP and the cooperative RP. When the distributed RP is employed, the relays simply forward their received signals to the destination. In the context of the ideal cooperative RP, we assume that information exchange among relays can be accomplished without energy consumption, which is also a typical assumption used in many existing reference, e.g., [46–49]. For the sake of investigating the cost of cooperation among relays, we have studied a more practical cooperative RP scheme, i.e., the cooperative RP, which assumes energy consumption for information exchange among relays. In the cooperative RP, information exchange among relays is implemented with the aid of MA and BC transmissions by invoking an IECU. In Section 2.4, we have provided the analyses for the BER of the THCL systems employing various RP schemes over Nakagami-$m$ fading channels, when BPSK baseband modulation is assumed. A range of closed-form BER expressions have been obtained for the systems employing the ideal cooperative RP schemes. Two novel approximation approaches, namely, the Nakagami-TAp and the Nakagami-SAp, have been proposed for obtaining the PDF of the sum of Nakagami-$m$ variables. With the aid of these two approaches, we have obtained the approximated average BER expressions of the THCL systems employing the TEGC-DRP and the CMVC-TEGC-RP, when the first and second hops are assumed to experience flat Nakagami-$m$ fading, while the communications for information exchange among relays suffer from the flat Nakagami-$m$ fading or only AWGN. Furthermore, when the CMRC scheme is used at the IECU, we have proposed the Gamma-Ap approach for finding the approximate PDF of the instantaneous SNR of the detection at the IECU, and derived the average BER of the THCL systems employing the CMRC-TEGC-RP scheme. From our studies in Chapter 2, we can have the following observations. When the distributed RP or the cooperative RP is employed, as shown in Section 2.5, the approximated average BER of the THCL systems has some small deviations from that obtained by simulations, when the fading of communication channels is severe, whereas, they agree with each other very well, as the channel conditions become better. As shown in Figures 2.16-2.19, we have studied the impact of power-allocation on the error performance of the THCL systems employing various RP schemes. Clearly, we have observed that, the cooperation among the relays for information exchange requires $30\% \sim 70\%$ of the total system transmission power, in order to achieve the best BER performance. Our performance results in Section 2.5 have shown that using the ideal cooperative RP assumption always overestimates the BER performance of the THCL system. In practice, the cooperative RP scheme may even achieve worse BER performance than the distributed RP, when the MA/BC links for information exchange experience flat Rayleigh fading. By considering both the BER performance and complexity, we may conclude that the TEGC-DRP constitutes a desirable and practical RP scheme, which demands the lowest complexity for implementation, but is capable of achieving the required BER performance, especially, when
the number of relays is relatively high.

In Chapter 3, we have studied and investigated the resource allocation in the single-cell downlink OFDMA systems, where various subcarrier- and power-allocation algorithms are considered. As discussed in Section 3.3, our resource allocation aims to minimize the average BER of the downlink OFDMA systems without making the trade-off with the spectrum-efficiency (or throughput). We aim to design the subcarrier- and power-allocation algorithms that can be carried out separately with low-complexity but without loss of much performance [83, 84]. In this chapter, we have designed two low-complexity subcarrier-allocation algorithms for downlink OFDMA systems, namely, the BWSA and BSS algorithms, which, respectively, motivate to avoid assigning users the worst subchannels as many as possible, or to assign users the best possible subchannels. As detailed in Section 3.6, the BWSA algorithm represents a two-dimensional extension of the existing one-dimensional WSA algorithm. The BWSA algorithm can avoid the worst subchannels and allocate the best subcarriers in both subcarrier-oriented mode and user-oriented mode. In contrast to the BWSA algorithm considering the subcarrier-allocation starting from the worst subchannels, the BSS algorithm starts its operations from the best subchannels. Specifically, the BSS algorithm is operated in two stages: 1) a search stage to find the best possible candidate subchannels, and 2) an allocation stage to assign users the subchannels chosen from the candidate subchannels. Our studies illustrate that the search stage can usually be completed within a relatively small number of iterations, especially, when large OFDMA systems supporting a big number of users are considered. This property guarantees the BSS to have low-complexity. We have analyzed the upper- and lower-bound of error rate for the subcarrier-allocation in the downlink OFDMA systems in Section 3.9, when assuming square QAM baseband modulation. Furthermore, we have summarized and compared the complexity of the proposed BWSA and BSS algorithms and some other subcarrier-allocation algorithms in Table 3.3. Our simulation results have shown that, as the communication channels become more frequency-selective, the BSS algorithm’s performance becomes closer to that of the optimum Hungarian algorithm. As the number of users involved increases, the achievable BER and spectrum-efficiency performance move close to that achieved by the Hungarian algorithm. However, the BSS algorithm may be outperformed by the BWSA or WSA algorithm, when the OFDMA systems are very small, such as, of using $M = 4$ subcarriers to support $K = 4$ users, which are usually not the cases in practice. In practice, the OFDMA systems are usually large, using e.g., 64 - 2048 subcarriers, in the LTE/LTE-A OFDMA systems. By contrast, the BWSA algorithm is efficient, regardless of the size of the OFDMA systems. In Figure 3.15, the PDFs of the spectrum-efficiency show that our proposed BWSA and BSS algorithms are capable of providing users fairer data rates than the other sub-optimum algorithms, in addition to providing the relatively higher throughput.

In Chapter 4, we have investigated the resource allocation, including both power- and subcarrier-allocation, in the single-cell downlink MC DS-CDMA systems. Similar to Chapter 3, the resource allocation in the MC DS-CDMA system aims to maximize the system reliability without mak-
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We also seek the low-complexity schemes, and, hence, the power- and subcarrier-allocation have been assumed to be operated separately. In this chapter, a range of subcarrier-allocation algorithms have been proposed, which include the parallel Hungarian algorithm, WCA, WCF and the IWE algorithms. Specifically, in comparison with the optimum Hungarian algorithm, the parallel Hungarian algorithm is capable of reducing the complexity from $O(M^3N^3)$ to $O(NM^3)$, by processing $N$ number of $(M \times M)$ cost matrices in the principles of the Hungarian algorithm, instead of operating on a $(MN \times MN)$ matrix. Besides the parallel Hungarian algorithm, all the other sub-optimum subcarrier-allocation algorithms proposed in Section 4.4 motivate to avoid assigning users the worst subchannels as many as possible. We have generalized the WSA algorithm to the WCA algorithm, which is suitable for operation in any multicarrier systems and is capable of achieving better BER performance and higher spectrum-efficiency than the WSA algorithm. We have proposed the WCF algorithm, which can be operated more efficiently and reliably than the WCA algorithm, while retains all the advantages of the WCA algorithm. Finally, in Section 4.5, we have proposed a low-complexity iterative algorithm, namely the IWE algorithm, for further improving the performance of the WSA, WCA and the WCF algorithms, resulting in the IWE-WSA, IWE-WCA and the IWE-WCF algorithms, respectively. In this chapter, we have also analyzed and compared the complexity of the proposed subcarrier-allocation algorithms and some existing subcarrier-allocation algorithms considered, which are summarized in Table 4.3. The results show that all our proposed subcarrier-allocation algorithms have the merit of low-complexity. Our simulation results have shown that the proposed subcarrier-allocation algorithms are capable of attaining better BER and spectrum-efficiency performance than the other existing sub-optimum algorithms considered. They do not make a trade-off between the achievable BER and the spectrum-efficiency of the downlink MC DS-CDMA systems. Furthermore, invoking an IWE-assisted algorithm always improves the reliability and spectrum-efficiency of the original subcarrier-allocation algorithm. Additionally, our results have also demonstrated that the reliability attained by the IWE-WCF algorithm is close to that achieved by the high-complexity optimum Hungarian algorithm.

In Chapter 5, we have studied the subcarrier-allocation in multicell downlink OFDMA systems, which aims to maximize the spectrum-efficiency of the system, while does not make a trade-off with the reliability. Our subcarrier-allocation procedure is described in Figure 5.2, showing that the BSs first independently carry out the subcarrier-allocation and, then, InterCI mitigation is attempted with the aid of minimum BS cooperation, in order to guarantee that all users attain the required communication quality. In this chapter, the subcarrier-allocation algorithms are assumed the same as those in previous chapters. By contrast, we have proposed two efficient InterCI mitigation algorithms, namely the DDMC and the CDMC algorithms, in order to maximize the spectrum-efficiency of the cell-edge users whose SIRs are lower than the SIR threshold $\eta_t$, which is determined by the required quality of communication. Our DDMC algorithm is a distributed decision-making algorithm, in which the BSs individually make their InterCI mitigation decisions. After the decisions, a
BS may ask help from another BS to set up a STBC-aided cooperative transmission to a user with poor SIR. This is in contrast to the existing OOP algorithm, which simply turns off the transmission to a user with poor SIR. By introducing this light BS cooperation, our studies show that the proposed DDMC algorithm outperforms the OOP algorithm. With the motivation to maximize the pay-off from the cooperation while simultaneously at the minimum cost caused, in this chapter, we have proposed the CDMC algorithm, which makes the InterCI mitigation decisions in a centralized approach via sharing limited InterCI information among the BSs. As our studies show, the CDMC algorithm cannot only attempt to maximize the spectrum-efficiency of the system, but also improve the frequency reuse factor of the subcarriers. Specifically, the CDMC algorithm makes the decisions for the users sharing a subcarrier based on a \((3 \times 3)\) dimensional matrix with its elements taking only three values determined by the corresponding InterCI. From this we can know that, in our CDMC algorithm, BSs only share very limited information for decision making. The principles of the CDMC algorithm have been detailed associated with the three cases in Figures 5.3-5.5. Specifically, in Case 1, the CDMC algorithm sets up a cooperation for a user with poor SIR; In Case 2, it may establish a cooperation for a poor user; Finally, in Case 3, the CDMC algorithm simply switches off the transmission to one or more users with poor SIRs, in order to benefit system’s overall performance. In Section 5.7, we have shown that both the proposed DDMC and CDMC algorithms achieve higher spectrum-efficiency than the OOP algorithm, and than the case without employing any InterCI mitigation. In comparison with the DDMC algorithm, the CDMC algorithm can always find a better joint InterCI mitigation strategy, which results in better performance than that attained by the DDMC algorithm. Furthermore, the spectrum-efficiency performance gain of the CDMC over the DDMC becomes bigger, as the SIR threshold \(\eta_t\) increases. Moreover, we have shown that the CDMC algorithm always attains the highest frequency reuse factor, while the DDMC algorithm can obtain a higher frequency reuse factor than the OOP algorithm.

Finally, in Chapter 6, we have extended the resource allocation problems studied in Chapter 4 in the context of the single-cell downlink MC DS-CDMA systems to the multicell scenarios. Again, our motivation is to minimize the average BER of the multicell downlink MC DS-CDMA system, while remembering to make the cost for resource allocation and BS cooperation as low as possible. Specifically, in this chapter, we have proposed a novel resource allocation scheme, in which each BS first independently carries out the subcarrier-allocation. Then, the DS spreading codes are jointly allocated on the basis of the subcarrier-allocation with the aid of information exchange among the BSs. We have proposed two low-complexity and high-efficiency code-allocation algorithms, namely the SSIA and the ESIA algorithms, by making use of only the information about the large-scale fading, i.e., propagation pathloss and shadowing effect, experienced by the users. The principles of the SSIA and ESIA algorithms have been detailed in Sections 6.4 and 6.5, respectively. To be more specific, both the SSIA and the ESIA algorithms are motivated to minimize the maximum InterCI factor of the users sharing the same subcarrier and the same spreading code, when assuming that only the InterCI factors, which are determined by the large-scale fading, are shared.
among the BSs. Specifically, the SSIA algorithm allocates each of the users a code by considering only one InterCI factor matrix at a time, while the ESIA algorithm allocates a code to three users in three cells by simultaneously considering three InterCI factor matrices. Hence, the ESIA algorithm achieves better performance than the SSIA algorithm, but has the cost of slightly increased complexity. According to our simulation results shown in Section 6.7, both the SSIA and the ESIA code-allocation algorithms significantly outperform the random code-allocation algorithm in terms of both the error rate and the spectrum-efficiency performance. The ESIA algorithm is capable of achieving a better error performance than the SSIA algorithm, although its spectrum-efficiency performance is only slightly higher than that of the SSIA algorithm. Furthermore, our BER and spectrum-efficiency performance results show that the proposed subcarrier-allocation algorithms proposed in Chapter 4 also outperform all the other existing sub-optimum algorithms, when they are operated in the multicell MC DS-CDMA systems. In general, when operated in the multicell scenarios, our proposed subcarrier-allocation algorithms retain all the characteristics observed in the context of the single-cell MC DS-CDMA systems.

7.2 Recommendations for Future Research

In this thesis, we have mainly focused our attention on the resource allocation and cooperation, as well as on the various multicarrier communication systems. In this section, we provide some suggestions for potential future research.

- In this thesis, we have studied and analyzed the error performance of the relay aided cooperative system, i.e., the THCL, which only considers the two-hop transmission. We may extend our THCL system to the multihop scenarios, where a source node transmits to a destination node via several hops with the aid of multiple relays. During a hop, the information-carrying signal is forwarded by a portion of the relays, and information exchange among these relays can be carried out in the principles of multiway relay. In this multihop relay aided cooperative system, energy consumption by the cooperation among relays may be investigated via error performance or spectrum-efficiency. Studying this type of multihop transmission systems may give us the observation whether the cooperation among relays is desirable.

- Joint resource allocation in the multicell multicarrier systems constitutes one of the important future research areas. In this thesis, the resource allocation algorithms proposed in multicell systems are carried out in a separate way, due to our motivation of low-complexity implementation. When increased complexity is available, we may design the joint resource allocation algorithms, and simultaneously consider the power- and subcarrier-allocation, as well as InterCI mitigation.

- In Chapter 6, we have proposed the code-allocation algorithms in the multicell MC DS-CDMA systems, when assuming that all the subcarriers and spreading codes have to be allo-
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cated to the users in each of the cells. In our future work, we may design the code-allocation algorithms by assuming that not all the subcarriers and spreading codes have to be allocated to the users in one cell, which is actually a practical assumption. In this case, some users may not be assigned subcarriers and/or codes and, hence, these users do not transmit, forming the OOP scheme studied in Chapter 5. Furthermore, for the sake of mitigating InterCI, as the InterCI mitigation algorithms suggested in Chapter 5, our code-allocation algorithms may be jointly designed with the InterCI mitigation algorithms, so that cooperative transmissions can be set up for the users suffering from strong InterCI.

- In this thesis, when we consider the multicell systems, only three-cell scenarios have been considered. In our future research, we may extend our resource allocation to the scenarios that more than three cells are considered. In this case, our resource allocation algorithms can still be motivated to maximize the system throughput as well as minimize the complexity. Certainly, it is more promising for us to design the high-efficiency distributed resource allocation algorithms, which do not require to share the InterCI information among BSs. In addition, the DDMC and CDMC algorithms proposed in Chapter 5 may be revised and extended to the multicell scenarios having more than three cells.

- Our algorithms proposed in this thesis may be extended for both the user association and resource allocation in downlink multi-tier heterogeneous wireless networks (HetNets), which have emerged as a competitive technology to achieve high-rate, high-quality and diverse communication demands in the future fifth generation (5G) wireless cellular networks. Aiming at obtaining the best trade-off between energy- and spectrum-efficiency, we may first focus on the user association and, then, implementation the resource allocation on the basis of the derived user association. Furthermore, the joint design of user association and resource allocation is another very interesting research area.

As an interesting future research area, in the following part of this section, we provide some deeper discussion about the user association and resource allocation in the downlink HetNets, and explain how high-efficiency algorithms may be designed for the purposes.

In contrast to the resource allocation in the homogeneous cellular networks, as what considered in this thesis, resource allocation in HetNets is much more challenging, due to their infrastructure configurations. In literature, a range of centralized resource allocation schemes for downlink HetNets have been investigated [209–215]. To be a little more specific, the authors of [209] have studied the centralized resource allocation in the context of the HetNets without considering fairness among users, which first distributes the radio frequency resources and, then, allocates the power. By contrast, the authors in [210,211] have investigated the centralized resource allocation in HetNets with considering the proportional fairness, and the resource allocation in [211] assumes InterCI-free. Furthermore, Lertwirama et al. [212] have studied the trade-off between resource allocation and interference alignment in a two-tier HetNet, when assuming that InterCI only exists
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Figure 7.1: System model of a downlink three-tier HetNet, where the Macro cell is overlaid with relay, pico and femto cells.

between macro and femto BSs. To the best of our knowledge, in HetNets, all the references have focused on the resource allocation in the two-tier HetNets. Resource allocation in multi-tier (≥3 tiers) HetNets has rarely been studied. Due to the limits of complexity and backhaul resources, we can expect that distributed resource allocation algorithms will become more attractive in the future HetNets, as distributed algorithms have the characteristics of low-complexity, robustness, quick response to fast-varying wireless channels, etc. However, in HetNets, distributed resource allocation has not received sufficient emphasis and only a very few researches, such as [216, 217], can be found in this area.

Besides the resource allocation, in HetNets, user association is another important research aspect in HetNets. It can be shown that user association enjoys a lot of similarities with resource allocation, if we view BSs and other access points (APs) as a type of resources. In user association, the major challenge is that, maximizing the overall network throughput, while making a good trade-off between load balancing and InterCI. Furthermore, we also need to consider the fairness. So far, a range of references have investigated the user association in HetNets [215, 218–221], with the objective to maximize the spectrum-efficiency without the constraint on quality-of-services. As suggested in [222, 223], it is highly desirable to design the energy-efficient user association algorithms, so as to make a compromise among received signal strength of mobile users, battery life of users and uplink interference levels, etc. Correspondingly, energy-efficient resource allocation has also been an important research branch, as shown by our overview in Chapter 1.
Against the research background in HetNets, one important future research area is the user association and distributed resource allocation in downlink multi-tier HetNets. Specifically, Figure 7.1 shows on a HetNet system consisting of one macro BS, multiple pico and femto BSs, and some relays acting as APs. In this HetNet, we may assume that pico BSs are connected with the macro BS via backhaul links, femto BSs connect with the core network via broadband (such as ADSL), while radio frequency (RF) backhaul links are assumed for the communication between the macro BS and the APs. With the objective to obtain the best possible trade-off between energy- and spectrum-efficiency, we may first focus on the user association and, then, implement the distributed resource allocation on the basis of the derived user association. Furthermore, high-efficiency joint user association and distributed resource allocation algorithm is another important research topic.

For example and more specifically, in contrast to the existing studies, according to our studies in this thesis, user association algorithms may be designed by considering both the downlink signal strength and the InterCI level, in association with diverse QoS requirements for different wireless links. As in the future HetNets, dense deployments of low-power BSs will be popular, low complexity and low energy consumption will be two critical factors for design of communication schemes. For this sake, user association decisions may be made mainly based on the CSI about the large-scale fading and on a small amount of CSI about the InterCI that can be obtained locally. Furthermore, while guaranteeing the required spectrum-efficiency, high energy-efficiency user association algorithms are highly desirable.

Following the study of user association, distributed resource allocation algorithms will be designed for the multi-tier HetNet. Following our studies, in order to reduce the complexity and enhance the robustness, resource allocation algorithms can be operated in a distributed way, so that each BS is capable of efficiently distributing the resources, including transmission time slots, radio frequency, power, etc., as well as performing precoding for signal transmission to its own users. When considering these issues, there is a major challenge from the InterCIs in the HetNet, which exists among the cells of the same tiers and also among the cells from different tiers. Hence, in the distributed resource allocation, each BS may allocate the resources either in a joint approach or in a separate way based on the limited CSI. The optimization objectives may include maximizing the utility of its own resources and minimizing the InterCI to the other cells. Moreover, after the distributed resource allocation, InterCI may be handled with the aid of high-efficiency InterCI mitigation schemes. For example, the algorithms proposed in Chapter 5, may be extended to to mitigate the InterCI in the HetNets. A BS may set up a cooperative transmission or stop transmission to the users suffering strong InterCI. Additionally, in the HetNets scenario, in addition to the OFDMA, we may consider the different multicarrier multiple access schemes for the downlink transmissions. For instance, the macro BS may employ the MC DS-CDMA scheme or pure DS-CDMA scheme, so as to avoid problems generated from synchronization, frequency offset, Doppler frequency-shift, etc. By contrast, OFDMA may be used for communication in small cells to provide high-rate. Furthermore, we may investigate the inter-impact between user association and resource allocation...
with the aim to design the joint user association and distributed resource allocation algorithms, in order to further improve the spectrum- and energy-efficiency of the HetNets, but at the cost of complexity.
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