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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

School of Electronics and Computer Science

Faculty of Physical Science and Engineering

Doctor of Philosophy

Cooperation and Resource Allocation in Relay and Multicarier Systems

by Jia Shi

In modern wireless communications, various techniques haen developed in order to exploit
the dynamics existing in wireless communications. Diwgreas been recognized as one of the
key techniques, which has the potential to significantlyreéase the capacity and reliability of
wireless communication systems. Relay communication mitssible cooperation among some
nodes is capable of achieving spacial diversity by formingraual antenna array for receiving
and/or transmission. Dynamic resource allocation is dapafitaking the advantages of the time-
varying characteristics of wireless channels and wiredgsgeems themselves, generating promising
increase of energy- and spectrum-efficiency. This thesisdfies on the cooperation and resource
allocation in relay and multicarrier systems, via which wetirate to design the low-complexity
algorithms that are capable of achieving the spectrumiefity and reliability as high as possible.

First, we investigate and compare the error performance tefoahop communication links
(THCL) system with multiple relays, when distributed anaperative relay processing schemes
are respectively employed. Our main objectives includen $ome general and relatively simple
ways for error performance estimation, and to demonstretérade-off of using cooperative relay
processing. The error performance of the THCL employingousr relay processing schemes is
investigated, with the emphasis on the cost of cooperatioong relays. In order to analyze the
error performance of the THCL systems novel approximatfgpr@aches, including two Nakagami
approximation methods and one Gamma approximation metredproposed. With the aid of
these approximation approaches, a range of closed-formulas for the error rate of the THCL
systems are derived. Our studies show that cooperation ganetenys may consume a significant
portion of system energy, which should not be ignored ingtesf cooperative systems.

Second, resource allocation, including both power- andauigr-allocation, is investigated in
the context of the single-cell downlink orthogonal freqeyewivision multiple-access (OFDMA)
and multicarrier direct-sequence code-division multgdeess (MC DS-CDMA) systems. Our re-
source allocation is motivated to maximize Hystem reliabilitywithout making a trade-off with the
attainablespectrum-efficiencgf the system, while demanding the complexity as low as ptessi
For the sake of achieving low-complexity in implementatiore carry out power- and subcarrier-
allocation separately in two stages, which has been provdtbut much performance loss. On
this topic, we propose a range of subcarrier-allocatiooritlyns and study their performance with



the OFDMA and MC DS-CDMA systems. In general, our proposgadrithms are designed either
to avoid assigning users as many as possible the worst sufelsa or to assign users the best
possible subchannels. Our studies show that all the prdpaigerithms belong to the family of
low-complexity subcarrier-allocation algorithms, anéytroutperform all the other reference sub-
optimal algorithms considered, in terms of both the errat apectrum-efficiency performance.
Furthermore, some of our proposed subcarrier-allocatigarithms are capable of achieving the
performance close to that achieved by the optimum subcalliEcation algorithm.

Finally, based on our subcarrier-allocation algorithms, investigate the resource allocation
in multicell downlink OFDMA and MC DS-CDMA systems, with themphasis on the mitiga-
tion of intercell interference (InterCl). Specifically, ve&tend the subcarrier-allocation algorithms
proposed in the single-cell systems to the multicell sdesain which each base station (BS) in-
dependently carries out the subcarrier-allocation. Atter subcarrier-allocation, then minimum
BS cooperation is introduced to efficiently mitigate thesh@l. In the multicell downlink OFDMA
systems, two novel InterCl mitigation algorithms are prsguh both of which are motivated to set
up the space time block coding (STBC) aided cooperativestnissions to the users with poor
signal-to-interference ratio (SIR). Our studies show thaih the proposed algorithms can sig-
nificantly increase the spectrum-efficiency of the multicklwnlink OFDMA systems. In the
multicell MC DS-CDMA systems, after the subcarrier-alltian, we propose two low-complexity
code-allocation algorithms, which only require the BSshars the large-scale fading, including
the propagation pathloss and shadowing effect. Our stgtlims that both the code-allocation algo-
rithms are highly efficient, and they are capable of achggignificantly better error and spectrum-
efficiency performance than the random code-allocati@n, lhe case without code-allocation).
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Chapter

Introduction

1.1 Motivation

In wireless communications, the communication environsmare typically dynamic. First, signals
transmitted over wireless channels experience propagptthloss and shadowing effects, which
are usually referred to as the large-scale fading [1]. Simelously, due to the reflection, attenua-
tion, deflection, scattering, Doppler effect, etc., wisslsignals also experience fast fading. Both
the large-scale fading and the small-scale fading are tiani@amnt, making the signals received by
wireless receiver dynamic. Second, in wireless mobile camioation systems, users move around
in random ways, making the distribution of users random tHeumore, different users may have
different requirements for their services and correspugndervice qualities. All these, plusing the
above-mentioned large- and small-scale fading, make teeialationship among the communi-
cation users highly dynamic, not only the number of userspaimg the limited resources in a
given geographic area is time-varying, but also is the ingar (or co-channel) interference. Addi-
tionally, in wireless communications, the system struegunay be different in different areas, the
resources for supporting communications can be highlyrsiven different areas and at different

time, and so on.

Owing to the above-mentioned, in modern advanced wirel@ssraunications, techniques have
been developed in order to exploit the dynamics existing inelass communications, instead of
trying to avoid them as in the conventional wireless systefmmong these techniques, diversity
has been recognized as one of the key techniques, whichd&astbntial to significantly increase

the capacity and efficiency of wireless communication syste

Following the state-of-the-art of wireless communicasion this thesis, we motivate to design
and investigate the technigues that can make efficient usieeoflynamics of wireless commu-
nications. Cooperation and resource allocation are thethemes of the thesis. Specifically, in
Chapter 2, we study a two-hop relay link, where one source madnmunicates with one desti-
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nation node with the aid of a number of relay nodes that mapeade with each other to carry
out detection and transmission. In this way, we can mititfaesffect of propagation pathloss and
achieve the space diversity provided by the multiple reldyghis chapter, our focuses are on the
effect of the power allocated between the source and thgsiedend the effect of the energy con-
sumed by relays on the achievable error performance of thehtwp relay link. In Chapters 3-6,
our focus is on the resource allocation, which through coatmn implements resource sharing
and achieves multiuser diversity. In these chapters, wanmower- and subcarrier-allocation algo-
rithms are proposed for the single-cell and multicell daliisystems supported by the OFDMA or
the MC DS-CDMA. We investigate and compare the spectrunaieffcy and error performance of
our proposed algorithms as well as a range of existing dlgos on the topics.

1.2 Relay Communications

In modern wireless communications, relay communicatiaih wboperation among some nodes is
capable of achieving spacial diversity by forming a virtaatenna array for each receiving and/or
transmission. Relay communication was considered as aarl971, when Van der Meulen [2]
proposed the concept of the relay channel in the contextlufegtnode communication system. A
few of years later, T. M. Cover and EL Gamal [3] studied theacdty of the Guassian relay channel,
and proposed some essential relaying protocols. In relayramications, the cooperative diversity
can be achieved by the re-transmissions of source signatsléays by exploiting the broadcast
nature of wireless channels. In [4,5], Lanengdml. have evaluated and compared the decode-and-
forward (DF) and amplify-and-forward (AF) relaying protis in terms of the achievable diversity
order and outage probability, as well as characterized itrezsity-multiplexing trade-off (DMT)

of the two relaying protocols. In [6, 7], the authors haved&d the user cooperation, in order
to achieve transmit diversity in cellular networks, wherneser relays its partner’s information in
addition to transmitting its own information. The study if] has demonstrated that an increase
of throughput can be used to trade for an increase of cellragee The authors of [8-10] have
investigated the achievable DMT of the various cooperatw@munication systems. Specifically,
Azarianet al. of [8] have studied the optimal DMT of both the AF and DF relayischemes,
when both single relay and multiple relay scenarios areidered. For the sake of reducing the
implementation complexity without much trade-off the @eand error rate performance, various
relay selection schemes have been studied in [11-14]. fRadlyi Bletsaset al. in [11] have
proposed and studied a relay selection regime, which yibildiversity on the order of the number
of relays used. Later in [12], the authors have proposed plgimpportunistic relaying scheme
with the DF and AF strategies, which is capable of achievimg aptimal outage performance.
By introducing a threshold in [13], the authors have ingzgid the threshold-based opportunistic
relaying and relay selection, when the DF relaying protisalssumed.

The above-mentioned relay communications schemes emptog advantages over the con-
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ventional point-to-point communications. However, thisralways throughput loss, resulted from
the half-duplex operation used by the relay schemes. Tdrerebome successive relay proto-
cols [15-18] have been proposed to recover the throughpstimoposed by the conventional relay
schemes, using, such as, AF or DF. Specifically, considexitygo-path successive relay system,
Chunbo Luocet al. [17] have proposed a low-complexity network coding schemeambat the
inter-relay interference and provide the simultaneoua ttansmission from the source and relays
with a rate of one. In [18], the same authors have proposethancelay communication scheme,
which has a rate one and is capable of fully cancelling ther-irglay interference.

In relay communications, there are various types of rel@ygaols, which are summarized as

follows.

o Amplify-and-forward (AF) [3]: Signals received by a relaythin a time slot are forwarded
to the destination using another time slot without detectb the information sent by the
source. Two time slots are required for using the AF schensemal a symbol (or frame)
from a source node to its destination node.

e Decode-and-forward (DF) [19]: A relay first decodes the algmeceived from the source,
and then re-encodes as well as re-modulates the informdtiefiore forwarding it to the
destination. Note that, if a relay re-encodes and re-maoesilthe detected signals in the
same way as the source, the scheme is referred to as theitipebded DF” scheme.
In DF, two time slots are required to send a symbol (or frameinfa source node to its
destination node.

e Compress-and-forward (CF) [19]: In CF scheme, contranh&AF and DF, a relay first
guantizes the signal received from a source and then cosgwés before forwarding it to
the destination. The destination combines the quantizéd¢ampressed signal received from
a relay with the original signal from the source to produaedhcision. In CF, two time slots
are also required to send a symbol (or frame) from a source twitis destination node.

e Successive relaying [16]: Successive relay schemes yswalk with two sets of relays
under two phases. In the first phase, the source node anddhsstiof relay nodes transmit,
while the second set of relay nodes and the destination radéve. In the second phase, the
source node and the second set of relay nodes transmit, tivhifest set of relay nodes and
the destination node receive. The above two phases workaiieely until the transmission
complete. It can be seen that the data rate is approximatedy ib sufficiently long data
blocks are transmitted.

In relay communications, various topologies have beerstiyated in diverse cooperative sce-
narios. Typically, there are the classic three-node tapglowo-hop cooperative topologies with
multiple sources, multiple relays, and/or multiple desiions, and their extensions of multi-hop
cooperative networks.
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Source Destination

Figure 1.1: System model of the three-node cooperativearkiwhere the source trans-
mits signals to the destination both directly and via thayel

The three-node network has the conceptual structure shovdigure 1.1. This cooperative
topology has been widely studied. In addition to some of éfierences mentioned in the previous
paragraphs, the authors of [20] have considered the thovde-model in cellular network, where
subscribers help to relay information for each other to maprthe overall network performance.
In [21], a relay selection scheme has been designed for @-tiode network, with the motivation to
minimize the bit error rate (BER) of the network. Omaital. [22] have investigated the SNR-based
selective relaying for the three-node network, where theayreither retransmits or retains silent
depending on the link quality of the network. Aiming at reshgcthe outage probability, in [23]
an ARQ aided DF relay scheme has been proposed for the thoeeawoperative network, where
optimum power-allocation between source and relay is adée Furthermore, Ropolésal.[24]
have investigated the coding issues in the three-node netwo

i

Relay 1

Relay 2

Source Destination

Figure 1.2: System model of a two-hop cooperative netwoth Wwirelays.

The three-node model system can be extended to a two-hopl fi2&J&6] havingL relays,
as shown in Figure 1.2. In this model, all relays may be siamglously activated to support the
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source node to communicate with the destination node [28kriatively, a part of nodes can be
selected based on certain criteria to support the commtimnical he performance of the two-hop
multiple-relay model has been widely investigated in thetert of various scenarios, including
AF/DF, relay selection, different modulation schemes, [28—30].

Ty

User L

I \\
W, \ e

Multiple Access

Relay Broadcast

Figure 1.3: System model of a multiway relay cooperativevoet, wherel. mobile users

exchange information via one relay in a two-hop fashion.

Multiway relay cooperative networks can be used for infdioraexchange among a group of
distributed mobile users, their system model can be dep@seFigure 1.3. In a multiway relay
network, information exchange among thaisers can be accomplished in two steps, including
a multiple access step and a broadcast step. The Multiway redtwork was first investigated
in [31], as early as in 1977, for the achievable rate regiardrtly, multi-way communication has
been suggested to be implemented with the aid of relays,ifigrthe multiway relay communica-
tion [32—36]. Specifically, in [32], the achievable rateiogghas been studied, when the AF, DF
or CF relay protocol is assumed. In [33, 34], the multiwayayetommunication has been investi-
gated, when assuming that a group of single-antenna uggpersed by a half-duplex multiantenna
relay station are operated under the non-regenerativeof3@generative [34] relay strategy. The
capacity of the binary multiway relay channels has beeniestlia [35], where multiple terminals
exchange their information with the aid of a relay suppofbgda so-called functional-decode-
forward coding strategy. Furthermore, in [36], the nonareimt fast frequency-hopping (FFH)
technique has been proposed for information exchange amamugup of users through a relay,

which recovers and forwards a time-frequency matrix.

In literature, multi-hop model is another widely studiecbperative topology, which can be
simply represented by Figure 1.4 whéreelays successively forward information from the source
to the destination. Concerning this model, Hasna and Ald8ii+39] have analyzed the end-to-
end (E2E) equivalent SNR, outage probability, when assgmonregenerative relays communi-
cating over Nakagami fading channels. Furthermore, theg havestigated the power-allocation
in multihop networks, when aiming at minimization of outggebability [40]. In [41], Triguiet
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Source Relay 1 Relay N  Destination

Figure 1.4: System model of a multi-hop network, where thes® sends signals to the
destination vial. intermediate relays.

al. have developed a unified framework for studying the capaBBR and outage probability of a
single input single output (SISO) multihop links operatedAF principles, when communicating
over generalized fading channels.

Note that, the multi-hop model of Figure 1.4 can be extendedatious and more complex
networks, in which each hop may have multiple relays, as aglhere are multiple sources and

destinations, such as the studies in [12,42—45].

In cooperative relay communications, a typical assumpii@ely used is that information ex-
change among the cooperative relay nodes does not conswrgy.em the published references,
such as [46—-49], on the relay communications employing eddjve relays, the ideal cooperation
among relays has been used as a typical assumption. Undeasgumption, there is no energy
consumption for the information exchange required by comjmn and, furthermore, other over-
heads required are also often ignored. Against this bacdkgkoin Chapter 2, we are motivated
to study the power-allocation and energy consumption fforimation exchange among multiple
cooperative relays, when we consider a novel relay commatiait network employing various
relay processing schemes. According to our study, we carodstmate that the ideal cooperation
assumptions often result in misleading observations, vghactical scenarios are considered.

1.3 Multicarrier Schemes and Resource Allocation in Multiarrier

Systems

Multicarrier communication techniques have now playedadngmt roles in broadband wireless
communications. Without any doubt, in the future generatiof wireless communications, multi-
carrier communication is still one of the promising cantiidadue to its capability to support wide
range and diverse services, flexibility for implementatibigh spectrum-efficiency and capacity,
etc. Owing to the above-mentioned, in this thesis, the mesoallocation is studied in the context
of the multicarrier communications. In this section, wetfirovide a brief overview for the three
most widely employed multicarrier techniques, includihg brthogonal frequency division mul-
tiplexing (OFDM), multicarrier code-division multiplecaess (MC-CDMA), and the multicarrier
direct-sequence CDMA (MC DS-CDMA). Then, we provide a Biterre review of the resource
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allocation in multicarrier communications.

1.3.1 Overview of Multicarrier Communication Schemes

a1 + jb C?
exp(27 f1t) S(t)
serial data S/P as + jbs j
—_—
M
Converter exp(2m fot) > om—1 Be(’)
apny + jb}\,[
exp(2m furt)

Figure 1.5: The transmitter schematic of the OFDM systemleyimg M number of
subcarriers [1].

OFDM and its multiuser extension of orthogonal frequeneysitin multiple-access (OFDMA)
belong to the parallel data transmission schemes, whichtaesto achieve high data rate commu-
nications via transmitting data on a number of orthogonhatatriers [50, 51]. Figure 1.5 depicts
the transmitter block diagram of the OFDM system, which eypM number of orthogonal sub-
carriers. In OFDM, data symbols are transmitted in paralfemultiple subcarriers after serial-to-
parallel (S/P) conversion. As shown in Figure 1.5, each efMhparallel sub-branches conveys a
data symbol, expressed gs+ jb; for theith sub-branch. Then, each of thé symbols modulates
one corresponding subcarrier chosen from Aierthogonal subcarriers. In OFDM or OFDMA,
this multicarrier modulation is implemented by fast Fouti@ansform (FFT). As shown in Fig-
ure 1.5, after the multicarrier modulation, the final traitted signal is derived by adding thel
sub-branches signals, yielding the composite OFDM sigxalessed as

M
s(t) = Y R{(am + jbm) exp(j27fut)}

m=1
= ﬁ (A cOS(27T fyt) — by SIN(27T ft)] . (1.1)
m=1

OFDM and OFDMA systems are able to achieve high data rate aonwations benefited from
the efficient parallel data transmission. With the aid oflicyprefixing or zero padding [1], inter-
symbol interference can be significantly mitigated in OFDMtems. OFDM systems can achieve
very high spectrum-efficiency. Furthermore, owing to udikl techniques for subcarrier modu-
lation and demodulation, OFDM systems have low-complexitpwever, OFDM systems suffer
from the high peak-to-average power ratio (PAPR) problefB(Ql When the power of transmitter
amplifier is limited, the high PAPR OFDM signals suffer frommlinear distortion, which may
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cause significant performance degradation. In order toceethe non-linear distortion, the average
transmit power of OFDM signals may need to be reduced, whietelier limits the transmission
distance. Additionally, due to the limited transmit powémmbile terminals, the PAPR problem
in OFDM systems becomes more severe in the uplink transmnissence, in order to combat
this problem, single-carrier frequency division multiglecess (SC-FDMA) schemes employing
reduced number of subcarriers have been proposed for thik tiEnsmission in LTE/LTE-A sys-
tems [52,53]. As shown in [1], the localized FDMA (LFDMA) saime in the SC-FDMA conflicts
only slight PAPR problem, since a user only transmits a fewutfcarriers. By contrast, the in-
terleaved FDMA (IFDMA) scheme in the SC-FDMA does not have BAPR problem, as every
user only transmits a single subcarrier [1]. Furthermorigh the aid of theM-ary pulse-position
modulation, time-hopping multicarrier CDMA (TH MC-CDMAEkeme can completely avoid the
PAPR problem, as only one of the subcarriers is activatedatime instant [54, 55].

’
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Figure 1.6: The transmitter schematic of the MC-CDMA systeith F-domain spreading
employinggN, number of subcarriers [1].

MC-CDMA [56, 57] is another widely used technique in multigar systems, which has the
general transmitter schematic as shown in Figure 1.6. MGABDses the frequency-domain (F-
domain) spreading. As the figure shows, the serial data isdisverted intoQ parallel sub-
branches. Each of the parallel sub-branches is spreadMjvaubcarriers using a user specific
N-length F-domain spreading code. Finally, after the maitier modulation, the composite MC-
CDMA signal is obtained by adding tH@N, subcarrier signals, which can be expressed as

B 2P & Ny (k) . )
CRLINES s RURER ) a2
for the kth user. In (1.2),P is the transmission power per sub—branbﬁ,)(t) represents théh
data stream of usé; [ci[1], ck[2], ..., ck[Np]]” is the F-domain spreading code of uketn MC-
CDMA, subcarrier modulation can be implemented using FERt&gues, forming the so-called
spread OFDM.

MC-CDMA enjoys all the advantages of the OFDMA. Furthermd/&-CDMA also benefits
from the merits of CDMA [58]. In MC-CDMA, one data symbol isrepd over multiple subcarri-
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ers, which facilitates to achieve frequency diversity, whemmunicating over frequency selective
fading channels [1]. However, as the OFDM, the MC-CDMA algfiess from the PAPR problem.

b(lk) —
. X
. sp(t
. exp(27 fit) Sk( )
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eradaa s b (XP @
Converter . exp(27 fit) >
cr(t) .
X
o exp(2r firrt)
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Figure 1.7: Transmitter schematic of the MC DS-CDMA systeith time domain spread-
ing, which employsQ M number of subcarriers [1].

MC DS-CDMA [59, 60] systems use multiple subcarriers to egnparallel data streams with
direct-sequence (DS) spreading in time-domain (T-domeia) possibly also F-domain spreading
[1]. Figure 1.7 depicts the transmitter schematic of the M&SCDMA system using only T-domain
spreading. As the figure shows, the serial data stream isd®avintoQ number of reduced-rate
parallel substreams. In order to increase the processingpfaubcarrier signals, MC DS-CDMA
system invokes the T-domain spreading on each of@hsubstreams. After the DS spreading,
each substream is modulated dhnumber of subcarriers. The composite MC DS-CDMA signal
transmitted by usek can be expressed as

2P S M (k) ) }
s =R — b cr(t) ex i :
k(1) {\/QM H; i (Hex(t) exp(j2mfit) (1.3)

whereP and bfk)(t) have the same definitions as those in (1c2}f) is the T-domain spreading
sequence of usét

Owing to the employment of T-domain spreading, MC DS-CDMAtsyn usually requires a
significantly lower number of subcarriers than the OFDM an@-BMDMA systems. Therefore,
the MC DS-CDMA scheme has less severe PAPR problem suffgréldebother two multicarrier
schemes. In contrast to the MC-CDMA, the MC DS-CDMA is easygtarantee independent
fading over different subcarriers, since the number of auiers in MC DS-CDMA can be signif-
icant reduced in comparison with that in MC-CDMA [61]. Fwetimore, in the MC DS-CDMA,
the number of subcarriers may be reconfigured online acugprdi the communication environ-
ments, making the MC DS-CDMA highly-flexibility. In the MC DEDMA, if non-orthogonal
DS spreading codes are used, multiuser detection may begeda mitigate the multiuser inter-
ference. Furthermore, the MC DS-CDMA system may not benafitmfrom employing the FFT
aided multicarrier modulation and demodulation, sincerthmber of subcarriers used is usually
not high [1].
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1.3.2 Overview of Resource Allocation in Multicarrier Sysems

In wireless communications, promising energy- and specfficiency can be achieved, when tak-
ing the advantage of the time-varying characteristics ligg gor example, adaptive modulation,
dynamically resource allocation, etc. [62]. The studieseiferences show that dynamic resource
allocation is capable of achieving significant gain overdixesource allocation. So far, various
resource allocation algorithms have been proposed foerdift multicarrier systems [62—74]. In
detail, joint bit-, subcarrier- and power-allocation aitfuims in have been studied in [62, 63] in
order to minimize the total transmission power, while maiming users’ quality-of-service (QoS).
Wonget al. [62] have proposed an iterative subcarrier-allocatiomudtigm, which is operated fol-
lowing bits and power assignment. [63] has considered ftiné gssignment of the bits, subcarriers
and power for each of the users via low-complexity algorghioreover, in [64—68, 75], various
sub-optimum joint subcarrier- and power-allocation alfpons have been proposed. Specifically,
in [64], the authors have proposed two computationally fpremsive approaches for joint resource
allocation, where subcarrier-allocation is carried outviro iterations. Considering the uplink
OFDMA systems, the authors in [65, 75] have proposed the gihcarrier- and power-allocation
algorithms, with the objectives of maximizing the sum ratel he total utility of resources, re-
spectively. A heuristic non-iterative subcarrier- and powallocation algorithm has been proposed
in [68] for the OFDMA downlink by extending the ordered subix selection algorithm [76] pro-
posed for single user systems. Furthermore, in [69, 70Janha resource allocation problems have
been addressed in the context of cross-layer optimizafi@FDMA systems. More recently, the
two-part paper [73, 74] has studied the chunk-based subcatlocation and power-allocation in
downlink OFDMA systems, in order to reduce the complexityasfource allocation.

Researchers in [77-89] have designed and studied a rangbadrsier-allocation algorithms
for the downlink single-cell OFDMA systems. Specificallgng and Lee [78] have studied the
greedy subcarrier-allocation algorithm without consiagrthe fairness, in order to maximize the
sum rate of the downlink OFDMA systems. By contrast, authorf/9] have proposed a fair
subcarrier-allocation algorithm of providing equal daterfor all users. The fair greedy algorithm
has been introduced in [80, 82] for subcarrier-allocationhe OFDMA systems, where all users
are assigned the same number of subcarriers. The fair gedgdsithm has the shortcoming that
the users assigned subcarrier later may have poor errarpemce. For the sake of maximizing
the sum rate of downlink OFDMA systems, another two famoegdy-type subcarrier-allocation
algorithms have been proposed, which are the worst use(\MifstF) greedy algorithm [85] and
the maximal greedy algorithm [86]. However, the WUF aldunitis inefficient when operated
in highly frequency-selective fading channels, while thaximal greedy algorithm’s complex-
ity is dependent on the number of times of applying the abuoeetioned fair greedy algorithm,
which might be very high. Liu and Yang [83] have proposed a-tmmplexity worst subcarrier
avoiding subcarrier-allocation algorithm, which aimsettiaving the best error performance of the
frequency-division multiple-access systems includirg@DMA.
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A range of references have focused on power-allocation éndibwnlink OFDMA systems
[90-95]. Reference [90] has shown that the water-filling eeallocation is able to maximize the
total data rate of the downlink OFDMA systems, which emplayth the unfair greedy subcarrier-
allocation algorithm. By contrast, She al. [92] have proposed an optimal power-allocation
scheme performed after the greedy subcarrier-allocatidrich aims at maximizing the sum ca-
pacity of the OFDMA systems with proportional fairness daaists. In [93], the proposed power-
allocation schemes for the OFDMA systems have been desigrin sense of maximizing the
sum rate and minimizing the sum power consumption of theesyst respectively. In [94, 95],
the authors have investigated the power-allocation in tRBKAA-based cooperative and cognitive
radio systems.

A range of researches can be also found in the area of joiotires allocation in the MC-
CDMA systems [96—-100]. Specifically, the authors in [96] dnatudied the joint subcarrier- and
power-allocation, in order to enhance the power-efficiemiegt minimize the error rate of the sys-
tems. The allocation of transmission rate, subcarrier amdep has been considered for MC-
CDMA systems in [97], aiming to minimize the total transnsspower under certain BER re-
qguirement. In [99, 100], the capacity performance of the MMHDFDMA and MIMO-MC-CDMA
systems has been compared, when only power-allocatiorpledpin [101], an iterative resource
allocation algorithm implementing bit loading and pow#o@ation has been developed for the
MC-CDMA systems, in order to maximize the throughput, whethliransmission power and BER
constraints are imposed for all users. In [102,103] havesaiapemphasis on subcarrier-allocation
in user-group based MC-CDMA systems has been put by the s itéwod the algorithm proposed
by Huanget al. in [103] aims at maximizing the total throughput, while garstieeing the fairness
among the different user groups. In [104, 105], the authax Istudied the subcarrier-allocation
in association with linear MUDs in the MC-CDMA systems. Sfieally, in [104], the allocation
algorithms has been proposed to minimize the uplink powes@mptions, when assuming var-
ious BER requirements for different users. By contrast,1i05], the authors have demonstrated
that the combination of the proposed subcarrier-allooatind linear MUDs is efficient for miti-
gating multiple-access interference (MAI). The binary powllocation in single-cell MC-CDMA
systems has been addressed in [106, 107], by considerirantb# power control [106], and that
power is uniformly distributed over the subcarriers witgthrelative channel gains, while turning
off the power of the subcarriers suffering deep fading [107]

As shown in literature, the MC DS-CDMA scheme employs a rarfgelvantages over the MC-
CDMA and OFDMA schemes. It can achieve higher capacity, isenamd flexible for design and
reconfiguration, and suffers less severe PAPR problem,ietcomparison with the MC-CDMA
and OFDMA. However, very limited researches [108—-114] hasen devoted to the resource al-
location in MC DS-CDMA systems. In a little more detail, in0B], the allocation of subcarrier
and non-orthogonal spreading codes have been studied gettezalized MC DS-CDMA systems.
It can be shown that the proposed schemes are capable dfcsigtly mitigating the intercarrier
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interference without reducing the system’s spectrumiefiity. A joint subcarrier-, power- and
code-allocation algorithm has been designed in [110] ferrthulti-rate MC DS-CDMA systems
with both T- and F-domain spreading, with the objectives akimizing the received signal power
as well as eliminating the MAIL. In [111, 115], a resource edition framework has been proposed
for cognitive radio-based ad hoc networks with the MC DS-Cséignalling. A code assignment
scheme with interference avoidance has been proposedefgetieralized MC DS-CDMA systems
in [112—-114]. Additionally, for the MC DS-CDMA systems wiboth T- and F-domain spreading,
the authors of [113] have proposed a time slicing code asgghscheme combined with a power-
control mechanism, which is shown has much better interferenitigation performance than the
scheme proposed in [112].

The resource allocation algorithms considered so far aiialynfor the single-cell multicar-
rier communication systems. The resource allocation irtioall scenarios may be very different
from that in single-cell systems. In multicell systems, ider to enhance the aggregate capacity
or system reliability, resource allocation in multicelltwerks is required to effectively capitalize
on the spectrum sharing among adjacent cells, in additidinet@ther considerations in single-cell
systems. As a consequence of spectrum sharing among difidifeerent cell, intercell interfer-
ence (InterCl) makes resource allocation in multicell rerks more challenging. Usually, the
resource allocation schemes proposed for single-cellasimencannot be directly used in multicell
networks, owing to the InterClI.

In multicell systems, resource allocation schemes can tegadzed into the centralized and
distributed resource allocation schemes, depending omendred how the allocations take place.
Figure 1.8 and Figure 1.9 depict the general schematicseatehtralized and distributed resource
allocation in multicell systems. In the centralized reseuallocation, as shown in Figure 1.8,
assume that, via backhaul links, a central control unit gabée of collecting the channel state
information (CSI) of all the subcarriers of all the users lincalls. With the CSI, it allocates the
resources to all the users in all cells. Such a centralizeouree allocation scheme can provide an
enormous number of degrees of freedom, which are providgtidopumber of cells, the number
of users, the number of subcarriers, the number of schagslais, the number of codes, the power
levels, etc., that can be exploited to optimize the netwertggmance [116]. However, implement-
ing such a centralized resource allocation scheme facdodballenges, including an extremely
complicated backhaul system, which may consume a lot ofuress, huge signalling overhead,
for information exchange, etc. By contrast, when the diatéd resource allocation is used, as
shown in Figure 1.9, each BS is only required to manage il lmesources and users indepen-
dently, based on the CSI between the BS and its users andténieience also measured locally.
Evidently, distributed resource allocation scheme casaisd the burden on backhaul systems and
mitigate the signalling overhead. Furthermore, the diistdd schemes can quickly response to the
dynamic and fast varying environments of mobile commuiocasystems. However, because of
the strong coupling between the local resources and thdardace from other cells, the perfor-
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mance of distributed resource allocation approaches isrieigl worse than that of the centralized
resource allocation methods [116].

Control Unit

Figure 1.8: Schematic of a multicell system employing cdizted resource allocation,
where the control unit jointly allocates resources forlad tisers in all cells.

A range of references, such as, [117-123], have investighte centralized resource alloca-
tion in multicell OFDMA systems. Due to the presence of I6lerthe optimization problem of
resource allocation in multicell OFDMA systems is much learth solve than that in single-cell
scenarios. For this sake, the mixed integer nonlinear progring problem of joint resource allo-
cation in the multicell downlink OFDMA systems is usuallycdepled into several separate linear
programming problems, to allocate subcarrier, bits andgpg®d 7]. In [118], a two-stage resource
allocation scheme has been proposed, which carries otitsolrcarrier-allocation and scheduling
in the first stage, followed by an interference-aware posl@cation in the second stage. Consid-
ering a two-cell OFDMA system, the authors in [119, 120] hpveposed a centralized resource
allocation scheme to allocate power and subcarriers. 18][2Be NP-hard optimization problem
for joint resource allocation is converted to a weighted shrmughput maximization problem,
based on which a centralized power- and non-convex subcaltocation algorithm has been pro-
posed. A new cooperative resource allocation scheme forea-ttell OFDMA system has been
studied in [122] associated with considering the interieesalignment. In [121], the authors have
proposed a concept of load matrix, so that the InterCl an@dstl interference (IntraCl) of all
users in all cells of a wireless cellular network can be Jgimanaged. The trade-off among energy
efficiency, backhaul capacity, and network capacity has bedressed in [123], where the resource
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allocation problem with limited backhaul capacity has bewestigated for the multicell OFDMA
systems. In addition to the OFDMA, recently, some resedffonte have been made to the central-
ized resource allocation in the other multicarrier systeFm example, Wangt al. have studied
the centralized resource allocation in the downlink MC DSMA networks in [124,125]. Specif-
ically, in [124], the authors have proposed an iterativedtisn resource allocation scheme, which
aims at maximizing the sum throughput of the system unddr tkénsmit power constraints. By
contrast, in [125], adaptive allocation of subchannelsygraand alphabet size has been considered
in a MC DS-CDMA network, in order to maximize its capacity.

The massive growth of various services and the tremendaueage of the number of mo-
bile users demand to install more and more BSs, which cauksast to the mobile operators,
and, meanwhile, imposes heavy burden on the environmemsedgaoently, energy-efficiency mo-
tivated resource allocation has become one of the most atipertrends in design of cellular
networks [126]. Energy-efficient resource allocation haerbinvestigated in a range of refer-
ences, such as in [127-134]. Specifically, in [127, 128],ab#hors have investigated the power-
allocation in the AF and DF relay aided cooperative cellulatworks. The proposed power-
allocation schemes in [128] are shown to be robust againstifect CSl in slow fading scenarios,
while the total uplink transmit power is optimized. In thentext of the the cooperative multi-
cell OFDMA systems, Cheungt al.[129] have studied the joint power- and subcarrier-allocat
in order to maximize the energy-efficiency of a multiuser,ltimelay OFDMA cellular system.
For the sake of energy-efficiency maximization, in [130],aégorithm has been proposed, which
jointly considers the power- and subcarrier-allocaticwell as the relay selection. Furthermore,
in [131-134], the authors have investigated the energgieffty maximization problem for vari-
ous multicell multicarrier communication systems. Spealfy, Miao et al. [131] have developed
the link adaptation and resource allocation algorithmgheruplink communications in multicell
OFDMA systems, by emphasizing the energy-efficiency overpbak rate or throughput. Addi-
tionally, in [132], the authors have presented a solutiotihnéoenergy-efficient resource allocation,
which maximizes the link capacity of a cognitive radio, untthe constraint of the total interference
power on of the primary radio.

Distributed resource allocation has also been widely tigated in the context of the various
multicell OFDMA systems, such as, in [135-138]. The distiélal resource allocation algorithms
proposed in [135] consider the joint subcarrier, bit and @eallocation in multicell OFDMA sys-
tems, where the proposed algorithms have linear complexitg the BSs carry out the alloca-
tion in a round-robin manner. In [136], the authors have istlidhe distributed subcarrier- and
power-allocation for the multicell OFDMA systems with cdtjre radio functionality. By con-
trast, in [136], a distributed power-allocation scheme basn proposed for multicell multiple
input multiple output (MIMO)-based OFDMA systems, whenwmgg that the CSI of all users
is shared among the BSs. Resource allocation in DF relagteggnulticell OFDMA systems has
been considered in [138], and a semi-distributed iteratli@cation algorithm has been proposed
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Figure 1.9: Schematic of a multicell system employing stied resource allocation, in
which each BS independently performs resource allocatiothe users in its cell.

by constraining the interference temperature. Recemtigrfierence aware resource allocation has
drawn more and more research attentions. The authors i [ib8@ developed a layered architec-
ture, which integrate a packet scheduler with an adaptseuree allocator, in order to avoid strong
InterCl. Yuet al.[140] have proposed a distributed power-allocation schiencenjunction with a
low-complexity heuristic radio resource allocation sclegso that the performance of the cell-edge
users in the multicell OFDMA systems, can be significantlpiaved. Furthermore, the studies
in [141, 142] have addressed the distributed resourceaditot in the uplink multicell OFDMA
systems. Specifically, in [141], a distributed low-comjifesubcarrier-allocation scheme has been
proposed for the uplink OFDMA-based cooperative system®fficient partition of the allocation
into three stages.

Due to the burst effect of traffics and time-varying wirelebannels, InterCl becomes a major
challenge for resource allocation in multicell systems: this sake, distributed resource allocation
with InterCl coordination has attracted a lot researchnéitias. As some examples, an efficient
distributed resource allocation with InterCl coordinatimas been proposed in [116] for the multi-
cell TDMA/FDMA systems. Inspired by [143,144], the distitbd binary power-allocation scheme
in [116] switches off the transmission for the users expwiigy strong InterCl. More recently, a
range of studies [145—-147] have investigated the distibstibcarrier- and power-allocation in the
multicell OFDMA systems with InterCl coordination, whicypically decompose the optimization
problem into several sub-problems that can be distribiytigpeocessed. Specifically, in [147], the
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authors have proposed a scheme, which combines soft freguense with interference limited
power-control, in order to avoid severe InterCl to the ottwlls.

Resource allocation has also been widely investigatedsiocéation with game theory. In dis-
tributed resource allocation, noncooperative games ageatgr for users to compete with each
other for their resources, with the objective to maximize thility, which may be capacity, er-
ror rate, energy consumed, etc. The game theoretic frankeiwavell suited to the networks of
infrastructure-free, such as, peer-to-peer and ad hocomnesw116, 148]. For instance, Good-
manet al. in [148] have proposed a noncooperative game assisted {@loeation algorithm
for the infrastructure-free wireless data networks, sushaal hoc networks. In the infrastruc-
ture based networks, specifically, in multicarrier celiudgistems, distributed resource allocation
has been studied based on the noncooperative game mod@islBlY]. Specifically, Han Zhet
al. in [149, 150] have proposed the distributed noncooperatames for subchannel assignment,
adaptive modulation as well as power control in the multiCéiDMA systems. In [151,152], the
noncooperative games have been introduced distributechsidr- and power-allocation in mul-
ticell OFDMA systems, where interference avoidance is ictamed in [152], but is not in [151].
Additionally, noncoopertive game framework has been usgd %3, 154] for distributed power-
allocation in multicell multicarrier systems. More redgnthe authors in [155] have studied the
distributed resource allocation in the relay-aided malti©FDMA systems, where all individual

relays and BSs independently play a noncooperative game.

In Chapters 3-6, we will design and study various power- armtarrier-allocation algorithms
in both single-cell and multicell scenarios, when both OFD&hd MC DS-CDMA signalling are
considered.

1.4 Thesis Outline and Contributions

In this thesis, our focuses are on the cooperation and res@llocation, via which we are moti-
vated to achieve the spectrum-efficiency and the relighalit high as possible. In general, we can
see that cooperation and resource allocation are highdyeatto each other. In order to implement
resource allocation in wireless communication systemse Istations (BSs) need to know variety
of information of users, including channel state inforroatidata symbols and other control in-
formation, etc. BSs may collect these information from sisethich can actually be explained as
a type of cooperation for information exchange among udersaulticell scenarios, information
sharing may happen among BSs by means of cooperation, sth¢hBSs have the knowledge of
the data symbols and channel information of intercell udarthis case, resource allocation can be
implemented with the objective to mitigate intercell ifiggence, in addition to achieving multiuser
diversity. Therefore, in Chapter 2 of this thesis, we areivated to investigate the cost of relay
cooperation by analyzing the error performance of the systehich gives us a comprehensive
understanding on cooperative communication. Based onith@hapters 3-6, we are motivated to
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study the resource allocation in both the single-cell andtiogli downlink multicarrier systems.
Our resource allocation algorithms are used to maximizerahability and spectrum-efficiency
by design of the low-complexity algorithms that are praatic meaningful. In detail, the main
contributions of the thesis can be outlined as follows.

Chapter 2: We investigate and compare the error performance of twoeoopmunication links
(THCL) with multiple relays, when distributed and coopamtrelay processing schemes are re-
spectively employed. Our main objectives include findingne@eneral and relatively simple ways
for estimating error performance and demonstrating theetiaf of using cooperative relay pro-
cessing. One distributed relay processing and two codpernaglay processing schemes are com-
pared. In the two cooperative relay processing schemesgsunes the ideal relay cooperation, in
which relays exchange information without consuming eyesdnile the other one assumes energy
consumption for relay cooperation. In this chapter, therguerformance of the THCLs employing
the considered relay processing schemes is investigatezh thhe channels from source to relays,
the channels for information exchange and that from relaygkestination experience various types
of fading modeled by the Nakagami-distributions. In order to derive the formulas for the BER
of the THCL employing binary phase-shift keying (BPSK) miadion and various relay process-
ing schemes, we introduce the Nakagami and Gamma appraeaimedor finding the distribution
functions of various variables encountered. Our studiesvghat the proposed approximation ap-
proaches are highly effective, which are capable of acelyraredicting the BER of the THCLs
supported by the different relay processing schemes.

Chapter 3: In this chapter, the resource allocation, including poveed subcarrier-allocation, is
investigated in the single-cell downlink OFDMA systems. tié¢esign and propose two subcarrier-
allocation algorithms for the OFDMA systems. One is desibieavoid assigning users as many
as possible the worst subchannels, which is referred toedsidiirectional worst subchannel avoid-
ing (BWSA) algorithm. The second one is called the best safwbl seeking (BSS) algorithm,
which aims at assigning users the best possible subchaniibln assuming quadrature amplitude
modulation (QAM), the BER lower-bound and upper-bound améved for the OFDMA systems
employing dynamic subcarrier-allocation and channeiigg power-allocation algorithms. We
study and compare the error rate and spectrum-efficiendgrpgaince, as well as the complex-
ity of the two algorithms. We also compare them with sometagsoptimum and sub-optimum
subcarrier-allocation algorithms. Our studies show ttuh the BWSA and BSS algorithms be-
long to the class of low-complexity subcarrier-allocataigorithms. With respect to the error rate
and spectrum-efficiency performance, they outperformhaldther sub-optimum algorithms con-
sidered, especially, when they are operated in relatigetyel OFDMA systems. If this is the case,
we find that both the error performance and the spectrumegifig attainable by the BWSA and
the BSS algorithms are close to that achieved by the optintdumgarian) subcarrier-allocation

algorithm.

Chapter 4: We investigate the resource allocation in the single-aeNrdink MC DS-CDMA sys-
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tems, where one subcarrier may be assigned to several useraresthen distinguished from each
other by their unique DS spreading codes. Our resourceadibocis motivated to maximize the
system reliability without making a trade-off with the ati@ble spectrum-efficiency of the sys-
tem. Without much performance loss, we carry out power- amearrier-allocation in a separate
approach. In this chapter, we propose a range of subcaithi@ation algorithms and study them
with the MC DS-CDMA systems. We first analyze the advantagessaortcomings of some exist-
ing subcarrier-allocation algorithms in the context of W€ DS-CDMA. Then, we generalize the
worst subcarrier avoiding (WSA) algorithm to a so-calledrst@ase avoiding (WCA) algorithm,
which achieves better performance. Then, the WCA algorithifurther improved by our proposed
worst case first (WCF) algorithm. Furthermore, we proposétemative worst excluding (IWE)
algorithm, which can be employed in conjunction with the WS¥CA and the WCF algorithms,
forming the IWE-WSA, IWE-WCA and the IWE-WCF subcarriefeslation algorithms. The com-
plexities of these algorithms are analyzed, showing they tire all low-complexity subcarrier-
allocation algorithms. The error and spectrum-efficieneyfgrmance are investigated and com-
pared, demonstrating that we can now be very close to thenapti performance attained by the
high-complexity Hungarian algorithm.

Chapter 5: In this chapter, we investigate the distributed resourdoeation algorithms in multicell
downlink OFDMA systems, in which the BSs independently gaut the subcarrier-allocation and
then operate the InterCl mitigation with very limited BS peoation. We propose two novel InterCl
mitigation algorithms, one is the distributed decision imglassisted cooperation, which is named
as the distributed decision making assisted cooperati@MD), and the other one is the central-
ized decision making assisted cooperation, which is refero as the CDMC. In order to combat
the InterCl, both the DDMC and the CDMC algorithms are maé&deato set up the space time block
coding (STBC) aided cooperative transmissions to the wsighspoor signal-to-interference ratio
(SIR). In the DDMC algorithm, each BS distributively makée interCl mitigation decisions. By
contrast, the CDMC algorithm makes the centralized Intenipation decisions, based on limited
InterCl information. While the DDMC algorithm aims at maxiimg the sum rate of the users
sharing a subcarrier, the CCMC algorithm motivates to méeérthe sum rate of the users sharing
a subcarrier, and also improve the frequency reuse factivecubcarriers. Our studies show that,
both the DDMC and the CDMC algorithms can achieve better tapmeefficiency performance
than the existing well-known on-off power (OOP) algorithwhich switches off the subchannels
experiencing strong InterCl. Furthermore, the CDMC alfoni is demonstrated to achieve the
highest frequency reuse factor among all the InterCI mtitigalgorithms considered.

Chapter 6: The resource allocation, including the allocation of botibcarriers and spread-
ing codes in the multicell MC DS-CDMA systems is investighteSpecifically, we extend the
subcarrier-allocation algorithms proposed in the sirgk-MC DS-CDMA systems in Chapter 4
to the multicell scenarios, while focusing our attentiontbe code-allocation to mitigate the In-
terCl. For the sake of achieving low-complexity code-adliian, we assume that the BSs only share
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the information about large-scale fading, which includethlihe propagation pathloss and shad-
owing effect. Based on the information shared among the B&scode-allocation algorithms are
proposed, namely, the simplified strong InterCl avoiding§I@ algorithm and the enhanced strong
InterCl avoiding (ESIA) algorithm. Both the SSIA and the BSllgorithms are motivated to min-
imize the average InterCl of the users sharing the same widrcand the same code. Specifically,
in our considered three-cell MC DS-CDMA systems, we can fthmae InterCl factor matrices by
considering two cells at a time. In the context of the SSIA&thm, the code-allocation considers
only one of the InterCl factor matrices at a time. By contréis¢ ESIA algorithm considers the
code-allocation by making use of all the three InterCl factatrices simultaneously. Therefore,
the ESIA algorithm is capable of achieving higher diversifd better performance than the SSIA
algorithm, but at the cost of slight increased complexityrtRermore, our studies show that both
the proposed SSIA and ESIA algorithms are highly-efficieang low-complexity. They are ca-
pable of achieving significantly better BER and spectrufigiehcy performance than the random
code-allocation (or, in other word, the case without coldtgzation).



Chapter

Performance of Two-Hop
Communication Links with Relay
Processing

2.1 Introduction

It has widely been recognised that cooperative wirelessymamnications will play more and more
important roles in the future generations of wireless comigations systems [5—7,156]. One type
of cooperative communication systems is the relay-askisieeless communications, where dis-
tributed mobile nodes, often referred to as relay nodesxpiwited for attaining cooperative diver-
sity, in order to enhance the reliability of wireless comigations [157-159]. The relay-assisted
wireless communication systems have been investigateteiodntext of various relay protocols,
which include amplify-and-forward (AF), decode-and-farg (DF), compress-and-forward (CF),
etc. [19, 31,157-159]. The concept of cooperative comnatioic has been proposed and studied
in [160, 161]. Specifically, in [160], the authors have shdhat a cooperative system can achieve
a capacity improvement in comparison with the conventiowal-cooperative system. In [162], the
authors have discussed the basic concept of a three-nogeratige network with the focus on the
various relaying schemes. A novel cooperative paradigfarnexl to as user cooperation diversity,
has been proposed in [6, 7], where two users in the same aglecate with each other to transmit

information to a destination, so that space diversity caadigeved.

Along with the relay-assisted wireless communicationst @f researchers have addressed the
bit error rate (BER) or symbol error rate (SER) analysis, méi®&suming communications over, such
as, Rayleigh fading, Rician fading and Nakagamifading channels [46,163—169]. In the analyses,
various cooperative relaying scenarios have been comsidethich include the classic three-node
relaying network [46,168], serial or parallel multihop peoative relaying networks [164,167,169],
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etc. A lot of exact or approximate closed-form formulas hheen derived for evaluating the

BER/SER of considered scenarios. In [165], the exact aeeBiR formulas have been obtained
for the cooperative network, where a source sends messagekestination with the aid of multiple

AF relays, when assuming communications over flat Rayleaglinfy channels. In [166], the SER
analysis has been done in the context of the multihop cotpenglaying networks over various

types of fading channels, when both the number of relaystandumber of hops may take arbitrary
values.

In addition to BER/SER, the outage probability of coopertietworks has been investigated
in [47,170-172]. To be in a little more detail, lower and agyotic bounds of outage probability
have been derived in [170] for the dual-hop relaying netwakperiencing Rayleigh fading chan-
nels. In [171, 172], extended analytical results of outageb@bility have been derived, when
communicating over independent and non-identically ilisted Nakagamin fading channels.
Furthermore, the achievable capacity bound and rate ragfitwo-hop relaying networks have
been studied in [173-175]. Traditional three-node relgyiatwork has been considered in [174],
upper and lower bounds on the ergodic capacity have beeveddir various relaying schemes.
In [175], capacity bounds have been analyzed for the muldrexd hoc networks.

From the published references, such as [46—49], on theimglapmmunications employing
cooperative relays, a typical assumption often used isdbal icooperation among relays, which
does not consume any energy for the information exchangeéreegby cooperation. Against this
background, in this chapter, we study and compare threes tyfoeelay processing (RP) schemes in
association with two-hop communication links (THCL). Wease that a THCL consists of one
source and one destination, which cannot communicatetljiréastead, the source sends informa-
tion to the destination via a cluster of relays that are ctosach other. Therefore, sending signals
from the source to the destination requires two hops, thecedo relays (S-R) and the relays to
destination (R-D). At the relays, signals received fromaberce may be processed in a distributed
way or jointly via relay cooperation. Specifically, in thisapter, three main types of RP schemes
are considered, including a) distributed RP, which doesemire information exchange among
relays; b) ideal cooperative RP, which carries out infoiomaexchange without error and also
without energy consumption; c) cooperative RP, which earout information exchange among
relays via a local network governed by one information erdgeacentra unit (IECU), and in this
local network, the communications are based on the priesipf direct-sequence code-division
multiple-access (DS-CDMA). In the context of the coopeaRP, the IECU needs to recover the
information transmitted from the relays or source, with # of two processing schemes. The
first one is called the centralized maximal-ratio combinf@dRC), which requires exchange of
both the channel information as well as the data informatiball the relays. The second one is
termed as the centralized majority vote combining (CMVQ)jak requires to exchange the data
information, but not the channel information, of all theaned. Finally, information is transmitted
by the relays to the destination with the aid of transmit ppepssing schemes. In this chapter,
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two preprocessing schemes are considered, one is the maaitimacombining assisted transmit
preprocessing (TMRC), and the other one is the equal gaibiring assisted transmit preprocess-
ing (TEGC). In summary, the RP schemes are classified acgptdithe processing schemes used
at the IECU and the transmit preprocessing schemes emphlyyéte relays, as shown in Figure
2.1.

TMRC assisted Distributed RP (TMRC-DRP)

Distributed RP
TEGC assisted Distributed RP (TEGC-DRP)

ICMRC-TMRC aided
Cooperative RP (ICMRC-TMRC-RP)
ICMRC aided

Cooperative RP ICMRC-TEGC aided

Cooperative RP~ (ICMRC-TEGC-RP)

Relay Ideal Cooperative RP

ICMVC aided Cooperative RP

Processing
Cooperative RP

ICMVC-TEGC aided _ -
Cooperative RP (ICMVC-TEGC-RP)

CMRC-TMRC aided

Cooperative RP (CMRC-TMRC-RP)

CMRC aided
Cooperative RP

{ ICMVC-TMRC aided (ICMVC-TMRC-RP)

CMRC-TEGC aided (cMRC-TEGC-RP)

Cooperative RP Cooperative RP

CMVC aided CMVC-TMRC aided (cpyc-TMRC-RP)
Cooperative RP Cooperative RP

CMVC-TEGC aided _ -
Cooperative RP (CMVC-TEGC-RP)

Figure 2.1: Classifications of the relay processing schdordhe THCL systems.

In this chapter, the average BER expressions of the THClesyswith different types of RP
schemes are analyzed and derived, where the binary phéiskesfrig (BPSK) baseband modula-
tion scheme is assumed, and when the first and second hopseexpeflat Nakagamm fading.
The BER performance of the THCL systems employing the vari®B schemes is investigated and
compared, when different communication scenarios aredersl. Our performance results imply
that cooperation among relays imposes a big trade-off mtwiee complexity required and the
BER performance achievable. Specifically, when employlragideal cooperative RP, which is ex-
plicitly not practical, the THCL systems achieve the besRRierformance. However, when energy
consumption for relays’ cooperation is taken into accothm, distributed RP may achieve better
BER performance than the cooperative RP, even under thenpisn that the communications for

local information exchange are highly reliable.

The rest of this chapter is organized as follows. Sectiond2iils the system model of the
THCL and gives the main assumptions for channels. In Se&idnvarious RP schemes are de-
scribed in detail. Section 2.4 analyzes the average BERefTtHhCL systems associated with
various RP schemes and derives the BER expressions, whé&PtBK baseband modulation is
assumed. Section 2.5 demonstrates and evaluates the BieRvmaice of the THCL systems, and
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provides some insightful discussions. Finally, in Sec@d8, conclusions are summarized.

2.2 System Model

In this section, we describe the system model of the THCL ,statd the main assumptions about
the channels, power-allocation amongst the nodes involi#edthermore, the signalling schemes
used in the THCL are detailed.

2.2.1 System Description and Channel Modeling

Relay 1 Relay 2

Multiple Access™
1 W,: P T I\ /VV

Broadcast T
Source Y W IECU]. . » Destination

Relay 3 Y

Relay L

Relays

Figure 2.2: Schematic diagram for the two-hop communiaaiitks

Figure 2.2 is the schematic diagram for the THCL system cemed. The system consists
of one source, one destination ahdelays. Information is transmitted from the source to the
destination with the aid of a cluster afnumber of relays, which either cooperate with each other
or independently process their signals. As seen in Fig2reen the cooperative RP is employed,
the information exchange among the relays are accompliglaeah IECU. By contrast, when the
distributed RP is employed, the relays independently m®tkeir signals without the aid of the
IECU for information exchange.

We assume that each of the communication terminals, imodutlie source, destination, relays
as well as IECU, is equipped with one antenna for receivirdgteansmission. The source and des-
tination are separated by a long distance, making theicdoemmunication unavailable. Hence,
information is transmitted from source to destination i twops under the support of relays. We
assume that the relays are close to each other and, when they are in coaperttie IECU seats
in the middle of thel. relays and has a small distance from all the relays. We aBamas that the
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relays do not communicate with each other. They can onlyivesignals from the source, share
their information with the aid of the IECU and independemitgcess and transmit their signals to
the destination. By contrast, the IECU is assumed to comeatmionly with the relays, it does not
receive signals from the source or transmit signals to tiséirdgion. Note that, the IECU may be
viewed as a signal processing unit, which implements muadty-relay [32, 176] to aid information
exchange among the relays. As shown in Figure 2.2, the rétaysrd their signal to the IECU
based on the principle of DS-CDMA and, then the IECU broaidctige processed signal back to
the relays. Additionally, we assume that all the commuiocaterminals work in the half duplex
model, i.e., they cannot receive and transmit signals asdhee time. Moreover, we assume that a
relay employs the channel state information (CSI) of the &&R-D channels related to this relay,
and the IECU has the required receiving CSlI for carrying batMRC. When the cooperative RP
is considered, a relay also has the CSI of its outgoing channe

When the distributed RP is used, signal transmission frasdurce to destination is completed

in two phases:

Phase 1S-R transmission: the source transmits signal td thember of relays.

Phase 2R-D transmission: each of the relays decodes and procdssesceived signal and then,
sends the processed signal to the destination, where tbemafion sent by the source is
finally detected.

When the THCL employs the cooperative RP, signal transoridsom the source to the destination
requires four phases:

Phase 1S-R transmission, which is the same as the above describ#ftefdistributed RP.

Phase 2 Multiple access transmission: the relays decode theiivedesignals and transmit them
to the IECU, respectively.

Phase 3Broadcast transmission: the IECU detects based on thelsiggweived from the relays,
and then, broadcasts the decision back to the relays.

Phase 4 R-D transmission, which is the same as the described forigehdited RP.

In the THCL system, we assume that the channels during ther&ARmission, multiple ac-
cess (MA) transmission, broadcast (BC) transmission abagsghe R-D transmission experience
Nakagamim fading with the probability density function (PDF) given [y 7]

zmmr2m—l

f(r) = We’(m/mrz, r>0 (2.1)

whereQ) = E[r?] denotes the average power of a channel, an@: > 0.5) is the Nakagamix
fading parameter characterizing the severity of fadinge fBlding becomes less severe, as the value
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of m decreases. Specifically, when = 1, the corresponding channel experiences the Rayleigh
fading. By contrastin > 1 corresponds to the Rician fading. Furthermore, wher- oo, the
channel becomes a non-fading channel. In addition to fasile@ssume that, in the THCL systems,
all the signals received at thHerelays, at the IECU, and at the destination conflict addiwnte
Gaussian noise (AWGN), which obeys the Gaussian distabuissociated with zero mean and a
variance ofe/ (21 ), where¥y; denotes the average signal-to-noise ratio (SNR) per symlile

€ is a parameter related to the allocated power, which wilbbee explicit during our forthcoming
discourses.

The signals at the relays are operated in the following waisst, when the distributed RP
is used, we assume that the DF relaying scheme is employethislitase, the received signal
at each relay is firstly decoded and then is forwarded to tis¢irdgion after the preprocessing.
In this chapter, two types of preprocessing schemes aredewad, which are the maximal ratio
combining (MRC) assisted transmit preprocessing, denateiMRC, and the equal gain com-
bining (EGC) transmit preprocessing, denoted as TEGC. Byrast, when the cooperative RP is
employed, the relays can either employ a DF or a AF relayihgse for the MA transmission. In
this chapter, we assume that the DS-CDMA scheme is usedddifhtransmission. Both random
spreading codes and orthogonal spreading codes are caukide spreading. At the IECU, the
MRC-based detection, which is referred to as the CMRC, isleyeqd, if the AF relaying scheme
is used at the relays for MA transmission. By contrast, thpritg vote combining (MVC) scheme
is implemented at the IECU, which is referred to as the CM\{@he relays use the DF relaying
scheme for the MA transmission.

It is well-known that, when the DS-CDMA uses random spregdiodes, the signals received
from the relays conflict with multiuser interference (MUD.this case, multiuser detection (MUD)
is exploited to suppress the MUI. In this chapter, two typegetative low-complexity MUD are
employed by the IECU, which are the minimum mean-square éMMMSE) MUD [1], and the
receiver multiuser diversity assisted multi-stage MMSMI®MS-MMSE) MUD [178,179]. Cor-
respondingly, the MUD aided CMVC (CMVC/MUD) schemes can beHer classified into two
types, which are the MMSE MUD assisted CMVC (CMVC/MMSE) ahé RMD/MS-MMSE
MUD assisted CMVC (CMVC/RMD).

Note that, for the sake of comparison, in this chapter tha todnsmission power of a symbol
is constraint ta?, regardless of the RP schemes used. Specifically, the tatenission power per
symbol is normalized to b& = 1. If the distributed RP is employed, the power used by the first
and the second hops are expresseg, anda,, respectively, withy; + ap = 1. By contrast, if the
systems employ the cooperative RP, a portion of power egpdeasy, for information exchange
among relays is allocated, in additioratpanda,. Furthermore, according to our above discussion,
the relay cooperation includes the MA and BC transmissiand,their power are expressedas
and «,,., respectively. Consequently, when given tobal= 1, we havex, = ay, + ap, and
furthermore,xy + ap + a, = 1. Additionally, when the ideal cooperative RP is employeds i
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assumed that no energy is consumed for the relay cooperateance, we have; + a; = 1 which
means that the power is only allocated to the first and secopd.hin this chapter, the effect of
power-allocation on the BER performance of the THCL systesifi$e investigated in Section 2.5.

2.2.2 Signalling

With the aid of the above assumptions, below we describe pleeations of the THCL system in
detail. First, after the source transmits a symbplwvhich is assumed to satisfy[x] = 0 and
E[|x|?] = 1, the received signals by tHerelays can be expressed in vector form as

Yr = Varhgx +n,. (2.2)
In (2.2), we definey, = [yr,Yr,, .-, yr,|T as the observations obtained by theelays, and

hy = [hsry, hsry, - - - ,hsrL]T contains the corresponding gains of the channels from thecedo
the L relays, where{ |h,,|} obey the Nakagamis distribution in the form of (2.1). In (2.2n, =
(14, ry,s - - .,n,L]T is anL-length AWGN noise vector, each element of which obeys thesGian
distribution with zero mean and a variance2of?, wherec? = 1/(2%5) with 4, denoting the
average SNR per symbol. Explicitly, from (2.2) we can knoatttne average SNR of the first hop

IS vsr = a17Ys per relay.

Based on (2.2), the relays carry out the relay processing;hwhill be detailed in Section 2.3.
Let us expres§, = [+, Jr,, - - -, ¥y, ] the results after the RP. Then, the relays forwigrdo the
destination. Correspondingly, the received signals atléstination can be written as

L
Yo=Y V&l §r + ng (2.3)
i=1

whereh, ; represents the channel gain betweenitherelay and the destination, the magnitude
|h,,4| obeys the Nakagamit distribution with the PDF expressed in the form of (2.1), i, is
the Gaussian noise distributed with zero mean and a varisfrize?. Based on (2.3), we can know
that the average SNR from tlith relay to the destination i, = as|h,4|*E[|7,]*]7s, Where
i=1,2,...,L. Letus now consider in detail the processing at the relays.

2.3 Relay Processing Schemes

In this section, we discuss the different types of RP schdoredhe THCL system. Three main RP

schemes are considered, which are the distributed RP,ddepkrative RP and the cooperative RP.
According to the different processing schemes used by t@&JIBnd various transmitter prepro-

cessing schemes, , as mentioned in Section 2.2.1 , we méefutassify the RP schemes into a
range of sub-types RP schemes. In this section, we detpictigely theses RP in the context of
the three main scenarios, which are the distributed, idehhan-ideal cooperative.
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2.3.1 Distributed Relay Processing

When the THCL system employs the distributed RP, the relagstiie DF relaying scheme, and
simply forward their decisions about the symbol receivedfithe source to the destination, after
carrying out the transmit preprocessing. As mentioned uti&@e 2.2, two transmit preprocessing
schemes are studied, which are the TMRC and TEGC. Corresmindhey are referred to as the
TMRC-assisted distributed RP (TMRC-DRP) and the TEGCsssdidistributed RP (TEGC-DRP).

2.3.1.1 TMRC Assisted Distributed Relay Processing

For both the TMRC-DRP and TEGC-DRP, the relays first decoder¢iceived symbolgy,, },
which are given in (2.2). Let the symbols detected by theyeelse expressed g, }. Then, for
the TMRC-DRP, theth relay forwards the destination the signal

*
~ h?’,‘d

L
Zizl ’hh’d’Z

Explicitly, in order to implement the TMRC-DRP, each relageds to have the knowledge about

Xp, i=1,2,...,L (2.4)

the channels from the relays to the destination. Consequently, when substigy@m) into (2.3),
the decision variable formed at the destination is given by

L h. 2
Ya = Z Vo i Xy, + 1g. (2.5)

=1 Y [yl

As the relays may make erroneous detections, in the abowiens, we have,, = x, when
the detection of théth relay is correct. Otherwise;,, # x, if the detection of theth relay is
incorrect. In other words{x,, } in (2.5) may take different values. As a result, directly lgniag
the error performance of the THCL is very difficult, as will scussed in detail in Section 2.4.
Specifically, let us below analyze the average SNR when deguttmat the BPSK is employed by
the THCL. Let us assume that there areumber of relays achieving correct detection, while the
remainingg = L — | number of relays make erroneous detection. Then, for the CNIRP, (2.5)
can be expressed as

I, X2
Y — LL Yl = L IalP| x + (2.6)
\/ o |hpal? (i€t L j€g{lL}
wheree {1,...,L} represents selectingrandom numbers from the collection ¢1,...,L},
while, €,{1,..., L} means selecting the remainigghumbers. Based on (2.6), the SNR for the
TMRC-DRP at the destination can be formulated as

l w 3
Yict hal? |ie (0 e DL}
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2.3.1.2 TEGC Assisted Distributed Relay Processing

When the TEGC-DRP is employed, we employ the DF relayingreeghand obtain the decisions as
given in (2.4). In contrast to the TMRC-DRP, in TEGC-DRP,rgulay only requires the channel
knowledge from itself to the destination, in order to cargyt the TEGC. In this case, the signal
forwarded by theth relay can be expressed as

*
hr,-d

[Fr,al?

2,...,L (2.8)

By substituting (2.8) into (2.3), the decision variableabed by the destination can be expressed

as
Iy g Xy,
Z\/_ id \/—\/W i T
:Zi%%ﬂ%+w (2.9)

For the TEGC-DRP, when assuming the BPSK baseband modukatid considering the cor-
rectly and erroneously detected symbols at the relays) ¢ar®be written as

I, a2
vy = L{z:hm Y lhal | x 4 na

i€ {1,..,L} je& {1, L}

= 2 lhgi—hgg) x +

44
= ,/f hyg X+ 1y (2.10)

where, for convenience of BER analysis, we defibgd = Y.ic (11} Il hpg = Lje 1,1y [rid]
andhl,q = ]’lz[ — ]’lzq.

Correspondingly, the SNR for the TEGC-DRP case can be esguless

2
I, 114 _
fy;@;{ Y - X | 7

i€ {1,..,L} jeé {1 L}

a -
- %22 5, (2.11)

Let us now consider the ideal cooperative RP.

2.3.2 Ideal Cooperative Relay Processing

When the ideal cooperative RP is employed, we assume tratiafion exchange among the
relays is error free and does not consume energy. These @oaltassumptions used in many
references considering cooperative relays [46—49]. Is thise, the total powd? = 1 is only
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consumed by the first (S-R) and second (R-D) hops. Therefeechavex; + ap = 1. At the
IECU, the symbol transmitted by the source is detected vhighdid of the MRC or the MVC.
Then, the IECU returns the detected symbol to the relaysowitbonsuming energy. Finally, af-
ter the TMRC- or TEGC-assisted preprocessing, the relaygaiol the symbol received from the
IECU to the destination. According to the different protegsschemes employed by the IECU
and various preprocessing schemes used by the relays, weaszify the ideal cooperative RP
into four subtypes: a) CMRC- and TMRC-assisted ideal caatper RP (ICMRC-TMRC-RP), b)
CMRC- and TEGC-assisted ideal cooperative RP (ICMRC-THEH3Y; ¢c) CMVC- and TMRC-
assisted ideal cooperative RP (ICMVC-TMRC-RP), d) CMVCd ai: GC-assisted ideal coopera-
tive RP (ICMVC-TEGC-RP).

Since information exchange is ideal, the signals receiyethé IECU are given by, = y,,
wherey, is given by (2.2). Hence, when the MRC is employed, it is asslithat the CSI of all the
S-R channels are known to the IECU. Therefore, the decisioiabie is given by

L
Zey = hgycu - Z (\/E“/lsri |2x + h:}’inri) . (2.12)

i=1

From (2.12) we can know that the instantaneous SNR can bessqnt as

L
Yeu = (“1 Z ’hsri’2> Ys (2.13)

i=1

implying that the IECU is capable of obtainirgorder of diversity for detection of the symbol
transmitted by the source.

When the IECU employs the MVC, the IECU first makes a hardgiecibased on the signals
s, received by the IECl,, obtaining the estimations. The IECU then carries out theQvdased
detection and the symbol presented,in= {s,,,s,, ..., s, } the most times is taken as the estimate
of the symbol transmitted by the source.

Let us express the symbol detected by the IECUE,dsased on either the MRC or the MVC.
Then, % is sent back to thé relays without error, as the transmission from the IECU tay®is
assumed ideal. Finally, every relay transnfit® the destination with the aid of the TMRC-assisted
transmitter preprocessing, the final decision variablenéat at the destination is given by

L
Ya = | @2 ) |hnal?X +ng. (2.14)

i=1

By contrast, when the relays employ the TEGC-assistedriiigs preprocessing, which can
be described as (2.9) by setting = £. Correspondingly, the final decision variable formed at the
destination can be expressed as (2.10) with= £, i.e.,

L
[ .
Yq = Z f2|hr,.d]x + ng. (2.15)
i=1
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2.3.3 Cooperative Relay Processing

When the cooperative RP is employed, information exchamgeng theL relays is carried out
in two phases: MA and BC transmissions. According to theediifit processing schemes em-
ployed by the IECU and various transmitter preprocessimgmes used by the relays, we have
four types of cooperative RP schemes: a) CMRC- and TMRGiaskicooperative RP (CMRC-
TMRC-RP), b) CMRC- and TEGC-assisted cooperative RP (CMBEGC-RP), ¢) CMVC- and
TMRC-assisted cooperative RP (CMVC-TMRC-RP), d) CMVC- ateiGC-assisted cooperative
RP (CMVC-TEGC-RP). In this section, we will introduce theoperative RP in association with
different processing schemes used at the IECU.

2.3.3.1 CMRC Aided Cooperative Relay Processing

The CMRC aided RP is used by the THCL supported by a clustepoperative relays, which
exchange information with the aid of the IECU, as seen in f&dgi2. Specifically, with this
scheme, thé. number of relays first employ the AF relaying scheme to trantbm signals received
from the source to the IECU. Then, at the IECU, signals rexkfrom theL relays are combined
based on the MRC principles and a decision is made for the spmamsmitted by the source. Then,
the IECU sends the detected symbol back to khelays, which finally utilize the DF relaying
scheme to transmit the detected symbols to the destinatitke the distributed RP, the signals
transmitted by the relays to the destination can also bergrepsed based on the MRC or the
EGC principles. Hence, according to the different prepsetey methods, we can further classify
the CMRC assisted RP into two types: (a) CMRC-TMRC-RP, apdCMRC-TEGC-RP. In more
detail, the above steps can be analyzed as follows.

Once theL relays obtain the observations gf, as shown in (2.2), each of the relays firstly
normalizes its observation, forming = v,,/\/|hs,|> + 202, based on the knowledge about the
channel from the source to this relay, whére- 1,2...,L. Then, the relays forward their nor-
malized observations to the IECU based on the principles ®fDMA. Correspondingly, the
observations obtained by the IECU can be represented as

14
You = A/ % CAmasr +ney
=1/ zm CAmuGryr + ey

4
= %Hmasr +ngy (2'16)

wheres, = [s,,, 5, - .., srL]T with s, denoting the normalized observation of itterelay as above-
mentioned, ang,, is an N-length vector, when a spreading factorMéfis assumed for the DS-
CDMA. In (2.16),H,,,; = CA;,,C = [c1,¢2,...,cL] isan(N x L) matrix containing the spread-
ing sequences assigned to fheelays to communicate with the IECU, whetesatisfied |c;||*> = 1,
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while A,,, = diag{ay,ay,...,a.}, wherea; is the fading gain of the channel from tfith relay
to the IECU. We assume that;| obeys the Nakagamit distribution with the PDF expressed as
fia;|(r), @s shown in (2.1). In (2.16%, = diag{g1,82,---,8L}, whereg; = 1/+/|hs;,|*> + 202
(i=1,2,...,L). Finally, in (2.16) ey = [1cuy, Meuys - - -, Meuy )’ » the element,,, obeys the Gaus-
sian distribution with zero mean and a variancag, with o2, = 1/(2ysB1), wherep; depends
on the noise variance at the IECU, in comparison with thatet¢lays and destination. Note that,
it can be shown that the SNR of each of the DS-CDMA channe}s,is= «.ysp1/L.

When substituting (2.2) into (2.16), we can obtain anoth@ression for the observatian,,
of the IECU, which explicitly relates to the symbol tranget by the source, and can be expressed
as

K1 1
You = ! maHmaG hs x + %HmaGrnr + ngy

=4/ lxlﬂémahT + ny (2.17)

where, for simplicity, we expreds; = H,,,G h.,, which is anN-length vector and can be inter-

preted as the equivalent source-to-IECU channel matrimil@ily, in (2.17), theN-length noise
vectorny = /*=H,,Gn, + n, is the combined noise conflicted at both the relays and the

IECU. Additionally, it can be shown that thth (j = 1,2, ..., N) element of1r has zero mean and
a varianceot., with 7. expressed as
2

+ UC u

2 L
Xina0;
of, = =77 [Z!hjz‘!z!gi|2

i=1

(2.18)

2’)’5.3

o
- [Z’h]l’ ‘81‘2

Note that, for the sake of simplicity, in (2.18), the var@h}; stands for thej, i)th element of

matrix H,,,,.

Having obtainedy., as shown in (2.16) or (2.17), with the aid of the channel kieolge matrix
of hr, the IECU can carry out the detection based on the MRC piicipelding the decision

variable

H
Zeu :hT Yeu

=,/ “1“m“hHGTHH H,,Gh., x

14
+ 4/ ’L””hgcf HIH,,Gn, + hEGTH! n.,. (2.19)

From (2.19), we can express the instantaneous SNR for gejesstmbolx as
N

Yeu = Z'Ycu = lxlfxma Z ‘h

j=
W%m ﬁ Y 1\’7]‘:‘!2!3:‘\ sy, |2
j= S 21 1“7]1‘2‘&’2 %1,51

(2.20)
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Note that, after the expansion, (2.19) can also be expressed
MUI

L N L L
Zey = Z “’lsrilzgi’z Z “’l]z’?" x + Z ’hsyi|2g1‘2 Z
i=1 j=1 i=1 q=1,9#ij

N L
Wihig ny, + Y Y hi giliney, (2.21)
j=1i=1

N
=1

~

L

N
i=1 g=1j=1

noise term

which shows that there exists MUl among the relays, when ®IDMA employs non-orthogonal
spreading codes. However, when orthogonal spreading @desmployed, we can obtain a free-
MUI decision varible, expressed as

Zou = Yo e P Y lail | x 4+ /= Yo kb8t Y lailPny,
= j=1 L= j=1
N
+ )

j=1i

gl

h:r[gih;(incuf (2.22)

I
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Based orz,,, the IECU can detect for the symbol transmitted by the soute¢ the detected
symbol be expressed &s Then, the IECU broadcasts it to therelays. The received signals by
the relays can be expressed as

0. = /e, 2+ iy, i=1,2,...,L (2.23)

wherefi,, denotes the Gaussian noise of itleBC channel, which has zero mean and a variance
of 0}2 = 1/(27sB2) per dimension, herp; is related to the noise variance of the BC channels. We
assume that the signals experience Nakagarfading over the BC channels, whejig,..| obeys

the Nakagamix distribution in the form of (2.1). Furthermore, from (2.28% can readily know
that the SNR of the BC channels is giventy. = a;.¥sB2. From{7,. }, the relays can make their
decisions about the symbol transmitted by the IECU. Let ymel®l detected by théh relay be
expressed as;,.

Once the relays obtain the detected symbols, they carryheupteprocessing based on the
TMRC or TEGC, in the same way as that discussed in Sectiofh.2A3ter the preprocessing, the
signals are transmitted to the destination. Finally, theisilen variables formed at the destination
are given as (2.5) and (2.9) respectively, for the TMRC an@TEchemes used.

2.3.3.2 CMVC Aided Cooperative Relay Processing

Instead of the CMRC aided cooperative RP, the CMVC aided eatipe RP can be employed.
In comparison with the CMRC aided RP, the CMVC aided RP hashntmger complexity, as the
IECU does not require the knowledge of theehannels from the source to the relays. The IECU
makes a decision based on the MVC principles for the symbobkmitted by the source. Then, the
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IECU sends its detected symbol back to the relays and treenfinly operations are the same as that
with the CMRC aided cooperative RP.

In more detail, for the CMVC aided cooperative RP, afteritherelay receivesy,,, which is
given in (2.2), it carries out the hard-decision with the @fithe knowledge about the channel from
the source to théh relay. Let the estimates of tHerelays be expressed as (i = 1,2,...,L).
Then, the relays transmit their estimates to the IECU baseatieprinciples of the DS-CDMA, as
discussed in Section 2.3.1. Correspondingly, the obsensteceived at the IECU can be written

14
You = \/ %CAmasr +ngy

44
= %Hmasr + ey (224)

where the spreading matri, channel matrixA,,, and the noise vectat., have the same ex-

as

planation as those in (2.16). However, in (2.24),= [s;,,Ss,, - - ,srL]T with {s,,} being the
hard-decision symbols.

The IECU detects, based on (2.24), and let the detected symbols be expres$éd}asThen,
the IECU carries out the MVC-based detection and the symiasigmted ir{$,, } the most times is
taken as the estimate of the symbol transmitted by the soletghis symbol be expressed byt
is then sent back to therelays by the IECU via the broadcast channels using the samzpbes
as that described in Section 2.3.3.1, yielding the decisanables for the relays, which can be
expressed as (2.23). Finally, the relays can detect the ayfribansmitted by the IECU and send
their detected symboils to the destination in the same wayatsliscussed in Section 2.3.1.

2.3.3.3 CMVC/MUD Aided Cooperative Relay Processing

In the context of the CMVC/MUD aided RP, the relays use the BlRying scheme to transmit
the information received from the source to the IECU. OneelECU receives the signals from
the relays, it carries out multiuser detection (MUD) to detbe symbols transmitted by the relay,
when the non-orthogonal spreading codes are used for thEMBA. In this chapter, two types
of MUD are considered, which are the (a) minimum mean-sqea (MMSE) MUD and (b)
receiver multiuser diversity assisted multi-stage MMSE MRMD/MS-MMSE MUD). In this
section, we will briefly describe the two MUDs.

Let us below first consider the MMSE MUD operated at the IEQUotder to simplify our
description and discussion, we ignore the subscripts ofrthgices and vectors, as well as the
power term in (2.24). Hence, it can be written as

y=Hs, +n. (2.25)
When the MMSE MUD is employed, the decision variable veotosfis given by [1],

z = WHy, orz, = w,fly, k=1,2,...,L (2.26)
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wherez = [z1,2p, - - ,zL]T is anL-length decision variable vectd¥ = [wy,w;, ..., wy] is an
(N x L) weight matrix, whilewy. is anN-length weight vectoiW andwy are expressed as [1]
R,:lhk

W=R'H, we=—"* *__
Y T 14 nR

(2.27)

whereR, andR; denote, respectively, the autocorrelation matriy ahd the autocorrelation matrix
of the interference-plus-noise, which are given by

L
R, =HH" +2%Iy = Y_ hihi! + 2%y
k=1

L
Ry = Y_hh! +20°Iy = R, — hihy! (2.28)
ik
where2¢? is the variance of the noise samplesitk;, is kth column ofH, while Iy is the(N x N)
identity matrix.

By contrast, the RMD/MS-MMSE MUD originally proposed in @,2.79] belongs to the class
of successive interference cancellation (SIC) assistedM it uses the MMSE MUD analyzed
above as its basic detection scheme at each stage.

As discussed in [179], when the RMD/MS-MMSE MUD is appliedth@ systems with |-
Q type baseband modulation, such &sary quadrature amplitude modulatioR-QAM), it is
desirable that the real and imaginary parts of a transméyedbol are separately detected based
on an equivalent real-domain MIMO equation formed from §2-2This equivalent real-domain
MIMO equation can be expressed as

Yr = Hgsg +ng (2.29)
where
T T
yr= Ry LS sk = |6 697

Rin}

3{n}

R{H} —S{H}
S{H} R{H}

— — . (2.30)

7

Then, when the MMSE MUD is derived based on (2.29), the datisariable vector for the
symbol vectos or, specifically, the decision variabzhél) (orz,((Q) ) for sﬁ,f) (sﬁ,?)) can be expressed
as

2=Wiyg, z) =w5,Tyg, k=1,2,...,L (2.31)

whereW andw, (") optimized in MMSE sense are given by

~1

(HRH}; + 20212N) Hg,

. R'w
1+h0TR R

W) =1,2,...,L (2.32)
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with Rj being the autocorrelation matrix of interference-plussapwhich is expressed & =
HH? + 02Ly —h{BOT = R, — b ()T, whereR, = HxHE + 02Ioy.

The detailed procedures for implementing RMD/MS-MMSE MUahde summarized as fol-
lows [178,179].

Algorithm 1. (RMD/MS — MMSE Multiuser Detection)

Step 1 Initialization: When one-dimensional modulation, such as BPSK, is emgldaye initial-

izations are
y© =y, R;O) —R, HY =H W =w (2.33)

whereR, andW are given by (2.27) and (2.28), respectively. When two-disienal modu-
lation, such aR-QAM, is employed, the initializations are

y© =y, RY =R, H® = He, WO =W (2.34)
whereyg, Hg, R, andW are given in (2.32).

Step 2 Let s denote the detection stage. Then,dot 1,2,..., L, if one-dimensional modulation
is employed, os = 1,2,...,2L, if two-dimensional modulation is employed, the following
operations are executed:

1. MMSE MUD : Forming the decision variable vectdf) = R{(W(~1)Hy(s=1} in the one-
dimensional modulation case,@f) = (W~1))Hy(~1) in the two-dimensional modulation

case.

2. Finding the most reliable symbol among the- s + 1 or 2L — s 4+ 1 symbols that have not
been detected according to their reliabilities measursédan a scheme that will be given
later. Let the index of the most reliable usek(s.

3. Detecting the most reliable symbol, which is expresseti*as

4. Cancelling the component related to the detected symbab the observation equation
(2.25) or (2.29), forming the updated observation equagiéh= 1) — hlgfsjl)a?(s), where
hlgfsjl) is aN- or 2N- length vector and is thil®)th H~1),

5. Updating matrices:

H(s_l) N H(S), R(S—1) N R(S), W(S—l) — W(S) (235)

6. Settings = s + 1 and returning to 1) until all the symbols are detected.
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In the above algorithm for the RMD/MS-MMSE MUD, when BPSK mgoyed and assuming
that the source data bits obey independent identical loligioin (iid), the reliabilities measured in

the maximum a-posterior (MAP) principles is given by

L=

,k=12,...,L. (2.36)

Upon applying the PDF of(z,((l) |s,,) associated witl,, = +1 or —1 into the above equation, we
obtain [178]

L= (1+3)12", k=1,2, ..., L. (2.37)
By contrast, when I-Q modulation, such RsQAM, is employed, given the decision variable

z,g) (orz,EQ)) for sﬁ,f) (orsﬁf)), Wheresﬁlf) (or sﬁf)) € & ={ey, ..., e 571} then the reliability
of detectingsﬁ,f) (or sﬁ,?)) can be evaluated in MAP sense by the formula [179]

2
()
maXe,cg’ {exp { (u% ZI((-) _ ’7(')61') ] }
() i

Ly

k=1,2,...,2L—1. (2.38)
In (2.38),e; is given by [179].

Additionally, in the RMD/MS-MMSE MUD, the weight matrix nde to be updated at the end
of every stage until the last stage. The details for updatiemht matrix can be found in [179].

2.4 Bit Error Rate Analysis

In this section, we carry out the numerical analysis of th&BEthe THCL systems employing var-
ious types of RP schemes. Our analysis is based on the assashtat the S-R channels, the MA
channels and BC channels for information exchange, andbe&Rannels experience independent
fading. Specifically, the S-R channels experience the iedégnt and identically distributed (iid)
Nakagamim fading, the same occurs with the MA/BC channels and the Rdhiéls. However,
the fading parameters characterizing the S-R channelsB@Ahannels and the R-D channels may
be different. In this section, some exact closed-form BERessions are derived. For some cases,
where the exact closed-form expressions are unavailgbepgimate approaches are proposed to
derive the closed-form expressions for computing the apprate BER. In this section, only the
BER of the THCL systems employing BPSK baseband modulaiaronsidered for the sake of

simplicity.
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Before considering the specific scheme, we first note thadntkeage BER of the BPSK com-
municating over flat Nakagami- fading channels can be formulated as [1, 180]

Yo (1479/m)~"T(m+1/2)

P, (m,7.) =
bim, ) Yet+m 2y/nl(m+1)
% oFy <1,m—|—1/2;m+1; m ) (2.39)
m—+ vy

wherey Fy (a, b; ¢; z) is the hypergeometric function that is defined as [181], [182

(c)ik!

associated witlfa), = a(a+1)... (a+k—1), (a)y = 1.

2Fi(a,b;c;z) = i (@bt (2.40)
k=0

Note that, as shown in [181], when > 1 is an integer, the BER expression in (2.39) can be

simplified to

Py(m,yc) = F_Tyrmf (m ! H) {HTVT (2.41)

v=0 v
wherey = /y./ (77c + m).

Furthermore, whem = 1, corresponding to the Rayleigh fading channels, the aecBiR

[1 —, /%] . (2.42)

2.4.1 Bit Error Rate Analysis of Two-Hop Communication Links with Distributed

above can be expressed as

N[ =

Pb<ml ’YC) =

Relay Processing

When the THCL systems employ the distributed RP, the redebignals of thel relays expe-
rience non-identical independent distributed (nid) fadithe errors of thd. S-R channels occur
independently. Therefore, the average BER of the THCL sys@n be expressed as
L (k)

PéTHCL-DRP) <,Y‘(il,q)> _ Z 1—[ (1— Pb(s-p,-)) 1—[ PéS—R’,’) Pb(R-D)(l) (2.43)

=0 k=0 |ig/{1,...,L} jé{1,..L}

wherei € ;{1,...,L} represents one option of selectihgrumbers from the total. available
numbers{1,2,...,L}, there are in tota(%) different options, whilgé&,{1,...,L} represents the
remainingg = L — I numbers in{1,2,...,L}, after choosing thé numbers. The superscrift)
stands for théth option. To be in a little more detail, the term in the braabk[-] represents the
probability of one option that there akeelays which correctly detect the signals received from the
source, while the other relays detect theirs in error. In (2.4331§S'R') is the average BER of the
S-R; channel, whiIePb(R'D)(l) is the BER of detection at the destination on the conditiat the
corresponding relays correctly detect the symbols and ghrelays erroneously detect the symbols
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received respectively from the source. Given the;$Hannel experiences the Nakagamfading,
the average BER dPISS'R) in (2.43) can be expressed as

Pb(S'P") = Py(m = mg, ve = 01O, Vs) (2.44)

whereP,(m, 7y.) is given by (2.39).

Note that, if all the S-R channels experience i.i.d. fadnegulting in the same error rate for the
detection at thd. relays, then (2.43) can be simplified to

L
- 1, L - ) )
Pb(THCL DRP) <%(l q)) _ IZ(:) (1) 1- PISS R))l (Pb(s R))q pb(R D)<l>‘ (2.45)

As discussed in Section 2.3.1, it is extremely hard to desivedosed-form formula for the
THCL employing the TMRC-DRP. However, we may derive relaltfysimple expressions for the
approximate average BER of the THCL system with TEGC-DRRcBigally, when the TEGC-
DRP is considered, the average BER of the R-D chanﬁsaFf'sD)(l) in (2.45) can be expressed

as
(fjoooQ (x\/ 2”‘%7> oy, (x)dx, ifo<I<L
PP = PO = { [ Q <x\/ 2%) fip (0)dx,  ifl=L (2.46)

1-[7Q (W@) g, (x)dx, if1=0.

In (2.46),fh1/q(x) is the PDF off ;, which is given byh;; = hy; — hy g, as shown in (2.11).
Moreover,hy | = Zle \h,.4], which corresponds to the case that all theelays correctly detect

the symbols received from the source. In order to deﬂb{/T&GC)(z), we need first derivg, (x)
andfy,., (x). Ash, = hy | — hy,, we can expres§, (x) as [183]

iy, (x) = /uoofhzz<y)fh):q(z) dy
— [ e ) faw, v = 2) dy 247)
whereu = max{0, x} and, by definitionz = y — x.

In order to derive the BER expression, we need to derive the d?flbllq and, therefore, need to
obtain the PDFs oky; andhy ,;, according to (2.47). Hence, below we derive their PDFs Isy fir
introducing theNakagami-Approximation. Two types of Nakagami-approximation approaches are
employed, which are the Nakagami Statistical Approximafidakagami-SAp) and the Nakagami
Theoretical Approximation (Nakagami-TAp) (or modified Naami-TAp).

In the context of the Nakagami-SAp, we approximagg (andhy ;) as the Nakagamiz dis-
tributions with their PDFsf,, (y[m;, () (and fuy. (y|mg, Qq)) in the form of (2.1). The corre-
sponding fading parameterg; and (); (m, and();) are derived via simulations. Note that, the
Nakagamin PDF is not very sensitive to the valuesmfand(}, especially, when these values are
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Table 2.1: Parametergn;, Q) for the PDF ofhy; = Y-, |k| obtained by the
Nakagami-SAp, where the components are iid Nakagami+andom variables with pa-

rametergmy, ().
L o 05 1 15 2 25 3
Op
0.125 0.929,0.424 | 1.908,0.443 | 2.929,0.46 | 3,948,0.469 | 4.918,0.474 | 5.869,0.477
2 0.25 0.929,0.808 | 1.908,0.886 | 2.929,0.919 | 3,948,0.938 | 4.918,0.948 | 5.869, 0.958
0.5 0.929,1.617 | 1.908,1.771| 2.929,1.838 | 3,948,1.875| 4.918 1.895 | 5.869, 1.904
1 0.929,3.234 | 1.908,3.542 | 2.929,3.676 | 3,948,3.751| 4.918,3.791 | 5.869, 3.819
0.125 1.36,0.843 | 2.851,0.957 | 4.314,1.007| 5.872,1.038| 7.303,1.052 | 8.809, 1.061
3 0.25 1.36,1.687 | 2.851,1.913| 4.314,2.015| 5.872,2.077| 7.303,2.105 | 8.809, 2.122
0.5 1.36,3.373 | 2.851,3.826 | 4.314,4.029| 5.872 4.154| 7.303,4.21 | 8.809, 4.244
1 1.36,6.746 | 2.851,7.652| 4.314,8.059| 5.872,8.307| 7.303,8.419 | 8.809, 8.487
0.125 1.776, 1.443 3.758, 1.67 5.731, 1.77 7.737,1.828 9.693, 1.858 11.842,1.871
4 0.25 1.776,2.885 | 3.758,3.34 | 5.731,3.541| 7.737,3.656| 9.693,3.715 | 11.842,3.742
0.5 1.776,5.77 | 3.758,6.68 | 5.731,7.082| 7.737,7.312| 9.693,7.431 | 11.842,7.485
1 1.776,11.54 | 3.758,13.36 | 5.731, 14.163| 7.737, 14.624| 9.693,14.861| 11.842,14.97
0.125 2.226,2.207 | 4.656,2.58 | 7.082,2.746| 9.696,2.835| 12.12,2.891 | 14.66,2.916
5 0.25 2.226,4.414 | 4.656,5.161| 7.082,5.491| 9.696,5.67 | 12.12,5.782 | 14.66,5.831
0.5 2.226,8.829 | 4.656,10.322| 7.082,10.982| 9.696,11.34 | 12.12,11.564| 14.66, 11.662
1 2.226,17.658| 4.656, 20.645| 7.082, 21.964| 9.696,22.68 | 12.12,23.128| 14.66, 23.324
0.125 2.647,3.13 | 5.636,3.688 | 8.538,3.932| 11.6,4.067 | 14.511,4.149| 17.685,4.189
6 0.25 2.647,6.26 | 5.636,7.376 | 8.538,7.864| 11.6,8.314 | 14.511,8.299| 17.685, 8.378
0.5 2.647,12.519| 5.636, 14.752| 8.538, 15.728| 11.6, 16.268 | 14.511, 16.597| 17.685, 16.756
1 2.647, 25.038| 5.636, 29.505| 8.538, 31.456| 11.6,32.536 | 14.511, 33.195| 17.685, 33.512

relatively large. For example, the PDFqu),f[j|(y|m,Q) do not have any noticeable differences,
when() + 0.01Q andm + 0.01m are applied. Hence, it is usually sufficient for us to derivand

Q) based on aboit03-10* realizations of1;;. Hence, the time spent for using the Nakagami-SAp
to obtain BER results can be significantly less than thatiredpy using direct simulations. When
using direct simulations, we know that at least (independent) realizations are required for a
BER of aboutl0~?, in order to generate sufficient accuracy.

Note furthermore that, the Nakagami-SAp is very general rahdst, as it does not need to
understand the components’ distributions. However, iftlimeters of the components’ distribu-
tions are known, the approximation is in fact an ‘once forthihg. For instance, we can make a
table, like Table 2.1, showing the parameté¢rs;, () ), for the resultant Nakagami-distributions
of Yk, ||, whenL takes different values and the componei#; |}, obey the iid Nakagamis
distributions with different values for the parametérs), ()y). The values of m, ;) shown in
the table were generated based16f realizations. Our performance results in Section 2.5 show
that they can generate very accurate approximation. Huntire, this table can be repeatedly used

and, possibly, for different applications.

In the context of the Nakagami-TAp, first, according to [18&hen thel components irky-;
are independent and obey the same Nakagamdistribution with the parameters, and(Q)o, hy;
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Table 2.2: Parametersfor the PDF ofhiy-; obtained by the Nakagami-TAp, where the
component distributions have the paramefey = 1.

mo
1.0 15 3.0 4.0

0.842 | 0.879| 0.914 | 0.924
0.825| 0.867 | 0.914| 0.929
0.812| 0.862 | 0.915| 0.930
0.807 | 0.859 | 0.918 | 0.931
0.803 | 0.857 | 0.919 | 0.933

Ol wW|N

can be approximated as a Nakagamdistributed random variable with the PO (y|m;, ()
in the form of (2.1) and

m; = I x mo, Ql = 12 x (). (248)

However, as the results in [184] show, the Nakagami-TAp @xpration may be very inac-
curate. Based on our careful studies and numerous sinmubhagigfications, we find that the PDF
thI(y\ml, ();) can be slightly modified to make it very accurate, yielding thodified Nakagami-
TAp, with the PDF given by

f;'i\/lzold(y’ml’ﬂl) :fh):l(y’ml/KQl> (249)

wherex is a coefficient that is dependent on the distribution of hjgonents irky-; and the value

of [. For instance, whef)y = 1, a range of values for have been found, which are summarized in
Table 2.2. From the table we see tkat 1 is always the case. This implies that the approximation
using the parameters in (2.48) overestimdigs

Figures 2.3 and 2.4, 2.5 show the PDFg‘;&fl obtained by the Nakagami-SAp, the Nakagami-
TAp and the modified Nakagami-TAp. In the figures, the curateled as “simu.” were derived
by simulation usind 0° realizations, acting as the accurate reference PDFs. Byasthe curves
labeled as “approx.” were obtained from the approximatenfdas of the Nakagami-TAp. In all
figures, we considered various scenarios including 4,6 andm = 1,1.5,3, respectively. In
Figure 2.3, the PDFs obtained by the Nakagami-SAp can maitthtie simulated PDFs, reveal-
ing that the Nakagami-SAp is very efficient in terms of appmating the PDF of the sum of
Nakagamim variables. However, as shown in Figure 2.4, we can clearbenie that the approx-
imated PDFs obtained via theoretical approximation areatighed with the corresponding PDFs
obtained by simulations. Moreover, the deviation becoraggel as the value dfgets bigger or as
the m value becomes smaller. With the aid of the modified Nakagefpi; as expressed in (2.49)
in association with Table 2.2, the approximate PDFs showrigare 2.5 agree with the simulated
PDFs very well.

Having obtained the PDFs ¢, (y) andfh):q(z) for the case of using the Nakagami-SAp or
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PDF of Sum of Nakagami—m Variables

08 T T
=4, m=1,simu.
1=4,m=1.5, simu.
0.7 ]2& = = = |=4,m=3, simu. 1
i<‘< O  |=4,m=1, approx.
g ! A |=4,m=1.5, approx,
0.6 I i X |=4,m=3, approx.
k % —%4— |=6,m=1, simu.
1 1 *  |=6,m=1.5, simu.
0.5 ﬁi‘ ‘‘‘‘‘ 1=6,m=3, simu.
A 'Ai( O 1=6,m=1, approx.
w 'AI vV  |=6,m=1.5, approx|
Q 04 X 'Ai: +  |1=6,m=3, approx. [T
0.3
0.2
0.1

10 15
Variable hzl

Figure 2.3: The PDIﬁD obtained by Nakagami-SAp, where all thblakagamix: vari-
ables have the same parameters.

PDF of Sum of Nakagami—m Variables

0.8 ‘ w
L=4, m=1, simu
. L=4,m=1.5, simu
0.7 1k = = = L=4,m=3, simu.
X
Ix Ix O  L=4,m=1, approx.
N A L=4,m=1.5, approx,
0.6 <V X L=4,m=3, approx
;W ,\)}t —A— L=6,m=1, simu.
o ij\+ *  L=6,m=L1.5, simu.
0.5 ,Z@%llx R “ - L=6,m=3, simu.
s I+ 1+ & L=6,m=1, approx.
w Pon ix I Vv  L=6,m=1.5, approx|
E 0.4 - +  L=6m=3,
0.3
0.2
0.1

Variable hzl

Figure 2.4: The PDIﬁD obtained by Nakagami-TAp, where all thiNakagamix: vari-
ables have the same parameters.

Nakagami-TAp, let us below derive the PDFﬁm‘/q(x) by using (2.47). When substitu_, (y)
and fhzq(z) in the form of (2.1) associated with the parameteysm,, (3; and(),, into (2.47), we
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PDF of Sum of Nakagami—m Variables
08 T T

1=4, m=1, simu.
1=4,m=1.5, simu.
1=4,m=3, simu. -
1=4,m=1, approx.
1=4,m=1.5, approx|
|

|

|

4
4
0.7f 4
4
4

=4,m=3, approx. |7
6
6
6
6
6
6

=6,m=1, simu.
‘‘‘‘‘ 1=6,m=3, simu.

O 1=6,m=1, approx.
vV  |=6,m=1.5, approx|
+  1=6,m=3, approx. [

0.4

PDF

0.3

0.2

0.1

Variable hzl

Figure 2.5: The PDIthl obtained by modified Nakagami-TAp, where all iidakagami-
m variables have the same parameters.

obtain
fhlq / fhzl thq( ) d]/

4m m m

2m,1 2mg—1 oy [ L2 ™™g _x2:| d

leﬂmqr mz o) / y — %) PlraY gV 9] W
4m

:Q;"IQZZ"F(ml)F(mq)

9(x) (2.50)

where

_ [T am—1g,, y2mg—1 omy o, Mg 2} d
x) /uy (y —x) eXp[ oY “q,V ] W

2 _
- "y _ququxz /°° 1 <§ 4 X >2m’ '
0362 ug—22 ¢ \g = Q2

qu
2m,—1
s Mgx ) T e
-+ —x e *ds (2.51)
(Q quz
after defining
mp Mg mgx
0 =y — =1 (2.52)
¢ = Q Q, oY o

In the general cases, (2.51) is hard to be further simplifigti¢ best of our knowledge. How-
ever, wher2m; — 1 and2m, — 1 are integersg(x) can be expressed in a sequence of limited terms
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(x) . _mlquZ /oo 1 2m;—1 <2ml o 1) <E>ll ( qu >2m;lll
¢ P leq + quI ug—m—z S| =0 hh 6 quz

) )" e

X - — X e S
71=0 a1 G quZ

() EE () )
P mQq +mely ) = 5= h N Qqe?
2mg—1—q1 h+qa+1l oo

. < mqi B X> <1> / ngx Sllﬂheisz ds
046 ¢ ug—;ﬁ

2 mQq+meQy | = 5= \ I nn Qqe?

" < i _1>2mq—1—‘11 <1>11+‘11+1
0467 G

2
x T (ll e (MG - qu> ) a2y —h 2 (2.53)
2 046

as

whereI (g, x) represents the incomplete gamma function defined as [182]
I'(a,x)= / 1= le~t dr. (2.54)
X

Finally, when substituting (2.53) into (2.50), the PDngfq(x) can be written as

o ) Zm;mm;n" — g x?
x) = exp | ———————
T P ()T (mg) Qg T gy

2m;—12mg—1 2m;—1—1 2m,—1—
y ’”Z’: Z"; <2m1—1> <2mq—1> ( mq2> " 1( M _1> S
10 =0 \ h M Q6 Q6

1 Li4+q1+1 i 1 2
« <E> T 1+ 1;1 + , <Mg _ g_qz) x2m1+2mqfllfq172‘ (2_55)
q

When given the PDth/q (x), the average BER of the R-D transmission employing TEGC-DRP
can be derived from (2.46) by invoking (2.53) or (2.55). Spesly, when2m; — 1 and2m, — 1
are integers, it can be shown that

p,(TEGO) (1) — " my” 2771213127%_1 <2m1 - 1> (2’”@ - 1>
m
Q" T (m))T(mg) =0 4= I 7

. < m, >2m1—1—ll< my 1>2mq_1_’71 <1>11+Kh+1
0462 0462 s

X /oo Q <x\/21x2/L> exp (M)

—0 leq + qul

ll qn 1 Mg Xx ? 2my4+2mg—l1—q1—2
= 1 - — 1 g—h—q 2.
x T ( > , <ug oW X dx (2.56)
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when0 < [ < L.

In (2.56)m;, () andm,, (), are the parameters of the PDﬁ,El(y) andfhzq(z), respectively,
which are the Nakagamir distributed PDFs. Note that, when the parametersm, derived by
the Nakagami-SAp or Nakagami-TAp are relatively large hsasm,;, m, > 1.5, we may further
approximate them to their nearest values, so #ngt— 1 and2m, — 1 are integers, in order to
apply (2.56). This is because, when the value:as relatively large, the Nakagami-distribution
is not sensitive tan.

Furthermore, when the Nakagami-TAp is employed, we havertha= Lm,, Q); = L? and
my = Imy, my = qmy, O = 1> andQ); = ¢°. In this case, ifn is an integer, then (2.56) can be
simplified to

3 Imy-+qny
PéTEGC)(z) :%/_w erfc <x\/ZL2> lzmzqu:’f“z(lmz)r(QWZ)
confn (- B E R () e
gl+q* g h=0 q1=0 " "
x <@>2””2_1_11 (@ ) 1>2qmz—1—q1 <1>11+q1+1
qc? q¢? ¢

2
x T (llﬂ?fl“ (ug - %) ) x2lmat2ma—h=m=2 gy (2.57)

whereg =, /%7 + 72 andu = max{0, x}.

Additionally, when thel. S-R channels as well as tieR-D channels experience Rayleigh

fading, makingn; = m, = 1. Then, we have

(TEGQ) :1/"" [z 2 2 I 1
i =3 Lo (x L) l’qqf(l)l”w)e)(p SAVET
21-12q-1 _ _ 20-1-1 2q—1—q
EEEC G
==\ n q6 q6

li+q1+1 2
) g o

(2.58)
where, correspondingly, = /7 + ; andu = max{0, x}.

When! = L, meaning that all thd. relays correctly detect the symbols transmitted by the
source, then, using the Nakagami-SAp or Nakagami-TAp, wiesgaress the PDF,, (y) as (2.1)
associated with the parameteng, (3;. Consequently, when substituting the PDF into (2.46), the
average BER of the R-D transmission is

P{TECO (1) = Py(m = my, ye = 620195/ L) (2.59)

when!l = L, andP, is given in (2.39). Furthermore, whénr= 0, we have
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Finally, the average BER of the THCL employing the TEGC-DRR be obtained by substi-
tuting (2.56) or (2.57) or (2.58), and (2.59), (2.60) intoA@ or (2.45).

2.4.2 Bit Error Rate Analysis of Two-Hop Communication Links with Ideal Coop-
erative Relay Processing

In this section, we analyze the error probability of the TH&&tems with ideal cooperative RP. As
in Section 2.4.1, we assume that the first and second hopsiexpe the flat Nakagamir fading.
As mentioned before, when the ideal cooperative RP is asfumimrmation exchange among
the L relays do not consume power. Therefore, we have the powaradibna; +ar, = 1. As
discussed in Section 2.3.2, we classify the ideal cooper&®P into four sub-types: (a) ICMRC-
TMRC-RP, (b) ICMRC-TEGC-RP, (c) ICMVC-TMRC-RP, (d) ICMVTEGC-RP. In this section,
we drive the closed-form average BER expressions for thelT${Stems employing these four RP
schemes.

When the ideal cooperative RP scheme is considered, as sh@attion 2.3.2, the bits trans-
mitted by theL relays to the destination are the same bit detected by the) IHGe average BER
of the THCL systems using the ideal cooperative RP schembearritten as

Pb(THCL-ICRP) _ pb(lECU) <1 _ pb(R'D)) + <1 — Pb('ECU)) Pb(R'D). (2.61)

In (2.61), the first (second) term at the right hand side d=ntite probability that the detection at
the IECU is incorrect (correct), while the detection at tlestthation is correct (incorrect).

The received signals by the IECU can be expressegl,as= y,, wherey, is given in (2.2).
When the IECU emoploys the ICMRC, the decision variahlewas given in (2.12), as the IECU
perfectly knows the signals received by the relays. Theeethe instantaneous SNR of the IECU
was expressed as (2.13). According to [181], it can be shbwat tvhen communicating over
Nakagamim fading channels, the average BER of the IECU detection caxpessed as

M. sin® 6 i
]‘[( sri ) do (2.62)

' T 0 i=1 le QS}’,"?S + er,' Slnz 9

if the IECU employs the ICMRC. In (2.62)xu,,, is the fading parameter of the channel from the
source to theth relay. In (2.62), ifms,, =m, i =1,..., L, we can have

P(IECU) _ lxlﬂsr,-'?s <1 + D‘lerj'?s/m)_mLFOﬂL + 1/2)

m
Fl\lmL+1/2,mL+1,———— ). 2.63
X 2 1( mL + / mL + m‘|‘flesri’)’s> ( )

Furthermore, whemL is a positive integer, (2.63) can be reduced to

LmL—-1 v
(ecu)  [1—wu]" mL—1+0v\ [1+pu
P, = [T] ZO ( ’ — (2.64)
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wherey = /a1Qs, s/ (€1 Q4,75 + m).

By contrast, in the context of the ICMVC employed by the IEGhk relays first decode the
signals received from the source. The IECU is assumed to perfect knowledge about the de-
tected symbols by the relays and uses the MVC to make a decibtbhe symbol transmitted by the
source. The average BER of the detection atitheelay ist(S'R'), i=1,2,...,L, when commu-
nicating over Nakagami fading channels, which is given in (2.44). Therefore, therage BER
measured at the IECU after the CMVC can be expressed as

(k)
T a-p5%) 11 Pb‘SR’)] (2.65)

ie/{1,..,L} j&e{1L}

when[5] # %, where[ A] means that rounding to a nearest integer greater than or equalto
However, if[£] = £, we have

e _ R (SR) sw)]
Pb = H (1 - Pb ) H Pb
120 k=0 |ie/{1,.,L} jeg (1L}
16! SR v
+5 [T a-p8%) [1 pS®| . (2.66)
k=0 iEL/z{l,m,L} jéL/z{l,.‘.,L}

Let the symbol detected by the IECU be expressed.athen all the relays knowt, as the
transmission from IECU to relays is assumed ideal. THeis,transmitted from the relays to the
destination with the aid of either the TMRC or TEGC, whichésdribed in (2.4) or (2.8). In (2.61),
Pb(R'D) is the average BER of the R-D transmission. Specifically,mthe TMRC is employed, the

average BER of the R-D transmission can be expressed as

i 1 7_[/2 L . . 2 9 mrid
p{RD) — / Trd B8 7 a9 (2.67)
Jo iy \ @2QqYs + My g 8in© 0

wherem, ; andQ), 4 = E[|h,4|*],i = 1,..., L, are the parameters for the Nakagamfading of
theith R-D channel. Hence, by substituting (2.62) and (2.60) (@t61), the overall average BER
of the THCL system employing the ICMRC-TMRC-RP can be expedsas

My,
p(THCL-CRP) 1 /"/21£[ My, sin? O 0
mJo i3\ w1Qs,Ys + Mgy, sin? 0

b
1 /2L m,.4sin® @ e
T / I1 - 2 49
wJo iy \ @2y qYs + My g sin© 0

. My
2 /2 L Myd sin? 6 i "
2 - )
e Joo oy \ @2y qYs + My g sin© 0

/2 L 02 Msri
X / Mgy, S 6 . d6. (2.68)
0 :1 “1057’1"75 + msri S 9

1
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By contrast, when the relays employ TEGC, the instantan&dR at the destination ig; =
Y5 <2iL:1 \hrid\)z, where|h, 4| obeys the Nakagami distribution. Then, when the Nakagami-
SAp or Nakagami-TAp, as discussed in Section 2.4.1, is eyeplothe average BER of the R-D
transmission can be expressed as

p(RD) :\/ Yr, (14 a2 Qs /msp) ~"™LT (mgp +1/2)
b Qs Vs + s, 27l (mg, + 1)

Mgy,
F |1, 1/2; 1, ———m———— 2.69
X oFy ( mgr, +1/2; mgp, + —— Dézf)sL’Ys> (2.69)

wherem,; and(),; can be derived by the Nakagami-SAp or Nakagami-TAp. Coresity) when
applying (2.69) into (2.61), we obtain the average BER of TRECL system with the ICMRC-
TEGC-RP, which can be expressed as

Msy;
THCL-IcrP) _ 1 /”/Zﬁ Mg, sin” @ "
wJo i \ w1 Qe Ys + Mgy, sin” 6

+ \/ aZQSL,?S (1 + ‘XZQSL’T’S/msL)imSLF(msL + 1/2)

Py

Qs Ys + Mgy, zﬁr(ﬂ”lsL + 1)

x oFq (1, msp +1/2,mgp +1; L)

msp + a2Cds1Ys
. ‘XZQSL’T’S (1 + ‘XZQSL’T’S/msL)imSLF(msL + 1/2)
a2 Qs Ys + msp nﬁr<m5L + 1)

ML,
x- K (1,mg+1/2,mg+1, ———————
2 < ot / st msr, + leQSLr)/S>

n/2 L in2 et
x / T Mgy, S 6 5 do. (2.70)
0 =1 \ Qs + Mg, sin° 0

Similarly, when the THCL employing the ICMVC-TMRC-RP, theesiage BER of the system
is obtained by substituting (2.67), (2.65) or (2.66) intd(d. Furthermore, the average BER of the
system employing the ICMVC-TEGC-RP can be derived by stultsig (2.69), (2.65) or (2.66)
into (2.61).

2.4.3 Bit Error Rate Analysis of Two-Hop Communication Link with Cooperative
Relay Processing

In this section, we analyze the average BER of the THCL enipipthe cooperative RP schemes.
In this context, we assume that the total energy for congegime bit from the source to the desti-
nation is one unit. Then, we hawg + «, + 2> = 1, whereay, ap anda, denote respectively the
transmit power for the first hop, the second hop and the indtion exchange among the relays.
Furthermore, as information exchange includes both the MRBC transmission, whose transmit
power is assumed to bg,, anda,.. Hence, we also havg,, + «,. = «,. Additionally, we assume
that the MA transmission for information exchange among RNisplemented in the principles of
DS-CDMA, which, for the sake of simplicity, employs orthag spreading codes.
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In general, when the THCL employs the cooperative RP, theageeBER of the THCL system
can be written as

PIETHCL'CRP) _ PIS'ECU) <1 _ Pb(IECU-D)) i (1 B Pb(IECU)) Pb(IECU-D) (2.71)

BCU) s the average BER measured at the IECU, EﬁECU'D) is the average BER of the

transmissions from the IECU to the relays and finally, to thstidation.

wherePb(

Let us first consider the BER at the IECU. When the IECU emptbgsMRC on its received
signals, the decision variable, can be expressed in (2.19), and the instantaneous SNR of the
IECU after carrying out the CMRC can be expressed as
_ E*[zeu]

Var(ze,]
1&g (h]P"IhT)Z _
T ey oo P "

’)’cu

(2.72)

when we used the definitions th#lty = [hp,, hp,, ..., hp,] = H¥H,,,G, andHt = H,,,G/hs,
whereG, = diag{g1, 2, ...,4.} andg; = o=V Based on (2.72), it is very difficult to
derive the PDF ofy.,. In this case, we are unable to derive the exact average BH@QE&U).
In this chapter, we propose the Gamma-Approximation (GarApjeto evaluate the PDF oj,,,
which will be verified by our simulation results and found iengral very accurate.

Note that, in performance analysis, the Gaussian-Ap is&iyi employed. However, for some
scenarios, such as for the PDF of (2.72), where the concemuiables are always positive, the
Gamma-Ap has the advantages over the Gaussian-Ap. FesGdimma distribution [180], which
can be obtained by the square of a Nakagamtistributed variable, is defined iif), o), while
the Gaussian distribution is defined(ir co, c0). Second, for applying the Gaussian-Ap, usually a
high number of component variables is required, so that e yields a symmetric distribution.
By contrast, the Gamma-Ap does not impose this constraidtcan be applied for the sum of any
number of component variables. Furthermore, as the nunfilsengponents increases, the resultant
Gamma-distribution appears the Gaussian-like shapeintthie rang€g0, o). Hence, the Gamma-
Ap (also including the Nakagami-approximation, as theybglto the same family) represents a
versatile approximation approach, which may find applicetifor a lot of problems in practice,
including a lot of performance analysis problems in wirgleemmunications.

Specifically, for the current case, let us rewrite (2.72) as

0185107
Yeu = — Z”%Cw 2.73)

where
(hi'h1)?

gcu = .
S iy o, 2 + Zjli1 |, |2

(2.74)
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Table 2.3: Parameters for the Gamma PRF({) obtained based on simulations.

Mina

| L | 7(@8) | mer mew | Qe |
1 [10] 10 257318121
4 |20 30| 7.347 | 27.007
4| 9 [10] 40| 5332 20.775
14 | 30| 15 || 7.730 | 33.445
20 | 25| 15 || 6.401 | 33.150
15| 1.0 || 4.872 | 37.363
10| 1.0 || 4506 | 43.158
6| 13 | 30| 30 || 13.320] 64.612
18 | 1.0 | 4.0 || 5.189 | 49.028
22 | 15| 30 || 6.199 | 55.084

With the aid of the Gamma-Ap, we can approximéig as a Gamma distributed random vari-
able with the PDF [180]

Mey ey —1
Mey yre MeyY
= exp| — 2.75
chu (]/) <ch> F(mcu) p( Qe ) ( )
Whereﬂcu == E[gcu]y andmcu == qu/E[(Ccu - ch)z]-

From (2.74), we can see that the parametess and().,, determining the PDF of., depend
on the average SNR; of the S-R channels through the matéx in hp, the fading of thel. S-R
channels, the fading of the MA channels and the spreadirigrfag of the DS-CDMA signalling.
Hence, it is usually extremely hard (if it is not impossibtigrive the parameters., and (),
by mathematical analysis. However, they can be readilyddmnsimulations based on abaif*
realizations. For instance, in Table 2.3, a range of cagesasidered, where the spreading factor
N; is 16, thel. S-R channels experience the same Nakagarfading with the parameters;, and
O, = 1, and the MA channels also experience the same Nakagafading with the parameters
mme and O, = 1. As our results in this section show, the Gamma-Ap in gen@edls very
accurate approximation.

Figures 2.6- 2.9 show the approximated PDF&pfwvhen first hop and the MA links experience
various of fading conditions, in comparison with the cop@wding accurate PDFs 6f,,, which are
labelled as “simu.”, which were obtained by usit@ realizations of.,. In Figures 2.6 and 2.7,
we observe that the approximated PDFs have deviations freradcurate ones at the top part of the
curves, when the average SNR equals tol dB and20 dB. However, we see that the deviations
become smaller as the number of relays increases. Furthermwe find that the approximated
PDFs agree well with the accurate PDFs, when= 10 dB. According to our simulation results,
we can deduce that the approximated PDFs have a very goddriiyras the accurate PDFs within
the the average SNR region ®f- 12 dB.

In Figures 2.8 and 2.9, we give the PP (y) plots when the average SNR is fixed2atdB.
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Both plots show that a deviation always presents betweeapghsoximated PDF and the accurate
one at top part of the curves. However, from Figure 2.8, ivksnithat the difference at the top of

the curves increases, when the fading of MA links becomesegsre while the fading of S-R links

stay constant. By contrast, in Figure 2.9, we observe tlasitnilarity between the approximated
PDF and the accurate one increases, as the first hop hasrachetteel fading condition.

L=4, m_=m_=1
sr o ma

0045 T T T T T T T T
30 O ave. SNR=1dB, data
ave. SNR=1dB, theo

0.04r i X ave. SNR=10dB, datd |

= = = gve. SNR=10dB, theq
o ave. SNR=20dB, datg
1= = gve. SNR=20dB, theq

0.025
L

PD

0 10 20 30 40 50 60 70 80 90 100

Figure 2.6: Approximated PDFs of the decision variable ef tBCU, when the CMRC
is employed, and when the S-R links and the MA links in the evafive RP scenario
experience Rayleigh fading.

With the aid of the Gamma-Ap for finding the PDF &f,, which is (2.75), we can now easily
obtain the average BER of the detection at the IECU, whichbeaexpressed as

Pb(IECU) = Py, (m = mey, ve = 010maQen¥s/L) . (2.76)

In (2.71), "=V

finally, to the destination. Note that, as we mentioned intiSe@.3.1, it is hard to derive the BER

is the average BER of the transmission from the IECU to theysehnd,

of the R-D transmissions, when the relays use the TMRC. Hdredew we only consider the case
that the relays employ the TEGC. Therefore, when the relayd@ys the TEGC, the average BER
of the transmission from the IECU to the relays can be exprkas

(k)

L (-1
IECU-D IECU-R; (IECU-R))
P =) [T a-p""%) T B
1=0 k=0 |ie/{1,.,L} jee{1,. L}
x PTEC9 (1) (2.77)
WherePlg'ECU'R”) denotes the average BER of the BC link from the IECU ta’theelay,PlSTEGC) (1)

is the average BER of the R-D transmission, whe&alays correctly detect the symbol transmit-
ted by the IECU, while the othef(= L —I) relays make erroneous detection. As the analysis
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Figure 2.7: Approximated PDFs of the decision variable ef tBCU, when the CMRC
is employed, and when the S-R links and the MA links in the evafive RP scenario
experience Rayleigh fading.
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Figure 2.8: Approximated PDFs of the decision variable fedrby the IECU, when the
CMRC associated witlh = 4 relays is employed by the cooperative RP.

in Section 2.4.1 shows, when the channels betweer.thelays and the destination experience

Nakagamim fading,PéTEGC)(l) can be evaluated by (2.56)-(2.60). When the BC channelgiexpe

IECU-R;)

ence flat Nakagamis fading, we havePb( = Py(m = mype, ve = apeP2e,¥s), Where the

parameters have been defined in Section 2.3.3.1. By cantvheh the BC channels are AWGN,
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Figure 2.9: Approximated PDFs of the decision variable fednby the IECU, when the
CMRC associated witlh = 4 relays is employed by the cooperative RP.

we haveP,f'ECU'R") = Q (V/2apcBa¥s)-

Finally, the average BER of the THCL employing the CMRC-TEGE can be evaluated by
(2.71) associated with (2.76) and (2.77).

When the THCL employs the CMVC-TEGC-RP, the average BER efstystem can also be
expressed as (2.71), where the average BER measured aCblecHn be written as

IECU) IECU) |

Pb( = Pb( plSR) _p(SRAECU) (2.78)

with Pb('ECU) at the left-side of the equation denoting the BER at the IE®hkn the ICMVC is

employed, which is given in (2.65) and (2.66). In (2.7B§S,'R"ECU) represents the average BER of
the signals transmitted from the source tofdtme(i = 1, ..., L) relay and then to the IECU, which
can be expressed as

Pés-a-lEcu) _ PéS'Ri)<1 _ PéRi-IECU)) +(1- plgS'F*’i))plng"ECU) (2.79)
wherePéRi"ECU) is the average BER of the link from thith Relay to the IECU, which is
Pb(Ri"ECU) = Py(m = ta,, Ye = CmaP1Qma,Fs /L) (2.80)

with P,(m, 7v.) was defined in (2.39).

Specifically, when the MA links are assumed the AWGN channéls BER of the RIECU
links is PZSRI'"ECU) =Q (,/2(xmuﬁ1f75/L). In this case, (2.79) can be expressed as

PéS—R,-—IECU) _ ér,-) (1 ~Q (\/W» i (1 _ szh)) Q (W) . (2.81)
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Finally, the average BER of the THCL employing the CMVC-TE®® can be obtained by
substituting (2.78) and (2.77) into (2.71).

2.5 Bit Error Rate Performance Results

In this section, we demonstrate a range of performancetseful characterizing the achievable
performance of the THCL systems with the various RP schemewmsidered. Both numerical
results evaluated from the formulas derived in the previseigtions and simulation results are
provided. Note that, for obtaining the results, we assuratedh channels of the first and second
hops experience independent but identical Nakagarfading. The MA/BC channels are either
Gaussian channels or iid Nakagamifading channels. When the cooperative RP is employed, we
assume that the parametgrsandp, take a value ol0, which results in that the average SNR of
the MA/BC channels is typicallff0 dB higher than that of the S-R and R-D channels, when equal
power of1/3 is allocated respectively to the S-R, MA/BC and R-D transioiss. Furthermore,
when the DS-CDMA is used for the MA transmission, the spregdiodes are assumed to be the
random sequences with a spreading faddpre= 16.

First, let us compare the BER performance of the THCL systmpoying various RP schemes.
Both analytical results and simulation results are denmatest, so as to verify the accuracy of our

analytical BER results.

THCL, TEGC-DRP, Nakagami-TAp
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Figure 2.10: BER of the TEGC-DRP assisted THCL employing B®&seband mod-
ulation and power allocation factorsz = ap = 0.5, when communicating over iid

Nakagamim fading channels.
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THCL, TEGC-DRP, Nakagami-SAp
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Figure 2.11: BER of the TEGC-DRP assisted THCL employing B®&seband mod-
ulation and power allocation factorsy = a, = 0.5, when communicating over iid

Nakagamim fading channels.

In Figures 2.10 and 2.11, we compare the approximate BEReGFEGC-DRP assisted THCL
with the corresponding BER obtained by simulations. Furtitee, Figures 2.10 and 2.11 illustrate
the impacts of the number of relays and the fading parameten the achievable BER perfor-
mance. Note that, the approximate BER was evaluated bas@d4®), when either the Nakagami-
TAp or the Nakagami-SAp was employed. From Figure 2.10, weotserve that there is a slight
deviation between the approximate BER and the simulated, BERRn the Nakagami-TAp is ap-
plied. However, the difference becomes smaller as the Nakag fading becomes less severe,
i.e., asm increases. The difference also becomes smaller, as theanwhielays increases. Nev-
ertheless, for all the scenarios considered, the andlBIEER and simulated BER are close to each
other. When the Nakagami-SAp is employed, as shown in Figurg, the analytical BER and the
simulated BER always agree with each other. Therefore, ea@afident that both the Nakagami-
TAp and Nakagami-SAp are highly effective, while the Nakag&Ap is more accurate than the
Nakagami-TAp.

Additionally, as shown in Figures 2.10 and 2.11, the BERgremfince improves as the fading
becomes less severe. It also improves as the number of relengmses, owing to the increased
spatial diversity.

The BER performance of the ICRP-assisted THCL is shown inf€i@.12, when assuming that
both the S-R and R-D channels experience iid Nakagarfading. The BER results demonstrated
in the figure were evaluated based on the Nakagami-TAp indheegt of the ICMRC-TEGC-RP
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Figure 2.12: BER of the ICMRC-TEGC-RP and ICMVC-TEGC-RPistssl THCL em-
ploying BPSK baseband modulation and power allocatiorofaet; = a, = 0.5, when
usingL = 6 relays and communicating over iid Nakagamifading channels.

or ICMVC-TEGC-RP. Again, from the results of Figure 2.12, @@ observe that the approximate
BER of all the considered cases closely matches the comdsmppBER obtained by simulations.
Explicitly, the ICMRC-TEGC-RP always outperforms the ICI@VTEGC-RP, although the differ-
ence becomes smaller as the channel fading becomes less.seve

Figure 2.13 gives the BER performance of the ICRP-TMRC &s$i$HCL systems, when
assuming that both the S-R and R-D channels experience kaddmi fading. We can see
that the analytical BER of all cases are nearly the same asatiesponding BER obtained by
simulations. As we discussed in Section 2.4.2, the closad-BER expressions of the ICRP-
TMRC assisted THCL systems are given in (2.68) and (2.65).c@wparing Figure 2.12 with
Figure 2.13, we can observe that the TMRC aided systems Highe lsetter BER performance
than the TEGC assisted systems.

Furthermore, in comparison with the BER results shown irufég2.10 and Figure 2.11, we
can see that in Figure 2.13 remarkable SNR gain is observiedn the ideal cooperative RP is
employed by the systems, instead of using the distributedNREe that, this performance gain
achieved by the ideal cooperative RP is mainly due to the e@tipe detection of the first hop,
which generates the symbols having much higher reliakitign that detected by the relays op-
erated under the distributed RP. However, the ideal cotiperRP scheme assumes no energy

consumption for the relays’ cooperation, which is impreatti

When non-ideal cooperation is assumed, Figures 2.14 abdshdw the BER performance of
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Figure 2.13: BER of the ICMRC-TEGC-RP and ICMVC-TEGC-RPistssl THCL em-
ploying BPSK baseband modulation and power allocatiorofaet; = a, = 0.5, when
usingL = 6 relays and communicating over iid Nakagamifading channels.
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Figure 2.14: BER of the CMRC-TEGC-RP assisted THCL emplgyRPSK baseband
modulation and power allocation factoes = ap = a, = 1/3, when all the S-R and
R-D channels are assumed iid Nakagamiading channels with a fading parametey;,

while the MA/BC channels are assumed iid Nakagamfading channels with a fading

parametern, ;.
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the cooperative RP assisted THCL, wHetB of the total transmission power is allocated for S-R,
MA/BC and R-D transmissions, respectively. Let us first hadeok of Figure 2.14, where the
CMRC-TEGC-RP scheme was employed by the THCL, and the appate BER was obtained
based on the Gamma-Ap for the detection at the IECU and thadvaki-TAp for the detection at
the destination. From the figure, we can have the followingeolmations. First, the approximate
BER agrees with the corresponding BER obtained by simuigtiio the relatively low SNR region,
but there appear some deviations in the high SNR region.rfBletioe approximate BER becomes
more accurate, as the channel condition becomes less seMeire, the approximate BER also
becomes more accurate, as the first and/or second hops bevwaraeeliable. Additionally, when
comparing the BER results shown in Figure 2.14 with that showFigure 2.12, we are implied
that, due to the energy consumed for relays’ cooperati@adthievable BER performance of the
THCL using the cooperative RP scheme of practically redslena much worse than that of the
THCL employing the ideal cooperative RP. Note that, as shatthe beginning of this section, the
MA/BC channels are assumed more reliable than the S-R andcRaBnels. This issues will be

further discussed later associated with the other figures.

THCL, CMVC-TEGC-RP, L=6, Nakagami-TAp

S D i 3%\;\\;\

Q 5
IS 102 2 \\
12 N
£ fe) \\\b
_u,_f 16° et N
— Fading MA/BC, theo. .| G
-------- AWGN MA/BC, theo. B \
16% Me=1, Mye=1, simu. : g \ N
Ms=1, My=1.5, simu. A - \\’E \

me=1.5, AWGN MA/BC, simu.| | % o
my=3, AWGN MA/BC, simu. \

0 2 4 6 8 10 12 14 16 18 20
Average SNR per bit (dB)

o}

X

Q0 mg=1, m,s3, simu.
g

A

10

Figure 2.15: BER of the CMVC-TEGC-RP assisted THCL emplgyBPSK baseband
modulation and power allocation factars = a, = a, = 1/3, when all the S-R and
R-D channels are assumed iid Nakagamiading channels with a fading parametey;,
while the MA/BC channels are assumed either iid Gaussianraia or iid Nakagamix

fading channels with a fading parametey,,,.

In Figure 2.15, we investigate the BER performance of the @MNEGC-RP assisted THCL,
where, again, the analytical BER was obtained based on then@aAp for the detection at the
IECU and the Nakagami-TAp for the detection at the destimatin addition, in Figure 2.15, we
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considered the cases that the MA/BC channels are eithergdakan fading channels or AWGN
channels. From the figure we observe that, for all the cabesantalytical BER agrees well with
the simulated BER. The other observations are similar dotttained from Figure 2.14.

Having verified the accuracy of our proposed approximatippr@aches, we investigate the
effect of power-allocation on the BER performance of the THE§stems employing various RP
schemes. When the distributed and the ideal cooperativefres are used, we show the perfor-
mance change, when different portions of power are resgdgtallocated to the first and second
hops. When the cooperative RP is employed, we demonstmteott of energy for the coopera-
tion among relays, as well as evaluate the BER performanteecfHCL systems under different

power-allocation.
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10" |- .
3 10°% .
04
S
m
= .3 7
m 107 .. TEGC, L=4, m,=m, =1
— TMRC, L=6, my;=m,4=3
® ave. SNR=3dB, OPA
4| * ave. SNR=8dB, OPA |
107 | m ave. SNR=13dB, OPA
© ave. SNR=1dB, OPA
& ave. SNR=6dB, OPA
5| 4 ave SNR=11dB, OPA | | | | | |
10 ' ‘ )

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Power Allocation Factos;

Figure 2.16: Effect of power-allocation factors on the BERfprmance of the distributed
RP assisted THCL employing BPSK baseband modulation, wbt#mtbe first and second

hop channels experience flat iid Nakagamfading.

Figure 2.16 investigate the BER performance of the THCLeaysemploying the distributed
RP, when different transmit power is allocated to the firgt sscond hops. For every case consid-
ered in the figure, there is an optimum power-allocation (DRich corresponds to the lowest
BER achieved. From the figure, we observe that, in order teeaehhe best BER performance,
the first hop always demand higher power than the second hexp dde reason behind is that the
DF relaying scheme used by the relays is highly dependenherhannel condition of the first
hop. When the fading of the S-R channels becomes less severe reliable signals are forwarded
to the destination and, hence, the error performance ofytstlerm improves. Furthermore, from
the figure we also see that the first hop requires relativelyenpower to achieve the optimum
power-allocation, when the average SNR or the number ofdlags increases.
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Figure 2.17: Effect of power-allocation factors on the BERfprmance of the ideal co-
operative RP assisted THCL employing BPSK baseband maatulathen both the first
and second hop channels experience flat iid Nakageraiding.

In Figure 2.17, we study the effect of power-allocation omBER performance, when the sys-
tem employs the ideal cooperative RP. As we know, there isomeeprequired for the cooperation
among relays, when the ideal cooperative RP is used. Shynitathe observations in Figure 2.16
for the distributed RP, more power is usually required byfitst hop in order to obtain the OPA,
when the average SNR increases. However, in contrast tdobena@tions shown in Figure 2.16,
the first hop requires less power for reaching the OPA, whemtimber of relays increases. This
is because information exchange among the relays beconmesraliable, as the number of relays
increases. Therefore, more power is required by the secopdso that the error performance of

the THCL system can be enhanced.

In Figures 2.18 and 2.19, we demonstrate the impact of pall@sation on the achievable BER
performance of the THCL employing the CMRC-TEGC-RP, whethlibe S-R and the R-D links
experience iid flat Rayleigh fading. For the MA/BC transnuas AWGN channels are assumed
for Figure 2.18, while flat Rayleigh fading channels are as=ilifor Figure 2.19. In the figures,
the OPA indicates the power-allocation and the correspanlitiwvest BER achievable. As seen in
Figure 2.18 for the AWGN MA/BC scenario, the optimum powboeation isax; = 0.44, oy =
0.28, «, = 0.28. Hence, the main portion of power is allocated to the first tmpnprove the

reliability of the first hop to a sufficient level.

By contrast, when the MA/BC channels are also Rayleigh fadimannels, as seen in Fig-
ure 2.19, the power-allocation for the THCL system to adhidwe best BER performance is
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Figure 2.18: Effect of power-allocation factors on the BE&fprmance of the CMRC-
TEGC-RP assisted THCL employing BPSK baseband modulatiban both the first and
second hop experience flat iid Rayleigh fading, while the Bi@/channels are AWGN
channels.

THCL, CMRC-TEGC-RP, Fading MA/BC, BPSK
(L=6, my=1, m, =1, average SNR=11dB)
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Figure 2.19: Effect of power-allocation factors on the BE&fprmance of the CMRC-
TEGC-RP assisted THCL employing BPSK baseband modulatidven all the S-R,
MA/BC and R-D links experience flat iid Rayleigh fading.

a1 = 048, ap = 0.16, a, = 0.36. More portion of the total power is required for informa-
tion exchange among the relays, when compared with the AW@NBI@ case. From Figures 2.18
and 2.19, we are informed that a big portion of energy is rmegufor implementing cooperation
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among relays. Hence, in wireless networks, using cooperagiays is in fact highly challenging.
Not only is a substantial amount of energy is required forpesation, the accompanied increase
of complexity may be substantial as well. This is becausst, faxtra channel estimation is re-
quired. Second, power-allocation will become more difficas four hops need to be considered in
a network employing cooperative relays, instead of two hogsnetwork using distributed relays.

Additionally, we may compare the best BER achieved in Figuie, which we assumed the
AWGN MA/BC channels, with Figure 2.12. In Figure 2.12, thevaicorresponding to the param-
eters ofm = 1,L = 6 shows that the BER 4tl dB is well below10~°. This BER is much lower
than the best BER df.47 x 10~* shown in Figure 2.18. From this comparison we are impliet tha
the BER predicted by applying ideal assumptions is far qutarostic.

In Figure 2.20, we consider another example of power-aliogafor the CMVC-TEGC-RP
assisted THCL system, when the S-R and R-D transmissioreriexge Nakagami: fading with
ms = m,y; = 3, and the average SNR 1$ dB. As we can see, the OPA for the RP is achieved,
whena, = 0.48. Hence, for the RP process demands a large portion of tHepmiger to achieve
the OPA, when the S-R and R-D channels become better, in a@mopavith Figure 2.18.

THCL, CMVC-TEGC-RP, AWGN MA/BC, BPSK
(L=10, m,~=3, average SNR=9dB)
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Figure 2.20: Effect of power-allocation factors on the BERfprmance of the CMVC-
TEGC-RP assisted THCL employing BPSK baseband modulatiban both the first and
second hop channels experience flat iid Nakaganféding, while the MA/BC channels
are AWGN channels.

Having shown the impact of power-allocation on the BER penfince, below we further in-
vestigate the BER performance of the THCL systems employargpus of RP schemes, when
the first and second hops as well as the MA/BC transmissioaree independent Nakagami-
fading. Note that, the results below were obtained by appglyiur proposed suboptimal power-
allocation (SOPA) scheme. In the context of the SOPA, the BRifst found for a certain average
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SNR. Then, this OPA is used for a specified region of averagR,3hstead of using a specific
OPA for each given average SNR, which demands high compléjtthis way, the SOPA scheme
provides a relatively low complexity of implementation tliwes not cause noticeable error perfor-

mance loss.
THCL, AWGN RP, TEGC, =1, BPSK
1
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Figure 2.21: Comparison of BER performance of the THCL systemploying the
TEGC-DRP, CMRC-TEGC-RP and the CMVC-TEGC-RP, when the $xiRR:-D chan-
nels are all flat Rayleigh fading channels, while the MA/B@mhels are AWGN channel.

Figures 2.21 and 2.22 demonstrate the BER performance Gfii@L systems using the co-
operative RP, when the TEGC is employed (Figure 2.21) or MRT is employed (Figure 2.22).
For these figures, we assumed the AWGN channels for infoomatkchange, and the first and
second hop channels experience iid Rayleigh fading. Frasetitwo figures, we can obtain the
following observations. First, in both figures, when coesidg the same number of relays and the
identical transmit preprocessing scheme, the CMRC aidedarative RP always has the best BER
performance, and the CMVC aided cooperative RP outperfdneaslistributed RP scheme, when
the SNR is sufficiently high. However, as shown in both figuties BER curves of the distributed
RP intersect with the corresponding BER curves for the CMR€@MVC aided cooperative RP.
Before the intersections, the distributed RP outperforinesGMRC or CMVC aided cooperative
RP. Second, for any of the RP schemes employed, the BER penfme of the THCL systems
becomes better, as the number of relays increases. Thieh edmparing these two figures, we
can see when the same number of relays is employed, the BE&tmance of the THCL with
the TEGC-DRP is better than that of the THCL with the TMRC-DBR® the difference becomes
larger, as the number of relays increases. By contrastpfog@en number of relays, the BER per-
formance of the THCL with the CMRC-TMRC-RP is slightly bettkan that of the THCL with the
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Figure 2.22: Comparison of BER performance of the THCL systemploying the
TMRC-DRP, CMRC-TMRC-RP and the CMVC-TMRC-RP, when the SAd R-D chan-
nels are all flat Rayleigh fading channels, while the MA/B@rhels are AWGN channel.

CMRC-TEGC-RP. Similarly, for a given value @f, the CMVC-TMRC-RP slightly outperforms
the CMVC-TEGC-RP in terms of BER performance.

From the above observations, we may conclude that the BEBrp&nce of the THCL systems
employing the distributed RP is dominated by the transméppcessing scheme employed. By
contrast, when the cooperative RP schemes are employegyrdbessing schemes used by the
IECU and by the relays impose impact on the BER performantieect HCL systems.

In Figures 2.23 and 2.24, we compare the BER performanceeof HCL systems employing
the TEGC-DRP, CMRC-TEGC-RP and the CMVC-TEGC-RP, in ordellustrate the cost for the
cooperation among relays. Specifically, in Figure 2.23thalS-R, MA/BC and R-D channels are
assumed flat Rayleigh fading channels, while in Figure 2tR4,S-R and R-D channels are as-
sumed flat Rayleigh fading channels, while the MA/BC chasiaeé assumed Nakagamifading
channels with a fading parametey,, = 3. From the results of these two figures, we can explicitly
see that, for all the cases considered, the TEGC-DRP ootpesfthe CMVC-TEGC-RP. Hence,
for all these cases, no CMVC aided cooperation is desirallénplementing the CMVC requires
extra complexity. By contrast, when comparing the TEGC-D®R the CMRC-TEGC-RP, we do
see that, in the cases bf= 4 and6, the CMRC-TEGC-RP may outperform the TEGC-DRP, when
the average SNR is sufficiently high. However, for the casé ef 10, the TEGC-DRP always
outperforms the CMRC-TEGC-RP. As the CMRC-TEGC-RP reguagtra channel estimation
and centralized detection, its achievable BER performaritlebe sensitive to the channel esti-
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Figure 2.23: Comparison of BER performance of the THCL systemploying the
TEGC-DRP, CMRC-TEGC-RP and the CMVC-TEGC-RP, when the $4R/BC and

R-D channels are all flat Rayleigh fading channels.
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Figure 2.24: Comparison of BER performance of the THCL systemploying the
TEGC-DRP, CMRC-TEGC-RP and the CMVC-TEGC-RP, when the $xiRR:-D chan-
nels are flat Rayleigh fading channels, while the MA/BC clesiare flat Nakagamiz

fading channels associated with a fading parametgr = 3.
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mation’s accuracy, in addition to the added complexity fer thannel estimation and centralized
signal detection. When taking into account of all the abaemay conclude that the TEGC-DRP
constitutes a desirable and practical RP scheme. It hasldte/ely low-complexity for implemen-
tation, achieves diversity from the TEGC and yields lessg@ssing delay owing to no information

exchange required among relays.

THCL, CMVC/MUD-TEGC-RP, Fading RP, gr1, m,,;=3, BPSK
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Figure 2.25: Comparison of BER performance of the THCL systemploying the
CMVC/MUD-TEGC-RP, when the S-R and R-D channels are flat &gil fading chan-
nels, while the MA/BC channels are flat Nakagamfading channels associated with a

fading parametemr,,,, = 3.

Figure 2.25 shows the BER performance of the THCL systemts thidi CMVC/MUD-TEGC
aided cooperative RP fdr = 4, 6,10, when the MA/BC channels experience the flat Nakagemi-
fading withm = 3. From Figure 2.25 we can observe that, for all cases coreidére THCL sys-
tem with the CMVC/MUDs-TEGC-RP outperforms the THCL systeith the CMVC-TEGC-RP
scheme. The BER performance gain of using the CMVC/MUD atlBE@U over that of em-
ploying the CMVC at the IECU becomes larger, as the numbeelafys increases. Furthermore,
we can observe that the RMD/MS-MMSE MUD always achievesebER performance than
the MMSE MUD, at the cost of slightly higher complexity. Therformance advantage of the
RMD/MS-MMSE MUD over that of the MMSE MUD becomes bigger, &e number of relays
increases. For example2alB of SNR gain can be obtained, whén= 10. However, forL = 10
the CMVC/MMSE-TEGC-RP results in would have a high erroertan the CMVC-TEGC-RP,
when the average SNR is smaller tHandB.
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2.6 Conclusions

In this chapter, we have introduced a so-called THCL systelnich aims to accomplish a commu-
nication between a source node and a destination node wthithof a cluster of relays, in order
to demonstrate the cost for relay cooperation and the clgake for performance analysis of this
type of systems. Three RP schemes have been investigatedaciaion with the THCL system,
which are the distributed RP, ideal cooperative RP and tiopemative RP. When the distributed
RP is employed, the relays employ the DF relaying schemettandignals are forwarded to the
destination with the aid of the MRC- or EGC-assisted trahgmaprocessing scheme, which are
hence termed as the TMRC and TEGC, respectively. In the xoot¢he ideal cooperative RP, we
assume that information exchange among relays can be alisbetpwithout energy consumption,
which is also a typical assumption used in many existingregifees [46—49]. For the sake of in-
vestigating the cost of cooperation among relays, we hamsidered the cooperative RP scheme,
which assumes energy consumption for the information engamong relays via the MA and
BC transmissions by invoking an IECU.

We have provided detailed analyses for the BER of the THCLesys employing various RP
schemes, when BPSK baseband modulation is assumed. Weéraxerdhe closed-form formu-
las for the average BER of the THCL systems with some of theidened ideal cooperative RP
schemes. In this chapter, we have proposed the novel apy@®&ar obtaining the PDF of the sum
of Nakagamim variables. Two approaches for obtaining the approximate Pé&ve been proposed.
The first one is called the Nakagami-TAp, and the second orefgsred to as the Nakagami-SAp.
With the aid of these two approaches, we have obtained theodprate average BER expres-
sions of the THCL systems employing the TEGC-DRP or the CMMESC-RP, when the first
and second hops are assumed to experience flat Nakagéewiing, while the communications for
information exchange among relays suffers from flat Nakagarfading or only AWGN. Further-
more, when the CMRC scheme is used at the IECU, we have prdposésamma-AP approach
for finding the approximate PDF of the instantaneous SNR @fgtection at the IECU. Further-
more, we have derived the average BER of the THCL systemsoginglthe CMRC-TEGC-RP
scheme.

By comparing the numerical results with our simulation hsswe have found that, when the
distributed RP or the cooperative RP is employed, the apmabed average BER of the THCL
systems has some small deviations from that obtained bylaimos, when the fading of commu-
nication channels is severe, whereas, they agree with ¢heh as the channel conditions become
better. When the ideal cooperative RP is employed, ourtseskhibw that the average BER obtained
from analytical formulas agrees well with the BER obtaineshf simulations. Furthermore, we
have found that the first hop always requires a higher trasson power than the second hop,
in order to achieve the best BER performance, when the ldis&dl RP is employed. When the
cooperative RP is employed, we have observed that, the wtape among the relays for infor-
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mation exchange requires B0~70% of the total system transmission power, in order to achieve
the best BER performance. Specifically, the cooperative iBEdarHCL systems can outperform
the distributed PR aided THCL systems, when AWGN MA/BC clesmare assumed. When the
same transmit preprocessing scheme is employed by thesridayhe second hop transmission,
the CMRC aided cooperative RP achieves better BER perfarentdran the CMVC aided cooper-
ative RP, but at the cost of higher complexity. However, theperative RP scheme may achieve
worse BER performance than the distributed RP, when the NAiks for information exchange
experience flat Rayleigh fading. By considering the BER grenince and complexity, we may
conclude that the TEGC-DRP constitutes a desirable andigabRP scheme, which demands the
lowest complexity for implementation, but is capable ofiaeimg the required BER performance,
especially, when the number of relays is relatively high.



Chapter

Resource Allocation in Single-cell
Downlink OFDMA Systems

3.1 Introduction

Multicarrier communication techniques, including thehagonal frequency division multiplexing
(OFDM) and its multiuser extension of orthogonal frequedysion multiple access (OFDMA)
[61], have been widely accepted as the key techniques forspged and broadband wireless com-
munications. Multicarrier and OFDM technigues employ ageaonf merits, including the capa-
bility of combating inter-symbol interference (I1SI), loeemplexity modulation/demodulation im-
plemented based on fast Fourier transform (FFT), dynansiouree allocation, etc. As wireless
communication systems are usually operated in time-vgriading environments, taking the ad-
vantage of the time-varying characteristics by dynamycallbcating the communication resources,
which may include power, subcarrier, etc., is capable ofiging promising energy and spectrum-
efficiency [62].

References show that dynamic resource allocation is cadilalchieving significant gain over
fixed resource allocation, and various of resource allonachemes have been proposed for differ-
ent multicarrier systems [62—70]. In more detalil, bit-, caier- and power-allocation algorithms
in [62, 63] have been designed in order to minimize the totaidmission power, while the users’
transmission qualities are maintained, i.e., under aedgior rates. Wongt al. [62] proposed an
iterative subcarrier-allocation algorithm followed bysband power assignments. Whereas, in [63]
it considered jointly assignment of the bits, subcarriexd power for each user in a novel fast
way with low complexity. Moreover, in [64—68, 75], variouatsoptimum joint subcarrier- and
power-allocation algorithms were proposed. Specifically64] they proposed two computation-
ally inexpensive approaches for joint resource allocatidrere subcarrier-allocation was carried
out in two iterations. Considering the uplink OFDMA systertie authors in [65, 75] have pro-



3.1. Introduction 69

posed the joint subcarrier- and power-allocation algorghwhich respectively aim at maximizing
the sum rate and the total utility of resources. A heuristo-iterative subcarrier- and power-
allocation scheme has been proposed in [68] for the OFDMAXtgneling the order subcarrier
selection algorithm [76] for single user systems. Furth@emin [69, 70], dynamic resource al-
location problems have been addressed with respect to diss-tayer optimization of OFDMA
systems. In more recently, some significant researcheb,asf71-74] have also been dedicated
to the resource allocation in OFDMA systems. Specificalyj,7il], multiple BSs are coordinated
to carry out the iterative subcarrier- and power-allogatmmaximize the weighted sum of minimal
user rates. For the sake of reducing the complexity of dilmcathe two-part papers [73, 74] have
studied the chunk-based subcarrier-allocation in downDMA systems. The first part [73]
has proposed the average SNR- and BER-based chunk allocati@mes in order to maximize
the system throughput when considering the average BERraottsover a chunk transmission.
While the part two [74] has proposed a joint chunk-, powed hit-allocation, in which, a range
of system parameters including power constraint, numbasefs, coherent bandwidth, number of
subcarriers and chunks are introduced and their impactseoaverage throughput are studied.

A range of researches in [77—-89], have designed and studlezhgier-allocation algorithms
for the downlink OFDMA systems. Specifically, in relationdor studies in this chapter, the greedy
algorithm without considering the fairness has been agfitie subcarrier-allocation in [78], in or-
der to maximize the sum rate of OFDMA systems. Furthermor§/8], the water-filling power-
allocation has been employed. By contrast, authors in [@d€fessed a fair subcarrier-allocation
algorithm, providing equal data rate for all users. The m@edy algorithm has been introduced
by [80, 82] for subcarrier-allocation, however, its err@rformance is usually poor. For this sake,
its extensions have been proposed, which include the weestfuist (\WUF) greedy algorithm [85]
and the maximal greedy algorithm [86]. In more detail, unither WUF greedy algorithm, sub-
carriers are allocated in an order from the user with the warsrage subchannel quality to the
user with the best subchannel quality. This algorithm majinb#icient when operated in highly
frequency-selective fading channels, as, in this caseasbieage channel qualities of all users may
be similar. When the maximal greedy algorithm is employkd,above-mentioned fair greedy al-
gorithm is repeatedly applied in the context of differengrusrders. Finally, the allocation giving
the highest reliability, such as SNR, is chosen as the ditoteesults. While the WUF algorithm is
inefficient in highly frequency-selective fading channéhe maximal greedy algorithm’s complex-
ity is dependent on the number of iterations of applying tteedy algorithm, which might be very
high. In [83], a so-called worst subcarrier avoiding (WSAQasithm has been proposed, which
allocates the subcarriers based on the greedy algorithm wraer from the subcarrier holding
the lowest subchannel quality. In this way, thel — 1) worst subcarriers can always be avoided
assigning to users, if a multicarrier system withsubcarriers is considered. The WSA algorithm
can be viewed another extension of the fair greedy algoritHmwever, the error performance of
the WSA algorithm usually significantly outperforms thatleé greedy, WUF greedy and maximal
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greedy algorithms. It has been shown that the performarte\ad by the WSA algorithm is close
to that of the Hungarian algorithm [185], which is recoguizs the optimum subcarrier-allocation
algorithm, but of high-complexity.

Except the maximal greedy algorithm, the other greedy+<basécarrier-allocation algorithms
employ the merit of low-complexity. However, when fair salrer-allocation is considered, the
greedy and WUF algorithms often force the users of choosiag subcarriers at the latest stages
to accept the subcarriers possibly with very poor qualittdthough the WSA algorithm is able to
avoid assigning users a number of worst subchannels, itmmtesare about whether the allocated
subcarriers are the best subchannels. Furthermore, in B& slgorithm [83], the subcarrier-
allocation order identified at the start of the algorithm el during the whole allocation process,
regardless of whether the situation might be changed afteesubcarriers are allocated.

Based on the above observations, in this chapter, we desidrc@mpare two novel low-
complexity subcarrier-allocation algorithms, and coregiem with some other related subcarrier-
allocation algorithms proposed in literature. In additiohow-complexity, our algorithms motivate
to assign users the sets of subchannels with the best pogsiblities, in order to maximize the at-
tainable reliability (throughput) but without making adeaoff with the achievable throughput (re-
liability), which, however, exists in some existing subiearallocation algorithms, such as, the fair
greedy subcarrier-allocation algorithm. In order to aehieur objectives, our subcarrier-allocation
algorithms are operated either by identifying the worsthamnels or by seeking the best subchan-
nels at the start of the algorithms, forming the so-callatirectional worst subchannel avoiding
(BWSA) and best subchannel seeking (BSS) algorithms. OuSBWIlgorithm represents an ex-
tension of the WSA algorithm. In the WSA algorithm [83], amting to the fixed allocation order
identified at the start of the algorithm, a subcarrier isgresil to the best user, while avoiding the
worst subchannel. Hence, the WSA algorithm is an one-dimmeakworst subchannel avoiding
algorithm. By contrast, in our BWSA algorithm, first, the wbsubchannel, which has the low-
est subchannel quality, of the remaining subchannels isd@i each of the allocation iterations.
Then, for an identified worst subchannel at an allocatiomiten, the best subchannel is assigned
by considering both the subcarrier direction and the ugecton, while also with the objective to
avoid the other poorest subchannels for the following alions. Therefore, our BWSA algorithm
is a two-dimensional worst subchannel avoiding algorittuich has a higher diversity order than
the WSA algorithm [83], and, hence, has the merit to furtihepriove the WSA algorithm. The
BSS algorithm aims at allocating all users the subchannitsthie best qualities. In a little more
detail, the BSS algorithm first finds a subchannel subsetatng a number of best subchannels.
Then, subcarrier-allocation is carried out in the greedgqaiples based on the subchannel subset

obtained.

After the subcarrier-allocation, power-allocation isheit based on the principles of channel-
inverse [84] in order to maximize the reliability for a giveaseband modulation scheme, or based
on the principles of water-filling [78] to maximize systensam rate. In this chapter, the error
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and spectrum-efficiency performance of the BWSA and BSSrititgo are investigated and com-
pared, which are also compared with that of a range of gréaded algorithms as well as that of
the optimal Hungarian algorithm. Our studies and perforreanesults show that, both the BWSA
and BSS algorithms have the merits to provide promisingoperdnce. While the BWSA algo-

rithm outperforms the WSA and other greedy-based sub-otiralgorithms, the BSS algorithm

may outperform as well the BWSA algorithm, especially, witda operated in the relative large
OFDMA systems of using a large number of subcarriers to stigp@nge of users, which are true
in practical systems. Furthermore, we demonstrate thabdkie the BWSA and BSS algorithms
can attain their promising reliability without making texoff with the achievable throughput.

In this chapter and the following three chapters, we focughenresource allocation in the
downlink multicarrier systems, both power- and subcasaikrcation are addressed. Note that, our
proposed subcarrier-allocation algorithms can be direntiployed for the uplink communications
via some information exchange between the BS carrying eultbcation and the mobile terminals
controlled by the BS. By contrast, the power-allocationhie tiplink communications need to be
modified according to the transmitting power constrainteach individual users.

The rest of this chapter is organized as follows. Sectionirr@duces the system model
and gives the main assumptions. Section 3.3 discusses tiegagjgrinciple of the power- and
subcarrier-allocation algorithms. Section 3.4 introdutveo famous power-allocation schemes in-
cluding the channel-inverse and the water-filling alganith Section 3.5 overviews some existing
subcarrier-allocation algorithms and discusses theingths and weaknesses. Sections 3.6 and
3.7 introduce the proposed subcarrier-allocation algorét, and analyze their characteristics. Sec-
tion 3.8 analyzes the complexity with the subcarrier-atamn algorithms considered. Section 3.10
shows and evaluates the BER and spectrum-efficiency simulegsults. At last, conclusions are
made in Section 3.11.

3.2 System Model

The considered downlink OFDMA system consists of one bad@®st(BS) supportindK mobile
users. We assume that each of the communication terminalading the BS an& mobile users,
employs one antenna for receiving and transmission. Faake of clarity, the main variables and

notations used in this chapter are summarized as follows:

K number of mobile users;
KC set of user indexes, defined&s= {0,1,...,K —1};
M number of subcarriers of OFDMA system;

M set of subcarrier indexes, defined®& = {0,1,..., M —1};
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Q set of numbers of subcarriers allocated tokhesers,Q = {qo,q1, - -.,qx—1}, wheregy is the
number of subcarriers assigned to user

Q) set of data stream indexes of uedefined a; = {0,1,...,qx — 1};
he» fading channel gain of subcarrier of userk;

Fi set of indexes of thg, subcarriers assigned to uger

]:"k set of indexes of the candidate subcarriers for éser

|F| cardinality of the sefF, i.e., the number of elements in the &&Y;

Axm subchannel quality of subcarrier of userk, Ay, = |hk,m|2/Nka where N, is the noise

variance for usek;
Py, transmission power for subcarrier of userk, wherei € Fi;

P total transmission power of B®, = ) i cxc Ype 7 Lo

In this chapter, we consider the fair subcarrier-allogatiwhich assigns all the users the same
number of subcarriers, and assume that each subcarrienbaneoassigned to one user. Therefore,
we have the expressions of

kel
Fl=0Q, Vkek (3.2)
F(Fi=90, ifk#l Vklek (3.3)

where® means an empty set. The channels between the BS and mohitearseassumed to
experience frequency-selective Rayleigh fading vithnumber of resolvable paths in the time-

domain.

In Figure 3.1, it shows the schematic for resource allooatidhe downlink OFDMA systems.
In the considered OFDMA systems, we assume that the uplindsdawnlinks are operated in
the time-division duplex (TDD) mode. Hence, an uplink chelremd its corresponding downlink
channel can be assumed to be reciprocal. In this way, the &®able of obtaining the knowledge
of all the KM downlink subchannel$ry ,, }, and all the subchannel qualiti¢s\y ,, } for Vk € K,
andvi € M. Therefore, given the transmission powerpf,, the instantaneous SNR of subcarrier
m of userk can be expressed as

_ Pk,m|hk,m|2

Yk,m N = Pk,mAk,m' kek, meM (34)
k

where N, is the noise power of AWGN at mobile uskr For simplicity, we assume all the users
have the same noise power, and we hilge= 1/%,, Vk € K where¥, denotes the average SNR
per symbol.
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User 1

User O

Figure 3.1: Schematic for resource allocation in the dakn®FDMA systems

Note that in this chapter we consider the most difficult sdena the downlink OFDMA sys-
tems, all theM subcarriers have to allocate to users, as described in (8.19 straightforward
that we can relax the constraint to the case that part of stibaare assigned to users, i.e.
Yrex g < M, in which case, all the considered allocation algorithms akso be used in the
considered systems, and the system’s performance canrtiigcsigtly improved. Furthermore, for
the considered power- and subcarrier-allocation algmsthwe also have the conventional fairness
constraint that each user is assigned the same number d@raebg, as shown in (3.2). Interest-
ingly, these algorithms can be extended to the scenaridshtagoroportional fairness is assumed,
which is given by

RoiRli...:RK_1:7)0:Z)1:Z)K_1 (35)

whereR; is the achievable data rate of usermnduvy is the corresponding rate proportion.

For the sake of simplicity, the subcarrier- and power-atmmn are carried out seperately, which
will be respectively detailed in the following sections. tNdhat, as the studies in [84] show, the
power- and subcarrier-allocation can be carried out indégetly without performance loss, when
optimum power-allocation is employed. Furthermore, it whewn in [68, 84] that the channel-
inverse power-allocation is optimum in terms of maximizithg minimum SNR of users, as a
result, minimizing the average BER of the systems. Theeefwe use the channel-inverse power-
allocation scheme in this chapter. The water-filling poakweation is also a widely used scheme,
and can be employed to optimize the sum rate of the systeros1&3].
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3.3 General Theory

In an OFDMA system havingVl subcarriers, when the power- and subcarrier-allocatiom tai
maximize the system reliability, the ultimate objectivédsninimize the average BER. Hence, the
optimization problem for power- and subcarrier-allocataan be described as

U{Fi, P} =arg min {P,
{Fr, P} gU{fk,Pk}{ }

=arg min {% Y ¥ Pe(k'q)} (3.6)

U{]:klpk}
s.t. (3.1) (3.2), (3.3), and

Z Z Py, =P (3.7)

ke qe Qy
where “s.t.“ stands for subject to, atl denotes the system’s average BER eﬁéﬁq) denotes
the average BER of thgth data stream of usér. In (3.8), U{F, Px} stands for testing all the
possible candidates for all users, whild 7, P;}* contain the final results for subcarrier- and
power-allocation of all the users. In practice, howevas dften very hard to solve the optimization
problem of (3.8). Nevertheless, in OFDMA and other multisarcommunications employing the
same data modulation schemes, the average BERusually dominated by the subcarrier with the
lowest SNR [84]. In this thesis, we assume the same basebaddlation scheme when reliability
is concerned. In this case, as shown in [75, 83, 188], the pamel subcarrier-allocation schemes
can be designed to maximize the minimum SNR of subcarrignghncan be expressed as

U{Fk, P} =arg max {kE%;EQk{7k,q}} (3.8)

st (3.1) (3.2), (3.3)and (3.7)

In this chapter, we aim to maximize the SNR of all subcarrigrgontrast to maximizing only
the minimum SNR of the subcarriers as done in [75, 83, 188habthe sub-optimum solution can
be found in terms of minimizing the average BER of the syst€orrespondingly, our optimization
problem can be described as

U{Fi, B} =  kek, g€ 3.9
{Fr, Pr} argufr}%k}{vk,q q€ Qx} (3.9)
st (3.1) (3.2), (3.3) and (3.7)

The philosophy behind can be explained as follows.

It has been demonstrated in [83, 84] that power- and sulecailbcation can be carried out
separately without loss of much performance but having nimwbr complexity. Therefore, we as-
sume that the power- and subcarrier-allocation are exé@atearately in two steps. Following the
implementation of subcarrier-allocation, the power-@ltion is carried out, according to the chan-
nels of the subcarriers allocated to different users. Thesgour subcarrier-allocation algorithm is
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designed for optimizing

U{F}* =argmax {714, k € K, g € Ox} (3.10)
U{Fk}

s.t. (3.1) (3.2), and (3.3)

In this chapter, the channel-inverse power-allocatiomipleyed in order to minimize the av-
erage BER of the system, and it has been proved to be optimuennrs of maximizing the reli-
ability [84]. Our proposed subcarrier-allocation will besigned in conjunction with the channel-
inverse power-allocation algorithm, which aims at miniimiz the average BER of the system.
The water-filling power-allocation algorithm was desigrfed maximizing the system through-
put [189, 190]. Hence, we will also compare the throughppe¢trum-efficiency) of the system
employing various subcarrier-allocation algorithms, witiee water-filling power-allocation algo-
rithm is used. In the next section, we will briefly discuss thannel-inverse and the water-filling

power-allocation algorithms.

3.4 Power-Allocation Algorithms

In this section, we will introduce the channel-inverse amal water-filling power-allocation algo-
rithms. Furthermore, along with the considered powerealion algorithms, we will continue to
discuss the general theory for the resource allocationdrdtwnlink OFDMA systems, and focus

on the issue of designing the subcarrier-allocation.

3.4.1 Channel-Inverse Power-Allocation Algorithm

In the context of the channel-inverse assisted power-atilme, the power allocated to a subcarrier
of a user is inversely proportional to the correspondingckahnel quality. The more power allo-
cates to the one with less reliable subchannel quality, &®versa. In that case, it guarantees that
all the subchannels have a similar quality of service. Cgueetly, according to [84], given the
subchannel qualitie@Ak,]-} of the subcatrriers allocated to tReusers, the power is allocated as

1
Py =P (Z ) Asz) Al g€ Qukek. (3.11)

lekicQ

Furthermore, as shown in [83], after the above power-diiosathegth sub-stream of usér ob-
tains the SNR of

-1
’Yk,qz%zp<2 )3 Az,f) , 4 € Qrkek. (3.12)
leK i€Q,

Note that, (3.12) shows that the SNR is independent of thexisk andg, implying that all the
sub-streams of all the users attain the same SNR and, hbegehdve the same error probability.
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Furthermore, as shown in (3.10), our subcarrier-allooagiigorithm aims to maximize the SNR
of all the subcarriers of all the users. Therefore, when tiamoel-inverse assisted power-allocation
is employed, from (3.12) we can be implied that, in order taiméze the SNRy, we need to solve
the subcarrier-allocation optimization problem of

-1
U{F}* =argmax (Z ) A;}) (3.13)

k lek icQ;

s.t. (3.1) (3.2), and (3.3)

In order to solve the above optimization problem, we may rteegikecute exhaustive search
or implement the optimum Hungarian algorithm [185]. Thenpiples of the Hungarian algorithm
can be found in many references, such as in [185, 191], andilvalgo detail its principles in
Section 4.3. However, these algorithms have high complegiteventing them from practical
implementation, when the number of subcarriers is relgtikigh, which is usually the case in the
LTE/LTE-A systems.

In this chapter, we aim for designing the relatively low-qaexity sub-optimum algorithms,
which are capable of achieving the performance close todhttined by solving the optimum
problem of (3.13). Specifically, from (3.12) we can be im@libat, in order for the SNR to achieve
the maximum, it is expected that the allocated subcarrieosild the ones with the largest possi-
ble values in{Ak,q} of containing theKM candidates. Therefore, our optimization problem for

subcarrier-allocation can be stated as
U{FV* =argmax {A;,, ke K, g O},
{Fe} gu{fk}{ kg q€ Q}
£ i Al keK, g€ , 3.14
arg 5?}15{1}{ or q Qk} (3.14)
s.t. (3.1) (3.2) and (3.3)

In order to find a solution approximately solving (3.14), wayneither start from the worst subchan-
nel side, motivating to avoid a maximum number of worst sabeciels of theK M subchannels, or
start from the best subchannel side to directly allocatesti®arriers corresponding to the best
possible subchannels. These are the motivations for usstgrdthe proposed subcarrier-allocation
algorithms, as detailed in our forthcoming discourses.

Explicitly, the optimization problem of (3.14) also fulfilithe objective to maximize the sum
rate of an OFDMA system, when subcarrier and power are d#dcseparately. This is because,
for a given total transmission power and water-filling assigpower-allocation, the best subset of
subchannels also yields the highest sum rate. When givebhdsteset of subcarriers having the
subchannel qualitie§A; q}, the sum rate can be expressed as

C=Y Y log, (1+P,4;,) (3.15)
ke qe Qx
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3.4.2 Water-Filling Power-Allocation Algorithm

The water-filling assisted power-allocation was found asaptimum solution for maximizing the
sum rate of system [190]. For a given subcarrier-allocatilba optimization problem for maximiz-
ing the system’s throughput can be expressed as

U{P}* =argmax ) log (14 PgyAx,) (3.16)
P kekger
s.t. (3.7)

The above objective function is jointly concave in powernsg she optimization problem can be
solved by the Lagrangian method, resulting in the the wigterg power-allocation. Letd be the
water-filling level, according to the algorithm, the powdoeated to data-streamof userk can be
given by

1 +

where[x]" = max{0, x}, and the water-filling leve® is set to satisfy the requirement of

Yy Y B, <P (3.18)

kel qeQx

A
1/Ak,m

0 1 2 3 4 5 6 7 Subcarriers

Figure 3.2: An example for water-filling power-allocatianthe downlink OFDMA sys-
tem with M = 8 subcarriers

According to (3.17), we know that more power is allocated tfur subchannel with better
quality, and no power is assigned when the subchannel gusliower than the inverse of water
level, i.e.,Ax, < 1/®. We can readily find that the water-filling algorithm has arteu-operation
of the channel-inverse power-allocation algorithm. Femthore, Figure 3.2 shows a pictorial view
of the water-filling algorithm employed by an OFDMA systemgere M = 8 subcarriers are
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Table 3.1: An Example for Channel Qualitiesdf = 8 Subcarriers of th& = 8 Users.

Scrs
Users

045| 5.19 | 194 | 324 | 527 | 159 | 0.16 | 4.24
495 1492 | 050| 0.79| 2.04| 16.91 | 0.48 | 0.36
1.78| 2.78 | 0.92| 6.58 | 3.14| 5.23 | 0.54| 0.99
291| 0.33 [ 597 041|049 | 220 | 887 | 1.64
211 122 | 312 | 1.72| 437 | 1.82 | 517 | 0.23
9.53| 1.34 | 1.27 | 3.90| 3.36 | 3.07 | 0.63 | 5.15
483 | 258 | 426 | 056 | 2.14| 8.15 | 1.16 | 1.87
549| 048 | 538 | 3.74| 1.68| 2.01 | 0.84| 0.15

N~Nj{ofoa|h~A|lW|IN|FL|O

considered. Seen from the figure, the power is allocatedetsubcarriers of users with the inverse
of subchannel qualities under the water le®elwhich is as pouring water to a vessel.

3.5 Existing Subcarrier-Allocation Algorithms

In this section, we review the principles of some represestaubcarrier-allocation algorithms,
including the greedy algorithm, the WSA algorithm, and theximal greedy algorithm. For clarity,
we discuss the three schemes using an example, which emidleys8 subcarriers to suppok =

8 mobile users. Therefore, each subcarrier can only be #8ldda one user and, correspondingly,
we haveg, = 1, Vk € K. Let us assume that the subchannel qualities of the eiglastgrs of the
eight users are given in Table 3.1, where the first row anddirstmn denote the subcarrier indexes
and user indexes, respectively. With the aid of this exampéenow discuss the advantages and
disadvantages of the existing algorithms considered. dmtxt section, the proposed subcarrier-
allocation algorithm will be described. Note that, our pyepd algorithm aims to minimize the
average BER of the system, and hence, we assume that theetiramise power-allocation is
used for the example considered. Let us now consider thelgedgorithm.

3.5.1 Greedy Algorithm

The greedy algorithm has been designed to maximize the gerofrthe system, and aims to solve
the optimization problem that can be expressed as

U{}—k}* =arg max {Z Z Al,i} (319)

UiFd (lexico
s.t. (3.1) (3.2) and (3.3)

Note that, unless specifically notified, in this chapter,gteedy algorithm consideredfar greedy
algorithm, which allocates all the users the same numbaunlufasriers.
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In the context of the greedy algorithm [80], subcarriersall@cated one-by-one from the first
to the last, and a subcarrier is simply allocated to the ugthrtive best subchannel quality among
the users having not obtained their required number of stibcar After a user obtains its required
number of subcarriers, it is then removed from the list ofsier further subcarrier-allocation. For
the example of Table 3.1, the subcarrier-allocation isedmut one-by-one from subcarri@to 7.
The operation of the Greedy algorithm can be described aaltiwation matrix shown below

S S S S S S %
Up 045 519 194 324 527 159 0.16 4.24

U 495 1492 050 079 2.04 1691 048 0.36
U 178 278 092 658 314 523 054 099
Us 291 033 597 041 049 220 887 1.64|. (3.20)
U, 211 122 312 1.72 437 182 517 0.23
Us 953 134 127 390 336 3.07 063 5.15
Us 483 258 426 056 214 815 1.16 1.87
U7 549 048 538 374 168 201 084 0.15]

Explicitly, in (3.20), the underlined subchannel quattimdicate the allocation result. For
subcarrier 0, sincelsy = 9.53 is the best subchannel quality amofg,..., A7}, subcar-
rier O is allocated to user 5. Likewise, subcarrier 1 selélotsbest from the available users,
{0,1,2,3,4,6,7}, and obtains user 1. Similarly, as shown in (3.20), subeaT® to 7 choose
respectively their best users from their available optiaesording to the subchannel qualities. Fi-
nally, we can obtain the subcarrier-allocation resufg:= {4}, 71 = {1}, /> = {3}, 3 = {2},

Fy = {6}, F5 = {0}, F¢ = {5}, F» = {7}. The corresponding subchannel qualities are
{5.27,14.92,6.58,5.97,5.17,9.53,8.15,0.15}. It can be seen that the minimum subchannel qual-
ity of the subcarriers allocated i8inic i je 7, { Ax,;} = 0.15. Let us assume that the total transmit
power P is 1. When the channel-inverse power-allocation is empulpjtecan be shown that the
achieved SNR given by (3.12) 98 = 0.13.

The main drawback of the greedy algorithm is that the sulmrarassigned later are left with
fewer options. In this case, they might have to choose thes udgpoor subchannel qualities. In
the above example, subcarrier 7 is forced to allocate to Usawing the poor subchannel quality
of 0.15, as there are no other options. As the result, theabhatainable SNR becomes relatively
low, which may significantly degrade the error performanicéne system.

3.5.2 Worst User First Greedy Subcarrier-Allocation Algorithm

The worst user first (WUF) greedy algorithm motivates to ioverthe greedy algorithm’s perfor-

mance, and it arranges the users in ascending order acgdadiheir average subchannel quali-
ties [85]. In that case, the users with worst average subehaqualities choose their subcarriers
first in the principle of the greedy algorithm.
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For the example considered, the WUF greedy algorithm fidgsrthe eight users according to
their average subchannel qualities. Then, we have the uder{at, 7,2,0, 3, 6,5,1}, since use#
has the worst average subchannel quality while ddes the best one. The allocation process can
be seen as the matrix below

S -
U, 211 122 312 1.72 437 182 517 0.23

U, 549 048 538 374 168 201 084 0.15
U 178 278 092 658 314 523 054 099
Up 045 519 194 324 527 159 0.16 4.24|. (3.21)
Us 291 033 597 041 049 220 887 1l.64
Us 483 258 426 056 214 815 1.16 1.87
Us 953 134 127 390 336 3.07 063 5.15
U 495 1492 050 079 2.04 1691 048 0.36

After the user ordering, the subcarrier-allocation forheaser is the same as that for the greedy
algorithm. Explicitly, for used, as shown in (3.21), subcarriérhas the best subchannel quality
among all subcarriers, therefore, udeis assigned with subcarrig. Similarly, the remaining
users select their subcarriers. Finally, we can obtain tibearier-allocation resultsFy = {1},

F1 = {4}, Fo = {3}, F3 = {2}, Fa = {6}, F5s = {7}, Fe = {5}, F7 = {0}. It can be seen
that the minimum subchannel quality of the subcarrierscatied iSminke,C,jefk{Ak,j} = 2.04.
Then, it can be shown that the achieved SNR.s= 0.59 according to (3.12), when assuming the

total transmit poweP is 1.

From the allocation results, we can clearly observe thatWhd- greedy algorithm can outper-
form the greedy algorithm. By ordering the users, it avoissigning subcarrier to user7, which
happened under the greedy algorithm and this significamyaties the BER performance of the
system. However, the average subchannel qualities of #rs aannot reflect the worst subchannel
gualities of the users. In some cases, the WUF greedy digostill cannot avoid assigning the
worst subchannel qualities to the users. Therefore, the \WdEdy algorithm is not an efficient
way of subcarrier-allocation in terms of maximizing theteys reliability.

3.5.3 Maximal Greedy Subcarrier-Allocation Algorithm

The maximal greedy algorithm [86] aims to maximize the sunsuiichannel qualities, i.e., to
maximize) ik Yje 7, Ax,j in this chapter. Under this algorithm, the conventionakggealgorithm
[80] is iteratively operated by ordering the subcarriergoived in different ways to obtain the
various sets of allocation results. At the end, the set otcation results achieving the maximum
of the total subchannel quality is chosen as the final alloeatsult. Considering the example of
Table 3.1, the principles of the maximal greedy algorithm loa explained as follows.

Let us assume that, during the first iteration, the greedyriéhgn is operated with the subcarrier
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order of{0,1,2,3,4,5,6,7}. Then, the allocation results are the same results as thetibed in
Section 3.5.1. Correspondingly, the sum of subchannelitiggabf the allocated subcarriers is
Ykek Lier, Axj = 55.74. During the second iteration, let us assume that the subcander is
{0,1,2,3,7,6,5,4}. Then, using the greedy algorithm again, we obtain the stibcallocation
results: 7o = {7}, F1 = {1}, Fo = {3}, F3 = {2}, Fu = {6}, F5 = {0}, Fo = {5}, Fr =
{4}. It can be shown that the sum of subchannel qualities becOmeg Y jc 7, Ax; = 56.24,
which is larger than that obtained from the first iteratiohefiefore, the allocation results obtained
from the second iteration are taken as the final subcarf@ragion results, if only two iterations
are used. Straightforwardly, more than two iterations may&ed. Furthermore, subcarriers can
be ordered either randomly or in a pre-specified way.

Although the maximal greedy algorithm is capable of impngvihe error performance of the
multicarrier system, it is however a search algorithm, tbleievable performance of which de-
pends on the size of the searching space, i.e., the numbtarations. In order to reach a target
of the total subchannel quality, sometimes, many iteratimight be required, which demands a
high complexity. Additionally, the maximal greedy algbrt does not motivate to maximize the
achievable SNR, as given in (3.12), of the system. Hencegtthed SNR is not necessary close
to the maximum SNR possible. Specifically, for the above idlemed example, when the channel-
inverse power-allocation is employed, the SNR obtainegt &fto iterations igy, = 0.61, which is
significantly higher than that obtained by the greedy atfori

3.5.4 Worst Subcarrier Avoiding Subcarrier-Allocation Al gorithm

The WSA algorithm is designed to avoid assigning users theauers having the worst subchan-
nel qualities [83]. The principles of the WSA algorithm cdscabe illustrated with the aid of the
example shown in Table 3.1. The allocation process can lmided as follows in association with

the matrix

S % S S S S S 0S|
Uy 424 016 519 324 045 527 194 1.59

U; 036 048 1492 0.79 495 204 050 1691
U, 099 054 278 6.58 178 3.14 092 523
Us 1.64 887 033 041 291 049 597 220 (3.22)
Us 023 517 122 1.72 211 437 312 1.82
Us 515 063 134 390 953 336 127 3.07
Ug 1.87 1.16 258 0.56 4.83 214 426 8.15
U7 015 084 048 374 549 168 538 201 |

where the boldfaced values represent the worst subchanabties of the subcarriers, while the
underlined values corresponds to the subcarriers asstgnesirs.

In detail, under the WSA algorithm, for each of the subcasrithe worst subchannel quality of
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the users is first identified, which are represented by bofdfalues in (3.22). Then, the subcarri-
ers are arranged in ascent order according to the worst ehqualities ag7,6,1,3,0,4,2,5}, as
shown in (3.22), where the elements are the subcarrier @dekhen, subcarriers are allocated to
users one-by-one in the above-derived order, by followirgggrinciples of the greedy algorithm,
as described in Section 3.5.1. As shown in (3.22), the adlguorstarts the allocation of subcarrier
7, which is assigned to usér as useb has the best subchannel quality. Similarly, the remaining
subcarriers are assigned to the remaining users in theedeorder. Finally, it can be shown that
the subcarrier-allocation results afg = {1}, 7, = {3}, F3 = {6}, Fu» = {2}, F5 = {7},

Fe¢ = {5}, F7 = {0}. The corresponding subchannel qualities of the subcarealocated are
{5.27,14.92,6.58,8.87,3.12,5.15,8.15,5.49}. Hence, the minimum subchannel quality of the al-
located subcarriers minkelcl]'e]_‘k{Ak,]‘} = 3.12, which is significantly higher than that obtained
by the greedy algorithm of Section 3.5.1. Furthermore, atiog to (3.12) and assuming = 1,

the achieved SNR ig. = 0.75, which is also much larger than that obtained by the greegly-al
rithm.

The WSA algorithm can avoid assigning users the subcarhiaving the worst subchannel
gualities. Hence, in comparison with the greedy algorittima,minimum subchannel quality of the
subcarriers allocated by the WSA algorithm may be signiflgamproved, ensuring a better error
performance of the system, as demonstrated in [83]. Howex@le avoiding the worst subcarri-
ers, the WSA algorithm does not motivate to maximize the lsaboel quality of every subcarrier
allocated, which leaves some space for further improviegaithievable error performance of the
system.

3.6 Bidirectional Worst Subchannel Avoiding Subcarrier-Allocation
Algorithm

In this section, we first describe the principles of the pegubbidirectional worst subchannel avoid-
ing (BWSA) algorithm and then discuss its characteristics.

3.6.1 Principles of Bidirectional Worst Subchannel Avoidhng Subcarrier-Allocation
Algorithm

The BWSA algorithm aims at maximizing the SNR of subcarriassshown in (3.10), by avoiding
the worst subchannels as many as possible. As discussedtior5a.5.4, the WSA algorithm
has been designed to avoid the worst subchannels. Howebvas the potential to be improved
by our proposed BWSA algorithm, as detailed below. Firdtuteuse an example to illustrate the
principles of the BWSA algorithm. In the example, we assuvhe= 8 andK = 8, the one shot of
64 subchannel qualities are given in Table 3.1.
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As our discussion in Section 3.5.4 shows, when the WSA dlguris operated, subcarriers
1 and 3 are allocated at iteratiod and iteration4, since A3; and Az 3, both belong to uses,
are the third and fourth minimum worst subchannel qualitidewever, useB cannot be the op-
tion for either subcarriet or subcarrier3, as useB3 has already been assigned subcami€eiur-
ing the second iteration. In this case, further considetser3 after the second iteration makes
the subcarrier-allocation less profitable. Instead, it @rarprofitable to carry out the remaining
subcarrier-allocation without invoking usgr Consequently, at iteratia® allocation of subcarrier
0 should be considered, as the worst subchannel qualitgbheld by subcarried is the minimum
of the remaining subcarriers for the remaining users. Furthermore, the W§érithm can be
viewed as a subcarrier-oriented algorithm, where sulmrdogi-subcarrier is allocated by finding
the best user among the available ones for a subcarrier.icilyplsubcarriers can also be allo-
cated in a user-oriented way, where user-by-user is adcatsubcarrier with the best subchannel
guality among the remaining subcarriers. Furthermore atheve-mentioned subcarrier-oriented
and user-oriented ways may be jointly operated to maxintizediversity by avoiding the worst
subchannels as many as possible. Our BWSA algorithm ismedigased on the above-mentioned
observations, which is described with the aid of the exarsiptevn in Table 3.1 associated with the
operations shown in Figure 3.3. In Figure 3.3, the circlehbers indicate the allocation iterations,
the triangles represent the worst subchannel qualitigsatieaavoided at the corresponding itera-
tions identified by the associated numbers, while the sguapresent the second worst subchannel
gualities that are avoided at the corresponding iteratapiained by the attached numbers. Finally,
the locations with the mark,/” give the allocation results.

As Table 3.1 showsA77; = 0.15 is the lowest subchannel quality in the table. Hence, the
BWSA algorithm will first avoid this worst subchannel qugliduring iterationl. Furthermore,
while avoiding this worst subchannel quality, the BWSA aition also aims to avoid the second
worst one related to this worst subchannel quality. Spedificconsidering the worst subchannel
quality Az7; = 0.15, if the subcarrier is allocated in the subcarrier-orientealy based on the
greedy principles, subcarri@rwill be assigned to usér. Since in this case subcarrigand useb
will not be further considered during the following iteais, the second worst subchannel quality
of Ayy = 0.23! can be avoided for further iterations. By contrast, if therusiented subcarrier-
allocation is applied, subcarri@will be assigned to usét, asAy o = 5.49 is the largest in row. If
this is supposed to be the allocation, as subcabréard usef will not be further considered during
the following iterations, the second worst subchannelituatoided isApo = 0.45. Comparing
the above two cases, we fintl 7 (= 0.23) < Ao o(= 0.45). Hence, the BWSA algorithm finally
chooses the subcarrier-oriented allocation result arwtatis subcarrief to user5, in order to
avoid A4y = 0.23 for the following iterations.

After iteration1, Aps = 0.16 is the smallest one among the remaining elements. During the
second iteration, the BWSA algorithm works in the same waiteaation1, and the subcarrier-

1Ay7; = 0.23 is the smallest among the elements in fand columr?, after excludingAy 7 = 0.15.
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Figure 3.3: Schematic showing the operations of the BWSArdlym having the sub-
channel qualities as shown in Table 3.1.

oriented mode is chosen to allocate subcaGi&w user3, so as to removels;; = 0.33 from the
following possible allocations, in addition to avoidinty s = 0.16. Similarly, during iteratiors,
subcarrier0 is assigned to uséf, which can exclude botyy = 0.45 and A7; = 0.48 from

the following possible allocations. Note that, if the WSA@ithm is employed, iteratioB will
consider subcarriet, as As; = 0.33 is the third largest in Table 3.1. After the above three
iterations, nowA; , = 0.5 becomes the smallest in the remaining subchannel qualfigain, the
subcarrier-oriented mode is chosen to assign subcarteensers, which removes bott; , = 0.5
andAg3 = 0.56. During iterationsb-8, the situations can be similarly considered. It can be found
that the user-oriented mode is chosen during all thesdi@asand the allocation results are shown
in Figure 3.3.

Finally, as shown in Figure 3.3, the BWSA algorithm yielde #ilocation results#, = {7},
F1 = {0}, Fo = {6}, F3 = {2}, Fu = {4}, F5 = {1}, F¢ = {3}, F7 = {5}. The minimum
subchannel quality of the subcarriers a.”ocateﬂ'liﬁkelc,]‘e].‘k{Ak’]'} = 4.26, which is higher than
that obtained by the WSA algorithm as well as by the otherralyns discussed in Section 3.5.4.
Furthermore, when the channel-inverse power-allocasoemployed and assumirigy= 1, from
(3.12) we obtain the SNR, = 0.74, which is also larger thary, = 0.65 obtained by the WSA
algorithm.

For the general cases where one user may require severarsats; the BWSA algorithm can
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be operated as follows.

Algorithm 2. (Bidirectional Worst Subchannel Avoiding)
Initialization: SetF, = @,Vk € K; K = K, M = M.

Execute:

Step 1 Find the worst subchannel quality among the available oAgsi: = argminke,@,jeM{Ak,j}.

Step 2 Select the allocation mode based on two conditions:
Condition (a) avoiding the worst subchannel quality Af- ..
Condition (b) avoiding the second smallest subchannel quality, whjle (a

Step 3 Allocate a subcarrier having the best available subchagunaity to a user in the selected
mode.
Subcarrier-oriented modeallocate subcarrigi* to the user with the best subchannel quality:
Fi = Fr U{j*}, wherek’ = argmin; g{ A }.
User-oriented modeallocate usek* the subcarrier with the best subchannel quality:
Fie <= Fie U{j'}, wherej’ = argmin;¢ v { Ay}

Step 4 Update:
Subcarrier-oriented mode(a) Remove subcarrigt from the setM: M < M — {j*}; (b)
Remove usek’ from the setC: K < K — {K'}, if it has been assigned the required number
of subcarriers.
User-oriented mode (a) Remove subcarrigt from the setM: M <« M — {j'}; (b)
Remove uset* from the seiC: K « K — {k*}, if it has been assigned the required number
of subcarriers.

Step 5 Repeat Steps - 4 until M = @.

3.6.2 Characteristics of Bidirectional Worst Subchannel Aoiding Subcarrier-Allocation
Algorithm

In comparison with the other subcarrier-allocation altjwns, especially, the WSA algorithm, con-
sidered in Section 3.5.4, our proposed BWSA algorithm hasfalowing advantages. First, in
comparison with the WSA algorithm, the BWSA algorithm is ahle of avoiding more worst sub-
channels that might be assigned to users. When operated thvedé&/SA algorithm, for each of
the subcarriers, the worst subchannel (user) can be avoBledontrast, when the BWSA algo-
rithm is employed, for each of the worst subchannels idedtifboth the worst and the second
worst subchannels are avoided from the possible futurgrassints. Second, in the context of the
WSA algorithm, the worst subchannels are identified at the sf the algorithm, which are then
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Figure 3.4:Stage | of BSShased on the example of Table 3.1, searching for the cardidat
subcarriers.

fixed during the process of subcarrier-allocation. By castirfor the BWSA algorithm, the worst
subchannel is dynamically identified during the subcaalircation process, only those subchan-
nels affecting future allocations are considered. Thind, BWSA algorithm can achieve a higher
diversity gain than the other subcarrier-allocation athons. As shown in Section 3.5, in any of
these other subcarrier-allocation algorithms, the sutmoblafor allocation is chosen from just one
dimension. By contrast, in our BWSA algorithm, as shown iotiea 3.6.1, it attempts to choose
the best subchannel for allocation from two dimensions.ddeit has a higher probability to obtain
a better subchannel for allocation. Additionally, we shionbte that the complexity of the BWSA
algorithm is only slightly higher than that of the WSA algbm, as will be shown in Section 3.8.

3.7 Best Subchannel Seeking (BSS) Subcarrier-Allocationld@orithm

In this section, we propose a so-called best subchannahgg@®SS) subcarrier-allocation scheme,
which aims to find a sub-optimum solution for maximizing tleliavable SNR in (3.12). Specif-

ically, the BSS algorithm is designed for solving the opgation problem described in (3.14),
which maximizes the channel qualities of all the data steeafrall the users. In this section, the
principle of the BSS algorithm is first introduced and, th&ncharacteristics are discussed.

3.7.1 Principles of Best Subchannel Seeking Subcarrier-Klcation Algorithm

Let usfirstillustrate the principles of the BSS algorithnttwihe aid of the example with the channel
gualities shown in Table 3.1. During the first stage of theatgm, the candidate subcarriers are
identified iteratively as shown in Figure 3.4.
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The BSS algorithm tries to find the sub-optimum subcarriecation solutions for maximizing
the achievable SNR that is close to the optimum. It is desidoesolving the optimization problem
described in (3.14), which aims to maximize the subchanualities of all data streams of all users.
The BSS algorithm consists of two stages: Stage | for seaga@dndidate subcarriers, and Stage |l
for allocating users the candidate subcarriers.

Let us first illustrate the principles of the BSS algorithningsthe example with the subchan-
nel qualities shown in Table 3.1. During Stage | of the aldpon, the candidate subcarriers are
identified iteratively as shown in Figure 3.4. For each of shbcarriers, the user with the best
subchannel quality is identified, and the subcarrier isnasethe candidate subcarrier of this user.
According to Table 3.1, we can show that, after the first ftena the sets of candidate subcarri-
ers for the eight users are shown in Figure 3.4, whichfaye= {4}, 7, = {1,5}, /» = {3},

F =126}, Fy =@, F5s = {0,7}, F¢ = @, F; = @. Consequently, for users 3, 5, each
one has two candidate subcarriers, while udefsand7 do not have any candidate subcarriers at
all. In this case, the BSS algorithm continues to the sectamdtion to search for more candidate
subcarriers. During the second iteration, for each suiecathe user having the best subchannel
quality but not a candidate yet is selected. Therefore, #melidate user selected has the second
best subchannel quality on the considered subcarrier. coestly, after the second iteration, the
candidate subcarrier sets of the eight users are updatégdto{1,4,7}, F; = {1,5}, F» = {3},

Fy = {2,6}, Fy = {4,6}, F5s = {0,3,7}, Fs = {5}, F» = {0,2}, as shown in Figure 3.4.
Furthermore, we can see that the number of candidate sidysdnr each of the users is at least the
number of subcarriers required by the user. Hence, the Bffsithim may stop the search process
and forward to Stage Il to try to allocate the candidate sulmra.

In the general cases when every user has multiple data stiteainansmit and, hence, requires
multiple subcarriers, the operations of Stage | of the Bg8rdhm can be stated as follows.

Algorithm 3. (Stage I of BSS : Candidate Subcarrier Search)

Initialization: SetF, = @,Vk € K; K; = K,Vj € M.

Search:

Step 1 For all subcarriers¥j € M), the user with the best subchannel quality is identifiedciwvh
is expressed dg = argmax,. ,@j{Ak,j}.

Step 2 Subcarrieyj is taken as a candidate subcarrier of ngelyielding ]:“k;f — ]:"k; u{j}.
Step 3 Remove uset? from the seiC;: K; «+ K; — {k! }.

Step 4 The above search process is repeated untiCiedition || > g;, Vk € K (the number
of candidate subcarriers for each of the users is at leasiimbder of subcarriers required by
the user) is met.
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Figure 3.5:Stage Il of BSS:based on the candidate subcarriers obtained from Stage | of
the BSS, allocating the subcarriers to the users.

Step 5 The BSS algorithm forwards to Stage |II.

The operations during Stage Il of the BSS algorithm can bdaigd with the aid of the
example shown in Figure 3.5. During this stage, one sulaasiallocated at a time. Therefore,
the subcarrier-allocation process requires eight allogaterations to assign the eight subcarriers.
At each iteration, the BSS algorithm allocates a subcatoi¢he user having the least number of
candidate subcarriers. For the considered example, first User® andé have the least number of
candidate subcarriers of one. However, in order to avoatating users the worst subchannels, the
BSS algorithm first allocates usisubcarrie, as the candidate subcarrier of u2és worse than
that of use. Consequently, we havé, = {3}. Since a subcarrier can only be assigned once,
subcarrier3 is then removed from the candidate subcarrier set of Bisgielding 75 = {0,7}.

In a similar way, as demonstrated by the top-left plot of Fég8.5, useb is allocated subcarrier

5 during the second iteration, followed by allocating usesubcarrierl during the third iteration.
After the above three iterations, the rest uggrs, 4, 5 and7 all have two candidate subcarriers.
Again, in order to avoid assigning the worst subchannelsérs) the BSS algorithm first allocates

a subcarrier to the user having the worst candidate subehammong these users. As seen in
Table 3.1, among these five users, uséas the worst candidate subchannel with the subchannel
quality Aoy = 4.24. Therefore, during the fourth iteration, users assigned the best subcarrier
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4 in its candidate subcarrier set, as shown in the top-righit @il Figure 3.5. Similarly, the other
subcarriers are allocated to the rest users during thewfioltpfour iterations, as illustrated in the
bottom plot of Figure 3.5. Finally, the allocation resulte & = {4}, /1 = {1}, F» = {3},
F3 = {2}, Fy = {6}, F5 = {7}, F¢ = {5} andF; = {0}. The corresponding subchannel
qualities of the allocated subcarriers §&27,14.92,6.58,5.97,5.17,5.15,8.15,5.49}. From this
set, we can see that the worst subchannel quality of theaédidcsubcarriers i58.15, which is
much larger than that obtained by the subcarrier-allonasilgorithms discussed in Section 3.5.
Furthermore, when the channel-inverse power-allocaoenmployed and assumirigy = 1, the
obtained SNR igy, = 0.78, which is also significantly higher than that attained by ttleer
algorithms considered in Section 3.5.

Note that, if Stage Il is unable to be fulfilled, as there areemmugh candidate subcarriers, the
BSS algorithm returns to Stage | to add more candidates. Bénvegorocess repeats until all users
are allocated their required number of subcarriers.

In summary, for the general cases when each user requir¢iplndiata streams, the operations
during Stage Il of the BSS algorithm can be stated as follows.

Algorithm 4. (Stage II of BSS : Subcarrier — Allocation)

Initialization: SetK = K; K/ = @; Fr = @, O = Ok, Vk € K.

Allocation:

Step 1 Identify the users having the least number of candidateasubcs, yielding a set expressed
asK’ = argmin,_g {|F|}.

Step 2 In K/, find the user having the worst candidate subcarrier, whickxpressed as* =
argminy . je 7, { A} -

Step 3 Allocate userk* the best subcarrier chosen from its candidate subcarrigr.se F- =

Fi- U{j*}, wherej* = argmaxjeﬁk*{Ak*,j}.

Step 4 Remove subcarrigi* from the candidate subcarrier sets of all the users, whiekpsessed
asVk € K, Fy « Fi — {j*},if j* € Fr.

Step 5 Remove usek* from the setC, if |Fi| = i+, i.e., K < K — {k*}.

Step 6 Repeat the above steps until the allocation process fulfills, or the allooatprocess is
unable to carry on before completion. In the later case, 88 Blgorithm returns to the
search process of Stage | to add more candidate subcarriers.

3.7.2 Characteristics of Best Subcarrier Seeking Subcarer-Allocation Algorithm

In comparison with the four low-complexity subcarrieresfition algorithms considered in Sec-
tion 3.5, the proposed BSS algorithm employs the followihgracteristics. First, it is in general
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Table 3.2: Average number of iteratior, for search of candidate subcarriers and the

average number of allocation-search iteratistisfor completion of subcarrier-allocation.

The values are expressed &s§’).

Ly Q 1 2 4 8
3.14,1.002| 2.84,1.04| 2.43,1.16| 3.05,1.77
5.51,1.006| 4.11,1.12| 3.41,1.94| 5.19,2.97

M/4 16 7.87,1.03| 5.65,1.35| 6.27,2.54| 9.79, 4.87

32 9.37,1.09 | 7.51,1.92| 9.52, 4.24 | 13.75, 6.54

64 12.69, 1.12| 9.23, 1.98 12.96, 5.12| 18.22, 7.53

2.7,1.01 | 2.41,1.08| 2.27,1.34| 3.08,1.96

3.87,1.06 | 3.38, 1.41| 4.04,2.47 | 5.69, 3.63

M/2 16 5.13,1.17 | 4.34, 1.76| 6.65,2.84| 10.1,5.24
32 6.4,1.31 | 6.16, 2.36| 10.64, 5.15| 15.35, 7.76

64 7.64,1.42 | 7.16, 2.55| 13.79, 6.01| 20.14, 9.02

capable of achieving higher SNR than the three subcailtwgation algorithms. As shown in Sec-
tion 3.5, with the greedy algorithm, the users allocateccatriers later may have to accept very
poor subchannels. The WSA algorithm can avoid allocatirgvtiorst subchannels, but it does
not care whether the allocated subchannels belong to theohes. By contrast, the proposed
BSS algorithm aims to allocate users the best possible aubels, motivating to maximize the
attainable SNR and, hence, the reliability. Second, owinthé maximization of SNR, the BSS
algorithm does not make a trade-off between reliability #twdughput, as shown by the results in
Section 3.10. Third, the BSS algorithm is highly efficient floe large OFDMA systems that use
a big number of subcarriers to support many users. Howedwvmight not be very efficient for the
small OFDMA systems with a small number of subcarriers f@psuting a low number of users,
as explained in detail associated with Figure 3.13 in Se@&ia0.

Fourth, the number of iterations required by the BSS algorifor searching candidate subcar-
riers and for allocating subcarriers is usually much smalian the number of subcarriers. As an
example, Table 3.2 shows the average number of iterafioaguired for searching candidate sub-
carriers, and the average number of iteratiShavhere one iteration includes a searching process
and an allocation process, required for finally completingcarrier allocation. For this table, we
assume a frequency-selective Rayleigh fading channel yithumber of time-domain resolvable
paths, and the same noise variance for all subcarriers afatk. The total number of subcarriers
is M = KQ, where(Q is the number of subcarriers per user. In the table, eacheofetbults was
obtained by the average ®0° realizations. From Table 3.2, we can find that, in relatiialge
OFDMA systems, the average number of iterati6ris much smaller than the number of subcar-
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riers. WhenM is small but there are relatively more users sharing theasulecs, allocation can
typically be completed it — 2 iterations ofS’. When the system is large, the number of iterations
S’ is still very small, in comparison with the number of sub=as M.

Finally, we should note that, subcarrier-allocation cambeéerstood in theory as a type of se-
lection diversity. The performance of an algorithm depesnighe portion of subchannels selected
from the totalKM subchannels. The BSS algorithm motivates to choose thef setboarriers
having the best subchannel qualities of & subchannels. Hence, it employs the capability to
achieve the highest possible diversity gain, especialhgmit is operated in a large OFDMA or
other large multicarrier systems.

3.8 Complexity Analysis of Subcarrier-Allocation Algorithms

In this section, we analyze the complexity of the BWSA and BRfrithms, and compare them
with the other sub-optimum algorithms considered in thigptar. Specifically, we only consider
the complexity of the subcarrier-allocation algorithms,tlhe same power-allocation scheme can
be used for all the algorithms considered. Furthermorectimeplexity is counted as the number
of comparisons carried out. Specifically, in our analysis,agsume that an OFDMA system has
M = KQ number of subcarriers and that each of khasers is allocate@ number of subcarriers.

Let us first consider the complexity of the greedy algoritii¥e note first that the number of
comparisons required to find the maximunibfeal numbers i$U — 1) [192]. It can be shown that
the complexity of the greedy algorithm has an upper-bouridclivhappens when each of the first
(M — K) subcarriers searches for the best subchannel quality athegavailable users. Hence,
in the greedy algorithm, during the firM — K) allocation iterations(M — K)(K — 1) number
of comparisons are required. During the I&sallocation iterationsy ' (K — i) = K(K — 1) /2
number of comparisons are required. Therefore, in total,gifeedy algorithm requires at most
(M —K)(K—1) — K(K —1)/2 number of comparisons, which can be expressed as
K(K—-1)

cloreed < (M —K)(K—1) — 5

(3.23)
yielding a complexity ofO(MK), asM > K.

As the analysis in Section 3.5.3 shows, the maximal greeglyrithm executes (¢ > M)
times of the greedy algorithm. Therefore, it has the complet O(a«MK).

The WSA algorithm needs to find both the maximum and the mininofi the K subchan-
nel qualities for each of th&1 subcarriers, which requiresM (K — 1) number of comparisons.
Moreover, theM minimum subchannel qualities are sorted from the best tavthrst, which costs
2MInM number of comparisons. Therefore, the total number of coisgras for the WSA algo-
rithm can be expressed as

CWSA = 2M(K — 1) + 2MInM (3.24)
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which gives the complexity o (MK).

We should note that the number of comparisons required bBWSA algorithm is a variable,
which depends on the specific subchannel quality matrixgogincessed. However, the BWSA al-
gorithm requires the maximum number of comparisons, whesstibchannel quality matrix results
in that each user is assigné@ — 1) subcarriers aftefM — K) iterations. In this case, to identify
the worst subchannel qualities, we neddK — 1) comparisons during theg@/ — K) iterations,
and (K — 1)(K — 2) /2 comparisons during the lagt iterations. Moreover, at each iteration, the
BWSA algorithm first searches for the worst subchannel guainong the left subchannels, which
requires at mosM (M — 1)/2 comparisons. Once the worst subchannel quality is idedfiftee
allocation processes requiréd! — K)(K — 1) + K(K — 1) comparisons. Hence, in general, the
total number of comparisons required by the BWSA algorittatisfies

CBWSA (K —1)(2M + %) +%M(M— 1) (3.25)
which makes the complexity of the BWSA algoritht M?).

As shown in Section 3.7, the BSS algorithm consists of twgeta At Stage |, the best candi-
date users are selected for each of the subcarriers. Altheaigeral iterations might be run between
search and allocation, it can be shown that identifying #s bandidates in different iterations can
be achieved by one ordering process, which, for each of theastiers, orders the users from
the best to the worst. According to [192], sortikgreal numbers using the quick-sort algorithm
require2K In K comparisons. Hence, the total number of comparisons redjfir searching can-
didates i2 MK In K.

During Stage I, the BSS algorithm allocates the candidabeariers to users. Assume that
an allocation can be fulfilled, the number of comparisonsiireg can be analyzed as follows. The
BSS algorithm first needs to identify the users having thetleamber of candidate subcarriers,
which requires at mostM — K)(K — 1) + K(K — 1) /2 comparisons. Occasionally, it needs to
find the specific user by comparing the minimum subchanneltgsawhen more than one user
happens to have the same least number of candidate sulxaifigis process requires less than
M(Q — 1) comparisons. Then, the best candidate subcarrier is asbigrthe identified user. In
most cases, the best candidate is chosen from at@uosinber of options, giving that this process
requires abouM (Q — 1) comparisons.

Finally, when considering both the two stages, as well ag¢hations between candidate sub-
carrier searching and subcarrier-allocation, the totahlmer of comparisons required by the BSS
algorithm satisfies

w +28'M(Q—1) (3.26)

where S’ denotes the average number of iterations between candidatarrier searching and

CBSY < DMKInK 4 §'(M — K)(K —1) +

subcarrier-allocation that the BSS algorithm actuallysuséote thatS’ is not necessary the same
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Table 3.3: The complexity of different subcarrier-allacatalgorithms

Algorithm H Complexity ‘
Direct Search o(M!)
Hungarian [185] O(M?3)
Greedy [80] O(M?)
Maximal Greedy [86] O(aM?)
WUF Greedy [85] O(M?)
WSA [83] O(KM)
BWSA O(M?)

BSS O(min{KMInK,S'KM})

value asS’, for example, as shown in Table 3.2. In fact, with the infotiorashown in Table 3.2,
Stage Il of the BSS algorithm may not be activated until thenber of iterations is closing the
value of S’. As an example, whel = 32 andQ = 8, we can see in Table 3.2 thét = 7.76.

In this case, the BSS algorithm can keep its Stage Il inachineng the first six iteration, and only
starts activating it afterwards. Consequently, we havev@rageS’ = 1.76 instead ofS’ = 7.76
and, hence, the complexity of the BSS algorithm can be retiuéem (3.26), we can know that
the BSS algorithm has a complexity f(min{ MK In K, S’ MK}).

Q=4, K=M/Q, L,=M/4

—— Greedy
—o— WUF Greedy
-5~ Maximal Greedy
—— WSA

~® BSS

—&%— Hungarian

e BWSA

16 32 64 128 256 512
Number of subcarriers, M

Number of comparisons

Figure 3.6: Comparisons of the number of comparisons reduiy the various subcarrier-
allocation algorithms forQ = 4, when communicating over the frequency-selective
Rayleigh fading channels with, = M /4 time-domain resolvable paths.

The complexity of the proposed BWSA and BSS algorithms aatahsome other subcarrier-
allocation algorithms considered are summarized in Talie IB can be observed that the greedy
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algorithm has the lowest complexity, while the direct exdtame search algorithm demands the
highest complexity. The Hungarian method [83, 86, 191],clvhis optimum as the direct search
algorithm, has the complexii§ (M?3). The proposed BWSA algorithm has the same complexity as
the Greedy algorithm, and its complexity is lower than tHahe proposed BSS algorithm. While,
the complexity of the BSS algorithm relies ¢h of the average number of iterations between
candidate subcarrier searching and subcarrier-allagatibich we can usually choose to be in the
rangel-3, as shown by the analysis below (3.26).

In Figure 3.6, we compare the number of comparisons reqbiyd¢de various algorithms, when
the system experiences frequency-selective fading, acid @ser is assigne@ = 4 subcarriers.
Furthermore, for the BSS algorithm, we usgd= 3, while for the maximal greedy algorithm,
we usedx = M. Explicitly, both the proposed BWSA and the BSS algorithraguire much
lower comparisons than the maximal greedy algorithm and-thiegarian algorithm. However,
the two algorithms proposed require more comparisons tiagreedy, WUF greedy or the WSA
algorithm. Due to its iterative characteristic, the BSSathm needs more comparisons than the
BWSA algorithm.

3.9 Upper- and Lower-Bound Bit Error Rate of Subcarrier-All ocation

Algorithms

Due to the non-linear operations used by the various subcaltocation algorithms, it is usu-
ally very difficult to derive the closed-form expressions fiee BER of the considered subcarrier-
allocation algorithms. Instead, in this section, we analffze upper- and lower-bound BER for
all possible subcarrier-allocation algorithms operatedawnlink OFDMA systems, by consider-
ing two specific subcarrier-allocation schemes: (a) fixdédcation, (b)unfair greedy algorithm.
Note that, when the unfair greedy algorithm is employed, lecatrier is always allocated to the
user with the best subchannel quality, regardless of howyrsahcarriers it has. Explicitly, the
fixed allocation provides the BER upper-bound, while theairrdreedy algorithm yields the BER
lower-bound of all possible fair or unfair subcarrier-ation schemes. In this section, the BER
upper- and lower-bound are analyzed by assuming squareaqueslamplitude modulation (QAM)
baseband modulation. Let us first consider the BER uppemndou

3.9.1 Upper-bound Bit Error Rate of Subcarrier-Allocation Algorithms

In the context of the fixed subcarrier-allocation algoritheach subcarrier is always assigned to
a same user regardless of its subchannel quality, wherefsris assumed. Therefore, the fixed
subcarrier-allocation gives the upper-bound of error odtbe subcarrier-allocation algorithms.

When fixed subcarrier-allocation is assumed, the average 8EOFDMA systems can be
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written as

Po=5: % L B =R (3.27)

wherek € K,q € Ok, P, PR — E[P( )(fyk,q)] denotes the average BER of data streewfiuserk,
hereE|:] denotes the expectation operation, wﬂ?ﬁé’q)(ym) is the error probability conditioned
on a given SNRyy ;. Specifically, wherR-ary QAM (R-QAM) baseband modulation is employed,
the average BER of OFDMA systems with fixed subcarrier-alion can be expressed as [193—
195]

2 lRYRIRRS e 2l
PEZW 1;_1 l:ZO (—1)" M <2 L\/ﬁ +§J>Pe,z- (3.28)
in associated with
P, =E [Q ((2i+1) ﬂ)] (3.29)
R-1

where| - | denotes the floored integer. In (3.29), the Q-function is@efiag) (x e~ /244,

Furthermorejy, is the SNR per symbol.

)= e

As shown in Section 3.4.1, when the channel-inverse poWieradion algorithm is applied, all
sub-streams of all users have the same SNR, which is giveB.bg)(and is rewritten as

-1
P 1 P 1\ !
N S R <_> (3.30)
‘ No <k§cq§k ’hk,qP) No ’hZ‘z

Therefore, when substituting (3.30) into (3.29), it can beven that

P = < €x> fryingp(x)dx
e

2
x 32 exp <—§—x> Fy /g2 (x)dx (3.31)

%
3

N[ =

V8n

where by definition

2P

7=Qi+1) RN

(3.32)

In (3.31), 1|y 2 (x) is the PDF ofl /|hy|? andFy ;.2 (x) represents the corresponding cumula-
tive distribution function (CDF) ofl / |hz|2. With the aid of the results in [196], we can express
(3.31) as

o R(M 2
= n = L [ DO U0 ) sin(g v
(Mo (7 (32)?
1 %/11 1/|h§_(i2(1 D) exp (—gif—D sin (gif—D du  (3.33)
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whereR(z) is the real part ok, and M, ;.2 (w) is the moment generation function (MGF) of
1/ |hy |2,

From (3.30), we havé/|hy |> = ek Yqc0, W When communicating over Rayleigh or
Nakagami# fading channels, the square of channel gam\z, (Vk € K,Vq € Qy), obeys the
Gamma distribution with the PDF given Iy, 2 (x;myq, ()q) [180], where the parametensy
and(), determine the fading severity and power. Then, accordif§#dl96], we can express the
MGF of 1/|hy |* as

2 —w\? —w
My (W) = = (—) Ko (2 —) (3.34)
el kle_I[ngk T (myg) \ Qg “ Oy

where the modified Bessel functid, (z) is defined in [197].

Finally, by substituting (3.33) and (3.34) into (3.28), waenoobtain the average BER of the
downlink OFDMA systems employing the fixed subcarrier-editton and channel-inverse power-
allocation algorithms.

3.9.2 Lower-bound Bit Error Rate of Subcarrier-Allocation Algorithms

One lower-bound BER for OFDMA systems employing subcawlkrcation can be obtained,
when considering the unfair greedy subcarrier-allocagtgorithm. In this case, each of the sub-
carriers is allocated without concerning about fairnegki¢éauser with the best subchannel quality.
Therefore, for each subcarrier, selection diversity witharder equaling to the number of users can
be attained. Consequently, when the channel-inverse pallegation is employed, all subcarriers
attain the same SNR, which is expressed as

-1
P 1 P, o
‘ No <]§\4 |h]"r2nax> NO‘ ):‘

where|hi; |7« is the best squared channel gain of subcajitiekssume i.i.d fading for th& users
of the jth subcarrier, the CDF dfi;|7,.x can be derived as

F|hj‘%]aX(X) = PI’{I’I{E}CX{Y](} < X}

K
= H Pr{Yk < y}
k=1
K
=11 Ej, 2 () (3.36)
k=1
whereF‘h]_kP(y) is the CDF of|h;|*>. Correspondingly, the PDF can be found@é‘gﬂax(x) =

dF 2 (X)
%. However, at this stage, it is extremely difficult to deriye tclosed-form MGF, CDF

or PDF ofyhg:y?- seen in (3.35). In order to circumvent this problem, we idtice theGamma-
Approximation (Gamma-Ap) to approximathﬂ’z|2 in (3.35) as a Gamma distributed random vari-
able with the PDF expressedﬁr%z (x;m’,Q)), whereQ)' = E[|hg-|*] andm’ = (Q)?/E[(|hg|* —
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Figure 3.7: The BER upper-bound of subcarrier-allocatiothe downlink OFDMA sys-
tems, where independent Rayleigh fading are assumed fenladiarriers of all users, and
the 4QAM and 16QAM modulations are employed.

Q’)Z], which can be readily found by simulations based on alodtrealizations, as shown
in [198].

With the aid of the Gamma-AP, it can be shown that, whenRH@AM baseband modulation
is employed, the average lower-bound BER of OFDMA systemgl@ying subcarrier-allocation
can also be expressed as (3.28) and (3.29). Furthermdz28) (&an be derived as [1, 180]

Pe,i<mr 'Yt) = /O°° Q <<2i + 1) ﬁx> f‘hlz‘2<X,'m,, Q/)dx

n—m' / !
e (At y/m) F<m+1/2)X2F1<1,m'+1/z;m'+1; - )
P 2/ (' + 1) m
(3.37)

wherey; = P(2i +1)2Q)'/[No(R — 1)]. In (3.37),2F1(a, b; c; z) is the hypergeometric function
that is defined as [181,182].

In order to show the accuracy of the analytical results aadgproximation, in Figures 3.7 and
3.8, we depict the BER of the OFDMA systems using the fixed aular-allocation and the unfair
greedy algorithm assisted subcarrier-allocation, wheeetheoretical and simulation results are
compared. Explicity, in both figures, the BER results evaddrom the formulas perfectly match
with that obtained from simulations. The accuracy of the @aAP has also been illustrated
in [198].
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Figure 3.8: The BER lower-bound of subcarrier-allocatinrihie downlink OFDMA sys-
tems, where the 4QAM and 16QAM modulations are employed,mwdeenmunicating
over frequency-selective Rayleigh fading with time-domain resolvable paths.

3.10 Performance Results

we demonstrate the achievable BER performance and speeffigiency of the proposed BWSA
and the BSS algorithms, and compare them with that of somer @kisting algorithms, when
assuming either the channel-inverse or water-filling pealercation algorithms. Specifically for
BER performance, we assume that the OFDMA systems emploguhdrature phase-shift key-
ing (QPSK) baseband modulation. For both the BER performam spectrum-efficiency, we
assume that the total transmission power per OFDM symhidkHsM = KQ, the downlink chan-
nels experience frequency-selective Rayleigh fading Wigmumber of time-domain resolvable
paths, and that, for the maximal greedy algorithm, a seagcépace containing = M randomly-
specified user orders is used. Note that, the spectrumeefigito be demonstrated in this section

is evaluated by the formula

K
Z Z log, 1+'yk]) (3.38)
k=1 6.7:1(

whereyy ;- represents the SNR of thigth subcarrier assigned to user
3.10.1 BER Performance

Figure 3.9 compares the BER performance of the BWSA, BSS@neé sther subcarrier-allocation
algorithms from references. As marked in the figure, we assiam OFDMA system havinyl =
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Figure 3.9: BER of downlink OFDMA systems employing vari@ugcarrier-allocation
algorithms and usin@/! = 64 subcarriers to suppok = 16 users, when communicating
over frequency-selective Rayleigh fading with = 16 time-domain resolvable paths.

64 subcarriers to suppok = 16 users. Clearly, we see that the BER curves of all the coresider
subcarrier-allocation schemes fall between the uppenh®&ER of the fixed subcarrier-allocation
and the lower-bound BER of the unfair greedy algorithm, \whi@re derived in Section 3.9. All the
dynamic subcarrier-allocation algorithms significantiytpeerform the fixed subcarrier-allocation
corresponding to the upper bound. From Figure 3.9 we obs¢katdéhe proposed BWSA and BSS
algorithms achieve better BER performance than the othemptimum algorithms considered,
but there is a small gap from the performance of the optimumgdty algorithm. Both of them
significantly outperform the greedy, WUF greedy and the maxkigreedy algorithms. The BSS
algorithm achieves a better BER performance than the BW@Ariéhm, at the cost of higher
complexity. In comparison with the WSA algorithm, the BWS#dahe BSS algorithms have the
gains of abou6.2 dB and0.5 dB, respectively, at the BER ab>.

In Figure 3.10, we consider to assigih = 128 subcarriers t&K = 32 users, when communi-
cating over the frequency-selective Rayleigh fading ceéswith L, = 32 time-domain resolvable
paths. In addition to the observations in Figure 3.9, we entkat all the allocation algorithms
now perform better than what they did in Figure 3.9. This isduse assigning a larger number
of subcarriers to more users results in a higher gain for drtleodynamic subcarrier-allocation
schemes considered. Additionally, when comparing Figu#ev&h Figure 3.10, we can see that the
BER performance of both the BWSA and BSS algorithms becoresgicto that of the Hungarian
algorithm, whenM is increased fronM = 64 to M = 128.
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Figure 3.10: BER of downlink OFDMA systems employing vag@ubcarrier-allocation
algorithms and usingyl = 128 subcarriers to suppok = 32 users, when communicating
over frequency-selective Rayleigh fading with = 32 time-domain resolvable paths.
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Figure 3.11: BER of the downlink OFDMA system employing wais of subcarrier-
allocation algorithms, experiencing frequency-selectRayleigh fading, whelK = 8

users andVI = 32 subcarriers are considered.

In Figure 3.11, we compare of the BSS algorithm with the Huiagealgorithm when commu-
nicating over the frequency-selective fading channel$ different numbers of multipaths. The
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results clearly show performance improvement for all theehalgorithms considered, as in-
creases. As shown in the figure, for the BSS and Hungariamnithios, the slope slightly increases,
as the value of., increases, which implies that the diversity gain slightigreases. However, for
the greedy algorithm, the three BER curves are nearly ifllparianplying that there is no diversity
gain, asl, increases. Additionally, it can be noted that the errorqgrerfince of the BSS algorithm

gets closer to that of the Hungarian algorithmJgsncreases.

1OFDMA, QPSK, Q=1, lﬁ=M/2
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Figure 3.12: BER performance comparison of downlink OFDMAtems employing
various subcarrier-allocation algorithms and usidgubcarriers to suppok = M users,
when communicating over frequency-selective Rayleighnfag¢hannels havind., =

M /2 time-domain resolvable paths.

Figure 3.12 compares the BER performance of the two propssbdarrier-allocation algo-
rithms, WSA and the Hungarian algorithms, when assumingeheh user is assigned one sub-
carrier, i.e., whenM = K, with respect to different number of subcarriers. As theaultesof
Figure 3.12 show, for all the four algorithms considere@, BER performance improves, as the
number of subcarriers/users involved increases, owindpdaricreased multiuser diversity gain.
Both the BWSA and the BSS algorithms outperform the WSA dtlgor, which becomes more
declared, as the number of subcarriers/users increase8HR performance achieved by the BSS
algorithm becomes closer to that of the Hungarian algoritasnthe number of subcarriers/users
becomes larger. This is because the probability of the B§&i#tm obtaining poor candidate
subcarriers becomes smaller, when the number of subcmerases. WheM = K = 8, we
observe that the BWSA algorithm outperforms the BSS algoritvhen the average SNR is higher
than6 dB. However, wherM = K = 16 or 32, the BSS algorithm always achieves better BER
performance than the BWSA algorithm. Furthermore, thegoerénce gain of the BSS algorithm
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Table 3.4: An example for Channel QualitiesMf = 4 Subcarriers oK = 4 Users.

Scrs
Users

2.37| 283| 1.35| 0.97
1.01| 0.91| 4.85| 2.96
0.12| 045| 1.16 | 0.34
1.47| 2.30| 1.49 | 0.06

W|IN|[Fk]|O

over the BWSA algorithm is enhanced whh= K becomes larger. The above observations may
imply that the BSS algorithm is near optimum, if it is opethta the large systems using many
subcarriers to support many users, which are generallyabesdn long-term evolution (LTE) and

long-term evolution advanced (LTE-A) systems.

1OFDMA, QPSK, K=4, |.=M/4
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Figure 3.13: BER comparison of the BSS, BWSA and WSA algorittfor downlink
OFDMA system supporting = 4 users and, experiencing frequency-selective Rayleigh

fading withL, = M/4 time-domain resolvable paths.

While the BSS algorithm is highly efficient, when it is op&@in large OFDMA systems, it
may not be as efficient as the WSA algorithm, when they areabperin small-sized OFDMA
systems supporting a small number of users. Figure 3.13®sskef this issue, where the BSS and
WSA algorithms are compared in the context of an OFDMA systepportingK = 4 users. Ex-
plicitly, in this case, the BSS algorithm is always outpearied by the WSA algorithm. Therefore,
the efficiency of the BSS algorithm is dependent on the nurabasers involved. It may become
inefficient for operation in OFDMA systems supporting a dmalimber of users. By contrast, the
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proposed BWSA algorithm always outperforms the WSA alpamit regardless of the size of the
OFDMA systems considered, as shown in Figure 3.13. Thisdause the BWSA algorithm is an
improved algorithm of the WSA algorithm, and it is capablevadking use of more diversity than
the WSA algorithm. However, we note that, when the systermalsas shown in Figure 3.13, the
performance improvement of the BWSA algorithm over the W&frdthm is small.

Let us explain the above observation using an example witpdrameterd! = 4, K = 4
andg, = 1,Vk € K. The subchannel quality matrix for the four subcarriershaf four users
are detailed in Table 3.4. According to Section 3.5.4, it barshown that the allocation results
obtained by the WSA algorithm atg, = {0}, /1 = {3}, F» = {2}, F3 = {1}. Correspond-
ingly, the SNR attained iy, = 0.49, when assuming the total transmission powePof 1. By
contrast, when the BSS algorithm is applied, three itenati@re required by the first stage to find
the candidate subcarrier sets for the four users, whichfgre= {0,1,2,3}, /; = {0,1,2,3},
F, = {3} and F3 = {0,1,2}. Then, according to Section 3.7.1, after the subcarrlecation,
we obtainFy = {0}, /1 = {2}, /> = {3} and F; = {1}. From the allocation results, we can
see that there are the third best, which are in fact the sesonst, subcarriers allocated to users,
giving the worst subchannel quali§f, 3 = 0.34 and the achieved SNf. = 0.26. This SNR is
smaller thany, = 0.49 obtained by the WSA algorithm.

3.10.2 Spectrum-Efficiency Performance

In this section, we investigate the spectrum-efficiencyhefdystems employing various subcarrier-
and power-allocation algorithms. The considered specetiitiency in this section refers to the
average throughput of the downlink OFDMA systems. For the s comparison, we consider
both the channel-inverse and the water-filling assistedegp@location schemes. Furthermore, for
all the simulations in this section, we assume that the dimktlansmissions experience frequency-
selective Rayleigh fading with, = M /4 time-domain resolvable paths.

Above we have shown that the BWSA and BSS algorithms are tapélachieving the error
performance that is close to the optimum Hungarian algoriéimong the sub-optimum subcarrier-
allocation algorithms considered, especially, when |[@§®MA systems are considered. In Fig-
ure 3.14, we show that the BER performance of the BWSA and B§&itoms are achieved
without making a trade-off with the spectrum-efficiency,igthdetermines the practically attain-
able throughput, of the OFDMA system. As seen in Figure 314 BSS algorithm achieves the
highest spectrum-efficiency among the considered sulpopti subcarrier-allocation algorithms,
which is also the one closest to the optimum Hungarian dlyori The spectrum-efficiency at-
tained by the BWSA algorithm is close to that of the BSS athyani and is higher than that of the
other sub-optimum algorithms.

Furthermore, the probability density functions (PDFs)vehdon Figure 3.15 explain that the
BWSA and BSS algorithms also result in better fairness oé dates for the invoked users than
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Figure 3.14: Spectrum-efficiency of downlink OFDMA systeemploying the channel-
inverse power-allocation algorithm and various subceailcation algorithms as well as
usingM = 64 subcarriers to suppok = 16 users, when communicating over frequency-
selective Rayleigh fading with, = 16 time-domain resolvable paths.

the the Greedy and WSA algorithms considered. As shown ifligiuee, the obtained spectrum-
efficiency by the Greedy algorithm distributes over a biggggrmeaning that there are often some
users obtaining high throughput, while some others obiginery low throughput. The BWSA
algorithm is capable of improving the WSA algorithm by avo@ more worst subchannels than
the WSA algorithm. Certainly, it achieves a higher minimupeatrum-efficiency and also better
fairness. By contrast, the BSS algorithm cannot only previsers the highest possible throughput,
but also protect their throughput to be stable and fair. &tae reflected by the BSS'’s distribu-
tions, which have relatively high average spectrum-efficjeand relatively high peak values, in
comparison to the other two schemes, as seen in Figure 3.15.

Finally, in Figure 3.16, we show the spectrum-efficiency hid OFDMA systems employing
various subcarrier-allocation algorithms, when emplgyime water-filling power-allocation algo-
rithm. Although in this case all the algorithms achieve ailsinspectrum-efficiency, we can see that
the proposed two algorithms are still slightly better thia@ other sub-optimum algorithms. The
reason behind the above observations is that the wategfidigorithm maximizes the spectrum-
efficiency of a system by allocating more power to the betibchannels. As a result, the system’s
spectrum-efficiency is dominated by the good subchannealking the spectrum-efficiency of dif-
ferent subcarrier-allocation schemes similar. Howegthe greedy algorithm as well as its some
extensions may allocate users poor subchannels, the filtitgralgorithm may make the fairness
of these algorithms worse in terms of the data rate attaieediger. By contrast, when the BWSA
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Figure 3.15: PDF of Spectrum-efficiency of downlink OFDMAstsms employing the

channel-inverse power-allocation algorithm and variautscarrier-allocation algorithms

as well as using\l = 64 subcarriers to suppokK = 16 users, when communicating over
frequency-selective Rayleigh fading with, = 16 time-domain resolvable paths.

or BSS algorithm is employed, users are rarely assigned pathr subchannels. Consequently,
even when the water-filling power-allocation is used, reddy fair data rates across the users can
be guaranteed.

3.11 Conclusions

Motivating to avoid assigning as many users as possible tretwwubchannels, or to assign users
the best possible subchannels, in this chapter, we havgnéesiwo low-complexity subcarrier-
allocation algorithms for downlink OFDMA systems, namdhe BWSA and BSS algorithms. The
BWSA algorithm represents a two-dimensional extensiorheféxisting one-dimensional WSA
algorithm. It outperforms the WSA algorithm, while the WSK@rithm outperforms many other
existing sub-optimum subcarrier-allocation algorithragch as, the greedy algorithm, as shown
in [83]. In contrast to the BWSA algorithm considering thdsarrier-allocation starting from the
worst subchannels, the BSS algorithm starts its operafions the best subchannels. Specifically,
the BSS algorithm is operated in two stages: 1) a search sidijed the best possible candidate
subchannels, and 2) an allocation stage to assign userslibbaginels chosen from the candidate
subchannels. Our studies illustrate that the search stamgesually be completed within a relatively
small number of iterations, especially, when large OFDMAtsyns supporting a big number of
users are considered. This property guarantees the BSSdddva complexity. When operated
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Figure 3.16: Spectrum-efficiency of downlink OFDMA systeeraploying the water-
filling power-allocation algorithm and various subcar@ocation algorithms as well as
usingM = 64 subcarriers to suppok = 16 users, when communicating over frequency-
selective Rayleigh fading with, = 16 time-domain resolvable paths.

in relatively large OFDMA systems, such &s > 8, the proposed BSS algorithm outperforms
the other sub-optimum subcarrier-allocation algorithrossidered in this chapter, as well as the
BWSA algorithm. As the communication channel becomes marguency-selective, the BSS
algorithm’s performance becomes close to that of the optiniungarian algorithm. The BSS
algorithm’s performance is dependent on the number of uséngolved. As the number of users
involved increases, the achievable BER and spectrum-asifigi performance move closer to that
achieved by the Hungarian algorithm. However, the BSS #lgormay be outperformed by the
BWSA or WSA algorithm, when the OFDMA systems are very smalkh as, of using/l = 4
subcarriers to suppoK = 4 users. By contrast, the BWSA algorithm is efficient, regesdlof the
size of the OFDMA systems. Certainly, in practice, the OFDBi&tems are usually large. For
example, the LTE/LTE-A OFDMA systems typically emplé§ - 2048 subcarriers. Additionally,
our proposed BWSA and BSS algorithms are capable of prayidgers fairer data rates than the
other sub-optimum algorithms, in addition to the relatnmeigher throughput.



Chapter

Resource Allocation in Single-cell
Downlink MC DS-CDMA Systems

4.1 Introduction

In Chapter 3, we have proposed two novel subcarrier-altmeaigorithms for the downlink OFDMA
systems. In this chapter, we consider the resource altwtédr the more generalized multicarrier
DS-CDMA systems, where each subcarrier transmits DS simgaeynals.

In wireless communications, multicarrier signalling hateacted wide attention as one of the
promising candidates for high speed broadband wirelessmoitations. In multicarrier systems,
multicarrier modulation/demodulation can be implemenigth the aid of low-complexity fast
Fourier transform (FFT) techniques. When appropriatelyfigored, some multicarrier schemes,
such as OFDMA and orthogonal multicarrier DS-CDMA, emplog tapability to suppress inter-
symbol interference (ISI) [1, 61]. Furthermore, the matiter DS-CDMA (MC DS-CDMA), in
which each subcarrier uses direct-sequence (DS) spreadimgoys a high number of degrees-of-
freedom for high-flexibility design and reconfiguration [61

It is now well-known that exploiting the time-varying chateristics of wireless channels is
capable of significantly enhancing the quality-of-servi@oS) of wireless communication sys-
tems. Specifically, with the aid of dynamic subcarrier-editton to users, promising energy- and
spectrum-efficiency can be attained by making use of the dddzbmultiuser diversity [77]. Owing
to its above-mentioned metrics, subcarrier-allocationroadband multicarrier systems, such as in
LTE/LTE-A OFDMA, now becomes highly important. In literay such as in [77,78, 80, 82—86],
various subcarrier-allocation algorithms have been megaand studied for downlink OFDMA
systems and other multicarrier systems. Specifically, timda{r) greedy algorithm has been in-
vestigated in [78] without considering the fairness, whédims at maximizing the total sum rate
of downlinks. By contrast, in [80, 82], the (fair) greedy aliihm has been studied, when fairness
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is taken into account, making each user select the best sidi(s) from the available subcarri-
ers. However, in terms of reliability, the users allocatkd subcarriers at the late stages of the
fair greedy algorithm often have poor performance. In otdecircumvent the shortcomings of
the fair greedy algorithm, in [83], a worst subcarrier auagd(WSA) algorithm has been proposed
for subcarrier-allocation in the downlink OFDMA and frequg division multiple access (FDMA)
systems. The studies in [83] demonstrate that the WSA dligorcan effectively avoid assigning
users the subchannels of the poorest qualities, and cae la¢tain higher reliability than the fair
greedy algorithm. In subcarrier-allocation, the Hungardgorithm [185] is recognized the op-
timum algorithm in the sense of maximum reliability, whichshbeen investigated, for example,
in [83, 86]. However, the Hungarian algorithm is of high cdexity for implementation in the
OFDMA systems with a high number of subcarriers supportihggh number of users.

In LTE/LTE-A downlink OFDMA systems, the number of subcars is usually very high,
which is up ta2048, and the number of users supported may also be very higheThesacteristics
generate some problems, such as, the PAPR problem, and exanpschedulers from employ-
ing the optimum or even some promising sub-optimum suleraatiocation schemes, due to their
complexity constraint. As the complexity of the optimum ab=ptimum subcarrier-allocation
algorithms is mainly dependent on the number of subcarredtucing the number of subcarriers
may effectively decrease the operation complexity of ttedgerithms. Itis well-known that, owing
to the employment of DS spreading, the MC DS-CDMA can use @ifgigntly lower number of
subcarriers than the multicarrier schemes, such as the GBDMich do not employ DS spread-
ing. For example, Figure 1.7 shows the transmitter scherodtha MC DS-CDMA system, where
each data stream is DS spread before assigning a subchtnitrermore, MC DS-CDMA employs
the flexibility to configure its number of subcarriers acéogato the frequency-selectivity of wire-
less channels, so that each subcarrier experiences irdigeiading. In this case, the number of
subcarriers of MC DS-CDMA will be at the order of the numbetiwfe domain resolvable paths of
wireless channels and, hence, will usually be low [1]. Tfare in MC DS-CDMA, the relatively
high-complexity optimum or near-optimum subcarrier-adibon algorithms may be employed in
order to achieve the best possible performance.

A range of researches [97-100, 105, 107, 125] have beenadedito the field of resource
allocation in the MC-CDMA and MC DS-CDMA systems. The alltoas of transmission rate,
subcarrier and power have been considered in MC-CDMA systdav] for minimizing the total
transmission power when given certain bit error rate (BERRuirements. The authors of [99, 100]
have compared the capacity performance of the MIMO-OFDMAMIMO-MC-CDMA systems,
when adaptive power allocation is employed. In [125], adepmllocations of subchannel, power
and alphabet size have been addressed in a distributed MCIIMA system, in order to minimize
the transmit power under the constraint of packet rate.

Against this background, in this chapter we study the sulsaallocation issue in MC DS-
CDMA systems. Specifically, some representative algomstlineluding the greedy and greedy-
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class algorithms, WSA algorithm, etc., are introduced t stadied associated with the MC DS-
CDMA systems. In this chapter, we propose a range of sulecalliocation algorithms with the aid
of channel-inverse power-allocation scheme, aiming atimiaing the reliability of the downlink
MC DS-CDMA system. The proposed algorithms includes thalfgiHungarian algorithm, worst
case avoiding (WCA) and the worst case first (WCF) algorithFgrthermore, we propose a so-
called iterative worst excluding (IWE) algorithm, whicHa¥s the proposed subcarrier-allocation
algorithms to achieve even better performance. In thistenathe BER performance of the MC
DS-CDMA systems employing various subcarrier-allocat@gorithms is investigated, when as-
suming that subcarrier channels experience independeinigfaOur simulation results reveal that
the proposed algorithms may significantly outperform thistaag sub-optimum algorithms. Fur-
thermore, the IWE algorithm is effective for further impiog the BER performance of some
subcarrier-allocation algorithms.

Note that, the BWSA and BSS algorithms studied in Chaptem3atso be straightforwardly
extended to the MC DS-CDMA systems considered in this chaptewever, in this chapter, we
focus on the other novel subcarrier-allocation algorithms

The rest of this chapter is organized as follows. Sectiorg@s the system model and makes
the main assumptions. Section 4.3 briefly reviews thrediegisubcarrier-allocation algorithms
for acting as benchmarks and Section 4.4 introduces thepeapalgorithms. Section 4.5 presents
a novel scheme which facilitates various subcarrier-atioo algorithms. Section 4.6 analyzes
and compares the complexity of the considered subcallt@rasion algorithms. Section 4.7 in-
vestigates and evaluates the error rate and the spectfinerafy performance of the downlink
MC DS-CDMA systems employing various power- and subcagllacation algorithms. At last,
conclusions are summarized in Section 4.8.

4.2 System Model

We consider a single-cell downlink MC DS-CDMA system, whiotnsists of one base station
(BS) communicating wittK mobile users. We assume that each of the communicatingrtaisni
including BS andK mobile users, employs one antenna for signal receiving eargsinission.
Signals transmitted from BS to mobile users are MC DS-CDMyhals using time (T)-domain DS
spreading [1] and the spreading factor is expressed.abor clarity, the variables and notations
used in this chapter are summarized as follows:

K Number of mobile users;
K Set of user indexes, defined &s= {0,1,..., K —1};
N Spreading factor of DS spreading;

M Number of subcarriers of MC DS-CDMA systems;
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M Set of subcarrier indexes, defined/&¢ = {0,1,..., M —1};
hy; Channel gain of subcarrigrof userk;

C (N x K)-dimensional spreading matrix with columns consisting fef spreading sequences
taken from a N x N) orthogonal matrix. Note that, some columndfay be the same in
the case oK > N. In this case, the corresponding users are operated onatiiffeubcarriers;

J; Setof indexes for up t&V users assigned to subcarrjer

|F| Cardinality of the sefF, representing the number of elements inBet
P, Transmission power for usér

P Total transmission power of B®, = Y ycx Pr;

A; Channel quality of subcarrier (subchanngbf userk, Ag; = |hj|*/(20?), wherec? =
1/(2%;) denotes the single-dimensional noise power at a mobile ars#y; denotes the
average signal-to-noise ratio (SNR) per symbol.

In this chapter, we assume that each user is allocated oradipg code of one subcarrier.
Consequently, we have

U Fu=K (4.1)
meM

| Ful =N, Vm e M 4.2)
Fu(NFi=@, ifm#j ¥mjeM (4.3)

where® means an empty set. Constraint (4.1) implies that all sulecarmust be allocated to
users, (4.2) means that there &faisers sharing one subcarrier, and, moreover, (4.3) iretichtt
each user has only one data stream supported by a DS code snlmagrier.

Let us assume that the data symbols to be transmitted by thie B& K mobile users are
expressed as = [xq,x1,...,xx_1)", Wherex; is the data symbol to uséy which is assumed to
satisfyE[x;] = 0 andE[|xx|?] = 1. Furthermore, let us assume that ffta subcarrier is assigned
to userk. Then, considering that th&l subcarriers are orthogonal, the signal received by kiser
from thej'th subcarrier can be written as

Y = hk,]-/CkPWx + ny (4.4)

where, in addition to the notations mentioned previouglyis a lengthN observation vector,
e = [nro,...,men_1)7 is @ lengthN noise vector at usek, while Cy is a (N x K) matrix
formed fromC by setting those columns corresponding to the subcarriffiesaht from thekth
user’s subcarrier to zero vectors, as the result of usifgpganal subcarriers. In this chapter, we
assume that uplinks and downlinks are operated in the TDDemHBe&nce, an uplink channel and
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its corresponding downlink channel can be assumed to baroeail. In this way, the BS is capable
of obtaining the knowledge of all thE€ M downlink subchannels and, hence, it can preprocess the

signals to be transmitted by setti§ = diag{wo, w1, ..., wx_1}, wherew, = h;,].,/,/|hk,j/]2
and(-)* denotes the conjugate operation.

In this chapter, we assume that the BS employs one of the twerpallocation schemes,
namely the channel-inverse and the water-filling assistedlep-allocation schemes, which have
been detailed in Sections 3.4.1 and 3.4.2. In (4.4), the passgned to each user can be expressed
in matrix form asP = diag{ Py, P, . . ., Px—1}. Consequently, after the despreading for ésgsing
its spreading code, thekth column ofC, it can be shown that the decision variable generated by

Zx = Pk\ / ’hk,j’ \Zxk + ny (4.5)

userk is

which yields the SNR
T = Pelhi[*¥s = PeAy . (4.6)

Explicitly, when allocating usek a subcarrier with higher subchannel quality ., it attains a
higher SNR, hence, yielding a higher spectrum-efficienay atower error rate for a given modu-
lation scheme.

Note that the above considered MC DS-CDMA scheme can betfaiwardly extended to
the scenarios where each of the users demands multiple tdeéans depending on the data rate
required by the user. In this case, dgtrepresent the number of data streams of usir € K).
Then, we have the constraint Bf,cx 9« < MN on the resource allocation, meaning that the total
number of data streams does not excé€&l in order to avoid interference. In this extended MC
DS-CDMA system, ifg; < N, userk can be assigned one subcarrier angjtdata streams can be
supported by assigning the usgrdifferent spreading codes. By contrastgjf > N, then, usek
may be assigned multiple spreading codes and multiple sudsa in order to support thg. data
streams.

Note furthermore that our MC DS-CDMA scheme represents amgdined multicarrier scheme
for studying resource allocation. First, whadh= 1, i.e., when there is no DS spreading, the MC
DS-CDMA scheme is reduced to the conventional OFDMA. Cawesingly, we only require
subcarrier-allocation, but no code-allocation, as thatlisd in Chapter 3. Second, when given
the total bandwidth of a MC DS-CDMA system, there exists ddraff between the number of
subcarriersM and the spreading factd¥, which determines the bandwidth of the subchannels.
Hence, in a MC DS-CDMA system, the number of subcarriers @rebonfigured according to
the communication environments, so that each of the subelfsmxperiences flat fading, while
different subchannels experience relatively indepentiing. Specifically, when operated in an
environment where fading is highly frequency-selectiie $ystem may be configured with a rel-
atively high number of subcarriers but a relatively low slieg factor, in order to guarantee that
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all subcarriers experience flat fading. By contrast, whencttmmunication environment becomes
less frequency-selective, the system may be reconfiguredda smaller number of subcarriers
but a bigger spreading factor. Owing to the reduced numbsulofarriers and the increased band-
width per subchannel, different subchannels will expexécless correlated fading, the complexity
of subcarrier-allocation can be reduced and, furthermbeePAPR problem can be mitigated.

The objective of our subcarrier-allocation in this chapsethe same as that in Chapter 3, as
shown in Section 3.3. We motivate to assign khasers the best set of subcarriers, i.e., the Kest
subchannels chosen from tkéVl possible subchannels. By allocating subcarriers in suchya w
as shown in Chapter 3, there is no trade-off between reliabihd spectrum-efficiency. Let us first
consider the application of some existing subcarriereallion algorithms for the MC DS-CDMA
systems.

4.3 Existing Subcarrier-Allocation Algorithms

In this section, we briefly introduce how some existing reprdative subcarrier-allocation algo-
rithms can be extended for application in the single-celinlink MC DS-CDMA systems. Three
algorithms, including the greedy algorithm, the WSA altfori, and the optimum Hungarian al-
gorithm, are considered. We have detailed the greedy and ®§#kithms in Section 3.5. There-
fore, we only highlight their advantages and drawbacks is $kction, against which a range of
subcarrier-allocation algorithms are proposed and ify&#d in the following sections. Further-
more, we also describe the optimum Hungarian algorithmclvis the subcarrier-allocation algo-
rithm minimizing the error rate of a considered system.

Along with our analysis, an example is introduced, which Ey®M = 4 subcarriers to sup-
port K = 8 mobile users. Therefore, each subcarrier can be assignedbtasers, which are
distinguished by their DS spreading codes of lengtk= 2. In this example, the subchannel qual-
ities corresponding to the four subcarriers of the eightaiaee illustrated in Table 4.1, where the
first row and first column denote the user and subcarrier @sjlicespectively. Furthermore, in our
discussion, we assume that the channel-inverse assistegt-ptiocation algorithm is employed,
and the total transmission power s = 1. From the above discussion and Chapter 3, we can
realize that the main difference between the subcarriecation in OFDMA systems and that in
MC DS-CDMA systems is that one subcatrrier is only assignezhtouser in the OFDMA systems,
while one subcarrier may be assigned to multiple users iMiieDS-CDMA systems. Let us first
discuss the greedy algorithm.

In the context of the greedy algorithm [80], a subcarrieriigags allocated to the two users
(in contrast to one in OFDMA) having the best subchannelitigslamong the users still requiring
subcarriers. For the example considered, the subcatieeation is carried out one by one from the
first subcarrier to the last. Specifically, subcarfiés allocated to userdand5, as they correspond
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Table 4.1: Subchannel Quality Matrix fé&f = 8 Users ofM = 4 Subcarriers.

uo|ut|uz|us|us|us| us | u7 |

SO || 3.73| 495 | 5.06 | 0.34 | 237 | 5.04| 159 | 3.42
S1|/ 139|201 0.52| 471| 5.02| 832| 10.60 | 2.12
S2( 041 163| 452|087 | 091 3.50| 2.49 | 0.65
S3| 213 | 5.07 | 457 | 255| 3.22| 0.49| 1.20 | 0.02

to the two highest subchannel qualities on subcaéreanong the eight users. Hence, the allocation
set for subcarrie® is updated taFy = {2,5}. Similarly, subcarrieil is allocated to user§ and6,

as they have the best subchannel qualities among the re&maiséers for this subcarrier, yielding
F1 = {4,6}. Similarly, we can obtai¥; = {1,3} andF3 = {0,7}. According to the allocation
results, when the channel-inverse power-allocation isleyeg, it can be shown that the attainable
SNR is given byy, = (Zkefj Ak”)il = 0.019, while the worst (minimum) subchannel quality
of the allocated subcarriers ﬂﬂinke{}-j}{Akl]-} = 0.02, which dominates the attainable SNR and
hence the achievable error performance.

Explicitly, the greedy algorithm has the advantage of lammplexity. However, at the later
stages of allocation, the algorithm may have to assign tisersubcarriers with very poor subchan-
nel qualities, as there are no other options. As the abovaghesshows, at the last stage, subcarrier
3 has to be allocated to usérwhich results in the poorest subchannel qualityle = 0.02.

The WSA algorithm is designed to avoid assigning users theatiers having the worst sub-
channel qualities [83]. With the aid of the example of Tahlg, 4or each of the subcarriers, the
worst subchannel quality is identified, denoted by bold @atu(4.7). It can be readily known that
the worst subchannel qualities corresponding to the fobcauiers areA(()mi”) = (.34 for sub-
carrier0, AI™ — 0.52 for subcarrier, A\™" = 0.41 for subcarrier2 and A{™" = 0.02 for
subcarrie3. Secondly, the subcarriers are arranged in the ascenditeg &s{3,0, 2,1} according

to their worst subchannel qualities, forming a matrix sh@asn

U U U Us U Us Us Uy
Sy 213 5.07 457 255 322 049 120 0.02
S 3.73 495 506 034 237 504 159 342 4.7)
S, 041 1.63 452 087 091 350 249 0.65
S 139 201 052 471 502 832 10.60 2.12

where, the worst subchannel qualities are represented Idjabe values. Finally, based on the
above-derived matrix, the subcarriers are allocated teitjiet users in the principles of the greedy
algorithm, from the first row to the last row, yielding theaalation resultsFy = {0,5}, 71 =
{3,7}, F» = {4,6}, andF3 = {1,2}, corresponding to the underlined numbers in (4.7). With the
aid of (3.12), the attainable SNR is evaluated toybe= (Zke]—'j Ak) - = (.29, when assuming
that the total transmission powerls= 1. Furthermore, from (4.7) we can know that the worst
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subchannel quality of the allocated subcarriemsisyc 7 { Ay} = 0.91.

Explicitly, the WSA algorithm significantly improves bothd worst subchannel quality and
the attainable SNR per subcatrrier, after the power-allmeatin comparison with that obtained by
the greedy algorithm. Owing to the above, the WSA algoriteraxpected to achieve better error

performance than the greedy algorithm [83].

The Hungarian algorithm has originally been proposed twestthe assignment problem in
graph theory [185, 191], and been designed to find the miniroost for a complete one-to-one
matching, when given a square cost matrix. The Hungariaorithgn has also been introduced
to deal with the subcarrier-allocation problem in multigar communication systems, such as,
OFDMA [83, 86], which provides the optimum solutions in tlemse of maximizing the reliability,
such as, SNR, etc. The detailed operations for the Hungaitgorithm can be found in many
references, such as in [185], here we briefly summarize ésadipn as follows.

Algorithm 5. (Hungarian Algorithm)

Step 1 Subtract the minimum cost of each row from each row in the tix, until all rows and
columns of the cost matrix appear zeros.

Step 2 Draw the minimum number of lines to cover the zeros in the cediwcost matrix. The final
assignment is obtained when the number of lines eqNals, whereNgqs; is the size of the
cost matrix. Otherwise, update the cost matrix, go to step 3.

Step 3 Identify the minimum cost of the uncovered part of the costriwaand then add the min-
imum cost to the covered columns as well as subtract it froenuticovered rows. Repeat
steps 2 and 3 until the assignment is derived.

As the Hungarian algorithm has to be operated based on aesqostrmatrix, for our example
of Table 4.1, we first need to modify it to(& x 8) square matrix, and chandely ,, } in Table 4.1
to {1/Ak,]-}, as the Hungarian algorithm aims to find out the minimum suwosts. The modified
subchannel quality matrix can be expressed as

U Up U Uz Uy Us U Uy
0.27 020 0.197 294 042 0.198 0.63 0.29
072 050 192 021 0199 0.12 0.09 047
244 061 0221 115 1.09 029 040 1.54
0.47 0.197 0219 039 031 204 083 50 |. (4.8)
027 020 0197 294 042 0.198 0.63 0.29
072 050 192 021 0199 0.12 0.09 047
244 061 0221 115 1.09 029 040 1.54
0.47 0.197 0219 039 031 204 083 50

9 0o 900
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Then, the Hungarian algorithm as above-stated is executdd.8), which yields the allocation
resultsFy = {0,7}, F1 = {3,6}, F» = {2,5}, F3 = {1,4}. It can be shown that the obtained
SNR isy. = 0.53, when the channel-inverse assisted power-allocation glamd, while the
worst subchannel quality of the allocated subcarriersiis;c ke ;}.{Ak,j} = 3.42.

The Hungarian algorithm is the optimum algorithm, whichegithe best subcarrier-allocation
in terms of minimization of the error rate. However, the Hargn algorithm demands a high
complexity of O(K?), which becomes a bottleneck for the practical implememativhen the
number of users involved is high.

4.4 Proposed Subcarrier-Allocation Algorithms

In this section, we propose a range of subcarrier-allonalgorithms, for operation in the MC DS-
CDMA systems. These algorithms aim to minimize the averag® Bf the system, but without
making a trade-off with the throughput. First, we propose-aalled parallel Hungarian algorithm,
in order to mitigate the high complexity issue suffered bg thungarian algorithm. Then, we
propose two low-complexity algorithms, namely the WCA ahd WCF algorithms. These two
algorithms are designed to improve the allocation resudtained by the WSA algorithm. For the
sake of showing the principle, we describe the proposedittgus in this section with the aid of
the example of Table 4.1. Let’s first discuss the parallel dduian algorithm.

4.4.1 Parallel Hungarian Subcarrier-Allocation Algorithm

In order to reduce the computational complexity, in thistise¢ we propose a so-called parallel
Hungarian algorithm for subcarrier-allocation schemethadownlink MC DS-CDMA systems.
As the name suggests, the proposed algorithm is based orutigaHan algorithm [185], while is
operated in parallel form.

From Section 4.3 and [185], we can know that the complexityhef Hungarian algorithm
highly depends on the size of the cost matrix an@{&?) for the subcarrier-allocation in the con-
sidered MC DS-CDMA system. Hence, reducing the size of tiseroatrix can significantly reduce
the number of operations required, and hence the operatongplexity. In our MC DS-CDMA
systems, the number of subcarriergvisand the number of users supported is ute- MN. As
each of the subcarriers suppoitsusers, we may divide the subcarrier-allocation process it
parallel sub-processes, each sub-process dealsWvitisers and allocates one user to each of the
M subcarriers with the aid of the Hungarian algorithm. In ttase, the overall complexity of sub-
carrier allocation become®(NM?), instead ofO(N>M?) of the Hungarian algorithm operated
on the original(K x K) cost matrix, wher&kK = MN.

For the considered example of Table 4.1, the parallel Hiagalgorithm is operated based
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on two (4 x 4) cost matrices, which may be obtained by randomly groupiegthsers into two
groups. For example, we may let usérs$, 4 andé be groupl, and userd, 2, 5 and7 be group2.
Correspondingly, the two4 x 4) subchannel quality matrices are given by

U Us Us U U U, Us Uy
S 027 294 042 0.63 S 020 0.197 0.198 0.29
S 072 021 0.199 0.09 S 050 192 042 047f. (4.9)
S 244 115 1.09 040 S 061 0221 029 154
'S 047 039 031 0.83] S 0197 0219 204 50 |

Group 1 Group 2

Then, the Hungarian algorithm can be operated respecthabed on the cost matrices derived
from the above subchannel quality matrices, yielding thecation results¥, = {0,7}, F; =
{3,5}, F» ={2,6}, F3 = {1,4}, as the underlined subchannel qualities in (4.9) indicateen
the channel-inverse assisted power-allocation is useminitbe shown that the obtained SNR is
ve = 0.49, while the worst subchannel quality of the allocated SllﬁmisminjeM,ke_}‘j{Ak/j} =
2.49, which is worse than that obtained by the Hungarian algarith Section 4.3. However, for
this specific example considered, the SNR obtained by thgoges parallel Hungarian algorithm
is higher than that obtained by the other sub-optimum algms, such as, the greedy and the WSA
algorithms discussed in Section 4.3.

In summary, the parallel Hungarian algorithm can be sunmedras follows.

Algorithm 6. (Parallel Hungarian Algorithm)

Step 1 User grouping: Randomly divide thH€ users intaN groups, each group had users.

Step 2 Cost matrix forming: Corresponding to thé user groupsN number of(M x M) cost
matrices are formed from the origing! x K) subchannel quality matrix.

Step 3 Subcarrier Allocation: The Hungarian algorithm is exeduite the context of theN cost
matrices to derive the subcarrier-allocation results.

From the example and the algorithm, explicitly, the proplgsarallel Hungarian algorithm is a
modified version of the Hungarian algorithm. The complexigpends on the size of the sub-cost
matrices. There is a trade-off between the performanceeopénallel Hungarian and the size of
the sub-cost matrices, or the number of sub-cost matricésrnViewer sub-cost matrices are used,
making the size of the sub-cost matrices larger, the actiipeeformance will be closer to that of
the optimum Hungarian algorithm. However, the complexispdecomes higher.

4.4.2 Worst Case Avoiding Subcarrier-Allocation Algorithm

From the analysis in Section 4.4, we may classify the WSArélyo as a subcarrier-oriented
WSA algorithm, which is capable of avoiding assigning tidd — 1) worst subchannels when
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there are in totaM subcarriers [83]. Specifically, for the considered examghie WSA algorithm
can guarantee not to assign the three worst subchannelsnammhst cases, four worsts can be
avoided. In the MC DS-CDMA systems where the number of useradre than the number of
subcarriers, in order to achieve better error performatheesubcarrier-allocation may be operated
in the user-oriented mode, which may avoid assigning motbefvorst subchannels. Inspired by
the observation, in this section, we generalize the WSAr#lguo to a so-called worst case avoiding
(WCA) algorithm, the principles of which is first illustratdoelow.

When the WCA algorithm is employed, it always tries to avasdh@any as possible the worst
subchannels. The WCA algorithm is operated either in theauier-oriented mode, i.e., WSA,
or in the user-oriented mode. Specifically, for the examplesered, as the number of users is
higher than the number of subcarriers, the user-orientedemall avoid a higher number of worst
subchannels than the subcarrier-oriented WSA algorithmthis case, the WCA algorithm first
arranges the users in an ascending ord€7p8, 0, 5,2, 4, 6,1} according to their worst subchannel
qualities of four subcarriers, yielding

Uy U; Uy Us Uy U Us U
342 034 373 504 506 237 159 495
212 471 139 832 052 5.02 10.60 2.01]. (4.10)
0.65 0.87 041 350 452 091 249 1.63
002 255 213 049 457 322 120 5.7

In (4.10) the subchannel qualities in boldface are the waristhannel qualities of the users. Then,

$ v 0

based on the ordered matrix (4.10), the subcarrier-altmtads carried out based on the greedy
algorithm, one user at a stage, from the first to the last colu@onsequently, the allocation results
areFy = {0,7}, F1 = {3,5}, F» = {1,6}, andF3 = {2,4}. It can be shown that the SNR
achieved by the WCA algorithm ig. = 0.41, and the worst subchannel quality of the allocated
subcarriers isninke{;j}{Ak,j} = 1.63.

Straightforwardly, the proposed WCA algorithm is capalflaahieving better allocation results
than the WSA algorithm, as the WSA is a special case of the WEBAthe considered example,
both the worst subchannel quality and the achievable SNRvgmved in comparison with that
obtained by the WSA algorithm. Furthermore, it can be shdvan the WCA algorithm is capable
of preventing allocating at leastax{K — N, M — 1} worst subchannels, instead of at le@st —

1) of the WSA algorithm.

In summary, the WCA algorithm can be stated as follows.

Algorithm 7. (Worst Case Avoiding Algorithm)

Initialization : Subcarrier-oriented mode is chosen whdn> K, otherwise, user-oriented mode
is selected wheM < K. SetM = M, K = K.

Step 1 Worst subchannel quality identification:
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User-oriented modeFind each user’s worst subchannel qualmmi”) = minje yp{ Ak }-

Subcarrier-oriented modeFind each subcarrier’s worst subchannel quality:

A;min) = minkG;C{Akrj}.

Step 2 User (or Subcarrier) ordering:

User-oriented mode Arrange users in ascending order according to the worsthsuinel
qualities aslig, i1, ..., ig_1}, if Az(omin) < A (min) <. SA(min).

i IK—1
Subcarrier-oriented mode Arrange subcarriers in ascending order according to thestwo
subchannel qualities &0, g1, . .., ga—1}, if A{smin) < A‘(yrlnin) <. < Almin

0 qm-1"*
Step 3 Allocation:
Based on the above-derived order, subcarrier-alloca@atiried out one-by-one:

User-oriented mode First, at theitth stage, subcarriei* is allocated to usef;: j* =
argmaxjeM{Aik,j}, ir € K. Then, if subcarrief* has been assigned ¥ = K/ M users, it
is removed fromM: M «+ M — {j*}.

Subcarrier-oriented mode First, at theg,,th stage, usek* is allocated to subcarrief,,:
k* = argmaxc g { Axg, }» qm € M. Then, if usek* has been assigned the required number
of subcarriers, it is deleted frof: K « K — {k*}.

4.4.3 Worst Case First Subcarrier-Allocation Algorithm

According to the WCA algorithm described in Section 4.4.8,tlee example shows, usgris
allocated the subcarrier at the fifth stage, as its worsttsuieel quality isA,; = 0.52, which
is the fifth worst of the users. However, from (4.10) we obedhat subcarrier® and1 cannot
be the options for us&, as each of these two subcarriers has been assigned to tvgo Lris¢his
case, the worst subchannel quality of u8sravailable subcarriers becomés , = 4.52, which
is much larger than that of usets6, and1’s available subcarriers (which afe91, 1.2 and1.63,
respectively). Therefore, in order to maximize the systeraliability, it would be beneficial to
allocate the subcarriers to usdts and1 before assigning the subcarrier to uger

Based on the above observation, we propose the WCF algonithiah re-order the users (or
subcarriers) according to the worst subchannel qualififsecavailable subcarriers (users). Specif-
ically, for the MC DS-CDMA withK > M, during each stage, the algorithm first finds the worst
subchannel quality of the unassigned users among only theagiers available for allocation,
rather than finding the worst subchannel quality of the ureiigusers among all the subcarriers, as
done by the WCA algorithm. In detail, for the example consde the WCF algorithm completes
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the allocation user by user thstages, which can be demonstrated as

U; Us Uy Us Uy Us U U
342 034 373 504 237 159 495 5.06
212 471 139 832 502 1060 2.01 0.52 (4.11)
0.65 0.87 041 350 091 249 1.63 4.52
002 255 213 049 322 120 5.07 457

9 0o

where the eight columns stand for the eight stages of altmtahe subchannel qualities in boldface
are the minimum of the users’ subchannel qualities of thédabla subcarriers at the eight stages.

As shown in (4.11), at the first stage, the eight users’ warstisannel qualities of the subcar-
riers are the same as those in boldface in (4.11). In this case’ (A7 3 = 0.02) is the worst and
it is first assigned subcarri@rwith the best subchannel quality &2 among the four subcarriers.
Similarly, as seenin (4.11), us€¥s0 and5 are assigned subcarriers) and1, respectively, during
the second, third and fourth stages. At this moment, we caifrem (4.11) that the worst subchan-
nel qualities of the available subcarriers for the four rgnmg users ared;, = 1.63 for userl,
App = 4.52 for user2, Asp = 0.91 for user4 and Ag 3 = 1.20 for user6, respectively. As we can
see, the worst subchannel quality of the subcarriers dlkaita use2 becomesA, , = 4.52 instead
of A1 = 0.52, as subcarriet (also subcarrief) has already been assigned to two users in the
previous four stages and cannot be assigned to other usmmefdre, at the fifth stage, a subcarrier
is assigned to uset, which is subcarrieB. Similarly, subcarriers can be assigned to users
and2. From (4.11) we can know that the final allocation results&je= {0,7}, F1 = {3,5},
Fr, = {2,6} andF3; = {1,4}. The achievable SNR of the systemis = 0.49 and the worst
subchannel quality of the assigned subcarrierﬁiiske{ﬂ}{Ak,j} =2.49.

In comparison with the WCA algorithm, as shown in Section2.4iserl is forced to select
subcarrier2 at the last stage, which results in the poorest subchanradityqof A;, = 1.63.
By contrast, under the WCF algorithm, usehas two options to choose either subcarfiewr
subcarrier3 at the seventh stage, and is then assigned the better sab8amnvhich results in a
subchannel quality ofA; 3 = 5.07, which is significantly higher thad;, = 1.63 obtained by the
WCA algorithm.

When comparing the WCF with the WCA, it is not hard to know ttiee WCF algorithm is
capable of yielding the highest achievable SNR as well agitjteest worst subchannel quality, as
demonstrated by the above example. As the above examples sti@¥WVCF algorithm successfully
avoids assigning the worst subchannel quality by prevgntie unreasonable allocation for uger
at the fifth stage by the WCA algorithm. Therefore, the prepod/CF algorithm provides a more
reliable and efficient way of subcarrier-allocation, wisimultaneously captures all the advantages
of the WCA algorithm. In summary, the WCF algorithm is stadsdollows.
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Algorithm 8. (Worst Case First Algorithm)

Initialization : User-oriented mode is chosen wheh< K, subcarrier-oriented mode is used when
M > K. Setk = K, M = M. SetF; = @forall j € M.

Repeat

Step 1 User-oriented modeldentify the worst subchannel quality of each user:
A — min;c v { A}, forallk € K.

Subcarrier-oriented modeldentify the worst subchannel quality of each subcarrier:

A](,’”i”) = min,_¢{ Ay}, forallj € M.

Step 2 User-oriented mode Find the user with the minimum of the worst subchannel geasli
k* = arg min, o {A™}.
Subcarrier-oriented modeFind the subcarrier with the minimum of the worst subchénne
Sk . (min)
qualities: j* = arg mln]-eM{A]. }.

Step 3 User-oriented mode Assign usek* the subcarrier with the best subchannel quality:=
arg max, ¢ ;{ Ak}, thenFy < Fo U{k"}.

Subcarrier-oriented modeAllocate subcarriej* to the user with the best subchannel qual-
ity: i/ = arg max; g {A; -}, thenF. < F; U{i'}.

Step 4 User-oriented mode Remove usek* from K: K < K — {k*}. Remove subcarriey’
from M if |Fy| = N: M« M — {q'}.
Subcarrier-oriented modeRemove subcarrigi from M: M < M — {j*}. Remove user
i’ from K if it has been assigned the required number of subcarrers: K — {i'}.

Stopif K =@, or M = @.

Note again that the BWSA and BSS algorithms proposed in @hdptan also be applied
straightforwardly for subcarrier-allocation in the MC BEIMA systems. Since the principles and
performance have been detailed in Chapter 3, they are neategin this chapter.

4.5 Iterative Worst Excluded (IWE) Algorithms

In this section, we propose a general algorithm called agdletive worst excluding (IWE), which
can be employed in associated with various of subcarriecation algorithms, including the WSA,
WCA and the WCF. With the aid of the IWE algorithm, the erraierperformance of subcarrier-
allocation algorithms may achieve further improvementt wsefirst illustrate the principles of the
IWE algorithm.
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4.5.1 Principles of Iterative Worst Excluding Algorithms

As the name suggests, the proposed IWE algorithm aims texaehin improved BER performance
by iteratively updating the associated subchannel qualdyrix. During each iteration, the IWE
algorithm removes the worst subchannel qualities of thalidate subcarriers or the candidate
users, before carrying out the subcarrier-allocation.etthe subcarrier-allocation at an iteration,
the allocation results obtained are compared with thoseimdd from the last iteration, in order
to observe whether any performance improvement is gainéthete is performance gain, the
algorithm continues to the next iteration. Finally, theaaithm stops, when there is no further per-
formance improvement or when the maximum number of itematis reached. In the following, we
demonstrate the principles of the IWE algorithm in conjiorcivith the WCF subcarrier-allocation
algorithm, which can be referred to as the IWE assisted WGEWCF) algorithm. Furthermore,
we compare the IWE-WCF algorithm with the other algorithmsposed in Section 4.4.

In the context of the IWE-WCF algorithm, the WCF algorithnfiist carried out based on the
subchannel quality matrix given in Table 4.1 during the f{isitial) iteration. Correspondingly,
the allocation results are given in Section 4.4.3 and tharatble SNR i3y§1) = 0.49, where
the superscript of (1) indicates the first iteration. At tleand iteration, the worst subchannel
gualities of the eight users are eliminated before opegaain the WCF algorithm, in order to
avoid assigning them to users. More specifically, the poéshe second iteration can be shown
with the aid of (4.12)

U Us Uy Ug Uy Us Uy U
342 x 373 159 237 504 506 495
212 471 139 10.60 5.02 832 x 2.01 (4.12)
065 087 x 249 x 350 452 x

x 255 213 x 322 x 457 5.07

L9 00

2" jteration

where <’ stands for the worst subchannel quality of an user whichrnsaved before the subcarrier-

allocation, referred to as worst excluding (WE). After th&\We can see in (4.12) that subcarrier
0 can be allocated to any of the remainihgisers. We define thegeusers as the candidate users
of subcarriel), expressed ag, = {0,1,2,4,5,6,7}. Simultaneously, we can see that subcarrier
1 also ha¥’ candidate users. However, both subcar2ziand3 have only five candidate users.

Following the WE process, the algorithm carries out the @mrdchecking, in order to know
whether the subcarrier-allocation can be completed basétkaipdated subchannel quality matrix.
In order to fulfill the allocation, two conditions have to bemOtherwise, the following subcarrier-
allocation will not be carried out and the algorithm stops. detail, the two conditions are as
follows.

Condition(a): The number of candidate users of each subcarrier exckgd/, of the number of
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users to be assigned to one subcarrier. This condition cargressed as

y]?‘j\ >K/M, Vi e M. (4.13)

Condition(b): Each subcarrier can only be assigne& oM different users and each user is only
assigned one subcarrier, which can be expressed as

| FiUFy| = 2K/M,  j#4q,Vj,q€ M. (4.14)

Specifically, for the example considered, we can obsenra fle updated matrix in (4.12) that
the above two conditions can be met. Thus, it guaranteesdcatsubcarrier can be allocated to two
different users and each user attains one subcarrier. fohergve can proceed the WCF algorithm
based on the updated matrix of (4.12). This process can asshtwn with the aid of (4.12),
where the boldface value under each user is the worst subehgnality among the remaining
users. Upon following the principles of the WCF algorithrhe thew allocation results can be
obtained, which are shown by the underlined values in (4.12)e results areféz) = {0,7},
]-"1(2) = {3,6}, ]__2(2) = {2,5} and ]—'3(2) = {1,4}. It can be shown that the achievable SNR
of the system isy?) = 0.53, while the worst subchannel quality of the allocated sutiee is
minke{fj(z)}{AkJ} = 3.42.

From the results of the second iteration, we can see thathetBNR and the worst subchannel
guality are improved in comparison with those obtained fribwn first iteration. Therefore, the
IWE-WCF algorithm continues to the third iteration, and Y& process is again first carried out,
yielding

U U Uy U U Us Usg Uy

S 373 495 506 x x 504 x 342

S x x x 471 502 832 10.60 2.12]. (4.15)
S X X X X X X 2.49 X

S

213 5.07 457 255 322 X X X

3 jteration

Then, the two required conditions are checked. Explicifhe candidate user set of subcarrier
2 contains only one user and becomgs = {6}. However, for the example considered, each
subcarrier is required to be allocatedXo= 2 users. Hence, condition (a) described in (4.13) is
not satisfied, and the algorithm hence stops. Consequémdyresults obtained from the second
iteration are taken as the final allocation results.

For convenience, the main steps of the IWE assisted subrcaittbocation algorithms can be de-
scribed by the flow chart in Figure 4.1. In detail, during thiéialization of the IWE algorithm, with
the specific subcarrier-allocation algorithm is chosenl #ue initial (first) iteration of subcarrier-
allocation is carried out. After the initialization, the B\6cheme proceeds to the second iteration,
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s update
Initialization |

WE Condition | _satisfied | supcarrier Allocation
(s'™ iteration) Checking Allocation Results{ 7"}
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Figure 4.1: Flow chart showing the steps of the IWE algorithm

and sets = 2. During each iteration witlh > 2, the WE process is first carried out, as shown
in the figure. Note that, the WE can be operated either in ugecttn or in subcarrier direction,
which is dependent on the subcarrier-allocation algorigmployed, the number of subcarriers as
well as the number of users involved. For example, when thE-WXCF algorithm is employed,
the WE is carried out in user direction. By contrast, whenl¥W&-WSA algorithm is used, the
WE process is operated in subcarrier direction, i.e., thesivaubchannel quality of each of the
subcarriers is removed. As shown in Figure 4.1, following WE block, the algorithm checks
the conditions for assignment. When the two conditions astimed in this section are satisfied,
it proceeds to the subcarrier-allocation. Otherwise, W& lalgorithm stops and takes the results
obtained in theés — 1)th (previous) iteration as the final subcarrier-allocatiirthe sth iteration of
subcarrier-allocation is carried out, the allocation hessof thesth (current) iteration are compared
with those of the previous iteration against the perfornreametric. If performance is improved,
the algorithm continues to the next iteration. Otherwike,IWE algorithm stops and the allocation
results from the previous iteration are taken as the finatation results.

4.5.2 Characteristics of Iterative Worst Excluding Algorithms

The IWE algorithm employs a range of advantages in the sdrisgooving the error performance
in comparison with the various subcarrier-allocation &thms found in references. First, the
IWE algorithm can be easily implemented in conjunction wath existing subcarrier-allocation
algorithm, in order to enhance its performance, as disduigs8ection 4.5.1. The core of the IWE
algorithm is the WE process, which meliorates the subcHamumeity matrix prior to operating
subcarrier-allocation. Based on the improved subcharmaitg matrix, the subcarrier-allocation
followed can hence improve the error performance. Secdwlstibcarrier-allocation algorithm
assisted by the IWE algorithm can always guarantee errfonoesince improvement in comparison
with that without using the IWE. In Section 4.5.1, we only diéfsed the operation procedure of the
IWE-WCF algorithm. Similarly, we can also form the IWE aid&(SA (IWE-WSA) algorithm,
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Table 4.2: Average number of iterations for the IWE aidedcantier-allocation algo-

rithms.
Algorithm IWE-WCF IWE-WCA IWE-WSA
M 4 8 16 | 32 4 8 16 | 32 4 8 16 | 32
N
1 1.76 | 2.14 | 2.44 | 258 | 2.20 | 2.75| 2.74| 2.73| 2.20 | 2.75| 2.74 | 2.73
2 1.70| 2.12| 2.40 | 255 | 1.96 | 2.45| 2.65| 2.72 | 242 | 264 | 2.67 | 2.71
4 1.60 | 2.03| 2.34| 252 | 1.78| 2.30| 2.61 | 2.71 | 2.43 | 2,55 | 2.65 | 2.70
8 1.49| 1.89| 2.25| 2.46 | 1.63 | 2.18 | 2.56 | 2.70 | 2.42 | 2.51| 2.64 | 2.69

the IWE aided WCA (IWE-WCA) algorithm, etc., the performancf which will be evaluated
in Section 4.7. It should be noted that, the greedy algorittes designed not to maximize the
minimum of subchannel qualities. Hence, the IWE algorithaymot assist the greedy algorithm
and its extensions in improving the error performance. IBinfom our studies, we find that
the IWE algorithm converges fast and is usually operatet witow number of iterations, which
guarantees the IWE aided algorithms low complexity.

As the number of iterations required by the IWE algorithmrisraportant factor, which affects
the performance and complexity of the associated subcalfaecation algorithms, in Table 4.2,
we summarize the average number of iterations required dyahious IWE aided subcarrier-
allocation algorithms for some cases. For this table, waraed for the considered downlink MC
DS-CDMA system that all subcarriers of all users experigndependent Rayleigh fading and the
Gaussian noise of the same variance. Furthermore, we adsbhatehe number of users supported
by the system iK = MN. Each of the results in the table was obtained by averagieg tne
outcomes ofl0° simulations. From the results, we can observe that the tiv&eaided subcarrier-
allocation algorithms always require a low average numbgemtions, which isS < 3 for all the
considered cases. Moreover, from the table, a few othemradtiens can be identified. First, given
a constaniN value, it can be shown that the average number of iteratiomaalized by the number
of subcarriersM, i.e.,S/ M, decreases explicitly a8l increases, even though, for most cases, the
average number of iteratior slightly increases a#1 becomes larger. Second, for most cases,
S in general becomes smaller as the spreading factor inardasea constanfV. Furthermore,
the IWE-WSA algorithm requires in average a slightly biggamber of iterations than the other
two algorithms considered. This is mainly because the IW&AMlgorithm carries out the WE
operations in subcarrier direction, while the other twoodlhms run the WE operations in user
direction.

Furthermore, in Figure 4.2, we illustrate the probabilitass function (PMF) of the number
of iterations required by the three IWE aided subcarrilxeation algorithms, where the results
are obtained from0° realizations. Associated with the studies, we assuimee= 16, K = 64
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and N = 4. It can be observed that the number of iterations is a variabd, for most cases,
the allocation require? iterations. However, the allocation process sometimesimes up to 6
iterations. Furthermore, the probability of requiri@dgterations is nearly zero, which is still much
smaller than the number of useks = 64. From Table 4.2 and Figure 4.2, we therefore can
conclude that the IWE aided algorithms usually demand a lembyer of iterations, which ensures
a low complexity for implementation. Note that, in practieee may set the maximum number
of iterations to three or four, which guarantees the mosthefavailable gain, while limits the
complexity.

05 M=16, N=4, K=MxN=64

IWE-WSA
IWE-WCA
IWE-WCF

PMF

Number of iterations

Figure 4.2: Distribution of the number of iterations regugiiby the IWE aided subcarrier-
allocation algorithms.

4.6 Complexity Analysis of Subcarrier-allocation Algorithms

In this section, we analyze the complexity of the proposedutatrier-allocation algorithms and
that of the other considered existing algorithms. In oulysis, we assume that the same power-
allocation scheme is used for all the subcarrier-allocatilgorithms. Furthermore, the complexity
reflects the number of comparisons required by the subcadt@ation algorithms.

First, the complexity of the greedy algorithm and that of (M8A algorithm can be found, for
example, in [83], which are boif (K?) for the MC DS-CDMA systems witk > M. Specifically,
the number of comparisons required by the WSA algorithm eaexpressed as

COWSA) _ V(K — 1)+ 2MIn M + %1<(1< _1). (4.16)
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The complexity of the WCA algorithm depends on the specifierafions. First, th&k users
are ordered from the worst to the best according to their wgaischannel qualities. This process
requiresK(M — 1) + 2K In K comparisons. Then, for the subcarrier-allocation, theetypound
happens when each subcarrier is assignddVte- 1) users during the firgtk — M) stages. In this
case,(K — M)(M —1) + M(M — 1)/2 comparisons are required. When considering the above
analysis, the number of comparisons required by the WCArittgo satisfies

C(WCA) <K(M—-1)4+2KInK+ (K—M)(M —1)

£ M(M 1)
<(2K - %)(M—1)+2Kln1<. (4.17)

From (4.17), we can be implied that the WCA algorithm has amerity of O(KM).

Similarly, the complexity of the WCF algorithm has an uppernd, which happens when
each of theM subcarriers is assigned (& — 1) users during the firgtK — M) allocation stages.
In this case K(M — 1) comparisons are needed for teusers to find their worst subchannel
qualities during the firstK — M + 1) stages. Theng™ /(M —m) = (M —1)(M —2)/2
comparisons are required for re-identifying the worst salomel quality during the lagtM — 1)
stages. Moreover, during each stage, the WCF algorithm fimelgninimum of the subchannel
qualities of thek (k = K,K —1,...,1) available users, which requird§K — 1) /2 comparisons.
Except user ordering, the allocation process of the WCFritkgo is the same as that of the WCA
algorithm, which requiregK — M)(M — 1) + M(M — 1)/2 comparisons. Consequently, the
upper-bound for the number of comparisons required by thé&\&§orithm can be expressed as

1 1

CWCH) <K(M —1) + 5 (M=1)(M=2) + SK(K—1)
(K= M)(M—1) + ZM(M 1)
§(2K—1)(M—1)+%K(K—1). (4.18)

According to (4.18), we can readily know that the WCF aldurithas a complexity 0©(K?),
whenK > M is assumed.

From Section 4.4.1, we know that our proposed parallel Haagalgorithm has a lower com-
plexity than the original Hungarian algorithm. The padalingarian algorithm carries out the
allocation based oV separate cost matrices with the size &f & M), each of which is operated
with the Hungarian algorithm. With the aid of [185], where ttomplexity of the Hungarian algo-
rithm has been analyzed, we readily know that the numbermfarisons required by the parallel
Hungarian algorithm is

y 11M?3 + 12M? + 31M

C(Par. Hungariah __ N
6

(4.19)

giving a complexity ofO(NM?3).
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Let us now consider the complexity of the IWE-WSA algorithRirst, during thesth iteration,
the WE process searches for the worst subchannel qualitibe ®1 subcarriers, which has already
been identified by the WSA operations during the-(1)th iteration. Therefore, there is no com-
plexity contribution by the WE process during #té iteration. Second, we can easily find that the
condition checking require§(¢heckind — A1+ M(M — 1) /2 operations during theth (s > 2)
iteration. Note that, at theth iteration, the number of comparisons required by the WiSsisted
subcarrier-allocation i€ (@locaton (s) — c(WSA) _ c(reducd (g) \yhereC(®ducd(s) = 2M(s — 1)
denotes the number of comparisons reduced as a result thatafche worst subchannels are re-
moved by the WE process. When considering all the above,uh#ar of comparisons required
by the IWE-WSA algorithm can be expressed as

C(IWE—WSA) _ (S _ 1)C(checking + ZS: C(allocation)(s)
s=1

1 1 1
= (ESK + szvr) (K=1) + (GM*+ M~ SM)(S —1) +2SMInM  (4.20)

when assuming that iterations are used. (4.20) shows a complexit$)¢6K?) for the IWE-WSA
algorithm.

In the context of the IWE-WCA and IWE-WCF algorithms, theimgplexity can be analyzed
in the similar way as that for the IWE-WSA algorithm, in conion with WCA and WCF al-
gorithms, respectively. It can be shown that the number afparisons required by these two
algorithms can be expressed as

CIWE-WCA) (25K . %szw) (M—1)+ (%MZ + %M —~ SK) (S—1) +2SKInK, (4.21)
CUWEWER) < %SK(K —1)+ (2SK = S)(M — 1) + GMZ + %M - SK> (S-1), (4.22)

respectively. Therefore, the complexity of both the IWE-Weand the IWE-WCF algorithms are
O(SK?).

In Table 4.3, we summarize the complexity of the various atfir-allocation algorithms.
Note that, the maximal greedy algorithm [86] requires a dewity of O(aK?), wherex (> M) is
the size of the search space. In Section 4.7, we assume ¢hatakimal greedy algorithm uses a
random search space having the size M. Furthermore, in Figures 4.3 and 4.4, we compare the
number of operations required by the various subcarrlecation algorithms with respect to the
number of subcarriers employed by the MC DS-CDMA systems.

Note that, in both figures, the number of operations are ettie exact values or the upper-
bound of the algorithms considered. The number of compasisd the IWE algorithms were
obtained from (4.20) - (4.22). From both figures, we can satttie greedy and WCA algorithms
always require the least number of comparisons, while thegrtian algorithm [185, 191] needs
the highest number of comparisons. When= 4 in Figure 4.3, the greedy algorithm demands
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Figure 4.3: Number of comparisons required by various suigcaallocation algorithms
whenN = 4.
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Figure 4.4: Number of comparisons required by various suigcaallocation algorithms
whenN = 8.

the lowest number of comparisons whadf < 32. However, whenN = 8 in Figure 4.4, the

WCA algorithm always has the lowest operations. Observiamfthe two figures, we can know
that the complexity of the proposed WCA and WCF algorithnesadrthe same level as that of the
WSA and greedy algorithm. Moreover, for the considered gtas) we find that the number of
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Table 4.3: Complexity of various subcarrier-allocatiogalthms in single-cell downlink
MC DS-CDMA systems.

Algorithm Complexity
Hungarian O(K3) [185]
Greedy O(K?)
WUF Greedy O(K?)
Maximal Greedy|| O(aK?)
WSA O(K?)
Par. Hungarian || O(NM?)
WCA O(KM)
WCF O(K?)
IWE-WSA O(SK?)
IWE-WCA O(SK?)
IWE-WCF O(SK?)

comparison required by the IWE-aided subcarrier-allecasilgorithms is slightly less than twice of
the number of comparisons required by the original cornedjpg algorithms without invoking the
IWE algorithm. Furthermore, from the two figures, we obsenat the proposed parallel Hungarian
algorithm has a significant lower complexity than the Hurgaalgorithm, when various number
of subcarriers and users are considered. Their compleajiybgcomes larger as the length of the
spreading code increases.

4.7 Performance Results

In this section, we provide a range of simulation resultsplider to demonstrate and compare
the achievable error rate and spectrum-efficiency perfoomaf the downlink MC DS-CDMA
systems employing various resource allocation schemeighviticlude two power-allocation al-
gorithms and different subcarrier-allocation algorithcosmsidered. For the error rate, we assume
the quadrature phase-shift keying (QPSK) baseband mdatuland that all the subcarriers expe-
rience independent flat Rayleigh fading or frequency sekedRayleigh fading. The number of
users supported by the MC DS-CDMAK= MN, with M being the number of subcarriers and
N the length of the orthogonal DS spreading codes. In thistehalpoth the channel-inverse and
water-filling assisted power-allocation algorithms araesidered, under the constraint that the total
transmission power i8 = K.
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4.7.1 Bit Error Rate Performance
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Figure 4.5: BER comparison of the single-cell downlink MC-B®MA systems employ-
ing the channel-inverse power-allocation and various aular-allocation algorithms,
when subcarriers experience independent Rayleigh fading.

Figure 4.5 demonstrates the BER performance of the MC DS-BB¥tem employing vari-
ous of subcarrier-allocation algorithms, whén= 64 users are supported By = 16 subcarriers.
Hence, each subcarrier suppattssers. From the figure, we can obtain the following obseraati
First, the Hungarian algorithm gives the best BER perforreramwhile the greedy algorithm yields
the worst BER performance. Both the WUF greedy algorithnj g8t the maximal greedy algo-
rithm [86], which assumes a random search space ofasizeM, slightly outperform the greedy
algorithm. As the greedy-class algorithms aim to maximie gum of the subchannel qualities,
rather than maximizing the reliability, the greedy-clakpdthms in general achieve poorer BER
performance than the other reliability motivated algarithSecond, from Figure 4.5, we observe
that the proposed parallel Hungarian algorithm achievesétond best BER performance among
the algorithms considered. Note that, the parallel Humagaslgorithm slightly outperforms the
IWE-WCF algorithm under the considered scenarios. Howitwequires higher complexity than
the IWE-WCF algorithm. Third, as seen in Figure 4.5, the pegal WCA, WCF, especially the
IWE-WCF algorithms are capable of significantly outperforgnthe greedy-class algorithms as
well as the WSA algorithm. Fourth, for the specific systemapsters considered, the WCF algo-
rithm has better BER performance than the WCA algorithm.sThibecause the WCF algorithm
can avoid assignment of more number of worst subchannetstiieaCA algorithm. Finally, by
invoking the IWE scheme, further error performance improgat can be attained with a penalty
of double complexity. The achievable BER of the IWE-WCF ailifpon is close to that achieved by
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Figure 4.6: BER comparison of the single-cell downlink MC-B®MA systems em-
ploying the channel-inverse power-allocation and the Huiag, the parallel Hungarian
subcarrier-allocation algorithms, when subcarriers ggpee independent Rayleigh fad-

ing.

the Hungarian algorithm, with the difference of about dB.

In Figure 4.6, we compares the BER performance of the prappaeallel Hungarian algorithm
with that of the Hungarian algorithm, when considerikg= 32 users in the downlink MC DS-
CDMA system. From this figure, we observe that the BER peréorce becomes better as the
number of subcarrierd! increases, which results in a higher diversity for subeasailocation.

As shown in Figure 4.6, when givekh = MN a constant, the error performance of the parallel
Hungarian algorithm is closer to that of the Hungarian atgor, as the number of subcarriers
increases. Specifically, there is abOut dB performance gap between these two algorithms, when
M = 16. This observation implies that BER performance of the pelrédungarian algorithm
converges to the BER performance of the Hungarian algoritwnthe ratio ofM /N becomes
bigger. Nevertheless, as shown in Section 4.6, the patdilagarian algorithm requires a higher

complexity, when the ratio a1/ N becomes bigger.

Figure 4.7 compares the BER performance of the MC DS-CDM#£esys employing the WSA,
WCA and the WCF algorithms fak = 32 users. In general, the proposed WCA and WCF algo-
rithms always yield better BER performance than the WSAritlgm. As discussed in Section
4.3, the WSA algorithm implements the assignment by avgidlie worst subchannel qualities in
a subcarrier-oriented mode. Hence, its performance depamdhe frequency-selective diversity
relating to the number of subcarriers. By contrast, for theé BS-CDMA systems employing
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Figure 4.7: BER comparison of the single-cell downlink MC-B®MA systems em-
ploying the channel-inverse power-allocation as well asWSA, WCA and the WCF
subcarrier-allocation algorithms, when subcarriers ggpee independent Rayleigh fad-

ing.

DS spreading, the number of users supported is usually htgha the number of subcarriers, as
considered in Figure 4.7. In this case, the WCA and WCF dlgos avoid the worst subchannel
gualities in a user-oriented mode and achieve much higlversiiy than the WSA scheme. Fur-
thermore, from Figure 4.7 we observe that, when gikes MN a constant, the BER performance
of the three algorithms improves & becomes larger. The reason behind the observation is that we
assumed that all subcarriers experience independengfegtjardless of the number of subcarriers.
This assumption implies that more subcarriers resultsghdridiversity. In this case, the advantage
of the WCA algorithm over the WSA algorithm becomes smaltethe ratio ofK / M becomes big-
ger. Furthermore, whell = K = 32 andN = 1, both the WCA and WSA achieve the same BER,
as, in this case, the MC DS-CDMA is reduced to an OFDMA systdthout T-domain spread-
ing. Consequently, the user-oriented diversity is the sagthe subcarrier-oriented diversity. By
contrast, as shown in Figure 4.7, the advantage of the WGQstitdon over the WCA algorithm

is enhanced a1 increases, when givek = MN a constant. Specifically, whelll = 32 and

N = 1, the WCF algorithm ha8.6 dB SNR gain over the WCA algorithm at the BER 1 ~°.
From the above, we can know that, when all subcarriers expegiindependent fading, the number
of subcarriers has a significant impact on the performandbeo€onsidered subcarrier-allocation

algorithms.

Figures 4.8, 4.9 and 4.10 show the BER gain of employing thE BAgorithm for the WCF,
WCA and WSA algorithms, respectively. Under the variousesashe BER improvement can be
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Figure 4.8: BER comparison of the single-cell downlink MC-B®MA systems em-
ploying the channel-inverse power-allocation and the WGE&, IWE-WCF subcarrier-

allocation algorithms, when subcarriers experience iaddpnt Rayleigh fading.
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Figure 4.9: BER comparison of the single-cell downlink MC-B®MA systems em-
ploying the channel-inverse power-allocation and the W@, IWE-WCA subcarrier-

allocation algorithms, when subcarriers experience iaddpnt Rayleigh fading.

obtained by introducing the IWE algorithm. Thus, this oliaéion confirms the benefit of using
the IWE algorithm in association with subcarrier-allooatialgorithms. By comparing the three
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Figure 4.10: BER comparison of the single-cell downlink MGHEDMA systems em-
ploying the channel-inverse power-allocation and the W&, IWE-WSA subcarrier-
allocation algorithms, when subcarriers experience iaddpnt Rayleigh fading.

figures, we observe that the IWE-WCF algorithm always hadést BER performance, while the
IWE-WSA has the worst performance among the three IWE aidigolithms. This observation
maintains the same for the three algorithms without usiegWE algorithm in Figure 4.7. From
Figures 4.8 and 4.9, we observe that the improvement of ubmyVE scheme for the WCF and
the WCA algorithms gets larger as the number of subcarfiéisecomes bigger. By contrast, in
Figure 4.10, the BER advantage of using the IWE remains the sahich is aboul dB, as the
number of subcarrierd! becomes bigger. As discussed in Section 4.5, the WE pro€éss WE-
WCA and IWE-WCF algorithms excludes the worst subcarrieech user during an iteration, but
the worst user of each subcarrier is eliminated during eiergtion for the IWE-WSA algorithm.
Therefore, the BER performance of the IWE-WCF and IWE-WCdosathms is highly affected by
the subcarrier diversity, whereas that of the IWE-WSA dthar is dominated by the user diversity.
In Figure 4.10, the number of userskis= 16 for all cases, thus they obtain a similar BER gain

when employing the IWE algorithm.

So far, we have assumed that all subcarriers of a MC DS-CDM#esy experience indepen-
dent fading, regardless of the number of subcarriers. Whesndhe frequency selectivity of a
wireless channel, this assumption may not be true. In tiis,dhe fading experienced by different
subcarriers in fact becomes more correlated, as the nunfiseboarriers increases. Therefore, in
Figure 4.11, we study the BER performance of the MC DS-CDM#Alarying the WCF algorithm,
when the number of time-domain resolvable paths is fixefi,to= 2 or 4, i.e., when given the
frequency selectivity of wireless channels. In genera,BER performance of the downlink MC
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Figure 4.11: BER of the single-cell downlink MC DS-CDMA sgBts employing the
channel-inverse power-allocation and the WCF subcaatlecation algorithm, when sub-
carriers experience frequency selective Rayleigh fadiitly i, number of time domain

resolvable paths.

DS-CDMA system becomes better when there are more numbéenefdomain resolvable paths
Ly, i.e., when the subcarriers experience the less correRagteigh fading. Furthermore, when
L, = 2, we find that using\l = 4 subcarriers is sufficient for attaining all the frequencyedsity.
By contrast, wherl., = 4, M = 16 subcarriers are required to achieve all the frequency sityer

Figure 4.12 compares the various subcarrier-allocatignrihms employed by the single-cell
downlink MC DS-CDMA systems, when considering the specadecofN = 1. In this case,
the MC DS-CDMA system is reduced to the OFDMA system. As weuwised in Section 4.4.2,
the proposed WCA algorithm is the same as the WSA algorithrarmthere is no time domain
spreading, i.e., whelN = 1. Therefore we obtain the same performance result for the V&l
WSA algorithms in the figure. Further that, it can be knowrt tha proposed parallel Hungarian
algorithm becomes the Hungarian algorithm, wién= 1. From Figure 4.12, we can observe
that the BER performance of the systems employing any of teasrier-allocation algorithms
becomes better, as the number of users increases. Addlifjotee proposed WCF and IWE-
WCF algorithms have significant BER performance gain oveMtSA algorithm, when frequency

selective Rayleigh fading channel is assumed.

By comparing Figure 4.12 with Figures 4.8 and 4.10, we cari@ttp see the BER perfor-
mance improvement, when the MC DS-CDMA systems experiembependent Rayleigh fading,
which once again prove that higher frequency diversityltesn a better BER performance of the
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Figure 4.12: BER of the single-cell downlink MC DS-CDMA sgBts employing the
channel-inverse power-allocation and various subcaatlecation algorithms, when sub-
carriers experience frequency selective Rayleigh fadiitly iy, = M /2 number of time
domain resolvable paths.

subcarrier-allocation algorithms. Additionally, when w@mpare the algorithms proposed in this
chapter with the BSS algorithm proposed in Chapter 3, as shiowigure 4.12 and Figure 3.12.
we can observe that, under the single-cell downlink OFDM#tems, the BSS algorithm outper-
forms the WCF algorithm, and also slightly outperforms téEFWCF algorithm with abou®.1

dB performance gain. However, as the complexity analysieictions 4.6 and 3.8 shows, the BSS

algorithm has a higher complexity than the IWE-WCF algaonith

4.7.2 Spectrum-Efficiency Performance

In this section, we investigate the spectrum-efficiencyhefdingle-cell downlink MC DS-CDMA
systems employing the various subcarrier- and power-atilmc algorithms. As we mentioned in
Chapter 3, the spectrum-efficiency considered here is thiage throughput expressed in terms of
bits per second per Hertz of the downlink MC DS-CDMA systeinsthis section, the spectrum-
efficiency of using both the channel-inverse and watenrgllassisted power-allocation schemes
are considered, to show that our proposed subcarrieragibor schemes do not make a trade-off
between throughput and reliability. Note that, for all tireations in this section, we assume that
the downlink MC DS-CDMA experiences independent Rayleatirfg.

Figure 4.13 shows the spectrum-efficiency of the downlink DIE-CDMA systems employ-
ing various subcarrier-allocation algorithms. From theifigand referring to the results shown in
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Figure 4.13: Spectrum-efficiency of single-cell downlinkCMDS-CDMA systems em-
ploying the channel-inverse power-allocation and varisubcarrier-allocation algo-
rithms, when subcarriers experience independent Rayfadjhg.

Section 4.7.1, we can know that our proposed subcarriecatibn algorithms motivating to max-
imize BER performance do not make a trade-off with the spettefficiency, which determines
the practically attainable throughput of the downlink MC-B®MA systems. As shown in Figure
4.13, the Hungarian algorithm achieves the highest speetfficiency, followed by those of the
proposed subcarrier-allocation algorithms, in the desingaorder the IWE-WCF, WCF, parallel
Hungarian and the WCA algorithms. Explicitly, the spectrafficiency of the the proposed algo-
rithms is higher than that of the greedy and that of the WSArdigms. As shown in the figure,
there is abou? dB performance gain of the WCA algorithm over the greedy @lgo.

Figure 4.14 evaluates the spectrum-efficiency of the MC IMBAB systems employing var-
ious subcarrier-allocation algorithms, when assunmiing= 64 users supported by the MC DS-
CDMA systems havingI = 16 subcarriers. By comparing Figure 4.14 with Figure 4.13,clwhi
have the parameters &f = 32 and M = 8, we can see that the relative relationship among the
subcarrier-allocation algorithms is the same in both figutdoreover, as the number of users or
subcarriers for Figure 4.14 is more than that for Figure 4vi@ observe that, at a given SNR,
the spectrum-efficiency in Figure 4.14 is slightly highearitthe corresponding one shown in Fig-
ure 4.13.

In literature, water-filling power-allocation is used, whthe optimization objective is to max-
imize the spectrum-efficiency. Therefore, in Figure 4.1%, spectrum-efficiency performance of
the downlink MC DS-CDMA system employing the water-fillingyer-allocation is demonstrated,
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Figure 4.14: Spectrum-efficiency of single-cell downlinkCMDS-CDMA systems em-
ploying the channel-inverse power-allocation and varisubcarrier-allocation algo-
rithms, when subcarriers experience independent Rayfadjhg.
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Figure 4.15: Spectrum-efficiency of single-cell downlinkCMDS-CDMA systems em-
ploying the water-filling power-allocation and various satrier-allocation algorithms,
when subcarriers experience independent Rayleigh fading.

when various subcarrier-allocation algorithms are carsid. As shown in Figure 4.15, all the al-
gorithms achieve nearly the same spectrum-efficiency,yimglthat all these subcarrier-allocation
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Figure 4.16: PDF of spectrum-efficiency of single-cell déimkhMC DS-CDMA systems
employing the water-filling power-allocation and variouvearrier-allocation algorithms,
when subcarriers experience independent Rayleigh fading.

algorithms are near optimum from the point of view of spattefficiency maximization. The
reason behind the observation is that employing the waliagfipower-allocation minimizes the
difference of the spectrum-efficiency of different subiarallocation algorithms. As discussed
in Section 3.4.2, the water-filling scheme aims to maximize system throughput by allocat-
ing more power to the subcarriers with better subchannelitipsa Therefore, when the water-
filling algorithm is employed, the subcarriers allocatedhwthe best subchannel qualities dom-
inate the spectrum-efficiency performance of the MC DS-CDMAtems. However, the BER
performance of these algorithms has big difference, as shov@ection 4.7.1, and our proposed
subcarrier-allocation algorithms in general outperfolne dther sub-optimum subcarrier-allocation
algorithms. Therefore, although our algorithms are mgigdo maximize the reliability, they do
not impose any trade-off on the spectrum-efficiency, anthéh achieve slightly higher spectrum-
efficiency than the existing sub-optimum algorithms. Whemparing Figure 4.15 with Figure
4.14, we can see that the water-filling algorithm achievdightly higher spectrum-efficiency than
the channel-inverse algorithm.

In addition to the higher spectrum-efficiency, our proposkegbrithms are also capable of pro-
viding higher fairness data rates. These can be reflecteaedyDFs of spectrum-efficiency shown
in Figure 4.16. As shown in the figure, the spectrum-effiojeniotained by the Greedy and WSA
algorithms distributes over a relatively large range, nirgamhat there are some users often ob-
taining very high throughput, while some other users havainimg very low throughput, and,
therefore, relatively poor fairness. By contrast, for tmepmsed algorithms, from the WCA, to
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the WCF and to the IWE-WCF algorithm, the distribution rabgeomes smaller and smaller, and
the distribution range of all the three algorithms are naemthan that of the Greedy and WSA
algorithms. Therefore, we are implied that the proposeeéettaigorithms result in better fairness
than the greedy and WSA algorithms. Furthermore, accortirigigure 4.16, we can know that

the fairness of the IWE-WCF algorithm is better than thahefWCF algorithm, and both of them

can provide higher fairness services than the WCA algotithm

4.8 Conclusions

In this chapter, we have investigated the resource allmtati the single-cell downlink MC DS-
CDMA systems. Various subcarrier- and power-allocatiqgpathms have been considered. Our
resource allocation in downlink MC DS-CDMA system motisate maximize the systems’ re-
liability, by maximizing the SNR of the systems. Accordingthe references, subcarrier- and
power-allocation can be carried out separately withouh@pmuch performance. Therefore, in our
MC DS-CDMA systems, subcarriers are first allocated andh,thewer-allocation is implemented.
In this chapter, we have reviewed three existing subcaatiecation algorithms, including the
greedy, WSA and the Hungarian algorithms, and illustrated to apply them to the downlink
MC DS-CDMA systems. Furthermore, we have analyzed the drakhof the above-mentioned
algorithms. Specifically, although it is low-complexitiet greedy algorithm has a shortcoming of
assigning poor subcarriers to the users obtaining sulecdater. The WSA algorithm can signifi-
cantly improve the error performance of the greedy algorjthut it does not exploit the maximum
possible diversity provided by the systems. Although thed#uian algorithm is able to achieve
the optimum error rate performance, it requires extrema lcomplexity, especially, when the
number of users is high, which limits its practical applicat

Against the existing subcarrier-allocation algorithnmsthis chapter, we have proposed a range
of fair subcarrier-allocation algorithms and investightieeir performance in the context of the MC
DS-CDMA systems, where the number of users supported isreshto be higher than the number
of subcarriers. Specifically, in order to mitigate the higimplexity of the conventional Hungar-
ian algorithm, we have proposed the parallel Hungarianrdhgo, which, instead of operating on
a (MN x MN) matrix, but processed/ number of (M x M) cost matrices. By doing this, the
complexity can be reduced fro@(M3N?) of the Hungarian algorithm t&®(NM?3) of the par-
allel Hungarian algorithm. By analyzing the charactecsiof the WSA algorithm, we find that it
is mainly beneficial to the multicarrier systems with subieas more than users. Therefore, we
have generalized the WSA algorithm to the WCA algorithm,akitis suitable for operation in any
multicarrier systems. Our studies show that the proposed\&IGorithm is capable of achieving
better BER and spectrum-efficiency performance than the \&lgérithm. Then, we have pro-
posed the WCF algorithm, which is capable of further impngvihe BER and spectrum-efficiency
performance of the MC DS-CDMA systems. Our studies show ttatWCF algorithm can be
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operated in a more efficient and reliable way, while mairgaihthe advantages of the WCA algo-
rithm. Furthermore, in this chapter, an IWE algorithm hasrbproposed for further improving the
performance of the WSA, WCA and the WCF algorithms, resglimthe so-called IWE-WSA,
IWE-WCA and the IWE-WCF algorithms, respectively. The IW&sisted algorithms are the it-
erative algorithms, which can usually be accomplished iwighvery low number of iterations, as
our studies show. Additionally, the complexity of the prepd subcarrier-allocation algorithms has
been analyzed and compared with that of the low-complexiedy algorithm. We can argue that
all our proposed subcarrier-allocation algorithms haeentterit of low-complexity.

We have demonstrated the BER and spectrum-efficiency pesfoce of our proposed algo-
rithms, and compared them with a range of existing subgaatiecation algorithms. Our studies
show that the proposed subcarrier-allocation algorithrasapable of attaining better BER perfor-
mance than the greedy-class algorithms and the WSA alguritWhen considering the MC DS-
CDMA systems with a high ratio o¥1/ N, the proposed parallel Hungarian algorithm can achieve
better BER performance than the other proposed algoritantsjts BER performance is close to
that of the optimum Hungarian algorithm. The WCF algorithatperforms the proposed WCA al-
gorithm for all the cases considered. Furthermore, an I\&&tsged algorithm always improves the
reliability of the original subcarrier-allocation algtinin. The IWE-WCA algorithm outperforms
the IWE-WSA algorithm, both of which are outperformed by tMéE-WCF algorithm. Addition-
ally, our results demonstrate that the reliability attdihg the IWE-WCF algorithm is close to that
achieved by the high-complexity optimum Hungarian aldgwnt Besides the error performance,
we have investigated the spectrum-efficiency of the MC DIW@Dsystems employing various
subcarrier-allocation algorithms. We have consideredh ls¢ channel-inverse power-allocation,
which is beneficial to maximization of reliability, and theter-filling power-allocation algorithm,
which achieves maximum sum rate. Our studies show that ayroged subcarrier-allocation al-
gorithms motivating to maximize reliability do not make ade-off with the attainable spectrum-
efficiency of the downlink MC DS-CDMA systems. Instead, ovogmsed subcarrier-allocation
algorithms are capable of achieving higher (or slightlyheig spectrum-efficiency than the existing
sub-optimum subcarrier-allocation algorithms considenehis chapter. Owing to its motivation of
maximizing spectrum-efficiency, the water-filling algarit can attain higher spectrum-efficiency
than the channel-inverse algorithm. Furthermore, acogriti the PDFs of spectrum-efficiency, we
have shown that the proposed subcarrier-allocation dlgos can provide better fairness data rates
to users than the other existing sub-optimum algorithms.

Note that, the observations derived from our studies inc¢hapter are in general suitable for
the MC DS-CDMA systems, where different users may be albmtatith different numbers of
subcarriers or/and spreading codes. This is because Htwveehdvantages and disadvantages of
the different subcarrier-allocation algorithms are madgtermined by the diversity gain available
to the systems, i.e., by the valueskofind M, but not by the numbers of data streams of the users.



Chapter

Resource Allocation in Multicell
Downlink OFDMA Systems

5.1 Introduction

Orthogonal frequency division multiple access (OFDMA) bagerged as one of the key techniques
for high-speed broadband wireless communication systé&fOMA employs a range of advan-
tages, including the facility for high achievable data rdte capability of efficiently combating
inter-symbol interference, low-complexity FFT based mlatian/demodulation implementation,
etc. However, in multicell OFDMA systems, the scarce sp@esr (or frequencies) are inevitable
reused, and, furthermore, it is expected to be fully reuséhd fourth generation (4G) wireless sys-
tems and beyond. Hence, in multicell OFDMA systems, usgpsmence the intercell interference
(InterCl), which may significantly reduce the system parfance, if it is not cleverly managed.
To mitigate the strong InterCl problem, one of the approadhéo exploit dynamic resource allo-
cation, which efficiently allocates subcarrier, power atitkoresources available according to the
communication environment, so as to minimize the Inter@ @nmaximize the energy-efficiency
and spectrum-efficiency of the multicell systems [199]. dwer, in multicell OFDMA systems,
the resource allocation faces a lot of challenges, inctythie possible of huge signalling overhead,
limited backhaul resources, high-complexity from optiatian problem itself and backhaul oper-
ations, the issues caused by the expansive servicing avessealservices, large number of users,
etc.

In literature, resource allocation approaches in multisgstems can be categorized into two
classes, the centralized and distributed resource altocdiased on where the resource allocation
algorithms are carried out. Specifically, in the centralizesource allocation, a central control unit
is used to collect all the information required, includisgch as, the CSI of the wireless channels
of all users in all cells, the information about the radioowgses, etc. The central unit is also
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responsible for managing and allocating the resourcedlyjdio all the users in all cells. Appar-
ently, such a centralized resource allocation scheme galeiean enormous number of degrees
of freedom, which are provided by the number of cells, the Ineinof users, the number of sub-
carriers, the number of scheduling slots, the number of g0t power levels, etc., that can be
exploited to optimize the network performance [116]. |et#ture, there are a range of researches,
including [118-121, 123], having proposed and studied #reralized resource allocation in mul-
ticell OFDMA systems. Specifically, in [121], the authorsvbdgroposed a concept called load
matrix, based on which the InterCl and intracell interfeeeriintraCl) experienced by users are
jointly managed in wireless cellular networks. Considgrntwo-cell OFDMA system, the authors
of [119, 120] have investigated the centralized resourtaaion, where the resources include
power and subcarriers. Furthermore, in [120], the NP-hairtt yesource allocation problem has
been approximated by a novel weighted sum throughput maation (WSTM) problem, which
is solved by using a centralized convex power-allocatiggodhm and a non-convex subcarrier-
allocation algorithm. A two-stage resource allocationesnk has been proposed in [118], in
which joint subcarrier-allocation and scheduling is arout in the first stage, followed by the
interference-aware power-allocation in the second stage.

Centralized resource allocation may demand a huge amodeediback for the channel infor-
mation, which requires possibly huge signalling overhead energy. For this sake, distributed
resource allocation has attracted intensive attentiordéent years. In distributed resource allo-
cation, every BS independently allocates its resourcesliysbased only on the intracell channel
information and the interference measured locally. In cargon with the centralized approaches,
distributed resource allocation has the main advantagéssbfesponse to dynamic resource en-
vironments and fast time-varying fading channels, as welba complexity for implementation,
which make them highly attractive in practice. Distributedource allocation in multicell OFDMA
systems has been widely studied, e.g., in [135-140]. Thekdited resource allocation scheme
proposed in [135] has involved jointly subcarrier, bit armver-allocation for multicell OFDMA
systems, which has linear complexity via the operations iauead-robin manner. In [136], the
authors have studied the distributed subcarrier- and pealiaation for the multicell OFDMA
networks with cognitive radio functionality. By contragt, [137], a distributed power-allocation
scheme has been proposed for the multicell multiple inmdlsioutput (MISO) based OFDMA
networks, where the CSI of all users is shared among the B#sreBource allocation in DF relay-
assisted multicell OFDMA systems has been considered Bl [¥$ere a semi-distributed iterative
allocation algorithm is operated under the interferencepterature constraints. More recently, in-
terference aware resource allocation has drawn more anel regearch attentions, as shown, e.g.,
in [139, 140].

It can be understood that, in order to combat the InterCl iftioai OFDMA systems, one
can employ a sophisticated InterCl mitigation techniquéhatreceiver side, by using, such as,
maximum likelihood (ML) detection, successive interfarercancellation (SIC), multiple-antenna
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based interference nulling, etc. On the other hand, BS catipe can be another high-efficiency
InterCl mitigation approach, which shifts the processingrbead to the BSs, rather than causing
too much computational complexity at mobile terminals. &wmmple, X.D. Wangt al.[200, 201]
have studied the scheduling and power-allocation in theioalll downlink OFDMA systems and
other networks, which treat the InterCl problem via BS cawation. However, in [138, 200, 201],
the BS cooperation cannot fully exploit the potential of per@tion, since in these schemes only
CSlis shared but there is no data exchange among the BSsnBwgsk) the researches in [123,202—
204] have devoted to the resource allocation in multicelDOFA systems with full BS cooperation
by assuming that both CSl and data are shared among the Biis tase, certainly, there is a high
demand on the backhual system. Under certain constrairtaaihaul capacity, a novel heuristic
BS assignment algorithm has been proposed in [203] and asubeduling algorithm has been
developed in [204], respectively. Furthermore, the trafleamong energy-efficiency, backhaul
capacity, and network capacity has been addressed in [d28Jhased on finding a good trade-off,
an efficient iterative resource allocation algorithm hasrbjgroposed by allowing the BSs to jointly
carry out the zero-forcing beam-forming assisted transionis Furthermore, in [132, 205], the
authors have addressed the energy-efficiency issue of tlhe&sration based resource allocation
in multicell OFDMA systems.

Against the background, in this chapter, we design and caertpap novel InterCl mitigation
algorithms for the multicell downlink OFDMA systems on thasis of the subcarrier-allocation
algorithms proposed in the previous chapters. Specifioathfirst extend the on-off power (OOP)
InterCl mitigation algorithm [116] to our multicell dowmk OFDMA systems, which mitigates
the InterCl by turning off the subchannels suffering fromosg InterCl. Inspired by the OOP
algorithm, our first proposed InterCl mitigation algorithimthe distributed decision making as-
sisted cooperation (DDMC) algorithm, which is designedrfaximizing the pay-off of coopera-
tion while simultaneously minimizing the cost caused. Im DIDMC algorithm, all the BSs first
independently allocate subcarriers to their users and, t&ch of the BSs independently makes
its InterCl mitigation decisions, which are exchanged agnthie BSs to set up cooperation. In this
chapter, we assume that, if there is a cooperation availgi#eDDMC algorithm sets up a space
time block coding (STBC) aided cooperative transmissicaiser with poor signal-to-interference
ratio (SIR). Hence, if there is a cooperation for a user, thgperating BSs are assumed to share
the data of the user. However, if the cooperation for a us#r poor SIR cannot be established,
the transmission to the user is switched off. The secondChtaitigation algorithm proposed is
namely the centralized decision making assisted cooper&iDMC) algorithm, which motivates
to make the best InterCl mitigation decisions, based ortdichinterCl information shared among
the BSs, in order to maximize the sum rate of the users sharsupcarrier, and to maximize the
frequency reuse factor of the subcarriers. In the contexh@fCDMC algorithm, decisions are
efficiently made by the BSs for the users sharing a subcaceording to the three cases identified
based on the InterCl matrix formed. Our studies and perfoo@aesults in this chapter show that
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Figure 5.1: Conceptual structure of the multicell downldDkDMA systems.

both the proposed DDMC and CDMC algorithms can outperforen@®P algorithm in terms of
the achievable spectrum-efficiency. The CDMC algorithmvjates the highest frequency reuse
factor. Furthermore, in this chapter, we also analyze tletead required by the various InterCl
mitigation algorithms proposed and considered.

The rest of this chapter is organized as follows. Sectionifr@dduces the system model
and makes the main assumptions. Section 5.3 analyses theagennciples of the distributed
subcarrier-allocation in the multicell downlink OFDMA ggms. Section 5.4 extends the famous
InterCl mitigation algorithm of OOP to our multicell downk OFDMA systems. Sections 5.5 and
5.6 introduce the proposed DDMC and CDMC algorithms, rethpedg, and analyze their charac-
teristics. Section 5.7 demonstrates and discusses théasiomuresults concerning the spectrum-
efficiency, frequency reuse factor and the overhead. Atdasiclusions are made in Section 5.8.

5.2 System Model

We consider the resource allocation in a multicell downidkDMA system, as depicted in Fig-
ure 5.1. In order to describe the main features of multigeitems but for the sake of simplicity, we
assume that the system consists of three cells, each of Whikbne base station (BS) supporting
K mobile users. We assume that each of the communicationntalsniincluding both BSs and
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mobile users, employs one antenna for signal receiving ramdmission. Furthermore, we assume
that the OFDMA signalling is used for the downlink transrioas from BSs to mobile users [1].
In total, there aréVl number of subcarriers in the downlink of the consideredettuell OFDMA
system. In order to make our description clear, we first defindollowing sets:

K®) Set of user indexes in celi, defined asC*) = {uK +0,uK+1,...,uK+K—1},u =
0,1,2;

K Set of user indexes in all cells, definedas= U,c 0,12} K® ={0,1,...,3K —1};
K Set of indexes of the users with SIR below the pre-defined Bigshold in celi;

K Set of indexes of the cell-edge users in eelincluding the users i (*), and the users in
K — W) which share the same subcarriers as the usées!in andK ") in cellsu’, u”’

(u#u' #u")
K Set of indexes of the cell-edge users in the system.es, K@ U KM U K@);
M Set of subcarrier indexes, defined/& = {0,1,..., M —1};

]-“TSI’) Set of indexes for the users assigned to subcarrier cell u.

In this chapter, for simplicity, we assume that each userdellds assigned a single subcarrier,
i.e., K = M. Note that, the IntraCl to each user can be avoided by asgjgiifferent subcarriers
to the users in a cell, but each user still suffers from therfdtimposed by the other two users in
the adjacent cells assigned the same subcarrier. Thereforeubcarrier-allocation satisfies that

U FW =KW, vy e {0,1,2}, (5.1)
memM

FWOFY =@, m#m', vm,m' € M, Vu € {0,1,2}, (5.2)

IFW =1, Yme M, Yu € {0,1,2}. (5.3)

As shown in Figure 5.1, we assume that each BS locates atrber of a hexagonal cell, arid
users uniformly distribute in the cell. We assume that, thezell, ideal power control is applied to
maintain the same received power byAtsntracell users, which is normalized to one. We assume
that each BS transmits signals only to its intracell usaerd, laterCl exists only between adjacent
cells owing to the propagation pathloss. Let the InterClhmaracterized by a factas, which, when
taking into account of the combined effects of propagatiatiess, shadowing and transmit power,

can be expressed as [206]

Z _
N = (d_0> 10% (5.4)
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whered, andd; represent the distances from a BS to the considered intanglintercell users,
respectively. In (5.4)u is the pathloss exponent, agg, ¢; (in dB) are zero-mean Gaussian dis-
tributed random variables with standard deviafiokin dB), which account for the shadowing ef-
fect. Owing togy and{; having the correlation depending on the propagation atgmufrom a BS

to the two users,{f — {1) has been illustrated to obey the log-normal distributiathwero mean
and standard deviation &f (in dB) [206]. In addition to the propagation pathloss anddsiwing
effects, signals transmitted from BSs to users also expezithe fast fading, which, is assumed to
be the independent Rayleigh flat fading in terms of differesdrs.

Let us assume that the data symbol to be transmitted by ®San intracell usek (k € ()
is expressed as;, which is assumed to satisfy[x;] = 0 and E[|x;|?] = 1. Furthermore, let
us assume that subcarrier is assigned to usetr. Then, considering that th®f subcarriers are
orthogonal, the signal received by u&esf cell u can be written as

ve=hipoy et Y e x (5.5)
u'e{0,1,2},u'#u

InterCl

ke K™, K e KM, ue{0,1,2}
when userg andk’ are all assigned subcarrier, satisfying
F = (ky, F = (K}, m e M. (5.6)

In (5.5),y is the received signal of uskyandrny is the noise variable at uskr The noise variables
of all users in the system are assumed to obey the complexsfaaudistribution with zero mean
and a variance o2c?, where2¢?> = 1/4, and+s denotes the average SNR per symbol. Note
that, in (5.5),h,(<f’n)1 is the channel gain of fast fading from BSo its intracell usek assigned with

y
by BSu'. While h,(:;) is the channel gain of fast fading from B8 to userk on subcarrienn,

subcarriern. Furthermore, in (5.5y1,((’”72oc,(< is the channel gain of the InterCl of usermposed
and the factow,((ff;) characterizes the slow fading from B&to userk, by assuming that uséf

is assigned the same subcarrier as iserhe slow fading factovc,((,”f;() is defined by (5.4), which
incorporates the effects of pathloss, shadowing and trianqmwer. In this chapter, we assume
that the uplinks and downlinks are operated in the TDD modehiks way, each BS has the CSI
of the fast fading channels of all subcarriers between theaB& all theK intracell users, i.e.,
{h,&ﬁ\k e KMW,m e M}. Therefore, each BS is capable of preprocessing the signde
transmitted to its intracell users by setting

h(”) *
w = )™ (5.7)

where(-)* denotes the conjugate operation. However, we assume that®&s not have the CSI
of the InterClI channels (including both the fast and slowrfgilbetween a BS and tt2K users in
the other two cells. In this case, if a BS simply carries oatghbcarrier-allocation for itk users
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based only on the knowledge abouthi#1 downlink intracell channels, the performance achieved
might be very poor, due to the InterCl.

Assume that users in different cells generate interferembependently. Then, from (5.5), the
signal-to-interference-plus-noise ratio (SINR) for ukés

o 2
Yk = ) ; >
L 6{012} u'#u ‘hkm Kk wk ’ + 20
|h |2 ke KW, K e K, me M (5.8)
Tk 202 ’ ’ :

wherely = Yrc(01,2)u4u ]h,&fﬁa,&/ )wk, 2 is the power of InterCl on usér. From (5.8), ex-
plicitly, when userk is allocated a subcarrier with a higher channel qualltyhéﬁ‘ 2, while its
InterCl users are allocated the subcarriers generatinger lealue of\hk zxk/ \2 userk can ob-
tain a relatively high SINR and, hence, a lower error rate, given baseband modulation scheme
is considered, or a higher data rate, if variable rate tréssaon is possible.

5.3 General Theory

In this section, we discuss the general theory for desighetubcarrier-allocation algorithms for
the multicell downlink OFDMA system, as discussed in Secto2. In cellular communication
systems, reliability and spectrum-efficiency are the twashimportant metrics for performance
measurement. As mentioned before, in our three-cell OFDisesn, we employ subcarriers
to supporBK users distributed in three cells. Hence, when the objeiditemaximize the system’s
reliability, the subcarrier-allocation optimization jptem can be described as

U {f,;“)m e {0, 1,2}}* —arg  min {% Y Pe(k)(’yk)}, (5.9)

U{.F,(,,")hze{o,l,z}} kek

st (5.1) (5.2), (5.3)

where ‘s.t.” stands for ‘subject to’. In (5. Q)J{ \u € {0,1 2}} stands for testing all the pos-

sible allocations for all users, while {]—'m lu € {0, 1,2}} contains the final allocation results
for all the users. Note that, in this chapter, no power-allion is considered owing to using power
control. As mentioned in Chapter 3, it is often very hard tvyasohe optimization problem of (5.9),
due to the nonlinear relationship betwdé(r"i) (7x) andy,. However, the average BER is usually
dominated by the user with the lowest SINR [84]. As done in$35188], the subcarrier-allocation
algorithm can be designed to maximize the minimum SINR ofuers. Correspondingly, the op-
timization problem can be described as

U {]:rgf[)w € {0,1,2}}* =arg max { min {'yk}} , (5.10)

U{f,(n”)\MG{Orer}} uE{O,l,Z},kGK(u)

st (5.1) (5.2), (5.3).
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As in the previous chapters, in this chapter we motivate &igiethe subcarrier-allocation
algorithms that do not make a trade-off between reliabdityl spectrum-efficiency of the system.
Therefore, while guaranteeing that the minimum SINR of sigeshich is in fact equivalent to the
minimum signal-to-interference ratio (SIR) of users, agvah later) is higher than a threshold,
our objective of subcarrier-allocation is to maximize tipecrum-efficiency of users, with the
optimization problem described as

U {.F,Si“)]u € {0, 1,2}}* =arg max { Y log,(1+ ’yk)} p (5.11)
u{F jue{o1,2}} kek
s.t. (6.1) (5.2), (5.3) and
Mk > 1, Vk € K (5.12)

wherey; is the SINR of usek, which is given by (5.8), angy, #; are the SIR of usek and the
SIR threshold. Alternatively, the SINR of (5.8) can be venittas

1

= kekW (5.13)
ml AL

Yk

where A, is the signal to noise ratio (SNR) of userwhich are expressed as

|hl(<u)|2 | I((“)|2
e = I'T , Ar=—35, ke kKW (5.14)

It can be shown that (5.10) and (5.11) are non-convex praklerhich are extremely difficult to
solve for the optimum solutions. In order to find the prontsgub-optimum solutions simultane-
ously approximating (5.10) and (5.11), in this chapter, wappse two novel subcarrier-allocation
algorithms, which first carry out subcarrier-allocatiordépendently at each of the BSs. Then,
minimum cooperation among the three BSs is operated, irr todmitigate the InterCl. The pro-
cedure is summarized in Figure 5.2, each BS first indepelydeltwcates the subcarriers to ks
users. Then, InterCl is mitigated with the aid of some infation exchange among the BSs, as
will become explicit in our forthcoming discourses.

In this chapter, we assume that, for subcarrier-allocagoBS only knows the CSI of its intra-
cell channels, i.e., B8 (u € {0,1,2}) carries out the subcarrier-allocation only based on the CS
of the KM intracell subchannels, which a{é,ﬁﬁ]k e K®,m € M}. Furthermore, we assume
that all theK users in the same cell suffer from the Gaussian noise signtélghe same variance
of 20. In this case, BS: has the knowledge of the SNRs of kSusers with respect to th&l
subcarriers, i.e., B8 knows { Ax|k € IC(”),U{}',&“)}}, which are referred to as the subchannel
gualities of theK users. Therefore, when BScarries out the subcarrier-allocation motivating to
maximize the subchannel qualities of all Kausers, the optimization problem can be described as

U{}',Si“)}* =arg max {Ak, k e IC(”)} , Yu€{0,1,2}, (5.15)
Ui}
s.t. (5.1) (5.2), (5.3).
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Figure 5.2: Flow chart illustrating the proposed distrdzlisubcarrier-allocation and In-
terCl mitigation in the multicell downlink OFDMA systems.

Based on the knowledge of the intracell subchannel quslitiee subcarrier-allocation may
achieve the best performance when without InterCl. Howeaerording to (5.8) and (5.13), the
SINR of a user may be very low, if it suffers from strong Inter€@en though the SNR of the user
is high. For this sake, after the subcarrier-allocation)raerCIl mitigation algorithm is operated,
trying to solve the optimization problem

D* —argmax{ Y log,(1+ ), Vm e M| U{Fy'}* b, (5.16)
D} (kek
s.t. (5.2) and
Ve =0, if g <mp, Ve € K (5.17)

whereC,,, contains the indexes of the users in the three cells shaubgasrierm. #; is the SIR
threshold required for all users to achieve certain qualitservice (QoS), which can be set a value
according to given communication scenarios. As describg8.1.7), the SIR of a user activated is
higher than the SIR thresholg. In (5.16),D is a length3M vector, which is referred to as the
InterCl mitigation decision (IMD) vector. The IMD vector iis the form of

D= [DOT DT DZT]T (5.18)

whereD,, = [Dy0,Dy1,--.,Dym-1)" is the IMD vector of BSu (u € {0,1,2}), which provides
the transmission states ad subcarriers by B&. Specifically, thenth element oD, i.e.,D,, 1,
has three states defined as
k if BS u transmitsx;. of its intracell usek on subcarriern,
Dym =< —1 if BS u turns off transmission on subcarrier, (5.19)

k' if BS u helps to transmik of userk’ in cell u’ # u on subcarriem.
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Note that, wherD,, ,, = —1, BSu switches off the transmission on subcarrierIn this case,
when assuming that subcarrieris allocated to uset’ in cell #/, and to usek” in cell u”, then,
the SINRs of these two users become

gl gl
= " //’ 7 ,)/k// = ! /, (5'20)
Bt 012 + 202 it + 202

Y

which show that both userdd andk” experience only one InterCl. Furthermore, it can be easily
understood that the SINRs of uséfsindk’ can be significantly improved, if uskimposes strong
InterCls on them. Hence, in multicell communications, isienetimes very efficient for a BS to

turn off some transmissions on some subcarriers, as shojd &h.

By contrast, wherD,, ,, = k" in (5.19), BSu chooses to cooperate with BS, and helps it to
transmitx, to userk’ in cell u’. Note that, in order to achieve the cooperative transmissiothis
chapter, we assume that symhgl is known to BSu, which requires a small amount of overhead.
However, for those non-cooperative subcarriers, there isharing of data. Since we assume that
there is no CSI exchange among the BSs, the optimum cooperstheme for the two BSs is
the classic space time block coding (STBC) [207], which e transmit diversity. Specifically,
when BSu cooperates with B8’ to transmitxy () andxy (t + T) to userk’ at timet andt + T (T
is the symbol duration), respectively, while experiendimgrference from B&”, the observations
received by uselt’ in two consecutive time slots can be expressed as

yir(F) = B e (8) + ) a g (1 T) -+ b s ) () + e (1), (5.21)
Yo (t+T) = =m0 2 (b + T) + hi axis () + Byl Jxgor (E 4+ T) +np(t+T) - (5.22)

m

when assuming that the related channels stay the same dwiargymbol durations (or two trans-
mission time slots when transmission of packets is consitjerAssume that uséf is capable of
estimating the channels from both BSand BSu’. Then, usek’ can form the decision variables
as

re(t) = () e (8) + 1YY &) (i (£ + T))*, (5.23)
et T) = (a5 vie (6) = W) (yie (£ 4+ ) (5.24)

Based on (5.23) and (5.24), it can be shown that the SINR ofise both timet andt + T is
R e

,)/k/ - " " N
\h,((,”’m)oclgff/k), |2 + 202

(5.25)

Since BSu helps BSu’ to send information to usér, only when it generates strong InterCl on
userk’, the SINR of (5.25) may be significantly enhanced, in congoariwith (5.8) of the case
without BS cooperation.

As shown in (5.16), our objective of InterCl mitigation is meaximize the sum rate of the
users sharing the same subcarrier in the system. This cachieved by properly design of the
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IMD vector. In this chapter, we will consider three approasshincluding two proposed distributed
InterCl mitigation algorithms. In a little more detail, wedli consider a benchmark InterCl miti-
gation algorithm, namely the on-off power (OOP) algorititi§, 143, 144], which is a distributed
algorithm without any BS cooperation. Then, we propose eadied distributed decision making
assisted cooperation (DDMC) algorithm, and the centrdlecision making assisted cooperation
(CDMC) algorithm. We will see that both of the proposed allfpons require only little BS cooper-
ation, although the CDMC algorithms demands a little moferimation exchange among the BSs
than the DDMC algorithm.

5.4 On-Off Power InterCl Mitigation

The OOP algorithm is an efficient method to combat InterCé¢l énas been widely studied and
used in multicell communication systems, such as, in [148, 144]. The OOP algorithm has
mainly been considered for power-allocation in literafurgy., in [116]. In this section, we extend
the OOP algorithm to our multicell OFDMA system for the pwspmf InterCl mitigation, which
hence results in performance improvement. The basic plaaf the OOP algorithm is that a
BS turns off the transmission on the subchannels that aferswf from strong InterCl. By doing
this, there are two-fold of benefits. First, transmissionttansubchannels with poor quality can be
avoided, which can save power for future transmission, whersubchannels have good quality.
Second, the InterCl imposed by these subchannels can atemioged. In our downlink OFDMA
system, we assume that a BS does not know the InterCl é¢huters. However, each mobile user
is capable of estimating the signal strength from its own B®all as the InterCl from other BSs.
Hence, the user knows the received SIR. Consequently, enobdrs may inform their BSs to turn
off the transmission or not, based on the measured SIR values

Let us assume that subcarrieris allocated to users k’, k" in cellsu, 1’ andu”, respectively.
Then, we can express the subchannel qualities (some of thiatigenerate InterCl) on subcarrier

m in a matrix form as

(1) (1) (1)
Ak,m Ak/,m Ak”,m
— () (u) (u)
Ap = Ak,m Ak’,m Ak”,m
(u//) (u// (u//)
_Ak,m Ak’,m Ak”
r ( 2 (u) 2
|hkum ‘2 |hk’ mk k’| | k' m Xy k”‘
2(72 2172 2172
— ‘hk m k’k |2 |hk’ m |2 |hk” m k’ k! ‘2 (526)
202 2(77- 2(77-
‘hkm k//k I2 ‘hk/m k//k/‘z |h ‘2
L 202 202 2(77-

whereA( i) represents the subchannel quality of the transmission B&mto userj on subcarrier
m. Based on acolumn &A,,, a user can estimate its SIR, and when the OOP algorithm ifogat)
the user can inform its BS to turn off the transmission on auter m, if the SIR is lower than the
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SIR threshold. For example, usecan inform its BS to take the actions:

Power off, if 7 < 1y, (5.27)
Power on, if #, > n; (5.28)

wherer is the derived SIR of usér, andy; is the SIR threshold.

Note that, the OOP algorithm is carried out by a BS at a timerder to avoid that two or
three cells simultaneously turn off the transmission onsti®e subcarrier. Therefore, when three
cells are considered, three stages are required to congleteycle of the OOP algorithm. Note
furthermore that, when there are more cells, similar ‘dn<ifategies can be designed. However,
in cellular communications, as one mobile user can only beecto at most three cells. Three

stages are usually enough for complete the OOP algorithm.

Let us below illustrate the OOP algorithm with the aid of ammyple. Suppose that, in a
three-cell OFDMA system, there ald = 8 subcarriers supportingk = 24 users with each cell
supportingk = 8 users. Furthermore, let us assume that subcdrigeallocated to users, 10, 19,
which can be written as?éo) = {4}, Fél) = {10} and}"(gz) = {19}, in cells0, 1 and2. Then,
the subchannel quality matrix for subcarrieis given by

(0)  4(0)  4(0)
Al AD A9 [21909 0.0018 05078

A=A} Al Al,| = 14294 18621 0.1583] . (5.29)
AZ Al AR 01168 33187 1.6459

When the OOP algorithm is employed, by setting different 8iResholds we may obtain dif-
ferent ON-OFF results, such as, the IMD variabl¢®), ,,}, and the corresponding sum rate
Cr = Lke(4,1019) log, (1 + 7). For the example of (5.29), the OOP algorithm gives the Giter

mitigation decisions as

(a): DOIO =4, Dl,O =10, DZ,O =19 if N = —5dB,
(b): Dop =4, D1g=—1, Doy =19 if 5, =0dB, (5.30)
(C)Z D(),() = -1, Dl,O = -1, DZ,O =19 Iif N = 5 dB.

Specifically, if we lety; = —5 dB= 0.316, there will be no user with power off, since the SIRs of
the three users are all higher than the SIR threshold. Irctdss, the IMD variables are given by
(5.30)(a) and the sum rate achievable by subcalrieiCy = 2.4039. Correspondingly, no InterCl
mitigation actions are taken.

By contrast, when the SIR threshold is 0 dB, ig.,= 0 dB= 1.0, the OOP algorithm will
(0)
be executed as follows. During the first stage, dsestimates its SIR, givings = ﬁ =
1.4171, which is higher than the threshold. Therefore, ukstays on and B® transmits 4éoignal

to it on subcarrie0. During the second stage, usér estimates its SIR, obtainingy = 0.5608,
which is lower than the required threshold. Hence, dfethanges to the off state and informs BS
1 to stop transmitting signal to it. During the third stagesid® finds that its SIR is higher than the
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threshold and, certainly, it stays on. Consequently, whea 0 dB, we have the IMD variables of
(5.30)(b), and the sum rate 6%, = 2.6311, which is higher tharCy, = 2.4039 of the case without
using the InterCl mitigation.

Furthermore, when; = 5 dB= 3.1623, then, the OOP algorithm has the following operations.
During the first stage, usdrinforms BSO0 to turn off the transmission to it, sineg < 7;. During
the second stage, uséd estimates its SIR, givingg = A%?O/A%?O = 0.5611, which is still
lower than the threshold. Hence, it informs BSo stop transmitting it information. As user
4 in cell 0 and userl0 in cell 1 have been turned off, there are no InterCls on u$em cell
2. Hence, during the third stage, usér will stay on, as its SIR becomes infinite. As a result,
wheny; = —5 dB, we have the IMD variables of (5.30)(c), and, correspoglgi the sum rate of
subcarriel is Cx = 1.4038, which is lower than that obtained by setting= 0 dB.

From the above example, we are implied that the performahtieecsystem employing the
OOP algorithm is highly dependent on the SIR threshold. linaproper SIR threshold is set, it
may cause to turn off some very good subchannels or to kedpattemissions on some very poor
subchannels, both of which may lead to decrease of througigstormance. Therefore, it is very
important to set up a proper SIR threshold for the OOP alguwritin order to efficiently mitigate
the InterCl and achieve the highest possible sum rate.

In general, the OOP algorithm can be described as follows.

Algorithm 9. (On — Off Power Algorithm)

Initialization: SetD,, ,, = k if M = = {k}, Yu € {0,1,2} andVm € M.
For Stageu =0,1,2:

2
Step 1 All users in cellu estimate their SIRs, using the formuja= %
ll/€ H/ u ll/

wherel, , = 0if Dy, = —1 andF{") = {K'}, otherwisel, ; = \h zxk/ 2.

Step 2 Let the set of users whose SIRs are lower than the threshokkfressed a& (%), i.e
. <,k € K1, Then, the users ilK*) inform BSu to stop their transmis-

sions.

Step 3 BS u updates the corresponding IMD variablesias; = —1, if F") = {k}, vk € K.

5.5 Distributed Decision Making Assisted Cooperation InteCl Miti-
gation

In this section, we propose a novel InterCl mitigation sceemhich is called as the distributed
decision making assisted cooperation (DDMC) algorithm.it&same suggests, the DDMC algo-
rithm introduces cooperation among BSs to enhance therpeafue.
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In Section 5.3, we have shown how a user can benefit from thaecative transmission. Specif-
ically, as shown in (5.25), when the STBC is employed for tw@sBo transmit to one user, the
SINR of a user can be significantly improved, if the coopeeaBS imposes large InterCl on the
user. The cost for the above-mentioned cooperation is ttreased complexity for information
exchange between BSs and that some BSs have to stop tramgnmformation to some of their
own users. Therefore, our DDMC algorithm is designed for imizing the pay-off from the co-
operation, while simultaneously minimizing the cost calise

In our DDMC algorithm, the following assumptions are intngdd. First, we assume that a
BS is capable of sharing the data of its users with anothemB®never necessary. Specifically,
if two BSs decide to cooperate to send information to one, ukerBS holding the data of the
user will forward them to the cooperative BS. Second, werassthat the BSs do not share their
CSI of their users. Hence, we assume that two BSs transmituseraby employing the STBC
scheme [207]. In this case, we assume that every user isamb#tiate the required CSI and can
carry out coherent detection or STBC decoding. Note that,pooposed DDMC algorithm is a
distributed decision-making algorithm, which is indepenidy operated at the individual BSs.

In the DDMC algorithm, we also introduce a SIR threshold. Wiiee SIR measured by a user
is lower than the threshold, it informs its BS to take one efdlstions: 1) Setting up a cooperative
transmission for the user, and 2) switching off the transiisto the user. Let us below explain
the principles. Let us assume that usen cell u suffers the InterCl from both BSg' and u”
(whereu # u’ # u"), and the InterCl power i$, , andI,» ;. Then, the rules for usdrto make
the decision are as follows:

Ask for cooperation from BE', if i, < 1, and L, > I, Ly < I, (5.31)
Ask for cooperation from B&”, if 7, < ¢, and I,y < Io, Ly > I, (5.32)
Power off, If17k < W, and eitherlu/,k > I, Iu”,k > I, or Iu’,k <I, Iu”,k <I. (533)

In the above rules], is the InterCl threshold for cooperation, which can be sebating to the
various communication objectives, such as, maximizatibaum rate. As shown in (5.31) and
(5.32), in our DDMC scheme, uskrcan only ask for cooperation, when only one BS imposes high
InterCl on it, while the InterCl from the other BS is below ttieesholdl.. However, if userk
suffers strong InterCl from two BSs, as described in (5.88rk simply inform its BS to stop
transmitting it information. The reason for us to use thistsgy will become clear during our
forthcoming discussion. Additionally, when the InterCorin both interfering BSs is low, but the
SIR is still lower than the thresholg, the BS also switches off the transmission to the user. This
scenario is mainly that the channel from the BS to its useeig poor.

Let us now explain in detail why the rules in (5.31)-(5.33 artroduced. Suppose subcarrier
m is allocated to useék in cell u, userk” in cell u” and usek” in cell u”. Assume that only usér
has a SIR being lower than the threshgjdiue to the high InterCI from B8'. Then, when usér
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obtains the cooperation from B8, the SINRs of userk, k' andk” become

P
o Iu//,k—i—2(72 !

(5.34)

’hlgl;f//) |2
Yk Y =0, T = 7 A

wk + Iu’,k“ + 202"

From (5.34), we can see that the SINR of usenay be significantly improved, as (5.31) is met.
In this case, the sum rate of the three users is most probatigased, owing to making use of
the strong interference df, ;. However, if the case of (5.33) is met, the SINR of usenay
not be improved too much, when both ; and 1, , are very weak. When both, , and 1, ; are
very strong, the cooperation of B8 (or 1), or both of them with BS: is beneficial to usek.
However, the cost is too much, as BSandu” have to turn off their transmissions to uséfsk” .
Consequently, the sum rate of the three users may decreasemparison with the case without
cooperation. Therefore, in the case of (5.33), it might beeneneficial to improve the sum rate
of the users by simply turning off the transmission from B® userk.

As an example, when the DDMC algorithm is applied to a thredesystem with the subchannel
quality matrix of subcarrief is given by (5.29), the operations can be described as felldvirst
from (5.29) we can find that the SIRs of the three usesjare: 1.417, 17190 = 0.5608 andr9 =
2.471, respectively. By setting the various SIR thresholds amter@I thresholds for cooperation,
the IMD variables obtained by the DDCM algorithm are

(): Doy = 4, D1g =10, Doy =10 if 55 = 0dB, I = 1, (5.35)

(b) DOIO = 4, Dl,O = 4, DZ,O =—-1 |if Ny = 5 dB, IC =1.

Then, let us first consider the scenario that= 0 dB=1.0 andI. = 1. In this case, during the
first stage, uset finds that its SIR is higher than the SIR threshgjdit hence stays on. During
the second stage, us#d in cell 1 knows that its SIR is lower than the SIR threshgld Then, it
checks whether it can ask a BS for cooperation, by checkiagntierCl from BS$ and2. It can be
shown thatly 9 < I. andl, o > I.. Hence, according to the rules given in (5.31)-(5.33), aser
informs BS1 to request the cooperation from BSand, as a result, BEobtains the cooperation
from BS2 to send information to usdi). During the third stage, BSinforms user9 the switch-
off of transmission, as it is unable to transmit informattonuser19. Assume that BS$ and?2
transmit information to usel9 using the STBC. Then, we can find that the sum rate of subcarrie
0is Cy = 3.5213, which is higher than that achieved by the OOP algorithm.

By contrast, when the SIR threshold becomes= 5 dB=3.1623, andI. = 1 during the first
stage, uset finds that its SIR igjy = 1.417 < n;, andlj4 = 14294 > [, 4 = 0.1168 <
I.. Hence, use# informs BS0 to request the cooperation from BS After BS 1 accepts the
cooperation request from BJ it stops the transmission to usH). During the second stage, user
10 finds that its SIR isjs = 0.5608 < #¢, andly0 = 0.0018 < I, I 10 = 3.3187 > I.. Hence,
it informs BS1 to request the cooperation from BSHowever, BSI has to refuse the request, as
it has accepted the cooperation request from0B$&lence, BSI informs userl0 the turning off
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of the transmission. During the third stage, usg2rinforms BS2 to turn off its transmission, as
its SIR is lower than the thresholg and 9 < I, I; 19 < I., which satisfy the conditions in
(5.33). Consequently, with B&and BSI1 jointly transmitting to used and BS2 turning off the
transmission to usel9, the sum rate achieved on subcarfes Cy = 2.2080. Clearly, the sum
rate is higher tha.4038 obtained by the OOP algorithm for the corresponding case.

Based on the above analysis and the examples, we can now sizeth@ DDMC algorithm

as follows.

Algorithm 10. (Distributed Decision Making Assisted Cooperation Algorithm)

Initialization:
(1) SetD,,, = kif F) = {k}, Vu € {0,1,2} and¥m € M.
(2) All users in the three cells estimate their SIRs, whiahloa expressed ag =

‘hu,k,m ‘2
Eu’e{O,l,Z},u’#u Iu/,k !

when assuming that}") = {k}, F#) = {K'} andfF"") = {k"},Vk € K andVu € {0,1,2}.
Let K = {k|n; < i,k € KW}, vu € {0,1,2}.

For Stageu =0,1,2:

Step 1 In cell u, any of the users i () informs BSu either to request for the cooperation from an
identified BS, or to turn off its transmission, accordinghe tules defined in (5.31)-(5.33).
The algorithm proceeds to Step 2, if BSeceives a request of turning off from ugemhile
it proceeds to Step 3, if BB receives a request from udersay, for cooperation from BS.

Step 2 BS u turns off the transmission to uskrand updates the corresponding IMD variable to
Dyu=—1.

Step 3 BSu requests BS' for the cooperation to transmit information to uéeand
(1) BSu' accepts the request if it has not cooperated with anothea®Supdates the corre-
sponding IMD variable td, ; = k, when assuming ) = {k}. Then, it proceeds to Step
4,
(2) Otherwise, BS!’ refuses the request of BS and proceeds to Step 2.

Step 4 BS u sends the data of usérto BSu/, and they transmit the data to udebased on a
STBC.

5.6 Centralized Decision Making Assisted Cooperation InteCl Miti-

gation

In this section, we propose and analyze another InterCpatitn scheme, which carries out cen-
tralized decision making assisted cooperation (CDMC) wittited InterCl information sharing
among the BSs. Similar to the DDMC, the CDMC algorithm coasidurning off transmission to
some users on some subcarriers, and cooperation betwedSsvior transmission to a user on a
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subcarrier. Our CDMC algorithm motivates to make the betr@® mitigation decisions, based
on limited InterCl information, in order to maximize the swate of users on a subcarrier, but also
to improve the frequency reuse factor of the subcarriers.

As done in the DDMC algorithm, in the CDMC algorithm, we assuthat the cooperative
BSs share the data of the users that they jointly send intiom#o. However, CSl is not shared
between BSs. Hence, we assume that, once two BSs coopesatedtinformation to one user, the
STBC transmission scheme is employed. Furthermore, wergsthat each mobile user is capable
of acquiring the required CSI to carry out coherent detectin addition to the above assumptions
similar to those used in the DDMC algorithm, the BSs operatattr the CDMC are also assumed
to share the “three-valued InterCl information” of userss the name indicates, the three-valued
InterCl information is characterized by one of three pdssihteger values, namely-1, 0, 1,
which is determined by the power of the corresponding Initdr€t us first use the example (5.29)
to briefly explain the disadvantage of the DDMC algorithmsidered in Section 5.5.

As the example discussed in Section 5.5 shows, when the $&Rhibld isy; = 5 dB, the
DDMC algorithm finally gives the decision that BlScooperating with BS) transmit to used,
while BS 2 turns off its transmission to usé®. However, this is explicitly not the best InterCl
mitigation strategy, and there are better solutions. Famgpte, we may let B cooperate with
BS 1 to transmit information to uset0, while BS0 keeps transmitting to its own usér In this
case, we can find that the sum rate on subcafriey Cy- = 3.5213, which is higher than that
Cy = 2.208 obtained by the DDMC algorithm. In order to make the abovéebetecisions, BSs
require the information about the InterCls of usérs0 and19, which yields a little bit higher
complexity than the DDMC algorithm.

Inspired by the above example, in the CDMC algorithm, the Bi&ke the decisions based on
the three-valued InterCl information shared among the Epecifically, the three values for the
InterCl suffered by a user are determined as

-1 if Iu’,k < [O,
Vuk =40  if I, < Loy < L, (5.36)
1 i Loe> L

wherev,, , denotes the digitized InterCl from B& to userk in cell u. In (5.36),1,, x is the InterClI
on userk from useru’, while I, and I, are two thresholds introduced. Furthermore, we refdy ts
the “off-power threshold”, and tf as the “cooperation threshold” which was used in (5.3133pb.
As shown in (5.36), the InterCl on uskiis divided into three regions by the two thresholds. For
convenience, we refer to these three regions as 1) ignolatielCl, whenv,, , = —1, 2) moderate
InterCl, if v, , = 0, and 3) strong InterCl, when,, , = 1. Suppose that subcarrier is allocated
to usersk, k' andk” in cellsu, u’ andu”. Let the corresponding digitized InterCl is expressed in



5.6. Centralized Decision Making Assisted Cooperation IrérCl Mitigation 159

matrix form as

Vk Z]u,k’ Z7u,k”
Vm: vu’,k Vi vu/,k” = 'pk’m vk’,m vk",m] . (537)

Z)u//’k vu”,k” Vyerr

Here,V,, is referred to as the digitized InterCl matrix, or simply thérCl matrix, of subcarrier
m, andoy ,, = [Vk Uk vu//,k]T is the digitized InterCl vector of usgon subcarriers. In (5.37), a
non-diagonal element explains the strength of the InteeBAben a BS and a user, which is derived
from (5.36). By contrast, a diagonal element indicates trethe corresponding user has its SIR
below or above the SIR thresholg, defined as

1 if g <,
v = s (5.38)

0 ifn;>mn
fori =k, k' andk”.

In the context of the CDMC algorithm, the decisions made leyBISs for a user are according

to the four cases determined by the digitized InterCl mafrjxgiven by (5.37).

e Case 0 No Actions): Whenvy = v; = 1, = 0. All BSs transmit to their users on the

allocated subcarriers.

e Case 1 Cooperation): At least one of the three users on a subcarrier satisfiesotiditions
in (5.39).

Vi = 1& Oy k = 1& Oy k 7& 1 (539)
wherek € K, u £ u' £ u”, Yu € {0,1,2}.

e Case 2Possible Cooperatiol. Any of the three users on a subcarrier does not satisfy the
conditions in (5.39), but at least one of the users satidfiesonditions of (5.40).

Vg = 1& Oy k = 1& Oy = 1 (540)
wherek € KW, u £ u' #u”, Yu € {0,1,2}.

e Case 3o Cooperation): Any of the three users on a subcarrier does not satisfydhdie
tions of (5.39) and (5.40), but at least one of the usersfieaithe conditions of (5.41).

Vi = 1& Oy k 7é 1& Oy k 7é 1 (5.41)

wherek € KW, u £ u' £ u”, Yu € {0,1,2}.

Let us below discuss the operations under Cases 1-3 in mtait de
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When the InterCl matri¥/,,, belongs to Case 1, the CDMC algorithm will be operated as
the flow chart shown in Figure 5.3. Note that, in Case 1, we damys set up a cooperative
transmission for a user whose SIR is below the SIR thresholdowever, there are sometimes
more than one cooperation options possible. In this cageCIMC algorithm aims to find the
best one, in order to maximize the sum rate of the consideredasrier. As shown in Figure 5.3,
specifically, the decisions are made within three iteratiomheres denotes the iteration index.
Furthermore, in order to evaluate the decision made in aatibe, we introduce a metric, denoted

(s)

as,e,, , for thesth iteration in terms of subcarrien. It can be shown that, in Case 1, there are three

possible strategies for InterCl mitigation.

Strategy 1 : Two BSs cooperate for a user and the other BS stops transmissia subcarrier. In
this case, we havéf;) = 1, and the IMD variables are in the form b, ,, = k, D,y ,, = k,
Du”,m = -1

Strategy 2 : Two BSs cooperate for a user and the other BS transmits tavitsuser with the
SIR lower than the SIR threshold. In this case, we havéz) = 2 associated with the IMD
variables given byD,, ,, =k, Dy yy =k, Dy 1y = K.

Strategy 3 : Two BSs cooperate for a user and the other BS transmits twitsiser with the SIR
higher than the SIR thresholg. In this case, we havé,i) =3andD,,, =k, Dy, =k,
Du”,m - k”.

Note that, in the above strategies, we assumedithat’ # u”, andu,u’,u” € {0,1,2}.

As mentioned previously, our CDMC algoirthm motivates toximaze the sum rate as well
as the frequency reuse factor of the system. Clearly, in CaSérategy 1 generates smaller sum
rate (or metric) than Strategies 2 and 3, since in Stratedyefetis only one information trans-
mission flow on a considered subcarrier. By contrast, inegias?2 and3, the algorithm allows
two information transmission flows, including the one gaited by Strategy. Moreover, we can
know that Strategg is the most desirable one, since it allows a cooperation émtviwo BSs and
a transmission from a BS to its user having a high SIR. By estitin Strateg, in addition to the
two cooperative BSs, the link from the other BS to its useréskv It hence generates lower sum
rate than Strategy. As Figure 5.3 shows, our CDMC algorithm in Cdsalways makes the final
decision that results in the highest metric value amonghéadle decisions.

Let us now return to the example of (5.29), when the CDMC dilgar associated with Cade
is applied. This case corresponds to setting the SIR thiggfoe= 5 dB. Furthermore, we assume
thatl. = 1, I, = 0.1. Under these assumptions, we can readily know that the SIRedhree
users on subcarridr are all below the thresholg;. Let us assume that B&makes the InterCl
mitigation decisions for the three users. Hence, both B&d BS2 send the digitized InterCls to
BS 0, after they receive from their users. Consequently, basdati@InterCl values in (5.29), the
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Dim, Vi €U Dim 4 Dim, Vi €U

Figure 5.3: Flow chart showing the operations of the CDM@atgm in Case 1, when
assuming: # v’ # u”, and userg, k', k" are in cellsu, 1’ andu”, respectively.

InterCl received by B® can be expressed in matrix form as

Vg  Ug10 U019 1 -10
VO = (014 V10 U119 = 1 1 0 (542)
V24 U210 V19 0 1 1

Explicitly, the operational situation is in Ca$geas the conditions of (5.39) are met for both ugers
and10. Then, following Figure 5.3, we have the decisions of the IMHDiables as

Doo =4, D1 =10, Dyp =10 ifyp =5dB, I. =1, I, =0.1. (5.43)

According to the operations in Figure 5.3, during the fisst 1) iteration, BSO checks if a
cooperation can be set up for uden cell 0. Since Conditiorl in the figure is met, a cooperation
between BY) and BS1 can be set up for usdr However, B has to turn off the transmission to
user19, as Conditior2 in Figure 5.3 is satisfied/((2,0) = 0. As a result, at the end of the first
iteration, the decisions derived aik o = 4, D1y = 4 andD, = —1, which belongs to Strategy
1 and has a metric (ﬁgl) = 1. During the second iteration, B®tries to build a cooperation for
user10 between BSl and BS2, since it satisfies Conditioh. Furthermore, as shown in (5.42),
Vy(0,1) = —1, meaning that uset0 suffers ignorable InterCl from B8. Hence, BS) can
keep transmission to usér Consequently, the second iteration yields the decisiéris,@ = 4,
D1,o = 10 and D, = 10, and a metric ot(()l) = 2, which is better than that obtained during the
first iteration. During the third iteration, B&finds that a cooperation for us&® cannot be set up,
as Condition 1 in Figure 5.3 is not satisfied. Therefore, thal finterCl mitigation decisions are
given by the second iteration, which dg o = 4, D19 = 10 andD;¢ = 10, and sent by B® to
BS1 and BS2. It can be shown that the sum rate achieve@sis= 3.5213. In comparison with
Cy, = 2.208 achieved by the DDMC algorithm, better InterCl mitigaticgcisions have been made
by the CDMC algorithm for the example considered.
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Figure 5.4: Flow chart showing the operations of the CDM@atgm in Case 2, when

assuming thatt # u’ # u”, v’ < u”, and user«, k', k" are in cellsu, v’ andu”,
respectively.

In order to further explain the operations of the CDMC altor under Case 1, let us consider
another example, in which subcarrieris allocated to users j, g in cells0, 1 and2, respectively.
In this case, the digitized InterCIl matrix of subcarrieis given by

Vi UQI]' 00, 0 1 -1
Vm = |01, 1/]' Z)Lq = |-1 1 1 (544)
U2 U2 Vg 0o -1 1

which is known to BS), when we assume that BBmakes the decisions. First, there is no coop-
eration set up during the first iteration, 3s= 0, resulting in that Condition in Figure 5.3 is not
satisfied. As for usef, Condition1 is satisfied. Hence, during the second iteration 0Bi$es to set

up a cooperation between B&nd BS1. Meanwhile, BS is allowed to transmit to its usgrwith
SIR lower than the threshold. This belongs to Stratggnd gives a metric afgﬁ) = 2. During
the third iteration, a cooperation is assumed for ysketween BSl and BS2. Furthermore, BS

0 can keep transmitting to usérwhose SIR is higher than the threshold. This decision fyson
to Strategy3, and results in a metric (zf(nf) = 3. Consequently, the decisions made in the third
iteration are taken as the final decisions, whichReg, = i, D1, = q andD,,, = q. From
both of the examples of (5.42) and (5.44), we can know thateuase 1, the CDMC algorithm
can always make the best decisions in terms of InterCl ntitigeand maximization of system'’s
frequency reuse factor. Let us now describe the operatioheo€EDMC algorithm operated under
Case 2.

Figure 5.4 describes the flow chart of the operations of th#ICalgorithm under Casg. In
the context of Cas®, the conditions defined in (5.39) are not met, while the coos in (5.40)
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are satisfied for at least one of the three users sharing aidsdn cellsO, 1 and2. Under Case
2, as shown in Figure 5.4, the CDMC algorithm will not estdblés cooperation for a user with
the SIR belowy;, when Conditior8 is satisfied, i.e., when only one of the users suffers from two
strong InterCl signals. In this case, the transmission ¢outber experiencing two strong InterCl
signals will be kept on or turned off, depending on whethendition 4 in Figure 5.4 is satisfied or
not. If Condition4 is satisfied, which means that both the other two users haweetuired channel
gualities for communication, this strong interfered usiktve kept on. Otherwise, when Condition
4 is not satisfied, this user will be switched off. However, aeration can be set up for a user with
poor SIR, in the circumstance that this user and at leashanaoiser both suffer from the strong
InterCl from two BSs. Therefore, as shown in Figure 5.4, wienCDMC algorithm is operated
under Case 2, there are three possible InterCl mitigatiatesies, which can be described as

Strategy 4 : One user turns off while the other two BSs transmit respelstito their users, having
the IMD variables a®,,,, = —1, Dy, = k', Dy py = k"',

Strategy 5 : All users stay on, corresponding to the values for the IMDalsdes: D, ,, = k,

/ "
Du/,m =K, Du”,m =k

Strategy 6 : Two BSs cooperate while the other one switches off its trassion to its user.
Correspondingly, the values for the IMD variables Bxg,, = k, D,y ,,, = k, Dyy» , = —1.

Note that, in the above strategies, we assumedithat’ # u”, andu,u’,u” € {0,1,2}.

Let us below consider two examples to show the operationsru@dse2. In these examples,
we assume that subcarrieris allocated to users j, g in cells0, 1 and2. In the first example, the
InterCl matrixV,, of subcarrienn is given by

Vi UQI]' 00, 0 -1 1
Vin= 01 Vi Uiq| — -1 0 1 (5.45)
Uyi U2 Vg -1 0 1

From (5.45), we can see that the conditions in (5.39) are atified, but those in (5.40) are
satisfied, as we havé,,(2,2) =1,V ,,(0,2) = 1andV,,(1,2) = 1. Hence, the CDMC algorithm
operates in Case Therefore, as shown in Figure 5.4, the CDMC algorithm fitetaks whether
Condition 3 is satisfied for the users in cells= 0,1,2. Here, we find that ConditioAl is only
satisfied withu = 2, which means that only usarin cell 2 suffers strong InterCI from two BSs,
i.e., from BSsO and1. Then, the algorithm goes further to decide whether thestrassion to
userg should be switched off or not, by checking Conditiénlt can be seen that Conditichis
unsatisfied, a¥,,(2,1) = 0, meaning that B& does not impose small InterCl on ugeHence,
the transmission from B3to userg is terminated. As the results, the algorithm gives the dmtss
of Doy, =i, D1y = jandDy,, = —1.

Let us consider another example, there are two users of béi¢riag strong InterCl from two
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Figure 5.5: Flow chart of Case 3 showing the operations of2B®1C algorithm, when
assuming thatt # v’ # u”, v’ < u”, and user«, k’, k" are in cellsu, v’ andu”,

respectively.

BSs. The InterCl matri¥ ,,, of subcarriemn is given by

Vi 7)0,]' Z)(),q 1 1
Vin=lov,; v vyl =11 0 1}. (5.46)
Uy U2 Vg 1 -1 1

In this case, Conditiol is not satisfied, as both uséin cell 0 and user; in cell 2 experience
strong InterCl from two BSs. Therefore, it is beneficial taffiswitch off the transmission to a
user with its SIR lower tham;, and, then to set up a cooperation for the other user withiIRs S
lower thany;. Specifically, according to our previous analysis, it carshewn that the CDMC
algorithm will derive the decisions that BIScooperating with B transmits to uset, while BS2
stops transmission to us@r Consequently, the values for the IMD variables Bg, = i, D1, =

i, Do,y = —1. Note that, for the example of (5.46), our CDMC may give theislens that a
cooperation for usey is set up while the transmission to uses switched off, which do not make

a big difference with the above derived decisions.

Finally, when the CDMC algorithm is carried out under C3sthe operations can be described
by the flow chart in Figure 5.5. It can be shown that, in Casao cooperation for users with
SIRs below the thresholg; can be established. The algorithm can only turn off somesuser
mitigate the InterCl on a users with poor SIR. As discussddrbethe transmission to a user is
turned off, only when its transmission imposes strong @tem the other active users. Hence,
under Casé, the CDMC algorithm motivates to make the best InterClI ratiign decisions, when
there are more than one user having their SIRs below thehibigkg;. As shown in Figure 5.5, the
final InterCl mitigation decisions can be made after threeations for evaluating all the possible
options. Similar to the operations of Cakehere a metricsg,i) is introduced for evaluating the
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guality of the decisions made during an iteration. Furtt@enfrom Figure 5.5, we can know that
there are three possible InterCl mitigation strategiesciwhre described as follows.

Strategy 7 : All transmissions to users are on. In this case, we héﬁ}e: 3, and the IMD
variables ard®,, ,, =k, Dy y =K', Dy = k.

Strategy 8 : One user switches off, while the other two are on. In this ,oasdwavesgﬁ) =2, and
the IMD variables ar®,, ,, = —1, Dy, = k', Dy, = K.

Strategy 9 : Two users are off, while the other user is on. In this case,awe&ﬁ) =1, and the
IMD variables areD,,,, = —1, Dy, = —1, Dy, = k.

Note that, in the above description for strategies, we assinatu = u’ # u”, andu, u’,u” €
{0,1,2}.

Let us now show the principles of the CDMC algorithm undereZawith the aid of an exam-
ple, where two users have their SIR below the threshalcdAssume that subcarrien is allocated
to users, j, g in cells0, 1 and2, and the InterCI matri¥,, of subcarrienn is given by

1% Uo,]' UO,q 0 0 0
Vin=lo, vi vel=1]-1 1 0 (5.47)
Uyi Ui Vg 0o -1 1

Explicitly, the CDMC algorithm operates in the principleE@ase3, as the conditions in (5.41)
are met for both usersandg, while the conditions in (5.39) and in (5.40) are not satisf@r all
the three users. Hence, as shown in Figure 5.5, during thetération, the algorithm checks if
Condition 5 is satisfied, which tries to find the operational option foerus Since uset has a
SIR higher thary;, it does not need an InterCl mitigation action. Therefonarirdy the second
iteration, the algorithm checks for usgerlt finds that the transmission to useneeds to be turned
off, as Conditiorb (V,,(1,1) = 1) is met and Conditiow® (V,,(1,0) = —1) is not met, as well as
Condition7 (V,,(1,2) = 0) is met. Meanwhile, the transmission to ugés also turned off, since
Conditions5 andé in Figure 5.5 are met. Hence, the decisions given by the ighgoareD, ,, = i,
Dl,m = —1and Dz,m = —1, which belongs to Strategyand has a decision metric a%f) =1.
During the third iteration, the CDMC algorithm first dealsthvuserg in cell 2. Similar to the
procedure in the second iteration, it results in the deessaf Dy ,, = i, D1 ,, = jandD,,, = —1,
which has a decision metric eﬁ) = 2. Therefore, after three iterations, the final decisionsenad
are given by that obtained during the third iteration.

In summary of the operations of the CDMC algorithm under €ds€ and3, the algorithm
can now be described as follows. In our description, we aediat there is a head BS, which is
responsible for the decision making for a subcatrrier.
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Algorithm 11. (Centralized Decision Making Assisted Cooperation Algorithm)

Initialization: For all subcarriersn € M:

‘hu,k,m ‘2

-, WhereF(”) =
Eu’e{O,l,Z},u/#u ul k m

(1) All users estimate their SIRs, which can be expressefi as
(ky, E") = (K} andF"") = {K"}, vk € K, Yu € {0,1,2}.
(2) Setk,, = {k|F = {k}}, wherek € K, u € {0,1,2}.
(3) Setk,, = {IAc M <1, ke lCm}.

For subcarriern, the algorithm takes no actionsﬁfm = @©; Otherwise, it executes the following
operations:

Step 1 The digitized InterClv , ¢, v, ; derived from (5.36) for all the users i, are sent to the
head BS.

Step 2 The head BS asks for the digitized InterCl of all the user€in= KC,, — K,,. (Note that,
after Steps 1 and 2, the head BS has the knowledd&,ofwhich is enough for it to make
the InterCl mitigation decisions.)

Step 3 Based o1V, the head BS makes the InterCl mitigation decisions baseleorules under
the three cases described in Figures 5.3-5.5, respectively

Step 4 The head BS informs the other two BSs the InterCl decisionsdmgling them the corre-
sponding values of the IMD variablé3,, ,,, Vu € {0,1,2}.

As described above, under our current CDMC algorithm, ther@l mitigation decisions are
made by the head BS, which holds all the InterCl informatilternatively, we may let all the BSs
know all the InterCl information about the three users sttpd subcarrier. In this case, based on
the InterCl information, each BS can make the decisionschvbinould be the same for all the three
users. Hence, there is no need for a BS to inform the other {8®tBe decisions. Specifically, in
this approach, when a BS knows that one of its users has thie®#&R than the thresholg;, it then
broadcasts the digitized InterClI vector of the user, su¢h@sectomwy ,, in (5.37), to the other two
BSs. Once receiving the InterCl vector, the other two BSs lateadcast the InterCl information of
their users sharing the same subcarrier, regardless offheaBies of their users. In this way, all
the three BSs have the full knowledge of the digitized Inten@trix of a subcarrier. Consequently,
they can make the decisions in the same principles of the CDM@r cases, 2 or 3.

5.7 Performance Results

In this section, we provide a range of simulation resultsyroher to demonstrate and compare the
achievable spectrum-efficiency performance of the multimevnlink OFDMA systems employing
various subcarrier-allocation algorithms and InterCligaition algorithms. We assume that all
subcarriers experience independent flat Rayleigh fadirga¥8ume that, in each of the three cells,
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Figure 5.6: CDF of spectrum-efficiency of the multicell ddimk OFDMA systems em-
ploying various subcarrier-allocation algorithms, wheswamingM = 8 subcarriers and
average SNR per symbol gf = 1/20? = 6 dB.

the number of users supported by the OFDMAXis= M, whereM is the number of subcarriers.
In each cell, we assuni€ users are uniformly distributed. All users in the systemam®umed to
experience the AWGN with the same noise variance. The effdbe pathloss exponent in (5.4) is
assumed to bg = 4.0, and the standard deviation of the shadowing effe¥t is 8 dB. Note that,
in this section, as power control is employed in each ceflrelis no power-allocation.

Figure 5.6 shows the CDF of the spectrum-efficiency of thetioall downlink OFDMA sys-
tems, when using various subcarrier-allocation algorittare distributively operated in three cells.
In Figure 5.6, we assume that the system does not attemphtenZ| mitigation. Since the Hun-
garian algorithm [83, 86] is the optimum subcarrier-altbma algorithm of providing the optimum
solutions in the sense of maximizing the SNR of all users. o in Figure 5.6, it achieves the
best spectrum-efficiency performance. From Figure 5.6, beeve that the greedy algorithms,
including the greedy and WUF greedy algorithms, have thestxsgrectrum-efficiency performance
among these considered algorithms. Our proposed BWSAitigoin Chapter 3 is only outper-
formed by the Hungarian algorithm, but it achieves bettexcspm-efficiency performance than
any of the other subcarrier-allocation algorithms congide The parameters for Figure 5.7 are the
same as those in Figure 5.6, except that, in Figure 5.7, tise mariance is smaller, with the average
SNR per symbol being; = 12 dB. By comparing Figure 5.7 with Figure 5.6, we observe that t
spectrum-efficiency attained by all the subcarrier-aliioraalgorithms increases, when the noise
variance becomes smaller. Again, in Figure 5.7, we can sg®tht BWSA algorithm proposed in
Chapter 3 can outperform any of the other algorithms, extepHungarian algorithm.
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Figure 5.7: CDF of spectrum-efficiency of the multicell ddimk OFDMA systems em-
ploying various of subcarrier-allocation algorithms, whessumingM = 8 subcarriers
and average SNR per symbolpf = 1/20¢? = 12 dB.

Below we start considering the performance of the multidelnlink OFDMA systems, when
the InterCl mitigation algorithms are applied. For the sakexplicit comparison, we address the
performance by focusing on the cell-edge users in the systeehus defineK") = {k| <
n, k € K} as the set of indexes of the users with SIR below the SIR tbtésh cell u
(u € {0,1,2}). Here, the cell-edge users in cellinclude the users ik.(*), and the users in
K — KW which share the same subcarriers as the usef&(in and ") in cells u/, u”
(u # 1’ # u"). Let us now denot&k (") as the set of the cell-edge users in eellln this case,
an InterClI mitigation algorithm may be applied to combat @keuse of the InterCl. In the figure,
the average spectrum-efficiency of cell-edge users peiscgiVen by

C=- Y Y log,(1+ ), (bits/s/Hz/cel). (5.48)
ue{0,1,2} keK)
Correspondingly, the average spectrum-efficiency peretde user is
1

=— Y ) log,(1+ ), (bits/s/Hz/usey (5.49)
K] efo12) kep

C

whereK contains the indexes of the cell-edge users in the systemKi.= KO U K1 U £,
In (5.48) and (5.49)y is the SINR of usek, which is given by (5.8) or (5.13).

Figure 5.8 compares the spectrum-efficiency performandeeoflifferent InterCl mitigation
algorithms employed by the three-cell downlink OFDMA sys$e where the average spectrum-
efficiency for cell-edge users is depicted, when we assuatdtig SIR thresholg; is —4 dB, 0 dB
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Figure 5.8: Spectrum-efficiency of cell-edge users in théioall downlink OFDMA sys-
tems employing the BWSA subcarrier-allocation algorithmd garious InterCl mitigation
algorithms.

or 4 dB. The other parameters used in the investigation can belfon the top the figure. From
the figure, we can obtain the following observations. Fii@t,all the considered SIR thresholds,
both the proposed DDMC and CDMC algorithms achieve a highectsum-efficiency than the
OOP algorithm, and than the case without employing any Giteritigation, which is labelled as
“non InterCI mitigation” in the figure. As shown in the figuthe DDMC and CDMC algorithms
become more advantageous over the OOP algorithm as théaldes reduces. This is because,
as described in Sections 5.5 and 5.6, the DDMC and CDMC #fgpsi are motivated to estab-
lish cooperative transmissions for the cell-edge usesteau of turning off their transmissions.
We can know that the number of users needing cooperationredwff becomes less, s re-
duces. In other words, those “edge-users” move further doctil edge. Therefore, setting up
cooperation for the cell-edge users will be more benefitiahtsimply turning off them. Second,
we can observe that the CDMC algorithm always outperforredXDMC algorithm, and the gain
becomes bigger, as the SIR threshgldncreases. This is because, the CDMC algorithm finds
a joint InterCl mitigation strategy for the three users gisst the same subcarrier, based on the
knowledge about the InterCl of the three users. By contraster the DDMC algorithm, each BS
makes distributed InterCl mitigation decisions for its ousers. Therefore, the CDMC algorithm
is capable of achieving a higher spectrum-efficiency thenDBMC algorithm. Furthermore, the
CDMC algorithm attains more SNR gain than the DDMC algorithvhen the number of cell-edge
users increases, resulted from the increase of the SIRhthices;. Third, Figure 5.8 shows that
the spectrum-efficiency achieved by the OOP algorithm isddpnt on the SIR threshold. The
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Figure 5.9: Spectrum-efficiency per active cell-edge usethie multicell downlink
OFDMA systems employing the BWSA subcarrier-allocatiogoaithm and various In-
terCl mitigation algorithms.

OOP algorithm is capable of achieving a spectrum-efficiegaiyn over the “non InterCl mitiga-
tion” case, when a small SIR threshojd = —4 dB is applied. However, the OOP algorithm may
become useless in terms of InterCl mitigation, when the 8tBshold is high, such ag = 4 dB.

In this case, there may be too many users turned off. Fowstthawn in Figure 5.8, the OOP algo-
rithm becomes more effective, when the average SNR becargss lIn comparison with the case
without InterCIl mitigation, the OOP algorithm can only amlé a spectrum-efficiency gain, when
the average SNR is sufficiently high. Therefore, when théegyss too noisy or when the turning
off threshold is too high, too many users may be turned officiviis not beneficial to the OOP
algorithm. Explicitly, our proposed DDMC and CDMC algoritls are capable of avoiding these
drawbacks of the OOP algorithm, by seeking cooperation éliratige users, instead of simply
turning off them.

In Figure 5.9, we investigate the average spectrum-effigigrer active cell-edge user in the
systems employing various InterCl mitigation algorithntsrst, we can observe that any of the
three InterCI mitigation algorithms significantly outparis the case of “non InterCl mitigation”.
Second, the CDMC algorithm achieves a lower spectrum-effagi than the DDMC algorithm for
all the SIR thresholds considered. This observation isr@agfut we can explain it as follows.
As discussed in Section 5.6, the CDMC algorithm aims to madrthe system’s sum rate as well
as maximizing the frequency reuse factor. By contrast, tB&Q algorithm is mainly through-
put motivated. Specifically, when a cooperation cannot beigdor a user with SIR below the
threshold, the DDMC algorithm simply turns off the transss to the user. However, the CDMC
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Figure 5.10: Comparison of spectrum-efficiency perforneaat cell-edge users in the
multicell downlink OFDMA systems employing various Intér@itigation algorithms,
when different SIR thresholds are applied.

algorithm still allows the transmission to the user, preddhat its transmission does not cause
strong InterCl to the other users. Consequently, for thees8iR threshold, the number of active
cell-edge users resultant from the CDMC algorithm is highan that resultant from the DDMC al-
gorithm. Among the active cell-edge users given by the CDNGrithm, there are possibly many
users having low rates, which makes the average spectriicierty in terms of “bits/s/Hz/user”
small. Note that, as shown in Figure 5.8, if the spectrunciefficy of the total cell-edge users in
a cell is considered, the CDMC algorithm always outperfotnesDDMC algorithm. As shown in
Figure 5.9, wheny; = —4 dB, the CDMC algorithm has a similar spectrum-efficiency petive
cell-edge user as the DDMC algorithm. Third, whgn= 4 dB, the CDMC algorithm attains a
lower spectrum-efficiency per active cell-edge user thanQRP algorithm, when SNR per bit is
higher thar8 dB. This is because, when the SIR threshold is higher, the CRldorithm allows
more weak cell-edge users to transmit, which results in éueehse of the spectrum-efficiency per
active cell-edge user. Finally, from the figure we can seg thiaen the system does not employ
any InterCl mitigation algorithm, the spectrum-efficienugr active cell-edge user gets higher, as
the SIR threshold becomes bigger. This is because, more dkme to the BS will become the
cell-edge users considered, as the SIR threshold becogtesrhi

In Figures 5.10 and 5.11, we compare the spectrum-efficipacgell performance of cell-edge
users in the three-cell downlink OFDMA systems employingotss InterCl mitigation algorithms,
when the SIR threshold is in the range-eb dB< 7; < 5 dB. In both figures, we can observe
that the proposed DDMC and CDMC algorithms outperform theiotwo algorithms considered.
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Figure 5.11: Comparison of spectrum-efficiency perforneaat cell-edge users in the
multicell downlink OFDMA systems employing various Intér@itigation algorithms,
when different SIR thresholds are applied.

Since the spectrum-efficiency per cell is considered, thtClgorithm always gives the highest
spectrum-efficiency among the four schemes. From Figure3 &hd 5.11, we find that, when
the SIR threshold becomes higher, the spectrum-efficieecycell achieved by the non InterCl
mitigation gets closer to that of the proposed DDMC alganittand it is higher than that achieved
by the OOP algorithm. From the above observations, we cariuwda that the spectrum-efficiency
performance of our proposed DDMC and CDMC algorithms as aglthe OOP algorithm are
all dependent on the SIR threshold applied. By comparingr€i.10 with Figure 5.11, we can
see that the intersection between the curves of the OORitalgoand the non InterCl mitigation
case shifts fromy; = —2 dB to#; = 2dB, when the average SNR per symbol is increased from
¥s = 3dB toy; = 9 dB. Note that, at a given SNR, whepincreases, more users will be included
as the cell-edge users, among which more users could bealtoffjevhen the OOP algorithm is
applied. This makes the spectrum-efficiency per cell aeudyy the OOP algorithm become lower
than that obtained by doing nothing.

Figure 5.12 evaluates the spectrum-efficiency per celloperdnce of cell-edge users in the
three-cell downlink OFDMA systems employing various I@emitigation algorithms. Again, we
can observe that the proposed DDMC and CDMC algorithms diatime both the OOP algorithm
and the case of “non InterCl mitigation”. From Figure 5.12 abserve that the spectrum-efficiency
per cell increases, as the number of users per cell increasess a result, the number of cell-edge
users also increases. In Figure 5.12, we can see that thiewspesfficiency difference between
the DDMC and the CDMC algorithm stays similar, regardlesshef number of users per cell.
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Figure 5.12: Comparison of spectrum-efficiency perforneaat cell-edge users in the
multicell downlink OFDMA systems employing various Intér@itigation algorithms
with respect to different number of users per cell.

However, the spectrum-efficiency difference between theviODthe CDMC algorithms and the
OOP algorithm becomes bigger, as the number of users iredsis is because the proposed
DDMC and CDMC algorithms encourage more cooperative tréssons for cell-edge users, when
the number of users increases, instead of turning off. Eurtbre, we also see that the OOP
algorithm has a larger spectrum-efficiency advantage dvenon InterCl mitigation case, when
the number of users per cell gets bigger, as the result thad@P algorithm turns off those users
experiencing strong InterClI.

As discussed in Sections 5.5 and 5.6, both the proposed DDMCBMC algorithms invoke
a decision threshold, for finding the cell-edge users for possible cooperationveGithe other
parameters, more users will be viewed as the users gergesatomg InterCl, wher, decreases. In
addition to evaluating the effect of the SIR threshold, igufe 5.13, we investigate the spectrum-
efficiency per cell performance of the multicell downlink DMA systems employing the DDMC
and CDMC algorithms, when the InterCl cooperation thredtiols in the range of-15 dB< I, <
15 dB. As seen in Figure 5.13, we find that, for both the proposgdrishms, there are desirable
I. values, which result in the highest spectrum-efficiencynésally, when the threshold. gets
smaller, the proposed algorithms try to establish coofmrdbr more users. By contrast, when
I. becomes larger, they allow cooperation for fewer users. aliowe observation implies that, in
a multicell OFDMA system, we only need to identify a ‘goodadtion of users, which usually
experience strong InterCl, in order to achieve the highpsttsum-efficiency. Note that, when
n: = —4 dB, Figure 5.13 show that the best spectrum-efficiency pépegormance achieved by
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Figure 5.13: Comparison of spectrum-efficiency perforneaat cell-edge users in the
multicell downlink OFDMA systems employing various Intér@itigation algorithms
with different InterCl cooperation thresholds when usingMl = K = 8 subcarriers and
the average SNR per symbol §f = 3 dB.

the DDMC and CDMC algorithms is in the range 66 dB< I. < 6 dB. However, the besk
range for the two algorithms is reduced+t3 dB< I, < 3 dB, wheny; = 0 dB, and to—1 dB<

I, < 1dB, whenr; = 4 dB. This observation implies that the spectrum-efficieneyfqrmance
of the two proposed algorithms becomes more sensitive todbperation threshold, as the SIR
threshold increases. Moreover, Figure 5.13 once againromfiur previous conclusion that the
CDMC algorithm yields a larger performance gain over the DD#gorithm, as the SIR threshold
1y increases. In addition, this gain is enhanced, as the vélljemcreases.

Figure 5.14 investigates how the InterCl off-power thrddladfects the spectrum-efficiency per
cell performance of the CDMC algorithm. As shown in Sectids the InterCl off-power threshold
I, cannot exceed the InterCl cooperation threstgldHence, in Figure 5.14, for differedt values,
we have different ranges fdy. From the figure, we observe that, for a low SIR thresholdhsuc
asn; = —4 dB, the spectrum-efficiency per cell performance of the CD#g@brithm slightly
varies, when different values df is employed. However, the CDMC algorithm yields a more
explicit fluctuating spectrum-efficiency per cell with resp to I,, as the SIR thresholg; gets
higher. However, in general, we can conclude that the qpeegfficiency performance of the
CDMC algorithm is not very sensitive to the InterCl off-pawtkresholdI,.

In Figures 5.15 and 5.16, we investigate the frequency riagter of the three-cell downlink
OFDMA systems employing the InterCl mitigation algorithmb Figures 5.15, the frequency
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Figure 5.15: Frequency reuse factor of cell-edge usersimthiticell downlink OFDMA
systems employing various InterCl mitigation algorithmghwespect to different SIR
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reuse factor for the three algorithms is depicted agairestStiR threshold;;. From this figure,
we clearly see that the frequency reuse factor obtained &CIDMC algorithm is significantly
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Figure 5.16: Frequency reuse factor of cell-edge usersimthiticell downlink OFDMA
systems employing various InterCl mitigation algorithmghwespect to different InterCl
cooperation thresholds.

higher than those given by the DDMC and the OOP algorithmsaMéobserve that the frequency
reuse factor obtained by the CDMC algorithm increases; ascreases. However, the frequency
reuse factor achieved using the other two algorithms deesgas the SIR thresholgl increases.
These observations imply that, with the CDMC algorithm, riindticell downlink OFDMA system

is capable of providing services simultaneously for momrsiseven though some of them might
have a relatively low rate. By contrast, when the DDMC altjon is employed, the number of
users turned off increases, gsincreases, which results in the drop of the frequency reastert
Furthermore, regardless of the transmission quality dfexiie users, the OOP algorithm directly
stops the transmissions to them, which also results in thie dff the frequency reuse factor, as the
SIR thresholdy; increases. Additionally, from Figures 5.15 we can also fimat the frequency
reuse factor achieved by our proposed DDMC algorithm idliichigher than that obtained by the
OOP algorithm, which is due to the cooperation introduced.

Figure 5.16 compare the frequency reuse factor of the nellliownlink OFDMA system em-
ploying the DDMC and CDMC algorithms with respect to the itecooperation threshold,.
From the figure, generally, we can observe that the frequesuse factor obtained by the CDMC
algorithm increases towards one, as the InterCl coopertti@sholdl. increases. This is because,
when the cooperation threshadldgets higher, it is more difficult for the CDMC algorithm to aist
lish the cooperation for cell-edge users, and it, therefooatinues transmitting to more cell-edge
users, if the InterCl off-power thresholdis fixed. Furthermore, we can notice that, in the range of
I. < 0dB, the frequency reuse factor achieved by the CDMC algorislightly decreases, as the
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Figure 5.17: Overhead required by the various InterCl mitan algorithms.

SIR threshold increases. For the DDMC algorithm, as showfigare 5.16, the frequency reuse
factor slightly decreases, as the threshblthcreases. This is because the DDMC algorithm turns
off more users, when the threshdldbecomes higher. From the previous results, we can conclude
that the DDMC and CDMC algorithms are capable of achievirecspme-efficiency per cell per-
formance, as well as attaining higher frequency reuse fa¢h@n the OOP algorithm. Moreover,
the CDMC algorithm does not make a trade-off between thetepaeefficiency performance and
the achievable frequency reuse factor of the system.

Explicitly, the operations of the OOP, DDMC and CDMC algbnits require different over-
head. Hence, in Figure 5.17, we compare the overhead reduyréhe various InterCl mitigation
algorithms. In the figure, the overhead is measured by thdruof bits per user, which is obtained
from the total overhead (bits) per cell divided by the numdfeusers in a cell. The overhead con-
sidered includes the control information transmitted leswusers and their BSs, and those among
BSs, as well as the data symbols shared among the BSs forratiope For all the three InterCl
mitigation algorithms, we assume that one bit overheadjsired for transmitting a request of co-
operation or off-power. Furthermore, in Figure 5.17, wauass that, under the CDMC algorithm,
the decisions are made by the head BS, as described in Agotit. The digitized InterCl vector
of a subcarrier, such ag ,, in (5.37), hasl8 different states. Hence, a BS neddsits to convey
the digitized InterCl vector of a subcarrier. Thereforetdtal 8 bits of overhead are required for
the two BSs to inform the head BS the InterCl information ofibcarrier. In addition, anothér
bits are required for the head BS to broadcast the InterGgation decisions of a subcarrier to the
other two BSs, since the decisions h&vgtates in total.
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Table 5.1: Requirements comparison of the various Interi@gyation algorithms.

| oop | pomc | cowmc |

Intracell CSl sharing No No No

Intercell CSl sharing No No Yes

Data exchange No Yes Yes

BS cooperation No Yes Yes
Overheads per subcarrier 2 bits | 4 bits | 11 bits

In Figure 5.17, we compare the overhead required by thewsiitterCl mitigation algorithms,
when considering a range of values for the SIR thresholdmRhe figure, we first observe that the
required overhead for all the three algorithms increasetheaSIR threshold gets higher. This is be-
cause that, when the SIR threshold gets higher, the numhetleddge users increases. Hence, the
InterCIl mitigation algorithms are operated for more usettsich certainly needs a higher amount
of overhead. Therefore, we may conclude that the overhepdreg by the considered InterCl mit-
igation algorithms is mainly affected by the SIR threshdtdrthermore, our proposed CDMC al-
gorithm requires higher overhead than the other two algmst By contrast, the proposed DDMC
algorithm needs a very low overhead, which is similar to tifahe OOP algorithm. In summary,
the requirements for operations of the various InterClgaiion algorithms are shown in Table 5.1.

5.8 Conclusions

In this chapter, we have proposed two efficient InterClI raiiign algorithms, namely, the DDMC
and the CDMC algorithms, for operation in the multicell déwk OFDMA systems. Both the
DDMC and the CDMC algorithms aim at maximizing the spectrefficiency of the users with
their SIRs lower than the SIR threshajd Owing to this, the spectrum-efficiency of the overall
system can be maximized. Our DDMC algorithm is a distribudedision-making algorithm, in
which each BS independently makes the InterCl mitigatiarisilens. Based on the decisions, then
a STBC aided cooperative transmission to a user with poom&Rbe set up, or the transmission
to a user with poor SIR may be turned off. By contrast, the CDMi€rCl mitigation algorithm
makes the decisions in a centralized approach. It motivtatesake the best InterCl mitigation
decisions based on limited InterCl information shared &/ BI®s, in order to maximize the sum
rate of the users sharing a subcarrier. The CDMC algorittsm aitempts to improve the frequency
reuse factor of the subcarriers. As our algorithm showsCI®C algorithm makes the decisions
for the three users sharing a subcarrier according to oneedthree cases determined by the In-
terCl matrix. The principles of the CDMC algorithm assoethtvith the three cases are described
in Figures 5.3-5.5. Specifically, in Cade the CDMC algorithm can set up a cooperation for a
user with poor SIR. In Casg, it may establish a cooperation for a user. However, undaseCa
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3, the algorithm will switch off the transmission to one or marsers with their SIR below the
thresholdy;. In this chapter, in order to make the performance compansore explicit, we have
addressed the spectrum-efficiency performance in Sectibbybfocusing on the cell-edge users
in the system. Our studies and performance results also gtaiviboth the proposed DDMC and
CDMC algorithms can achieve a higher spectrum-efficienay the OOP algorithm, and also than
the case without employing any InterCl mitigation. This ecause that our DDMC and CDMC
algorithms have been designed with the motivation to estalgiooperative transmissions for the
users with poor SIRs, instead of simply turning off theimgmissions. In comparison with the
DDMC algorithm, the CDMC algorithm is able to find a betterdr@| mitigation strategy in a joint
way, based on the more knowledge about the InterCl infoomatiat is shared among the three
BSs. Therefore, the CDMC algorithm is capable of attainihigher spectrum-efficiency (per cell)
and a higher frequency reuse factor than the DDMC algoritivirile the frequency reuse factor
resulted from these two algorithms is higher than that ofthlieeOOP algorithm. In addition, we
have analyzed and compared the overhead required by ttausdriterCl mitigation algorithms.
The results show that our DDMC algorithm requires a similaoant of overhead as the OOP
algorithm, while the CDMC algorithm demands much higherrbead than these two algorithms.
Overall, our studies in this chapter demonstrate that udistgibuted resource allocation followed
by some efficient InterCl mitigation schemes, such as, théMiBCand CDMC algorithms, may
significantly improve the performance of the multicell ddwk OFDMA systems. In the next
chapter, we will consider the code-allocation in the maltidownlink MC DS-CDMA systems
with limited information sharing among the BSs.



Chapter

Resource Allocation in Multicell
Downlink MC DS-CDMA Systems

6.1 Introduction

It is well-known that exploiting the time-varying charagstics of wireless channels is capable of
significantly increasing the capacity and enhancing thdityuzf-service (QoS) of wireless com-
munication systems. As demonstrated in the previous claptéth the aid of dynamic resource
allocation to communication users, promising energy- gratsum-efficiency can be attained by
making use of the embedded multiuser diversity [77]. Owimghe above-mentioned merits, re-
source allocation in broadband multicarrier communicagstems now becomes very important.
However, in wireless communications, the fundamentallehge lies in how to make efficient use
of the expensive spectrum resources available, and to diémthe issues caused by the expansion
of service area, service types, high diversity and largebarrof users. As a result, wireless spec-
trums (or frequency bands) are inevitably reused geografhiin multiple cells of the wireless
communication networks, which leads to a main performdimaiging factor, namely, the intercell

interference (InterCl).

As mentioned in Chapter 4, in the LTE/LTE-A downlink OFDMAstgms, the number of
subcarriers can be very high, which is up2@8, and the number of communication users si-
multaneously supported may also be very high. These OFDM#erys may experience some
problems, such as, the PAPR problem. Furthermore, in theserss, scheduling becomes highly
challenging, making them hard to employ the optimum or evdnaptimum subcarrier-allocation
schemes, due to their complexity constraint [1, 190]. Theedaling issue becomes even more
concerned, when multicell cellular communication is cdased, as there exists InterCl. As dis-
cussed in Chapter 4, owing to the employment of DS spreatliegylC DS-CDMA can employ a
significantly lower number of subcarriers than the othertizatlrier schemes, such as the OFDMA,
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which do not employ DS spreading [1]. Furthermore, the MC CIZMA employs the flexibility

to configure its number of subcarriers according to the feagy-selectivity of wireless channels,
so that each subcarrier experiences independent fadirthislocase, the number of subcarriers of
MC DS-CDMA is at the order of the number of T-domain resoleaphths of wireless channels
and, hence, it is usually a small number.

A range of researches, such as [97-100, 105, 107, 125], hrapoged some resource allo-
cation algorithms in the singlecell MC-CDMA and MC DS-CDMAstems. In Chapter 4 and
also in [208], we have studied the resource allocation s#u¢he single-cell downlink MC DS-
CDMA systems. The resources considered include power,astibc and DS spreading codes.
However, in the single-cell scenario, the DS spreading €@de assumed orthogonal. Hence, the
code-allocation becomes very simple. In other words, irsthgle-cell downlink MC DS-CDMA
systems, resource allocation only needs to consider thempa@md subcarrier-allocation. By con-
trast, when the multicell downlink MC DS-CDMA systems arensidered, resource allocation
becomes much more challenging. Due to the existence ofQhteifficient resource allocation
may have to consider the code-allocation in addition to pewaed subcarrier-allocation. There-
fore, in this chapter, we motivate to investigate the resewallocation in the multicell downlink
MC DS-CDMA systems, which, to the best of our knowledge, hatsheen addressed in the ex-
isting references. Specifically, in this chapter, we cassttie resource allocation in the multicell
downlink MC DS-CDMA systems, when assuming that all subeesrcan be used in all cells. We
assume that power-control is employed in each individulilwaich is usually the case in practice.
Hence, our resource allocation mainly includes the suleraignd code-allocation, which are de-
signed to minimize the average error rate of the system, aimize the spectrum-efficiency of the
system. However, for the sake of simplicity and robust tolemgnt, in this chapter, we propose a
novel resource allocation scheme, which first carries austtbcarrier-allocation independently by
each of the BSs, and, then, executes the code-allocatiothlyjbiy multiple BSs. To be more spe-
cific, our subcarrier-allocation algorithms proposed dgPand Chapter 4, which include the worst
case avoiding (WCA), the worst case first (WCF) and iteratieest excluding (IWE) algorithms,
are extend to the multicell MC DS-CDMA systems. Through awestigation and performance
comparison with some existing subcarrier-allocation aijms, we again verify that our proposed
subcarrier-allocation algorithms outperform the exigtsub-optimum subcarrier-allocation algo-
rithms, when they are operated in the multicell scenarioterAhe subcarrier-allocation carried
out independently by each of the BSs, then, the code-aibwc# operated with the motivation to
mitigate the InterCl.

In this chapter, for the sake of achieving low-complexitgieellocation, we assume that, the
BSs only share the information about large-scale fading¢hvimcludes the propagation pathloss
and shadowing effect. Based on the information shared anteadSs, two code-allocation
schemes are proposed, namely, the simplified strong In&rQiting (SSIA) and the enhanced
strong InterCl avoiding (ESIA) algorithms. Specificallipet SSIA algorithm operates the code-
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Figure 6.1: Conceptual structure of the multicell downlMi DS-CDMA systems.

allocation by considering only one of the so-called Intef@itor matrices at a time. By con-
trast, in the ESIA algorithm, all the three InterCl factortnizes are simultaneously considered
for code-allocation. In this chapter, the bit error rate BBEnd spectrum-efficiency performance
of the multicell downlink MC DS-CDMA systems are investigdtand compared, when various
subcarrier- and code-allocation algorithms are emploged,when assuming that subcarrier chan-
nels experience independent fading. Our studies and peafore results reveal that, the proposed
code-allocation algorithms are highly efficient and sigrifit performance gain can be attained, in
comparison with the systems without code-allocation (oather words, random code-allocation).

6.2 System Model

We consider the resource allocation in a multicell downht& DS-CDMA system, as depicted in
Figure 6.1. In order to catch the main features of multioggtems but for the sake of simplicity, we
assume that the system consists of three cells, each of Wwhikbne base station (BS) supporting
K mobile users. We assume that each of the communicationntalsniincluding both BSs and
mobile users, employs one antenna for signal receivingr@amdinission. Signals transmitted from
BSs to mobile users are MC DS-CDMA signals employing timeddjnain DS spreading [1]. For
clarity, the variables and notations used in this chaptsammarized as follows:
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K Number of mobile users in each cell;

K Set of user indexes in cell, defined asC*) = {uK,uK+1,...,uK+K—1},u=0,1,2;
N Spreading factor of DS spreading;

N Set of indexes of spreading codes, definedvas- {0,1,...,N — 1};

M Number of subcarriers of the MC DS-CDMA,;

M Set of subcarrier indexes, defined/&¢ = {0,1,..., M —1};

h,((‘;)i Channel gain of subcarrier between BS: and usek in cell u;

C (N x K)-dimensional spreading matrix with columns consistinghef $preading codes taken
from a(N x N) orthogonal matrix. Note that, some columns®fmay be the same in the

case ofK > N. In this case, the corresponding users are allocated areliff subcarriers;
]-",ﬁf‘) Set of indexes for up to thi users assigned to subcarrigtin cell u;
V,S“) Set of indexes for up to th&1 users assigned with spreading codia cell u;
|F| Cardinality of setF, representing the number of elements inBet
In this chapter, we assume that each user in every cell isaéid one subcarrier and one spread-
ing code (or, simply, code). In order to avoid intracell mfieéeence (IntraCl), users in the same cell

are allocated either different subcarriers or differentieasy or both are different. Expressed in
mathematics, our allocations satisfy that

U F = WNFY =@, o Fm vm,me M, Vue{0,1,2); (6.1)
memM
U V;gu) = mvn/ = / 7’1/ ;é n, vn//n S N, \V/M € {0’ 1’2} (62)
neN

In our MC DS-CDMA system, in each cell, there are possi¥lysers sharing one subcarrier as well
asM users sharing one code. From equations (6.1) and (6.2), o trat different users in a cell
are guaranteed to have different subcarriers, if they plysshare the same code, as constrained by
(6.1), or guaranteed to have different codes, if they shheresame subcarrier, as explained in (6.2).
Therefore, there is no IntraCl among users in a same cell. edery users in different cells may
be allocated the same subcarrier and also the same codés tade, there is intercell interference
(InterCl).

As shown in Figure 6.1, we assume that each BS locates atrtker of a hexagonal cell, arid
users uniformly distribute in the cell. We assume that, thezell, ideal power control is applied to
maintain the same received power byKtsntracell users, which is normalized to one. We assume
that each BS transmits signals only to its intracell usaerd, laterCl exists only between adjacent
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cells owing to the propagation pathloss. Let the InterClhmaacterized by a factar, which, when
taking into account of the combined effects of propagatiatiess, shadowing and transmit power,
can be expressed as [206]

o« = (Z—?)y 10" (6.3)
wheredy andd; represent the distances from a BS to the considered intanglintercell users,
respectively. In (6.3)u is the pathloss exponent, add, ¢; (in dB) are zero-mean Gaussian
distributed random variables with standard deviatiotin dB), which accounts for the shadowing
effect. Owing toy and; having the correlation depending on the propagation agti@wu from

a BS to the two users{{ — ;) is illustrated to obey the log-normal distribution withraemean
and standard deviation &f (in dB) [206]. In addition to the propagation pathloss anddsiwing
effects, signals transmitted from BSs to users also expegi¢he fast fading, which, is assumed to

be independent Rayleigh flat fading in terms of differentsise

Let us assume that the data symbols to be transmitted by BSits K intracell users are
expressed as(t) = [Xuk, Xuk i1, -+ - Xukix—1)7, wherex; is the data symbol to usér which is
assumed to satisfif[x;] = 0 andE[|x;|?] = 1. Furthermore, let us assume that subcanrieis
assigned to user of cell u. Then, considering that th&l subcarriers are orthogonal, the signal
received by usek can be written as

ye = hOC,WWx® 1 Y gl C, W x4 ny (6.4)
w'=0,u' #u

where, in addition to the notations mentioned previouglyis a lengthN observation vector. The
vectorn, = [ngq, .. .,nk,N]T is a lengthN noise vector at uset, and it is assumed to obey the
complex Gaussian distribution with zero mean and a covegiamatrix2cI, where2¢? = 1/ Ys
is the noise variance arld; is a (N x N) identity matrix. In (6.4)}1,(:‘")1 is the fast fading channel
gain from BSu to its intracell userk assigned with subcarrier, while oc,((,”f;() characterizes the
InterCl from BSu’ to userk, by assuming that uséf is assigned with subcarrier. Furthermore,
C,, is a(N x K) matrix formed fromC by setting those columns corresponding to the subcarriers

other thanm to zero vectors, as the result of using orthogonal subcarrie

In this contribution, we assume that each BS employs thergiatate information (CSI) of the
KM intracell downlink channels. Hence, the BS is capable gbqmeessing the signals to be trans-
mitted by settingW () = diag{w([y, w1, w0, 1} with wi = (k)" /([ I,
where(-)* denotes the conjugate operation, and supposektiakl ™), k' e K. However, we
assume that the three BSs do not have the channel inform%}j%)]u, u' €{0,1,2},u # u’}
of the intercell channels, in order to minimize the complexif resource allocation. By contrast,
since the pathloss and shadowing do not vary fast, we assuahé¢he BSs are capable of shar-
ing the information of the InterCl, i.e{a,ﬁf‘/?]u, u €{0,1,2},u # u’}. Consequently, after the
despreading for usdr using its spreading codg, the kth column ofC, it can be shown that the
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decision variable generated by uéas

2
) 2+ Y B el wl xge g, (6.5)
u'=0,u'#u

/

InterCl
In (6.5), the first term is the desired signal for ukesf cell u, and the second term is the InterCl
from the other two cells. Furthermore, to obtain (6.5), wauased that usét’ of cell 1’ is assigned
with the same subcarrier and also the same code as thoseezbtigusek.

From (6.5), we can know that the signal-to-interferenagsyioise ratio (SINR) for usdris

|h . |2
Yk = TS (6.6)
Zu’ 0,1/ #u “’lk m le, wk | + 20

Explicitly, when allocating uset a subcarrier with higher channel quall@;é,”n)1 | while allocating
its InterCl users have the subcarriers with lower valuebhﬁ;)a,gf‘k) 2, we can obtain a relatively
high SINR and, hence, a lower error rate, if a given basebasdlitation scheme is considered.

6.3 General Theory

In the considered multicell MC DS-CDMA system, we emplbd/ subcarriers andN spreading
codes to suppodK users, which may be as high 881N, in three cells. Our resource allocation
is aimed to maximize the system reliability, and the optatian problem can be described as

U{FW, vy =arg min = {P:}
U{FM v}

3K—1

=arg mm { Z P },
U{]:m ’ n }

s.t. (6.1) (6.2) (6.7)

where ‘s.t.” stands for ‘subject to’P, denotes the system’s average BER EEﬁ@ denotes the
average BER of usét. In (6.7),U{}",£”), V,S”)} stands for testing all the possible allocations for all
the 3K users, whiIeJ{]-',f”),V,S”)}* contains the final allocation results for all tB& users. Note
that, in this chapter, no power-allocation is considerethgwo using power control.

In practice, however, it is often very hard to solve the optation problem of (6.7), due to the
nonlinear relationship betwed?g(k)('yk) and<y;. Since the average BER in various multicarrier
communications systems is usually dominated by the subcavith the lowest SINR [84]. Conse-
qguently, our resource allocation algorithms are desigonadaximize the minimum SINR of users,
such as in [75, 83, 188]. Therefore, when we jointly consither resource allocation including
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Figure 6.2: Flow chart illustrating the proposed resouttmcation scheme for the multi-
cell downlink MC DS-CDMA systems.

subcarrier- and code-allocation, the optimization probtan be expressed as

u{f,Sf’),v,S”)}* =arg max min {7} ¢,
U{]_-'EIH),VV(’M)} 116{0,1,2},k€/C(“)

s.t. (6.1) (6.2) (6.8)
wherevy, is given by (6.6).

The optimization problem of (6.8) represents a non-conveblpm, which is extremely diffi-
cult to solve. In order to simplify the resource allocationthis chapter, we assume that subcarriers
and codes are allocated separately. Specifically, the BS#titrependently carry out the subcarrier-
allocation based only on the CSI of t&&\1 intracell channels. Correspondingly, the optimization
problem for subcarrier-allocation can be described as

U{}',Si“)}* —=arg max { min {Ak}} , Yu,
U7y Lkekt

st (6.1) (6.9)

() 2 . . . . .
where A, = |2k§;| . (6.9) aims to maximize the minimum subchannel quality btta intracell

users in the three cells, in contrast to [208], where sulmaatiocation has been considered in
single-cell MC DS-CDMA systems.

Overall, our resource allocation scheme may be viewed \ighaid of the flow chart in Fig-
ure 6.2. After the three BSs independently allocate theauiecs, they operate the code-allocation
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based on the results of the subcarrier-allocation. Frol),(&e can know that a user only expe-
riences the InterCl from the two intercell users assignedstime subcarrier and code. Therefore,
as shown in Figure 6.2, code-allocation are only need to bsidered for the users in the three
cells, which share the same subcarrier, with the objectivainimizing the InterCl of each user.
As the BSs only share the InterCl factors{oa‘(ff;)\u’ € {0,1,2}}, the optimization problem of
code-allocation can be described as

U{Vy(l”)}* =arg min max {Ex} 7, Yme M, (6.10)
oV uefo1,2} keF™

s.t. (6.2)

whereE;, = |D‘I(<?,;<)|2 + |Dé](;f;<)’2 if }—7%”) = {k}, ]:1$1u/) = {K'}, F)gnu//) = {K"}, m € M.

Although solving the optimization problems of (6.9) andl@®. has much lower complexity,
than solving (6.8), exhaustive search is still requiredciwhowever has extremely high complexity
and prevents the algorithm from practical implementati@hen the number of users in the system
is relatively high. In order to further reduce the complhgxin this chapter, we focus on finding
the sub-optimum solutions for the optimization problem@fQ). Specifically, two algorithms are
proposed for (6.10), which are the simplified strong Intea@iding (SSIA) and enhanced strong
InterCl avoiding (ESIA) code-allocation algorithms.

In summary, our resource allocation consists of two stagelscarrier- and code-allocation.
First, each BS independently executes the subcarrieradiim to obtain the allocation results
{}}(n”)}. Then, code-allocation is carried out based on the sulecaalibcation results, yielding
the code-allocation resull{sV,S”)}. In literature, such as in [77, 78, 80, 82—86], various stirma
allocation algorithms have been proposed and studied fanlititk OFDMA systems and other
multicarrier systems. In Chapter 4, we have proposed a rahgebcarrier-allocation algorithms
for single-cell downlink MC DS-CDMA systems, which inclutlee worst case avoiding (WCA),
worst case first (WCF) and the iterative worst excluding (IVekgorithms. In the considered MC
DS-CDMA systems, each BS may employ a subcarrier-allogadiigorithm discussed in Chap-
ter 4. In this chapter, we do not further discuss the sulmraatiocation algorithms, but focus
on the code-allocation in the multicell MC DS-CDMA systenairthermore, in Section 6.7, we
compare the BER and spectrum-efficiency performance of thiéaell MC DS-CDMA systems
employing the various subcarrier-allocation algorithmspmsed in Chapter 4.

6.4 Simplified Strong InterCl Avoiding Code-Allocation

In our multicell MC DS-CDMA systems, code-allocation ismed out after subcarrier-allocation.
As discussed in Section 6.3, after the subcarrier-allonatach user suffers the InterCl only from
two users in the other two cells, which are allocated the sambearrier and code as itself. As
shown in (6.6), the SINR obtained by a user is dominated byriteeCI, when the power of back-
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ground noise becomes small. Therefore, the objective of-adidcation should keep the InterCl
as small as possible. In this chapter, for the sake of aaigediw implementation complexity,
we assume that the BSs only share the knowledge of the Intec@rs{oc,((,”,;()}, which take into
account of both propagation pathloss and shadowing effadhis case, code-allocation may be
optimized to minimize the average InterCl of the three usbering the same subcarrier and the
same code.

In this section and Section 6.5, we propose two code-allmtatigorithms, which are the sim-
plified strong InterCl avoiding (SSIA) and the enhancedrgirénterCl avoiding (ESIA) code-
allocation algorithms. In order to make our algorithms easfpllow, we introduce them with the
aid of an example, which employd = 4 subcarriers an&V = 4 orthogonal spreading codes for
supportingl6 users in each cell. Therefore, the frequency reuse factmrés In this example, we
assume that, after the subcarrier-allocation, we haver@tdhe allocation results for subcarrier 0,
79 = {0,3,6,7} incell0, F\V) = {18,21,22,26} in cell 1 and F\*) = {32,33,36,41} in cell
2. The InterCl factors between two of the users allocatedauiec 0 are illustrated in Tables 6.1-
6.3, where, in each of the tables, the first element is the@htactor imposed by a column user to
the corresponding row user, while the second element isitieeG| factor from a row user to the
corresponding column user. Let us first consider the SSl&-@dcation algorithm.

Table 6.1: An example showing the InterCl fact r@if‘}f,a%) between any two users

allocated with subcarrid¥ in cellsO and1.

users 18 21 22 26
0 | 0.018,0.005 0.108, 0.003 0.117,0.106| 0.143, 0.006
3 ]0.067,0.126| 0.01,0.131| 0.026, 1.958 0.116, 1.199
6 | 0.038,0.165 0.011, 0.137] 0.194, 0.368| 0.147, 0.205
7 | 0.065, 0.022 0.167, 0.083 0.019, 0.177| 0.081, 0.571

The SSIA algorithm aims at minimizing the maximum InterGitta between two of the users
sharing the same subcarrier. Hence, it carries out codeaaibn jointly with the users in adjacent
cells based on the knowledge about the InterCl factors afsusedifferent cells. However, in
order to reduce the complexity for implementation, our S8lgorithm first carries out the code-
allocation for the users in any two neighbouring cells. Theades are assigned to the users in
the other cell. Let us now illustrate the SSIA algorithm is@dation with the example shown in
Tables 6.1-6.3.

In the considered example, let us first carry out the codesation for the eight users in cells
0 and 1 assigned with subcarridi. The allocation are based on three InterCl factor matrices
@(()0,1)’ @(()o,z) and @(()1,2)’ L which are obtained by modifying the InterCl factor matrise®wn in

(u,u’)

!
LinterCl factor matrix®'“") can be also expressed@$" ), Vi, u, u'.
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Table 6.2: An example showing the InterCl fact nggff;{),zx(”)> between any two users

allocated with subcarridy in cellsO and?2.

kK

users 32 33 36 41
0 | 0.136, 0.004| 0.624, 0.002 0.049, 0.007| 0.218, 0.008
3 | 0.054, 0.031] 0.102,0.101] 0.012, 0.146| 0.064, 0.201
6 | 0.167,0.033 0.013,0.14| 0.228, 0.464 0.13,0.019
7 | 2.243,0.034 0.656, 0.127| 0.089, 0.058| 0.063, 0.139

()

Table 6.3: An example showing the InterCl fact ns,if’;),ak k,) between any two users

allocated with subcarrid¥in cells1 and?2.

users 32 33 36 41
18 | 0.095, 0.052 0.057, 0.125 0.04, 0.23 | 0.098, 0.017
21 0.129, 0.229 0.215, 0.024 1.127,0.166| 0.144, 0.044
22 | 0.009, 0.045 0.096, 0.912 0.077,0.47| 0.011, 0.133
26 | 0.245, 0.014 0.729, 0.015 0.18,0.623| 0.041, 0.068
Tables 6.1-6.3. Specificall@éo’l) is given by
[ Uis Un U Uz ]
Up 0.018 0.108 0.117 0.143| @
oY = lu; 0126 0131 1.958 1.199 D (6.11)
Ug 0.165 0.137 0.368 0.205| @
_U7 0.065 0.167 0.177 0.571_ @

where U is for useri, the circled numbers denote the allocation iterations theeglement value is

obtained as

&k,k/ = maXx {Dé

Similar to (6.11), we can obtain the other two matri@%’z) and®,

expres@éo'z) as

Since for the cases of the InterCl factor being greater thaudh asy,,

Uo
Us
Us
Uy

(u')

0.136
0.054
0.167
2.243

(u)
Kk Xkl

0.624
0.102
0.14
0.656

0.049
0.146
0.464
0.089

boke RO K e RV

(1,2)

0.218
0.201
0.13
0.139_

(')

(6.12)

. For example, we can

(6.13)

> 1.0, the InterCl

signal is amplified. As shown in (6.6), we define the users Geimg the element$a; » > 1.0}
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in the matrices of (6.11) and (6.13) as ‘undesirable’ usetsthermore, once a user is allocated a
code, this user is referred to as ‘unavailable’ user. In tBEAalgorithm, each allocation iteration
first identifies the row user, which has the maximum numbehefunavailable’ plus ‘undesirable’
users. Specifically, for the example considered, as show.11), the circled numbers indicate
the allocation iterations. During the first allocation @ton, among the four users of céll user

3 has the maximum number of ‘undesirable’ users in tellvhich are useR2 corresponding to
&30 = 1.958, and use6 corresponding t@z 2, = 1.199. By contrast, the minimum value on
this row is0.126, which corresponds to usérin cell 0 and userl8 in cell 1. Therefore, uset8

in cell 1 is identified as the ‘co-code’ user of usem cell 0, as the underlined element indicates.
Consequently, during the first iteration, we allocate uSessd 18 code(. During iteration2,
we can see that, in (6.11), each of the rest three users i0 bels one ‘unavailable’ user @f;g
but no ‘undesirable’ users. In this case, we first allocatededo the user having the the largest
“maximum InterCl factor”, which hence avoids the assignteistrong InterCl. As shown in
(6.11),&7 96 = 0.571 is the largest one, which corresponds to usgr cell 0 and useR6 in cell 1.
Therefore, like the procedure in iteratibnwe make use2l in cell 1 as the ‘co-code’ user of usgér

in cell 0, and allocate them code Similarly, we can identify the other ‘co-code’ users andaite
them codes. In the end, as the underlined elements in (6hbW, gluring iteration$ and4, we
allocate code to userss and26, and code3 to users) and22. Hence, from allocation iterations
1-4 we derive the code-allocation results, which are expresse\déo) = {3}, Vél) = {18},
W =7 = i v = fep Y = (2601057 = {0h vy = {225

After the code-allocation to the users in célland1, we can now start allocating codes to the

four users in celR. The allocation can be carried out based either on the n’@ﬁﬁﬁ) or on the

matrix @(()1,2), which results in the same performance. For example, lesaghe InterCl factor

matrix @(()o,z) to illustrate the allocation principle, which is expressexi(6.13). After considering

the allocation results from iteratioris4, we modify@éo’z) to

Us2 Uss U3 Uy
Ug 0.136 0.624 — 0912 0.049 — 047 0.218 ®
O = |U; 0054 = 0095 0102 0125 0.146 — 0.23 0.201 ® (6.14)
Ug 0.167 — 0.245 0.14 — 0.729 0.464 — 0.623 0.13 @
U, 2.243 0.656 0.089 — 1.127 0.139 —»0.144| ®

where the elementz* — b’ means updatinga’ in (6.13) to ‘b’. For example, userf and?22
are a pair of ‘co-code’ users, theip s in the above matrix is updated 912, as0.912 =
max {33, &2 33 }. Similarly, each element in the matr@éo"z) can be updated as

Eék,k” = max {&k,k”/ Eék/,k//}, k S Vy(zo), k/ S Vy(ll), k,/ S Féz) (615)
where we assume that usérandk’ are a pair of ‘co-code’ users sharing code

For the users in cell, the code-allocations are carried out based on the mat(ix bd), where
the InterCl factors have been updated. Similar to the diloea for the users in cel@ and1, we
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can identify usef7 during iteration5, which has the maximum number of ‘unavailable’ InterCl
factor, asiy 3, = 2.243 anddy 3, = 1.127. Therefore, we could find its ‘co-code’ user in c2Jl
which is user41, since the underlined value af 4; = 0.144 is the minimum available InterCl
factor for user7. As user7 has been allocated codeat iteration2, user41 is therefore allocated
codel. By a similar way, the code-allocations for the rest userselh2 can be done at iterations
6, 7 and8. Finally, as indicated by the underlined elements in (6.4 have the code-allocation
results given b2 = {33}, V1 = {41}, V¥ = {36}, V¥ = {32}.

For the example considered, the code-allocation resulthéusers sharing subcarrig¢@are:
users7, 21 and41 sharing codd), users3, 18 and33 sharing codd, userss, 26 and36 sharing
code2, users), 22 and32 sharing cod&. Furthermore, with the aid of Table 6.3, we can know that
the maximum InterCl factor after the SSIA assisted codeeation isa(™ = aj);; = 0.623,
while the average shadowing effecti€¥® = 0.145.

In summary, the SSIA assisted code-allocation algorithmbeastated as follows.

Algorithm 12. (Simplified Strong InterCI Avoiding Code — Allocation Algorithm)

setV") = @, ¥n € N,Vu € {0,1,2}.

For subcarriemm =0,1,..., M — 1:

Initialization :

Form the InterCl factor matrice®_“"") according to (6.11)yu, u; Set\\ = N, B = £,
]:",51”/) = }",Ef‘/), Vu,u'; Setu =0, u’ =1andu” = 2.

Code-allocation

For allocation iterations = 1, ...,2N, carry out the operations:

Step 1 User identification:
(a) Find the user/user§, in cell u with the maximum number of the ‘unavailable’ plus
‘undesirable’ users in cell’.
(b) Find the user irkC;, which has the largest InterCl factot: = arg max ¢ {&,Emax)},

where&,({max) = arg max {&k,k/, K e ]:",51”/)}.

Step 2 Allocating the code:
Allocate userd andk’ coden: V" = {k}, Vi) = {¥'}, wherek’ = arg min,, {&ﬁlk/}-
n=jifke Vj(”) ork' ¢ V].(”/); otherwisen = N(0).

Step 3 Update:

Update®""") by (6.15), ifs < N; SetF\ « F — k), B« FW) — (k'}; Set
N« N —n;Setu/ =2if s = N.

Step 4 Repeat Steps — 3 until N = @.
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6.5 Enhanced Strong InterCl Avoiding Code-Allocation

The SSIA algorithm has a main advantage of low-complexgyif aperates based on thi¥ (x N)
InterCl factor matrices. However, the SSIA also has onetsboring. During each allocation
iteration, the SSIA code-allocation algorithm only comsi&lthe InterCl between the users in the
two neighboring cells of being considered, but ignores ttierCI from the users in the other cell
not considered at moment. This may cause that the userat@tbin later iterations obtain the
codes with strong InterCl. In order to improve the SSIA aildpon, but not to increase too much
complexity, in this section, we design a code-allocatiagoethm called as the ESIA algorithm,
which also aims at minimizing the maximum InterCl factor loé tusers in the downlink multicell
MC DS-CDMA systems. Let us below illustrate the principlésh® ESIA algorithm with the aid
of the example shown in Tables 6.1-6.3.

For the considered example, our ESIA algorithm is operatedilmultaneously considering
the three InterCl factor matrice@éo’l), @éo’z) and@él'z). The elements in the matr'@él'z) are
obtained from (6.12). Based on the three matrices, the Egjérithm can be explained in detail
as follows, in association with (6.16)-(6.18).

Uig Uy U U
Uy 0.018 0.108 — 0.229 0.117 0.143 — 0.245
o™ =|u; 0.126 0.131 1.958 1199 | @ (6.16)
Us 0165 0.137 — 0215 0.368 — 0.912 0.205 — 0.729
U, 0.065 0.167 0.177 0.571
®
Uso Uss Uze Uy
Uo 0.136 0.624 0.049 0218| @
O = |U; 0054 0095 0.102 —0.125 0.146 — 0.23 0.201 (6.17)
Ug 0.167 0.14 0.464 013 | ®
U, 2243 0.656 0.089 0.139| @
Uz Uszs Uz Uy
Uss 0.095 0125 023 0.098 — 0.201
o\ = |uy 0.229 0215 1.127 0.144 — 0.167 (6.18)
Up 0045 — 0117 0912 047 0133 — 0177| @
Usg 0.245 0.729 0623 0.068 — 0.571
® @

The difference between the SSIA and the ESIA algorithmsasttie ESIA algorithm identifies
the user having the maximum number of ‘unavailable’ plusdesirable’ users simultaneously
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from all the three InterCl factor matrices, in order to exptigher diversity. By contrast, the SSIA
algorithm finds the user having the maximum number of ‘urdaléé’ plus ‘undesirable’ users in

one InterCl factor matrix, as shown in Section 6.4. Furtt@enthe ESIA algorithm searches for
the user having the above characteristics from both the malxcalumn directions.

As shown in (6.16), (6.17) and (6.18), the ESIA algorithmdseeight allocation iterations to
implement the code-allocation for the twelve users in thiedttells. During iteratiori, we can
readily find that among all th& users, useB in @(()0,1) has the maximum number of ‘unavailable’
plus ‘undesirable’ users, @s . = 1.958, @326 = 1.199. Therefore, uset8 in cell 2 is identified
as the ‘co-code’ user of us8rin cell 1, owing toas 13 = 0.126 is the minimum available InterCl
factor. As, at this allocation iteration, neither of the tusers has been assigned a code yet, we can
allocate an available code to both of them. Hence, we albocatle0 to users3 and18. After the
code-allocation for these two users, the algorithm upddiesorresponding InterCl factors in the
other two matrices@éo’z) and@ém), based on the same principles of (6.15). After the updating,

we can observe that i = fiys e, VK’ € F\2) in (6.17) and (6.18).

During the second allocation iteration of the ESIA algarittwe identify the user with the max-
imum number of ‘unavailable’ plus ‘undesirable’ users. Hwer, as known from (6.17) and (6.18),
all the ten users without allocated codes have the same mwhhaavailable’ plus ‘undesirable’
users, which is one. For this sake, we propose a method nasithd interCl Scoring (IS) to iden-
tify which one of the ten users is first allocated a code, ireotd further minimize the maximum
InterCl factor for the allocated users. In detail, the ISmoetcan be described as follows.

InterCl Scoring (IS) : The InterCl factori » is mapped to a corresponding InterCl scoyg
defined as

ek =1, if Ry € B;,i=0,1,...,N,+1 (6.19)

where5; denotes théth InterCl factor bin and there are in tof@V, + 2) number of InterCl factor
bins. HereB; can be defined as

[1/ —|—OO), |f l — O,
Bi=1{(1-09i/Ny,1-09(i—1)/Ny], ifi=1,...,N, (6.20)
(0,0.1), if i = N + 1.

According to (6.19) and (6.20), with the IS method, the I8lefiactors are mapped to the integer
scores, higher InterCl factors are awarded lower scoresgilg, the InterCl is classified into three
types: a) ignorable InterCl, i < &, < 0.1; b) moderate InterCl, i0.1 > &, < 1; and c)
strong InterCl, if,,» > 1. Their corresponding scores afgs = N, + 1 for ignorable InterCl,
exr = 0 for strong InterCl, whilezx = 1, ..., N, for moderate InterCl. Therefore, when the IS
of a user is relatively low, it means that it suffers from tiedely strong InterCI.

With the aid of the IS method, during iterati@of the ESIA algorithm, we can identify the
user from the ten options via finding the one having the mimmswm of the IS. For the example
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considered, we assumed that the number of bins,is- 2 = 4. In this case, we can identify
user36 in cell 2 for code-allocation, as the sum of its ISdg 35 + €2136 + €2236 + €2636 =
2+ 042+ 1 = 5, which is the smallest IS among the ten users. From (6.18fandind that user
18 in cell 1 is user36’s ‘co-code’ user, as, corresponding to udey g3, = 0.23 is the minimum
available InterCl factor, as shown @(()1,2)' Consequently, uses 18 and36 from the three cells
form a group of ‘co-code’ users, which are allocated c6déNote that, as shown in (6.17), the
InterCl factoras 3¢ has also been changed to an underlined element, due to thitedaase36 in
cell 3 becomes the ‘co-code’ user of uskrin the following six iterations, code-allocation to the
remaining users can be carried out in the same way as itesdtiand2 described above. Note
furthermore that, during iteratioh, users6 and33 directly become a pair of ‘co-code’ users, as
they are the only users having not been allocated a codelifi aad?2.

Finally, as the underlined elements in (6.16), (6.17) anti8)Bshow, the code-allocation results
are: users3, 18 and 36 sharing codd), users7, 22 and41 sharing codel, users0, 26 and 32
sharing code, users6, 21 and33 sharing code3. In comparison with the SSIA algorithm, the
maximum InterCl factor achieved by the ESIA is much smalldrich isa(™ = &3, = 0.245.
Furthermore, the average InterCl factor also becomes esmathich isx(@®) = (0.093. The above
improvement is achieved because the ESIA algorithm is dapatbexploiting a higher order of
diversity during the code-allocation.

The ESIA code-allocation algorithm is summarized as folow

Algorithm 13. (Enhanced Strong InterCI Avoiding Code — Allocation Algorithm)

setV{ = @,vn € N, Vu € {0,1,2}.

For subcarriesn = 0,1,..., M — 1:

Initialization :

Form the InterCl factor matrice®", @, ®%) according to (6.11); Se¥/ = A/, £\ =
]:,Sf[), .7:',(nul) = .7:,(,1”/), .7:',(,Zu//) = F,Sflﬁ). Setu # u' # u” andu, u’,u" € {0,1,2};

Code-allocation
For allocation iteratios = 1,...,2N, carry out the operations:

Step 1 User identification:
(a) By searching from the three InterCl factor matrices, fire@user/users o€, related to the
specified InterCl factor matrices, which has/have the marinmumber of the ‘unavailable’
plus ‘undesirable’ users in a cell.
(b) Find the usek € K, N K®), which has the minimum sum of InterCl score.

k = arg max; ¢ {Ei}, whereE; = Lz € if userk in K is related to®'"") or
E; = Zk’e]:‘(”/) ep k if userk in K is related t(f),(,i‘/’”).

Step 2 Allocating code:
Allocate usersk andk’ coden: V" = {k}, V) = {kK'}, wheren = jif k € Vj(”) or
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ke V].(”/); otherwisen = N(0).

& . ~ . A (u,u') A . ~

k' = arg min,, ) {Dc{(,k,} if userk is related t0®,," ’, ork’ = arg min, 2w {Dck/,,;}
if userk is related ta®“ .

Step 3 Update:
Update®>" and/or®>? andior®{? by (6.15); SetF" « FM — {k, F
FU _ k) Seth « N — .

Step 4 Repeat Steps — 3 until N = @.

6.6 Characteristics of Code-Allocation

When operated in the multicell downlink MC DS-CDMA systerasr code-allocation algorithms

employ a range of characteristics and advantages.

First, both the SSIA and the ESIA code-allocation algorgham to minimize the maximum
InterCl factor, i.e.min {maxkelc(“),k’elc(“’> ﬁck,k/}, in order to reduce the InterCl to the value as
small as possible, so as to improve the SINR in (6.6) of thdiosll MC DS-CDMA system. As
shown in Section 6.3, our code-allocations are operatesgtl@sthe results of subcarrier-allocation.
For each of the subcarriers, both of the proposed codeaditor algorithms deal witBN users,
which may be significantly smaller than the toB@lIN users, if the system employs a relatively
big number of subcarriers. Hence, the SSIA and ESIA codeation algorithms are guaranteed
to have a low complexity for implementation. From the abowve,know that the complexity is
mainly dependent on the lenghth of the DS spreading codes.

Second, the SSIA algorithm can be operated with a lower cexitglthan the ESIA algorithm.
As shown in Section 6.4, when the SSIA algorithm is employgede-allocation is carried out first
for the users in two adjacent cells. Then, it allocates thdesdo the users in the other cell. This
design ensures that the SSIA algorithm can be easily extetodéne multicell systems with more
than three cells.

Third, during an allocation iteration, the SSIA algorithelexts the users for code-allocation
based only on one of the three InterCl factor matrices. Byrasty during an iteration, the ESIA
algorithm allocates the users a code by simultaneoushidenmsg all the three InterCl factor matri-
ces. Therefore, the ESIA algorithm can exploit a higher it for code-allocation than the SSIA
algorithm. Consequently, in comparison with the SSIA atgan, the ESIA algorithm may achieve
a higher SINR for the users, and, hence has better BER pefa@or higher spectrum-efficiency.

Furthermore, in the ESIA algorithm, the IS method is propaseidentify which users should
be first allocated a code. From (6.19) and (6.20), we can kiawthe performance of the IS
method is affected by the number of bins, i.&;, + 2. In Fig. 6.3, we show the impact df,
on the BER performance of the multicell MC DS-CDMA systemsptaying the ESIA-assisted
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Figure 6.3: BER comparison, when the ESIA algorithm is aggplvith different number
of bins, i.e., different values a¥/,, for the IS method.

code-allocation. Note that, the number of bins for the I®Vjs+ 2. From Fig. 6.3, we observe
that, in general, the BER performance first improves andy,thenverges to a constant value, as
the number of bins used by the ESIA increases. When the nuofdes spreading codes per
subcarrier is increased frold = 4 to N = 8, more bins are required by the IS approach to achieve
the minimum BER. However, in general and in practice when wesiter the implementation
complexity, we may choostl, +2 = 5 — 6 bins for the 1S. Additionally, as seen in this figure
and Fig. 6.3, the number of DS spreading codes per subchasea big impact on the achievable
BER performance of the multicell MC DS-CDMA system. Usingrei®S spreading codes per
subcarrier yields better BER performance, as the resulighfen multiuser diversity available for
InterCl mitigation.

6.7 Performance Results

In this section, we provide a range of simulation resultsprider to demonstrate and compare
the achievable error rate performance and spectrum-effigiperformance of the multicell down-
link MC DS-CDMA systems employing various subcarrier-aedtion in Chapter 4 and the code-
allocation algorithms proposed in this chapter. In all teudations for error rate performance,
we assume that quadrature phase-shift keying (QPSK) isaymbifor baseband modulation. For
both error rate and spectrum-efficiency, we assume thatiladiesriers experience independent flat
Rayleigh fading. Furthermore, we assume that, in each dhtlee cells, the number of users sup-
ported by the MC DS-CDMA iK = M x N, with M being the number of subcarriers aid
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Figure 6.4: BER performance of the multicell downlink MC [ZBMA systems employ-
ing various of subcarrier-allocation algorithms and th&S&de-allocation algorithm.

being the length of the orthogonal DS spreading codes. Bigaeeived at all users are assumed
to experience the AWGN with the same noise variance. For Hiogief large-scale fading, we
assume that the pathloss exponent is 4.0, while the standard deviation for the shadowing effect
isY = 8 dB. Additionally, When the ESIA algorithm is employed, weae that the number of
bins for the IS method i®, + 2 = 6.

Figure 6.4 demonstrates the BER performance of the multicginlink MC DS-CDMA sys-
tems employing various subcarrier-allocation algorittand the SSIA code-allocation algorithm.
In the figure, the subcarrier-allocation algorithms coeséd are the WCA, WCF and the IWE-
WCF algorithms, which were proposed in [208] and Chapter Be 3olid curves in Figure 6.4
give the BER performance of the multicell MC DS-CDMA systeemploying the SSIA code-
allocation algorithm, while the dashed curves are that,nuie multicell MC DS-CDMA em-
ploys the random code-allocation algorithm. Here, the oam@dode-allocation means that codes
are randomly assigned to the users after subcarrier-atbogawvhich we sometimes refer to as
“non code-allocation”. From the results shown in the figuve, observe that the proposed SSIA
algorithm is capable of achieving significant SNR gains dherrandom code-allocation, when
considering different subcarrier-allocation algorithn#ss shown in Figure 6.4, regardless of the
code-allocation algorithms employed, the best BER peréoe is always achieved, when the
multicell MC DS-CDMA systems use the Hungarian subcamidyeation algorithm, while the
worst BER performance given by the systems employing the@ralgorithm. When the random
code-allocation algorithm is employed, the BER resultshef multicell MC DS-CDMA systems
employing different subcarrier-allocation algorithme &tose to each other. This is because, in
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Figure 6.5: BER performance of the multicell downlink MC [ZBMA systems employ-
ing various subcarrier-allocation algorithms and the E&bde-allocation algorithm.

these cases, the BER performance difference between angutvoarrier-allocation algorithms is
overwhelmed by strong InterCl, as the result of no codezation. By contrast, when the SSIA
code-allocation algorithm is used, the subcarrier-atiocaalgorithms proposed in Chapter 4, in-
cluding the WCA, WCF and the IWE-WCF algorithms, signifidggrdutperform the other two
sub-optimum subcarrier-allocation algorithms, nameilg, greedy and WSA algorithms, owing to
the InterCl mitigation capability of the SSIA algorithm. &lperformance difference between any
two subcarrier-allocation algorithms considered agreiis tivat observed in Chapter 4.

Figure 6.5 shows the BER performance of the downlink multd€ DS-CDMA systems em-
ploying various subcarrier-allocation algorithms and B®A code-allocation algorithm. The re-
sults can provide us some important observations. Firspinparison with the BER of the system
using the random code-allocation algorithm, which is shawiigures 6.4, the BER performance
achieved by using either the ESIA or the SSIA code-allocatioclearly improved. Second, by
comparing Figures 6.5 with Figure 6.4, we can find that theAEdorithm outperforms the SSIA
algorithm, in terms of the BER performance. Furthermoregmvthe WSA subcarrier-allocation
algorithm is employed, the ESIA algorithm slightly outpmrhs the SSIA algorithm. By contrast,
when the three subcarrier-allocation algorithms, ineigdhe WCA, the WCF and the IWE-WCF
algorithms proposed in Chapter 4, are employed, the ESlArithgn significantly outperforms
the SSIA algorithm, typically the SNR gain is abdut- 4 dB. This observation implies that, in
the multicell MC DS-CDMA systems, both subcarrier-allécatand code-allocation have a strong
impact on the achievable BER performance.
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Figure 6.6: BER performance of the downlink single-cell MGEZDMA systems em-
ploying various subcarrier-allocation algorithms.

For the sake of comparison, Figure 6.6 gives the BER versiigs [@formance of the downlink
single-cell MC DS-CDMA systems employing various subaargllocation algorithms, which can
be viewed and thought of as the lower bounds of BER of the palltscenarios in Figures 6.4 and
6.5. By comparing Figure 6.6 with Figures 6.4 and 6.5, we entbat the relationship between
the BER of two subcarrier-allocation algorithms is the sankowever, the BER performance
of the multicell downlink MC DS-CDMA systems shown in Figaré.4 and 6.5 is worse than
the corresponding ones of the single-cell systems. Fumier, in the multicell MC DS-CDMA
systems, error floors appear in the high SNR region. Thisdaume, although the proposed code-
allocation algorithm is capable of reducing the InterCéytlare unable to fully remove the InterClI.
This residual InterCl yields the observed error floors. Aiddally, when comparing Figure 6.5
with Figure 6.4, we can see that the BER floors generated b &é algorithm is lower than the

corresponding ones given by the SSIA algorithm.

In Figure 6.7, we compare the BER performance of the ESIA &8l &lgorithms, when the
multicell MC DS-CDMA systems employ the WCF subcarriepadition algorithm. First, when
either the ESIA or the SSIA algorithm is employed, the BERgrenance of the multicell MC DS-
CDMA systems becomes better as the number of subcaMeirscreases, or as the DS spreading
factor N increases. This is because the diversity order increas@4,amnd/orN increases. Second,
for all the cases considered, the ESIA algorithm outperfothe SSIA algorithm, and the BER
performance gap becomes larger, as the result that the H§bAthm exploits higher diversity
from three cells than the SSIA algorithm, which only makes akthe diversity from two cells.
Furthermore, it is worthy of noting that a better BER perfanoe is achieved in the case/df= 8
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Figure 6.7: Comparison of BER performance of the multicalvdlink MC DS-
CDMA systems employing the ESIA and SSIA code-allocatiggoathms, and the WCF

subcarrier-allocation algorithm.
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Figure 6.8: BER performance of the multicell downlink MC [ZBMA systems employ-
ing various subcarrier- and code-allocation algorithms.

and N = 8 than the case oM = 16 and N = 4. This observation implies that, the InterClI
imposes a big impact on the error performance of the mulfid€l DS-CDMA systems and, when
N is larger, code-allocation is capable of making more cbatidn to suppress the InterClI.
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Figure 6.9: Spectrum-efficiency performance of the multidewnlink MC DS-CDMA
systems employing the SSIA or random code-allocation, anidws subcarrier-allocation
algorithms.

In the considered multicell downlink MC DS-CDMA systems,seureceives the InterCl only
from two users, which are allocated the same subcarriertamdame spreading code as the con-
sidered user, as shown in (6.6). In order to further mitigiagelnterCl, a mobile user may employ
the advanced detectors, such as the maximum likelihoodtdetéMLD). Explicitly, doing this
does not impose much added complexity on the receiver, as #ne just three users to consider,
when we only consider three cells. Therefore, in Figure 6e8siwow the BER performance of
the multicell downlink MC DS-CDMA systems employing vargsubcarrier- and code-allocation
algorithms, where the MLD is used. Explicitly, the MLD efteitly suppresses the InterCl, and,
as shown in the figure, there are no error floors anymore. Hexvexe still see that the SSIA and
ESIA code-allocation algorithms outperform the randomezatlocation, with a typical gain of
about2 — 4 dB. In comparison with the results shown in Figures 6.4 aBddl the corresponding
BER performance shown in Figure 6.8 becomes better. HowdweBER performance gap be-
tween the ESIA and the SSIA algorithms becomes smaller, @tarthe contribution made by the
MLD. In addition to employing MLD at the users side, the erloors in Figures 6.4, 6.5 and 6.7
may be reduced by using a class of good spreading codes falidatransmission.

In Figures 6.9 and 6.10, we study the spectrum-efficiencfopaance of the multicell down-
link MC DS-CDMA systems employing the proposed code-alioea algorithms, and various
subcarrier-allocation algorithms. The results show that ESIA and the SSIA code-allocation
algorithms are capable of achieving better spectrum-effii performance than the random code-
allocation. However, when comparing Figure 6.9 with Figr&0, the ESIA algorithm only has
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Figure 6.10: Spectrum-efficiency performance of the meiltidownlink MC DS-CDMA
systems employing the ELSA code-allocation, and variouxcauier-allocation algo-

rithms.

a very small spectrum-efficiency gain over the SSIA alganithConsidering both the error rate
and spectrum-efficiency, we can conclude that our proposee-allocation algorithms cannot
only achieve better BER performance, but also yield higlpercsum-efficiency. Furthermore,
Figures 6.9 and 6.10 once again demonstrate that the thopegad subcarrier-allocation algo-
rithms outperform the other considered sub-optimum suigsaallocation algorithms in terms of
the spectrum-efficiency.

6.8 Conclusions

In this chapter, we have studied the resource allocationamiulticell downlink MC DS-CDMA
systems. Motivating to minimize the complexity for resauadlocation in the multicell downlink
MC DS-CDMA systems, we have proposed a novel resource &bocacheme. In this resource
allocation scheme, each BS first independently carriestaustbcarrier-allocation, based on a
subcarrier-allocation algorithm considered in Chaptéri#en, spreading codes are jointly allocated
on the basis of the subcarrier-allocation. In this chapterhave proposed two low-complexity and
high-efficiency code-allocation algorithms, namely, tHel& and the ESIA algorithms, respec-
tively, by making use of only the information about largedscfading, i.e., propagation pathloss
shadowing effect. To be more specific, both code-allocadigonrithms are motivated to minimize
the maximum InterCl factor of the users sharing the sameastibc and the same spreading code,
when assuming that only the InterCl factors are shared attanBSs. Specifically, the ESIA al-
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gorithm operates the code-allocation for each of the usessdon the full knowledge of the three
InterCl factor matrices. By contrast, the SSIA algorithdoehtes each of the users a code by con-
sidering only one InterCl factor matrix. Therefore, the S&lgorithm enjoys a lower complexity
than the ESIA algorithm. However, the ESIA algorithm canleikpa higher diversity for code-
allocation than the SSIA algorithm. Therefore, the ESIAoallpm is capable of achieving a better
error performance than the SSIA algorithm, although itcspen-efficiency performance is only
slightly higher than that of the SSIA algorithm. Furthermoour BER and spectrum-efficiency
performance results show that the proposed subcarr@mragibn algorithms proposed in Chapter 4
outperform all the other existing sub-optimum algorithrvben they are operated in the multicell
MC DS-CDMA systems, in general, and, they retain all the abi@ristics as shown in the con-
text of the single-cell MC DS-CDMA systems. Additionallyyrostudies show that both the SSIA
and the ESIA code-allocation algorithms significantly @ufprm the random code-allocation al-
gorithm. Therefore, considering the multicell communmatenvironments, if the number of users
per cell is relatively high, and if the backhaul resourceslamnited, our proposed code-allocation
algorithms can be very promising candidates, which areieffidor practical implementation.



Chapter

Conclusions and Future Work

In this chapter, a summary of the thesis and main conclusaoadirst provided in Section 7.1.
Then, some recommendations for future research are pabeide discussed in Section 7.2.

7.1 Summary and Conclusions

In this thesis, we have investigated the cooperation amdires allocation issues in relay and multi-
carrier communication systems. In detail, we have propagemlel relay aided cooperative system,
namely the THCL system, and analyzed its error performamben the system employs various re-
lay processing schemes. In contrast to the most existiegeetes on relay communications, which
typically assume that relay cooperation does not consuregygnin our studies, we have put the
emphasis on analyzing the cost of carrying out the cooperatimong the relays by studying the
effect of the power-allocation to the different hops on tbiaevable performance of the THCL sys-
tem. In the context of the resource allocation in multieGarotommunications, we have first consid-
ered the single-cell downlink OFDMA and MC DS-CDMA systerasd designed and investigated
various power- and subcarrier-allocation algorithms. Wgewof sub-optimum subcarrier-allocation
algorithms have been designed, with the objectives toratte near-optimum performance, but
not to make a performance trade-off between reliability spectrum-efficiency. Then, we have
designed and studied the high-efficiency low-complexityorece allocation algorithms for the
multicell downlink OFDMA and MC DS-CDMA systems. Typicallin our considered multicell
systems, subcarriers are allocated in a distributed wajewtterCl is mitigated with our proposed
approaches. Specifically, two high-efficiency low backtast InterCl mitigation algorithms have
been proposed for the multicell OFDMA systems, and two ntaxgtcomplexity code-allocation
algorithms have been designed for the multicell MC DS-CDM#Atems.

In more detalil, the studies and contributions of the theaisbe summarized as follows, chapter

by chapter.
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In Chapter 2, we have introduced and studied a so-called T§§Stem, which aims to accom-
plish a communication between a source node and a destinatide with the aid of a cluster of
relays. Using this two-hop relay link, we motivate to denteeite the cost for relay cooperation
and the challenges for error performance analysis of tipie of systems. As shown in Chapter 2,
we have studied three main RP schemes as detailed in SecBipwlch include the distributed
RP, ideal cooperative RP and the cooperative RP. When thrébdied RP is employed, the relays
simply forward their received signals to the destinationthle context of the ideal cooperative RP,
we assume that information exchange among relays can bmptisbed without energy consump-
tion, which is also a typical assumption used in many exgstéference, e.g., [46—49]. For the sake
of investigating the cost of cooperation among relays, we Istudied a more practical cooperative
RP scheme, i.e., the cooperative RP, which assumes enargyroption for information exchange
among relays. In the cooperative RP, information exchangeng relays is implemented with the
aid of MA and BC transmissions by invoking an IECU. In Secti#, we have provided the anal-
yses for the BER of the THCL systems employing various RP reelseover Nakagmis fading
channels, when BPSK baseband modulation is assumed. A odepsed-form BER expressions
have been obtained for the systems employing the ideal catdpe RP schemes. Two novel ap-
proximation approaches, namely, the Nakagami-TAp and #ieabami-SAp, have been proposed
for obtaining the PDF of the sum of Nakagamivariables. With the aid of these two approaches,
we have obtained the approximated average BER expresditims BHCL systems employing the
TEGC-DRP and the CMVC-TEGC-RP, when the first and second admpassumed to experience
flat Nakagamin fading, while the communications for information exchamgeong relays suffer
from the flat Nakagamix fading or only AWGN. Furthermore, when the CMRC scheme igluse
at the IECU, we have proposed the Gamma-Ap approach for frttlie approximate PDF of the
instantaneous SNR of the detection at the IECU, and derwedvterage BER of the THCL sys-
tems employing the CMRC-TEGC-RP scheme. From our studi€hapter 2, we can have the
following observations. When the distributed RP or the evapive RP is employed, as shown in
Section 2.5, the approximated average BER of the THCL systeam some small deviations from
that obtained by simulations, when the fading of commuidcathannels is severe, whereas, they
agree with each other very well, as the channel conditiomsrbe better. As shown in Figures
2.16-2.19, we have studied the impact of power-allocatiorthe error performance of the THCL
systems employing various RP schemes. Clearly, we have\austhat, the cooperation among
the relays for information exchange require$/a368-70% of the total system transmission power,
in order to achieve the best BER performance. Our performaesults in Section 2.5 have shown
that using the ideal cooperative RP assumption always stierates the BER performance of the
THCL system. In practice, the cooperative RP scheme may asteieve worse BER performance
than the distributed RP, when the MA/BC links for informatiexchange experience flat Rayleigh
fading. By considering both the BER performance and conifgiewe may conclude that the
TEGC-DRP constitutes a desirable and practical RP scheiriehwemands the lowest complex-
ity for implementation, but is capable of achieving the liegg BER performance, especially, when
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the number of relays is relatively high.

In Chapter 3, we have studied and investigated the resollogat#on in the single-cell down-
link OFDMA systems, where various subcarrier- and powkeation algorithms are considered.
As discussed in Section 3.3, our resource allocation aimmitimize the average BER of the
downlink OFDMA systems without making the trade-off witletipectrum-efficiency (or through-
put). We aim to design the subcarrier- and power-allocatilgorithms that can be carried out
separately with low-complexity but without loss of much foemance [83, 84]. In this chapter,
we have designed two low-complexity subcarrier-allogatidgorithms for downlink OFDMA sys-
tems, namely, the BWSA and BSS algorithms, which, respalgtimotivate to avoid assigning
users the worst subchannels as many as possible, or to assighthe best possible subchannels.
As detailed in Section 3.6, the BWSA algorithm representgadimensional extension of the ex-
isting one-dimensional WSA algorithm. The BWSA algorithem@void the worst subchannels and
allocate the best subcarriers in both subcarrier-orientede and user-oriented mode. In contrast
to the BWSA algorithm considering the subcarrier-allomatstarting from the worst subchannels,
the BSS algorithm starts its operations from the best sub@ia. Specifically, the BSS algorithm
is operated in two stages: 1) a search stage to find the besblgosandidate subchannels, and 2)
an allocation stage to assign users the subchannels chmseriffe candidate subchannels. Our
studies illustrate that the search stage can usually be letedpwithin a relatively small number
of iterations, especially, when large OFDMA systems sugpgra big number of users are con-
sidered. This property guarantees the BSS to have low-@itypl We have analyzed the upper-
and lower-bound of error rate for the subcarrier-allogatio the downlink OFDMA systems in
Section 3.9, when assuming square QAM baseband moduld&orihermore, we have summa-
rized and compared the complexity of the proposed BWSA anfl 8i§orithms and some other
subcarrier-allocation algorithms in Table 3.3. Our siniolaresults have shown that, as the com-
munication channels become more frequency-selectiveB $#&algorithm’s performance becomes
closer to that of the optimum Hungarian algorithm. As the banof users involved increases, the
achievable BER and spectrum-efficiency performance masedo that achieved by the Hungar-
ian algorithm. However, the BSS algorithm may be outperiroy the BWSA or WSA algorithm,
when the OFDMA systems are very small, such as, of usihg: 4 subcarriers to suppok = 4
users, which are usually not the cases in practice. In pecthe OFDMA systems are usually
large, using e.g.64 - 2048 subcatrriers, in the LTE/LTE-A OFDMA systems. By contrasie t
BWSA algorithm is efficient, regardless of the size of the GFDsystems. In Figure 3.15, the
PDFs of the spectrum-efficiency show that our proposed BWSRBSS algorithms are capable
of providing users fairer data rates than the other subvapti algorithms, in addition to providing
the relatively higher throughput.

In Chapter 4, we have investigated the resource allocatiolyding both power- and subcarrier-
allocation, in the single-cell downlink MC DS-CDMA systen&imilar to Chapter 3, the resource
allocation in the MC DS-CDMA system aims to maximize the eystreliability without mak-
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ing the trade-off with the spectrum-efficiency. We also stk low-complexity schemes, and,
hence, the power- and subcarrier-allocation have beem&skto be operated separately. In this
chapter, a range of subcarrier-allocation algorithms heen proposed, which include the parallel
Hungarian algorithm, WCA, WCF and the IWE algorithms. Sfeally, in comparison with the
optimum Hungarian algorithm, the parallel Hungarian alfjon is capable of reducing the com-
plexity from O(M3N?) to O(NM?), by processingN number of M x M) cost matrices in the
principles of the Hungarian algorithm, instead of opeatim a (M N x MN) matrix. Besides the
parallel Hungarian algorithm, all the other sub-optimurhcarrier-allocation algorithms proposed
in Section 4.4 motivate to avoid assigning users the wotstignnels as many as possible. We
have generalized the WSA algorithm to the WCA algorithm,ahilis suitable for operation in any
multicarrier systems and is capable of achieving better PERormance and higher spectrum-
efficiency than the WSA algorithm. We have proposed the W@Brahm, which can be operated
more efficiently and reliably than the WCA algorithm, whiktains all the advantages of the WCA
algorithm. Finally, in Section 4.5, we have proposed a l@mplexity iterative algorithm, namely
the IWE algorithm, for further improving the performancetiof WSA, WCA and the WCF algo-
rithms, resulting in the IWE-WSA, IWE-WCA and the IWE-WCHalithms, respectively. In this
chapter, we have also analyzed and compared the compléxig proposed subcarrier-allocation
algorithms and some existing subcarrier-allocation atlyors considered, which are summarized
in Table 4.3. The results show that all our proposed sularaatiocation algorithms have the merit
of low-complexity. Our simulation results have shown thad proposed subcarrier-allocation al-
gorithms are capable of attaining better BER and spectiffisiemcy performance than the other
existing sub-optimum algorithms considered. They do ndtevsetrade-off between the achievable
BER and the spectrum-efficiency of the downlink MC DS-CDMA®ms. Furthermore, invoking
an IWE-assisted algorithm always improves the reliabgibd spectrum-efficiency of the original
subcarrier-allocation algorithm. Additionally, our rétssthave also demonstrated that the reliabil-
ity attained by the IWE-WCF algorithm is close to that ackigby the high-complexity optimum
Hungarian algorithm.

In Chapter 5, we have studied the subcarrier-allocationuhicell downlink OFDMA systems,
which aims to maximize the spectrum-efficiency of the systehile does not make a trade-off with
the reliability. Our subcarrier-allocation procedure ésdribed in Figure 5.2, showing that the BSs
first independently carry out the subcarrier-allocation,ahen, InterCl mitigation is attempted
with the aid of minimum BS cooperation, in order to guararttest all users attain the required
communication quality. In this chapter, the subcarriéoeaition algorithms are assumed the same
as those in previous chapters. By contrast, we have propgasedfficient InterCl mitigation algo-
rithms, namely the DDMC and the CDMC algorithms, in order tximize the spectrum-efficiency
of the cell-edge users whose SIRs are lower than the SIRhibicks;, which is determined by the
required quality of communication. Our DDMC algorithm is igtdbuted decision-making algo-
rithm, in which the BSs individually make their InterCl ngétion decisions. After the decisions, a
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BS may ask help from another BS to set up a STBC-aided codgetedinsmission to a user with
poor SIR. This is in contrast to the existing OOP algorithnhjol simply turns off the transmis-
sion to a user with poor SIR. By introducing this light BS cengtion, our studies show that the
proposed DDMC algorithm outperforms the OOP algorithm.Rilite motivation to maximize the
pay-off from the cooperation while simultaneously at th@imium cost caused, in this chapter, we
have proposed the CDMC algorithm, which makes the Inter@bation decisions in a centralized
approach via sharing limited InterCl information among Bfs. As our studies show, the CDMC
algorithm cannot only attempt to maximize the spectrunciefficy of the system, but also improve
the frequency reuse factor of the subcarriers. Specificdiey CDMC algorithm makes the deci-
sions for the users sharing a subcarrier based da3) dimensional matrix with its elements
taking only three values determined by the corresponditegy@i. From this we can know that, in
our CDMC algorithm, BSs only share very limited informatifor decision making. The princi-
ples of the CDMC algorithm have been detailed associateu tvé three cases in Figures 5.3-5.5.
Specifically, in Casd, the CDMC algorithm sets up a cooperation for a user with [®&; In
Case?, it may establish a cooperation for a poor user; Finally, &#s€3, the CDMC algorithm sim-
ply switches off the transmission to one or more users withr (8IRs, in order to benefit system’s
overall performance. In Section 5.7, we have shown that tatproposed DDMC and CDMC
algorithms achieve higher spectrum-efficiency than the @@Brithm, and than the case without
employing any InterCI mitigation. In comparison with the DIQ algorithm, the CDMC algorithm
can always find a better joint InterCl mitigation strategyieh results in better performance than
that attained by the DDMC algorithm. Furthermore, the spectefficiency performance gain of
the CDMC over the DDMC becomes bigger, as the SIR threshpldicreases. Moreover, we
have shown that the CDMC algorithm always attains the higineguency reuse factor, while the
DDMC algorithm can obtain a higher frequency reuse factantthe OOP algorithm.

Finally, in Chapter 6, we have extended the resource aitotatoblems studied in Chapter 4 in
the context of the single-cell downlink MC DS-CDMA systemstie multicell scenarios. Again,
our motivation is to minimize the average BER of the mullicieivnlink MC DS-CDMA system,
while remembering to make the cost for resource allocatimhBS cooperation as low as possi-
ble. Specifically, in this chapter, we have proposed a nasurce allocation scheme, in which
each BS first independently carries out the subcarriecation. Then, the DS spreading codes
are jointly allocated on the basis of the subcarrier-atiocawith the aid of information exchange
among the BSs. We have proposed two low-complexity and &ffitiency code-allocation algo-
rithms, namely the SSIA and the ESIA algorithms, by makingafonly the information about the
large-scale fading, i.e., propagation pathloss and shiadogffect, experienced by the users. The
principles of the SSIA and ESIA algorithms have been defaileSections 6.4 and 6.5, respectively.
To be more specific, both the SSIA and the ESIA algorithms astivated to minimize the max-
imum InterCl factor of the users sharing the same subcaaridrthe same spreading code, when
assuming that only the InterCl factors, which are deterchimg the large-scale fading, are shared
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among the BSs. Specifically, the SSIA algorithm allocate @d the users a code by considering
only one InterCl factor matrix at a time, while the ESIA alijom allocates a code to three users
in three cells by simultaneously considering three Intde€tor matrices. Hence, the ESIA algo-
rithm achieves better performance than the SSIA algorithum has the cost of slightly increased
complexity. According to our simulation results shown irct@n 6.7, both the SSIA and the ESIA
code-allocation algorithms significantly outperform thaedom code-allocation algorithm in terms
of both the error rate and the spectrum-efficiency perfomaanThe ESIA algorithm is capable
of achieving a better error performance than the SSIA algwr;i although its spectrum-efficiency
performance is only slightly higher than that of the SSIAcaithm. Furthermore, our BER and
spectrum-efficiency performance results show that the qaegh subcarrier-allocation algorithms
proposed in Chapter 4 also outperform all the other exisdingroptimum algorithms, when they
are operated in the multicell MC DS-CDMA systems. In genesdien operated in the multicell
scenarios, our proposed subcarrier-allocation algosthetain all the characteristics observed in
the context of the single-cell MC DS-CDMA systems.

7.2 Recommendations for Future Research

In this thesis, we have mainly focused our attention on tiseuee allocation and cooperation,
as well as on the various multicarrier communication systein this section, we provide some
suggestions for potential future research.

¢ In this thesis, we have studied and analyzed the error pedioce of the relay aided coopera-
tive system, i.e., the THCL, which only considers the twg-transmission. We may extend
our THCL system to the multihop scenarios, where a source tragismits to a destination
node via several hops with the aid of multiple relays. Duarpp, the information-carrying
signal is forwarded by a portion of the relays, and informatxchange among these relays
can be carried out in the principles of multiway relay. Insthultihop relay aided coop-
erative system, energy consumption by the cooperation gmedays may be investigated
via error performance or spectrum-efficiency. Studying thijpe of multihop transmission
systems may give us the observation whether the cooperatimmg relays is desirable.

¢ Joint resource allocation in the multicell multicarriessyms constitutes one of the important
future research areas. In this thesis, the resource attacalgorithms proposed in multicell
systems are carried out in a separate way, due to our motiMatiow-complexity implemen-
tation. When increased complexity is available, we maygiettie joint resource allocation
algorithms, and simultaneously consider the power- andasuier-allocation, as well as In-
terCl mitigation.

e In Chapter 6, we have proposed the code-allocation algositin the multicell MC DS-
CDMA systems, when assuming that all the subcarriers arehdprg codes have to be allo-
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cated to the users in each of the cells. In our future work, \&g design the code-allocation
algorithms by assuming that not all the subcarriers andaslimg codes have to be allocated
to the users in one cell, which is actually a practical asgiompln this case, some users may
not be assigned subcarriers and/or codes and, hence, gersedo not transmit, forming the
OOP scheme studied in Chapter 5. Furthermore, for the sakgtigfating InterCl, as the
InterCl mitigation algorithms suggested in Chapter 5, canlezallocation algorithms may
be jointly designed with the InterCl mitigation algorithns® that cooperative transmissions
can be set up for the users suffering from strong InterClI.

¢ In this thesis, when we consider the multicell systems, dmige-cell scenarios have been
considered. In our future research, we may extend our resallocation to the scenarios
that more than three cells are considered. In this case,esource allocation algorithms
can still be motivated to maximize the system throughput @l @8 minimize the complex-
ity. Certainly, it is more promising for us to design the higfficiency distributed resource
allocation algorithms, which do not require to share then@t information among BSs.
In addition, the DDMC and CDMC algorithms proposed in Chatenay be revised and
extended to the multicell scenarios having more than thedie.c

e Our algorithms proposed in this thesis may be extended fibr the user association and re-
source allocation in downlink multi-tier heterogeneouseldss networks (HetNets), which
have emerged as a competitive technology to achieve high-hégh-quality and diverse
communication demands in the future fifth generation (5Ggless cellular networks. Aim-
ing at obtaining the best trade-off between energy- andtapaeefficiency, we may first
focus on the user association and, then, implementatioremirce allocation on the basis
of the derived user association. Furthermore, the joingdesf user association and resource
allocation is another very interesting research area.

As an interesting future research area, in the following pfthis section, we provide some deeper
discussion about the user association and resource #odatthe downlink HetNets, and explain
how high-efficiency algorithms may be designed for the pseso

In contrast to the resource allocation in the homogenediidarenetworks, as what considered
in this thesis, resource allocation in HetNets is much mdwalenging, due to their infrastruc-
ture configurations. In literature, a range of centralizesburce allocation schemes for downlink
HetNets have been investigated [209-215]. To be a littleenspecific, the authors of [209] have
studied the centralized resource allocation in the coriéitte HetNets without considering fair-
ness among users, which first distributes the radio frequessources and, then, allocates the
power. By contrast, the authors in [210, 211] have investidjghe centralized resource allocation
in HetNets with considering the proportional fairness, raresource allocation in [211] assumes
InterCl-free. Furthermore, Lertwiramt al. [212] have studied the trade-off between resource al-
location and interference alignment in a two-tier HetNehew assuming that InterCl only exists
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Figure 7.1: System model of a downlink three-tier HetNeterehthe Macro cell is over-
laid with relay, pico and femto cells.

between macro and femto BSs. To the best of our knowledgegiNets, all the references have
focused on the resource allocation in the two-tier HetN&ssource allocation in multi-tier %

3 tiers) HetNets has rarely been studied. Due to the limitsoafiplexity and backhaul resources,
we can expect that distributed resource allocation algmst will become more attractive in the
future HetNets, as distributed algorithms have the charatics of low-complexity, robustness,
quick response to fast-varying wireless channels, etc. dvew in HetNets, distributed resource
allocation has not received sufficient emphasis and onlyrafes researches, such as [216, 217],
can be found in this area.

Besides the resource allocation, in HetNets, user asgmtiatanother important research as-
pect in HetNets. It can be shown that user association efjdgs of similarities with resource
allocation, if we view BSs and other access points (APs) apa of resources. In user associa-
tion, the major challenge is that, maximizing the overativuek throughput, while making a good
trade-off between load balancing and InterCl. Furthermexalso need to consider the fairness.
So far, a range of references have investigated the usaniatiso in HetNets [215,218-221], with
the objective to maximize the spectrum-efficiency withdwet tonstraint on quality-of-services. As
suggested in [222, 223], it is highly desirable to designdhergy-efficient user association algo-
rithms, so as to make a compromise among received signaggtref mobile users, battery life of
users and uplink interference levels, etc. Correspongimglergy-efficient resource allocation has
also been an important research branch, as shown by ouri@wvan/Chapter 1.
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Against the research background in HetNets, one importdunte research area is the user asso-
ciation and distributed resource allocation in downlinkitirier HetNets. Specifically, Figure 7.1
shows on a HetNet system consisting of one macro BS, mubigle and femto BSs, and some
relays acting as APs. In this HetNet, we may assume that pBoae connected with the macro
BS via backhaul links, femto BSs connect with the core netwiat broadband (such as ADSL),
while radio frequency (RF) backhaul links are assumed fercthmmunication between the macro
BS and the APs. With the objective to obtain the best posdiiblde-off between energy- and
spectrum-efficiency, we may first focus on the user associand, then, implement the distributed
resource allocation on the basis of the derived user asgutidurthermore, high-efficiency joint
user association and distributed resource allocatiorrithgo is another important research topic.

For example and more specifically, in contrast to the exgsstudies, according to our stud-
ies in this thesis, user association algorithms may be dedifpy considering both the downlink
signal strength and the InterCl level, in association witleide QoS requirements for different
wireless links. As in the future HetNets, dense deploymenhtsw-power BSs will be popular,
low complexity and low energy consumption will be two critidactors for design of communi-
cation schemes. For this sake, user association decisiapdenmade mainly based on the CSI
about the large-scale fading and on a small amount of CSltaheunterCl that can be obtained
locally. Furthermore, while guaranteeing the requireccspen-efficiency, high energy-efficiency
user association algorithms are highly desirable.

Following the study of user association, distributed resewllocation algorithms will be de-
signed for the multi-tier HetNet. Following our studies, arder to reduce the complexity and
enhance the robustness, resource allocation algorithmisecaperated in a distributed way, so that
each BS is capable of efficiently distributing the resourgeduding transmission time slots, radio
frequency, power, etc., as well as performing precodingsfgnal transmission to its own users.
When considering these issues, there is a major challengetfre InterCls in the HetNet, which
exists among the cells of the same tiers and also among tleeficgh different tiers. Hence, in
the distributed resource allocation, each BS may allo¢egedsources either in a joint approach or
in a separate way based on the limited CSI. The optimizatijactives may include maximizing
the utility of its own resources and minimizing the Inter@lthe other cells. Moreover, after the
distributed resource allocation, InterCl may be handleti wie aid of high-efficiency InterCI miti-
gation schemes. For example, the algorithms proposed ipt€&ha, may be extended to to mitigate
the InterCl in the HetNets. A BS may set up a cooperative trégson or stop transmission to the
users suffering strong InterCl. Additionally, in the HetBlecenario, in addition to the OFDMA,
we may consider the different multicarrier multiple accesdsemes for the downlink transmissions.
For instance, the macro BS may employ the MC DS-CDMA schenpmum@ DS-CDMA scheme,
S0 as to avoid problems generated from synchronizatioguémecy offset, Doppler frequency-shift,
etc. By contrast, OFDMA may be used for communication in $alls to provide high-rate. Fur-
thermore, we may investigate the inter-impact between association and resource allocation
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with the aim to design the joint user association and distieidh resource allocation algorithms,
in order to further improve the spectrum- and energy-efficjeof the HetNets, but at the cost of
complexity.
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