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ABSTRACT

Little is known about the fate of subsurface hydrocarbon plumes from prolonged oil well
blowouts, and their effects on deep-sea sediment communities. As deepwater drilling expands in
the Faroe-Shetland Channel (FSC), oil well blowouts are a possibility, and the complex ocean
circulation of this region presents challenges to understanding possible subsurface oil pathways.
Here, questions on the fate and effects of subsurface oil plumes were addressed with
experiments and modelling. Experiments were performed on uncontaminated deep-sea
sediments from a site remote from the FSC. A three dimensional ocean general circulation
model (GCM) was used with a Lagrangian particle tracking algorithm to study patterns of
subsurface oil distribution from a release in the FSC for the period 1994 — 20009.

Deep-sea sediment microcosms were incubated in the presence of water accommodated fraction
of crude oil (WAF) at low to high (5 % to 50 % by water volume) treatment levels, with
sediment community oxygen consumption (SCOC) measured and compared to controls.
Sediment macrofauna and bacteria were studied using measures of biomass. The microbial
community was further studied using relative abundance and stable carbon isotope ratios (8**C

values) of phospholipid fatty acids (PLFAS).

Oxygen demand increased significantly at higher treatment levels (25% to 50% WAF).
Treatment effects on macrofauna biomass were non-significant. However, there was significant
WAF-driven reduction in bacteria biomass, and clear changes in microbial community

composition. There were non-significant shifts in the **C values of PLFAs.

Release depth of modelled subsurface plumes affected both the direction and extent of their
transport and there was both seasonal and interannual variability. Plumes that were advected
into overflow water were carried the furthest (>2500 km in June 2008); westwards through the
Faroe Bank Channel towards the Iceland basin, reaching as far as southern Greenland, the
Labrador Sea and the Northwest Atlantic. An index of temperature-controlled oxygen
consumption rate (simulating oil respiration) indicated that large areas of the subsurface ocean
(>50,000 km? in 300 m depth water after one month) would be impacted by increased oxygen
consumption in the event of a prolonged oil well blowout and the seafloor footprint beneath the
plumes could be up to 100,000 km?. Quantifying impacts of any potential future spill in the FSC
will benefit from these investigations on the distribution and effects of subsurface oil in this

region.
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Chapter 1: General Introduction

1.1 Context

Modern societies remain largely dependent on crude oil as a material and energy
resource. This has pushed the frontiers of oceanic oil drilling to exploit previously
inaccessible reserves, for example those found on the continental slope.

The 2010 Macondo oil well blowout was the largest accidental input of hydrocarbons
into the deep sea from a single incident (DHSG, 2011), resulting in a prolonged (87
days) release of crude oil and gas into the deep (~1600 m) waters of the Gulf of Mexico.
When the oil well was finally capped in July 2010, some estimates for the total amount
of oil spilled had reached 4.9 million barrels’ (McNutt et al., 2011). There was
uncertainty around the true amount of oil spilled, where it went and what effects it had
on biota in the deep sea. This was because it became clear that a large amount of oil
never reached the surface (Ryerson et al., 2011; Reddy et al., 2011). Much of this
subsurface oil, as well as that from surface slicks, ultimately contaminated the seabed
(Montagna et al., 2013; Fisher et al., 2014). Although some of the environmental
impacts of this oil at the deep-sea floor have been documented (White et al., 2012) the

true extent of its distribution and effects remains uncertain (Valentine et al., 2014).

The Macondo spill made history, being widely regarded as the worst accidental oil spill
to date, with the highest estimates of hydrocarbons entering the ocean as a result of a
single release. In addition, chemical dispersants were injected at the leaking well head
for the first time as part of the incident response, as well as being applied at the surface.
Science and technology were mobilised in order to try and begin to understand the
pathways that oil had entered in the deep sea. For example, an autonomous underwater
vehicle was used to map large subsurface oil plumes that became entrained into deep
water currents (Camilli et al., 2010). State-of-the-art ocean general circulation models

were used to simulate transport of oil at and below the surface, to compare with satellite

' One ‘barrel’ of crude oil is approximately equivalent to 120 litres at atmospheric pressure and
20°C.



imagery of slick extent (Liu et al., 2011a). Subsequently, work has also been done to
model the evolution of the plume of oil from the leaking well (Socolofsky et al., 2011),
the dispersal of dissolved and neutrally buoyant plumes (Adcroft et al., 2010) and their
potential effects on deep ocean biota (Valentine et al., 2012). The Gulf of Mexico has
become one of the most intensely studied ocean regions on the planet, with a globally
significant research initiative set up around understanding the effects of what became
known as the ‘Deepwater Horizon’ spill (DWH) - after the drilling rig that sank at the

well during the disaster.

A six month moratorium declared by the U.S. Department of the Interior on 30™ May
2010 prevented drilling in water deeper than 150 m in the USA for a period following
the DWH spill. Despite this, drilling deep has progressed unimpeded in many other
parts of the world. In 2011, around eight million barrels of oil per day were being
produced from deep water reserves beyond the continental shelf-edge break at about
250 m water depth (Leffer et al., 2011). Companies are now keen to exploit deeper oil
reserves, despite clear evidence that the burning of fossil fuels has caused dramatic
increases in atmospheric carbon dioxide levels (Keeling et al., 2005) that has led to
alarming global climate change (IPCC, 2014). Nevertheless, as reserves beneath
shallow water become depleted and it becomes more economically viable to drill
deeper, countries such as the UK, Faroe Islands, New Zealand, Norway, Canada,
Angola and Brazil all have, or are developing, plans for deep water drilling
programmes. The distribution and effects of oil from a large spill would be highly

influenced by the oceanic conditions present at any of these drilled locations.

In this study, experiments and models were used in novel ways to address some of the
questions surrounding the potential dispersal of subsurface oil, and its effects on
biological processes of deep-sea benthic communities. The work draws on what has
been published so far in the emerging field of deep water oil pollution research, much of

which has been addressed at understanding the DWH spill.



1.2 Evolution and persistence of subsurface plumes of

hydrocarbons from a leaking well

Oil and natural gas that leaked from the Macondo well entered the deep ocean as a high
pressure jet at temperatures around 100°C warmer than the surrounding water (Reddy et
al., 2011). Large quantities of the oil and gas were propelled rapidly towards the
surface. However, as the main column of oil, gas and droplets rose through the water,
very small (<100 um diameter) droplets of oil were able to form a neutrally buoyant
layer of hydrocarbons that remained at between 800 to 1300 m water depth (Socolofsky
et al.,, 2011). Soluble compounds, including natural gas and monoaromatic
hydrocarbons; benzene, toluene, ethyl-benzene and xylene (collectively: BTEX) also
dissolved in the seawater. Dispersants were used at the well head to further encourage
the formation of small droplets and slow the progression of oil to the surface, thus

contributing to the formation of large, neutrally buoyant, subsurface plumes of

hydrocarbons (Figure 1.1.).

AP

Figure 1.1. Plume formation in the deep Gulf of Mexico following the 2010 Macondo
oil well blowout.



These plumes were entrained into the deep water currents of the Gulf of Mexico where
they persisted for months. Camilli et al. (2010) used an autonomous underwater vehicle
to map trajectories of the plumes. They detected hydrocarbon layers of dissolved BTEX
and naphthalene peaking at around 1100 to 1300 m water depth. They also measured
depletions in oxygen concentration within the plumes. It was not technically possible to
ascertain the true extent of the plumes, but one was mapped to the southwest of the
leaking well for over 35 km in June 2010 (Camilli et al., 2010). The plumes were
composed mainly of methane, ethane and propane in dissolved and gas hydrate forms;
dissolved hydrocarbons (BTEX) and small oil droplets of unknown composition
(Camilli et al., 2010; Ryerson et al., 2011; Reddy et al., 2011).

Various reports were issued on the levels of hydrocarbon degradation that took place
within the plumes. These included ‘not substantial’ degradation rates in plumes
composed largely from BTEX (Camilli et al., 2010). In contrast, large depletions of
ethane and propane relative to methane were attributed to microbial respiration by
Valentine et al. (2010).

The plumes triggered blooms of indigenous deep-sea bacteria including -
Proteobacteria, a group that are related to petroleum degraders (Hazen, et al., 2010).
The response of deepwater bacteria communities was strong enough to cause
appreciable local oxygen anomalies as they respired dissolved methane (Kessler et al.,
2011), propane and ethane (Valentine et al., 2010). The relatively cool temperatures of
the deep sea (~ 4°C in the deep Gulf of Mexico) appeared to favour certain genera
(Oceanospirillales, Colwelia and Cycloclasticus) that were found at depth but not in
surface slicks of oil (Redmond & Valentine, 2011). Colwelia, in particular, was adapted
to the colder temperatures of the deep Gulf of Mexico, and experiments with benzene
labelled with the heavy isotope *C confirmed that these bacteria were able to use
benzene as a carbon source (Redmond & Valentine, 2011). In other experiments,
colonies of Colwelia sp. and Oceanospirillales formed bacterial flocs in mixtures of
MC252 oil and Corexit 9500 dispersant, degrading up to ~ 60% of the oil in
microcosms during 20 days of incubation, and preferentially targeting straight chain

compounds such as alkanes Balum et al. (2012).

There were further processes that led to the entrainment of oil beneath the ocean surface
in addition to these water-borne plumes. A ‘dirty blizzard’ of aggregates composed oil



and sinking marine snow (Passow et al., 2012) formed layers of Macondo oil
contamination in deep-sea sediments within 25 km of the Macondo well head
(Montagna et al., 2013). Recent evidence has found that there was contamination
caused by fallout from the plumes. White et al. (2012) documented an oily sludge at the
seabed beneath the path of a plume that was traced to hydrocarbons from MC252 oil
from the Macondo well. An area estimated at 3,200 km? of seabed around the Macondo
well was contaminated by fallout from plumes (Valentine et al., 2014). A further
hypothesis, the ‘toxic bathtub ring’, has been suggested to have resulted in
hydrocarbons in the plumes contacting the seabed through their advection over a slope.
The possible routes of hydrocarbons reaching the seafloor warrants further study, as do

their effects on deep sea biota and processes.

1.3 Deep-sea sediment communities

Below the euphotic zone, energy input to heterotrophic marine biota is mainly via a
downward flux of particulate organic carbon (POC, Billet et al., 1983). This POC is
made up from a mixture of labile and refractory lipids deriving from organic
phytodetritus and zooplankton faecal pellets (Laureillard et al., 2004). As it sinks
through the water column, POC, or ‘marine snow,’ is largely remineralised, mainly by
marine bacteria (Azam et al., 1983). However, a small fraction of the total POC sinks
out of the water column to the deep-sea floor. Organic detritus arriving at the seabed is
processed by the sediment community, of which megafauna (Smith, 1992); macrofauna
(Sun et al., 1999); foraminifera (Gooday, 1988) and bacteria (Lochte & Turley, 1988;
Witte et al., 2003) are important constituents. The relative fraction of organic carbon
that is processed by different components of the deep-sea benthic community, whether
respired or incorporated into biomass has been assessed experimentally ex situ and
measured in situ and depends on, for example: detritus composition; feeding strategies
of the benthos; depth or temperature (Lohse et al., 1998; Heip et al., 2001; Gontikaki et
al., 2011a; Gontikaki et al., 2011b; Hughes et al., 2011).

The linkages between detrital flux, its consumption and utilisation by deposit feeders
are complex. In the deep-sea most of the organic carbon arriving at the seabed is

respired, either by free-living sediment bacteria or by metazoans directly. However,



since much of the organic carbon is refractory in nature and thus hard to digest, it has
been recently proposed that much of the organic carbon needs to be first ingested by
deposit feeding metazoans harbouring specialised bacteria in their guts (Rowe &
Deming, 2011). It is quite possible — as with shallow water benthos, where spatial
orientation of food resources can result in niche differentiation between bacteria and
macrofauna (van Nugteren et al., 2009) — that this mechanism could also operate in the
deep-sea. Deep-sea benthic communities respond to changes in food supply as shown
by evidence of community change in the abyssal North Atlantic (Ruhl & Smith, 2004)
and discrepancies in measurements of benthic oxygen consumption rates in the North
Pacific (Smith et al., 1992).

In relation to the water column above them, deep-sea sediments are responsible for only
a small amount of remineralisation of carbon and macronutrients. However, their role is
nevertheless important for biogeochemical cycling. For example, biotic processes in the
deep sea carry out and mediate long-term burial of carbon. Hence they therefore play a

part in overall ecosystem functioning (Middelburg & Meysman, 2007).

Ecosystem functioning relies on the transfer of organic matter, its decomposition and
nutrient regeneration by living organisms and is thought to depend on biodiversity of
communities both in terrestrial (Naeem et al., 1994) and marine environments
(Danovaro et al., 2008). Ecosystem functioning in the deep sea has becoming an area of
concern in terms of anthropogenic impacts (Danovaro et al., 2008; Ruhl & Smith, 2004;
Ramirez-Llodra et al., 2011).



1.4 Dissolved hydrocarbons and their study in

experimental aquatic systems

Monoaromatic hydrocarbons? (MAHSs) are among the few hydrocarbons that are slightly
water-soluble, and made up a large proportion of the neutrally buoyant plumes
following the DWH spill (Reddy et al., 2011). Monoaromatic hydrocarbons have
generated previous interest in terms of oil pollution (Rowland et al., 2001; Smith et al.,
2001) and are among the more toxic hydrocarbons found in crude oil (Neff et al., 2000).
They are considered to be very harmful to humans, for example, benzene (Figure 1.2) is
considered to be highly carcinogenic (Delore & Borgomano, 1928; Yardley-Jones et al.,
1991; Li et al., 2014). As a result, the measurement of BTEX is carried out routinely in
pollution assessments where, for example, there is concern over contamination of

groundwater by hydrocarbons (Doherty & Otitoloju, 2013).

| I or

Figure 1.2. The chemical structure of benzene represented explicitly (left) and

diagrammatically (right).

The study of oil pollution is challenged by the complexity of its composition. Crude oil

is a complex mixture of many different hydrocarbon compounds. Its chemical

2 Monoaromatic hydrocarbons possess one benzene ring. Benzene is an organic compound with
the formula C¢Hs. A benzene ring is an arrangement of six carbon atoms; three with double
bonds. The electrons forming the double bonds are actually shared, such that the double bonds
can be considered to be formed in any alternating arrangement. Other monoaromatic
hydrocarbons are compounds similar to benzene that have similar properties. For example,
toluene, C;Hg, has one benzene ring with one methyl group (CHjs) attached to a carbon atom.
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composition is impossible to fully resolve, leading to an unresolved complex mixture of
hydrocarbons (UCM) responsible for the toxicity of whole oil (Scarlett et al., 2007a).
The composition of crude oil also varies according to extraction location (Hahn-
Weinheimer & Wirner, 1980). It has been difficult to develop standardised methods for
the addition of crude oil to aquatic experimental systems, not least because most of the
hydrocarbons that make up bulk crude oil are insoluble in water. Also, the lighter, more
volatile fractions (e.g. BTEX) readily evaporate, meaning that bulk composition of oil
continually changes when in contact with air. Consequently, many studies have utilised
a solution containing hydrocarbons as a proxy for bulk oil because of the possibility of
standardising production of a solution that can easily and reproducibly be used as a

treatment relating to a specific crude oil.

A water accommodated fraction of crude oil (WAF) is a laboratory-prepared solution
made by low energy mixing of crude oil and water. The mixture must be stirred for a
long enough duration (at least 24 hours) that a stable composition of solutes is achieved
(Coelho & Aurand, 1997; Faksness et al., 2008). A WAF is not filtered, technically
distinguishing it from the water soluble fraction of crude oil (WSF), which has also
been used in toxicity studies (Faksness et al., 2012). The effects of WAF and WSF on
aquatic invertebrate fauna have been extensively studied through acute (Long &
Holdway, 2002; Bejarano et al., 2006) and chronic (Scarlett et al., 2007b) toxicity
testing. Dissolved hydrocarbons have also been employed to study crude oil exposure
effects on reproductive success (Lewis et al., 2008) and larval development (Neff et al.,
2000). The composition of WAF is directly related to that of the parent crude oil from
which it is produced, with resulting differences in toxicity levels of WAF produced
from different parent oils (Hokstad et al., 1999).



1.5 Measuring impacts of oil pollution on benthic

communities

Observational studies have aided the development of conceptual models to study
pollution-induced disturbance of benthos. For example, Pearson and Rosenberg (1978)
proposed a conceptual model of macrobenthic succession along a gradient of organic
enrichment (hereafter, the P-R model). The P-R model suggested that profiles of species
numbers, abundance and biomass of an invertebrate community followed characteristic
patterns in relation to one another in response to a disturbance and through their
subsequent recovery. The P-R model was based on benthic datasets from a study of
organic enrichment from sewage sludge. However, Grassle and Grassle (1974) drew
upon some of the key concepts of the model to study a coastal oil spill. In particular,
they noted a characteristic succession in terms of re-colonisation of the area following
the spill, with small, short-lived, opportunistic species being the first to reappear in
large number, followed by larger, longer-lived species that were more characteristic of
the community prior to the disturbance. The P-R model has not always held up in
quantitative analyses (Maurer et al., 1993; Gray et al., 2002). However, its concepts
have endured as the basis for ecological disturbance investigation in some cases (e.g.
Magni et al., 2009).

A range of studies have measured the composition of macrobenthic species assemblages
in order to evaluate chronic impacts of oil industry operations on the continental shelf
(e.g. Gray et al.,, 1990; Daan et al., 1994) and their recovery from oil industry
disturbance (Mair et al., 1987). Benthic community composition has also been used to
evaluate the severity and recovery of oil spills (Dauvin 1998; Feder & Blanchard, 1998;
Dauvin, 2000). Macrofauna and meiofauna diversity and abundance were used to define
the benthic footprint of contamination of the 2010 DWH spill (Montagna et al., 2013).

It has been suggested that taxonomic level does not necessarily need to be resolved to
species level in order to detect pollution stress (Olsgard et al., 1997). For instance, some
studies have utilised photographic surveys of clearly visible megafauna (animals > 1 cm
in any dimension) to assess disturbance (e.g. Jones et al., 2007; Hughes et al., 2010)

and recovery (Gates et al., 2012). Photographic surveys may be useful in situations



where it is not possible to collect sufficient replicates of macrofauna or meiofauna for
the statistical analysis change in benthic communities.

Certain species and groups of macrofauna and meiofauna have been proposed as bio-
indicators of benthic pollution disturbance, for example, foraminifera (Denoyelle et al.,
2010; Hess et al., 2013).

The response of macrofauna to organic enrichment can also be assessed using the
Infaunal Trophic Index (ITI, Word, 1979). The ITI compares the abundance of
individuals from four macrofaunal groups, defined on the basis of their trophic mode
(i.e. suspension feeders, and sediment surface/subsurface deposit feeders).

Phylum-specific adaptations (e.g. shell closing in bivalves; Tran et al., 2003) may make
particular animals less susceptible to oil pollution. In contrast, certain genera of
amphipods (e.g. Ampelisca) are particularly susceptible to oil toxicity (Dauvin, 1998).
As a result, the response of a whole benthic community to spilled oil depends on the
proportion of susceptible species present (Dauvin 1998, 2000).

1.6 Oxygen consumption measurements in ecology

1.6.1 Sediment community oxygen consumption

Environmental disturbance of individuals, species or functional groups can be evaluated
by measuring sediment oxygen dynamics in association with biology (Smith & Teal,
1973; Hyland et al., 2005; Glud, 2008).

Respiration, the chemical reaction on which all heterotrophic biology depends for an
energy supply, relies heavily on oxygen as the terminal electron acceptor (TEA). While
anaerobic respiration using alternative TEAs is possible, the energetic returns using
these can be considerably lower. Beneath the oceanic euphotic zone, the energy input to
heterotrophic marine biota is mainly via a downward flux of particulate organic carbon
(POC, Billett et al., 1983) composed of a mixture of labile and refractory lipids deriving
from organic phytodetritus and zooplankton faecal pellets (Laureillard et al., 2004). A
large proportion of POC generated in the euphotic zone is respired (or ‘remineralised’)

as it sinks through the water column, mainly by marine microorganisms (Azam et al.,



1983). However, a small fraction sinks out of the water column to the deep-sea floor,
where it can be rapidly processed by resident fauna and bacteria (Lochte & Turley,
1988; Gooday, 1988; Witte et al., 2003). Hence, strong links, or ‘pelagic-benthic
coupling’ exist between processes happening at the surface, in the water column and at
the deep-sea floor (Graf, 1989). Oxygen consumption rate is directly related to the rate
of carbon remineralisation, according to the assumption that the amount of oxygen
consumed is approximately equal to the amount of carbon dioxide respired (Hargrave,
1973). This means that rates of carbon remineralisation at depth can be used to estimate
rates of food supply from the euphotic zone (Jahnke, 1996). The relationship between
biomass and food supply has been used with inverse modelling to establish potential
differences in the roles of labile detritus versus non-labile detritus in the support of an

abyssal depth food web (van Oevelen et al., 2012).

At continental slope depths (~1000 m) of the North Atlantic, Heip et al. (2001) reported
that macrofauna and bacteria were important contributors to sediment community
oxygen consumption and hence carbon remineralisation. However, the remineralisation
rate attributed to bacteria was not directly measured — merely estimated by subtraction
from total SCOC the proportion attributed to other groups including macrofauna and

meiofauna.

1.6.2 Respiration rate changes in response to stress

Changes in respiration rate have been measured in a range of studies on stress of both
individuals and communities of benthos because of the role of this process in ecosystem
functioning. For example, respiration and heart rate increased in Arctic spider crabs,
Hyas araneus, exposed to polycyclic aromatic hydrocarbons (PAHS) in the laboratory
(Camus et al., 2002). The total oxygen demand of an entire sediment community of
bacteria and fauna (hereafter sediment community oxygen consumption, SCOC) has
also been used to indicate whole community metabolism in relation to stress. For
example, Olsen et al. (2007a) who used slurry experiments to compare sediment oxygen
demand of Arctic and temperate sediments in the presence of oil, found that Arctic
sediments consumed significantly more oxygen over experimental incubations of 21

days at ambient temperature. Oxygen consumption rate of organisms has been used
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previously to indicate health status though measures such as the ‘scope for growth’
(Widdows et al., 1995). Hence, elevated respiration rates in Arctic sediments exposed to
oil (Olsen et al., 2007a) may indicate that these sediments were comparatively more

sensitive to oil pollution than the temperate sediments.

While oil can cause stress in both metazoans and also bacteria (Griffin and Calder,
1977) it can additionally be used by hydrocarbon-degrading bacteria as a metabolic
substrate, as was indicated by microbial respiration of the DWH plumes (Valentine et
al., 2010; Kessler et al., 2011). The use of oil as an energy source has also been studied
experimentally in relation to the bioremediation of oil spills. For example, Lapham et
al. (1999) matched the stable carbon isotope ratio of bacterial respired CO, to that of
orimulsion (a form of heavy oil fuel) in slurry experiments, showing that the bacteria

had used the oil as a metabolic substrate.

1.7 Investigating bacterial responses to oil using

biomarkers and stable isotopes

The use of biomarkers with stable isotope analysis can facilitate the study of
interactions between xenobiotic agents and biological systems. There are various
working definitions of the term, ‘biomarker’ in use in geochemical and environmental
investigations (see Peters et al., 2005) with a key difference in usage between
geological and biological studies being that, in geology, the term is applied to molecules
that remain stable over geological time, whereas in biological investigations biomarkers
are sought that turnover rapidly enough on death to be associated only with living
biomass. The study of biological biomarkers with stable carbon isotope analysis can
provide information on the identity of microbial populations, their biomass and their
nutrition source (Boschker & Middelburg, 2002).

The natural stable isotopes of carbon include carbon-12 (**C, about 98.89% of carbon,
globally) and carbon-13 (**C, about 1.11% of carbon, globally). There are also trace
quantities, relatively, of the naturally occurring radioactive isotope, carbon-14, as well
as other, heavier isotopes of carbon that are also unstable. Stable isotope ratios of *2C



and *3C can be compared against an international standard® to report a deviation relative
to that standard (reported in parts per thousand using the notation, ). Hence, if a sample
is depleted in *3C the ratio will be negative relative to the standard. Organic matter that
has undergone diagenesis to form petroleum is appreciably depleted in **C (e.g. Hahn-
Weinheimer & Hirner, 1980) and **C is not found in oil because the half-life of this
isotope (5700 years) is short in comparison to the age of oil. Isotopic fractionation,
carried out by biochemical processes of living organisms, shifts 8*3C values (DeNiro &
Epstein, 1978; Peterson & Fry, 1987). Therefore, many heterotrophic bacteria have a
carbon isotopic ratio that is attributable to their food source (Blair et al., 1985; Coffin et
al., 2012; Hullar et al., 1996). Analysing stable isotopes in target lipid molecules can
therefore lead to insightful studies of microbial ecology and a range of molecule types
can be used as biomarkers, including phospholipid fatty acids (PLFAS), sterols, ether
lipids, D-amino acids and other molecules (Boschker & Middelburg, 2002).

Phospholipid fatty acids are a class of lipids consisting of a glycerol molecule (C3HgO3)
with two fatty acid molecules attached. A further group containing phosphate (PO.*) is
in place of a third fatty acid. This distinguishes PLFAs from true fats, which have three
fatty acid chains attached to the glycerol group. Fatty acids are long-chain molecules of
carbon and hydrogen possessing a carboxylic acid group (CO,H) at one end.
Phospholipids are highly polar molecules, possessing a ‘head’ (the part consisting of
glycerol and phosphate) that has a high affinity for water, whereas the tail (fatty acid
chains) does not. This chemical structure of phospholipids results in the property that
allows them to easily form lipid bilayer membranes in cells, as they will tend to align
themselves with their hydrophobic tails inwards and their hydrophilic head outwards
(Figure 1.3).

3 Historically, fossilised Pee-Dee Belemnite was used as the international standard for carbon
isotopes, and this has been largely replaced by international reference carbon dioxide gas.
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Figure 1.3. Schematic representation of a phospholipid membrane bilayer. Long-chain

fatty acid molecules are denoted by lines. The glycerol and phosphate head is
represented by circles.

The hydrocarbon chain tail of phospholipids can be saturated, therefore containing only
single bonds, or unsaturated; with double bond(s). Additional methyl groups may be
present. Certain types of PLFA such as odd-chain saturated fatty acids (e.g.
pentadecanoic acid) are mostly synthesised by bacteria. Unsaturated fatty acids disrupt
the alignment of the molecules, thus allowing a function of increased permeability of
the membrane. The advantage of analysing PLFAs as biomarkers is that they degrade
rapidly in dead and decaying matter, and are thus easily attributable to living biota
(White et al., 1979) and estimate microbial biomass (Zelles et al., 1992; Guezennec &
Fiala-Medioni 1996). Hence they have been useful for measuring change in sediment
microbial communities (Guckert et al., 1985). Certain groups of bacteria can be
distinguished from one another by measuring profiles of phospholipids (Lechevalier et
al., 1977).

Quantifying and comparing isotopes of carbon between samples can be used to trace
uptake of hydrocarbons by bacteria. For example, Cowie et al. (2010), working on soil
bacteria, found that bacteria PLFA biomarkers in hydrocarbon-contaminated soil were
depleted in the heavy isotope of carbon, *C. Slater et al. (2006) also used **C to
indicate metabolism of oil, showing that bacteria had used anthropogenically spilled oil

on a rocky intertidal shore as a source of carbon, incorporating the petroleum



hydrocarbon into mono-unsaturated PLFAs and therefore depleting these PLFAs in **C
relative to uncontaminated samples. Syakti et al. (2006) incubated sediment
contaminated with crude oil in microcosms and compared PLFAs of sediment bacteria
in treatments and controls for incubation times of up to 21 days. Results indicated that
biodegradation had taken place in the oil-contaminated sediment, although there had
been a non-specific increase in the bacteria, with both heterotrophic bacteria and

petroleum biodegraders increasing in abundance.

Bacteria are among the few organisms that possess the enzymes necessary to carry out
oil biodegradation; the process of breaking large, complicated hydrocarbon molecules
into smaller units until simple sugars are formed that can easily be metabolised.
Biodegraders are therefore essential to the process of bioremediation: the removal of
contaminants by living organisms. Biodegradation was thought to have consumed
oxygen in appreciable quantities in DWH plumes in the deep Gulf of Mexico, though
not so high as to contribute significantly towards hypoxia (Joint Analysis Group, 2010).
As with many other metabolic processes in living organisms, biodegradation rates are
affected strongly by temperature (Atlas, 1975, 1981) and temperature-mediated decay
rates have been applied in simulations of the spread of oil at depth in the Gulf of
Mexico (Adcroft et al., 2010).

1.8 Modelling oil spills

The progression of oil and gas erupting from a sub-sea oil well blowout is difficult to
predict. Studies modelling the fate of oil and gas from subsea blowouts consider, to
varying degrees, the influence of a range of initial oil properties and the effect of
chemical and biological weathering over time. Operational, commercially available oil-
spill modelling tools such as the Qil Spill Contingency and Response model, OSCAR
(Reed et al., 1995) make use of multiple parameters that consider the chemical and
physical behaviour of oil in seawater, including weathering. Deep water oil spill models

have also been developed, for example, ‘DeepBlow’ (Johansen, 2000) is a Lagrangian®

* The term ‘Lagrangian’ refers to the tracking of objects or water along the course of their
travel, as opposed to ‘Eulerian’ measurements of the passage of water/objects past one point.

15



plume model specifically considering multiphase components of oil and gas and
applying these to deep-sea conditions. Detailed models of oil behaviour such as this one
are effective at modelling oil in the near field, as it emerges from an irrupting well head
into seawater. Plumes of oil and gas from deep water oil well blowouts may behave
quite differently to those in shallow water, because of effects of the pressure and
temperature regime on, for example, the proportion of dissolved gas, gas hydrate
formation, oil droplet size and hence resulting plume buoyancy (Johansen, 2003;
Dasanayaka & Yapa, 2009) and dynamics (Yapa & Dasanayaka, 2008). The DeepBlow
model, which was validated with a unique, planned oil spill experiment in the sea,
‘DeepSpill’ (Johansen, 2003), indicated that for deep releases of oil (700 to 1500 m
depth) the formation of gas hydrates is important for limiting plume buoyancy and thus
vertical transport. These models are technologically advanced but are industry-led and
therefore not readily available to publicly funded institutions in order to test scenarios or

research questions.

In addition to the properties of the leaking oil and gas, the effects of ocean currents on
transport are also important. Ocean general circulation models (GCMs) represent the
state-of-the-art in simulating ocean currents and their use as tools to help simulate the
Lagrangian transport of oil has been adopted in operational oil spill situations (Liu et
al., 2011b). Ocean GCMs have been developed to resolve ocean currents on large
geographic scales. They employ an understanding of ocean physics in order to improve
our understanding of the transport of seawater and its constituent parts. This is used to
study the oceans on scales where detailed sampling of the subsurface ocean is not
possible. The applications of such models have been diverse, including studies of the
pathways of major current systems (Koch-Larrouy et al.,, 2008), thermohaline
circulation (Blanke et al., 1999) and ocean transport of pollutants (Nakano and Povinec,
2012). There are also examples involving the study of biogeochemistry on ocean basin
scales (Popova et al., 2010) and the effects of climate change on lower trophic levels
and their contribution to carbon export (Yool et al., 2013).

Ocean GCMs were applied in the context of the DWH spill to consider questions such
as the possible role of plume depth on horizontal transport. Dissolved and neutrally
buoyant hydrocarbons were modelled by Adcroft et al. (2010) using a high resolution
(1/8°) ocean GCM, with a simple, temperature-dependent decay rate embedded to allow
estimation of the persistence of oil along transport pathways. They found that depth and



decay rate were both important determinants in the lateral transport of plumes, and this
had implications for the level of exposure a particular depth horizon received. An
estimation of oxygen consumption as a result of microbial oxidation of hydrocarbons
along the trajectories indicated that regionally significant oxygen depletions could result
in the deep sea. Oxygen depletions would consequently affect ecosystem functioning, if

severe enough to limit remineralisation.

1.9 Research aims and objectives

Given that there are various possible routes through which hydrocarbons from an oil
well blowout can remain subsurface in plumes or reach the seafloor (Section 1.2), there

is need for further study on the effects of oil on deep-sea biota and processes.
The main research aims and objectives of this study were:

1. To study natural deep-sea sediment communities experimentally in the presence
of added hydrocarbons from crude oil, measuring their oxygen consumption rate

in response to oil.

The toxic effects of crude oil on invertebrate macrofauna have been well studied in the
laboratory. However, experiments performed on natural, deep-sea benthic communities
of macrofauna are lacking from the literature. This will be addressed in Chapter 2,
where experimenting with oil was carried out on microcosms formed from deep-sea

sediments collected directly from an uncontaminated area far from industry activity.
Null hypotheses tested were as follows:

e There is no effect of hydrocarbons in WAF on SCOC in a natural deep-
sea benthic community of macrofauna and bacteria;

e There is no effect of other appropriate explanatory variables on SCOC;

e There is no effect of oil on the distribution of macrofauna biomass

among sediment layers.
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2. To investigate changes in the composition and stable carbon isotope ratios of
phospholipid fatty acids in response to oil.

On the continental slope, the contribution of bacteria to remineralisation represents
around half of the total oxygen demand of sediments (Heip et al., 2001). Their
interaction with macrofauna, for example through spatial differentiation of resources
(van Nugteren et al., 2009) provides function to biogeochemical cycles of carbon and
nutrients. Since bacteria are known to be of importance in the shallow water
bioremediation of oil spills (Slater et al., 2006) it is also important to better understand
their response to oil in the deep sea. In Chapter 3, microcosm experiments were used to
expose a natural, deep-sea benthic community to oil. Sediment phospholipid fatty acids
were chosen as biomarkers to indicate bacteria biomass, community composition, and
stable isotope ratios of carbon (8'°C values). These were used to assess changes in the

microbial community in response to oil.
Null hypotheses tested were as follows:

e There is no effect of hydrocarbons on deep-sea sediment microbial community
composition or biomass.
e There is no effect of hydrocarbons on deep-sea sediment microbial community

§'3C values.

3. To utilise a 3-D ocean general circulation model to simulate possible trajectories
of oil from a release in the Faroe Shetland Channel and explore spatial and

temporal patterns in its dispersal and potential remineralisation.

Contemporary near-field plume modelling for oil spills in deep water considers multiple
parameters that are important in the consideration of oil behaviour. The depth of
establishment of a plume depends on the conditions specific to a scenario e.g. the gas to
oil ratio of leaked hydrocarbons, the depth of release and the water temperature. Once a
neutrally-buoyant plume has been established from an oil well blowout, ocean currents
become important in determining transport. Therefore, models representing ocean
currents are of interest in studying patterns in transport over ocean-basin scales, such as

could occur following a prolonged release from an oil well blowout. In Chapter 4, a



state-of-the-art three-dimensional ocean general circulation model was used to study
pathways of oil transport from a prolonged release from a drilled site in the Faroe-
Shetland Channel, considering the 16 year period 1994 to 2009. Seasonal and
interannual patterns in transport pathways were considered in relation to the depth of
establishment of modelled subsurface plumes (represented by release depth). The
possible biogeochemical implications in terms of increased pelagic oxygen consumption

and the extent of seafloor contact were also considered.
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Chapter 2: Deep-sea macrofauna and
sediment community oxygen consumption

rates in the presence of hydrocarbons

2.1 Introduction

Macrofauna contribute to the biotic mediation of ecosystem functioning through their
physical and physiological activities. They are important contributors to benthic
respiration, which remineralises organic detritus at the seabed (Smith & Teal, 1973,
Heip et al., 2001). Bioturbation of macrofauna allows processing and incorporation of
organic carbon into sediments (Blair et al., 1996; Sun et al., 1999; Biles et al., 2002).
Bioturbation can hence also regulate the distribution of contaminants arriving there
(Hedman et al., 2008). The burrowing activities of macrofauna also mediate microbial
communities in the sediment (Laverock et al., 2010; Ashforth et al., 2011) and faunal-
bacteria interactions are therefore likely to be important in the biogeochemical cycling
of both organic matter and macronutrients in the oceans (Hunter et al., 2012). Through
the mixing of sediments by faunal bioturbation, a portion of organic carbon exported

from the euphotic zone becomes buried (van Weering et al., 1998).

The bioturbating activities of macrofauna are important for the remediation of ocean
floor habitats where oil exploration and production cause chronic impacts. Drill cuttings
are produced when drilling an oil well, and are redistributed back into the ocean close to
drilled sites. The cuttings consist of lubricating mud, rock and sediment that has been
extracted from the seabed as part of the drilling and oil extraction process.
Recolonisation by macrofauna (Daan & Mulder, 1996; Trannum et al., 2011) and
megafauna (Gates et al., 2012) of areas previously covered by drill cuttings allows for
the material to eventually be processed back into the seabed fabric.

Effects of contaminants on benthic invertebrate fauna have been studied from the
cellular level up to individual species, populations and communities. At the cellular

level, toxic hydrocarbons from crude oil induce regulatory mechanisms in marine



invertebrates that may affect their metabolism. For example, the compensatory
extrusion of sodium was hypothesised by Aunaas et al. (1991) to have led to an increase
in the respiration rate of the amphipod Gammarus oceanicus exposed to water soluble
fraction of crude oil. Olsen et al. (2007b) also reported changes in respiration rate and
energy usage by Arctic benthic fauna in response to oil. Changes in respiration rate
could be the result of the up regulation of mechanisms to cope with stress or detoxify
cells in response to toxic compounds. This requires the activation of energy reserves.
Stress may therefore necessitate an increase in heart rate (Camus et al., 2002). However,
depending on the adaptations of individual species, respiration rates can also be
maintained or reduced in relation to stress (Camus et al., 2003; Olsen et al., 2007D).
Studies at the cellular level of biological organisation can give important insights into

the possible mechanisms of toxic effects (Hahn, 2011).

When considering effects of pollutants on whole organisms, median lethal concentration
(LCs) tests are performed to indicate acute toxicity, with the end point (50% mortality
rate in the test population) providing a way of standardizing the test against levels and
periods of exposure. Acute toxicity has been studied for a variety of organisms, for
example lobster larvae (Wells and Sprague, 1976); mussels (Ferndndez et al., 2006;
Reineke et al., 2006); echinoderms (Neff et al., 2000) and corals (Negri & Heyward,
2000). Mortality can be difficult to assess visually, and alternatively, behavioural or

developmental abnormalities can be used as the test end point (e.g. Neff et al., 2000).

The use of LCsq tests alone for monitoring or predicting the effects of oil pollution has
drawn criticism (Moles, 2000). This is because animals that survive lethal tests may on
the other hand show significant chronic effects, such as reduced growth and
reproduction (Scarlett et al., 2007b); behavioural effects such as reduced burrowing
activity (Scarlett et al., 2007c) or reduced feeding rate (Reineke et al., 2006; Georgiades
et al., 2003). Mixtures of oil and chemical dispersants can be more toxic to marine
invertebrates than crude oil alone and dispersants themselves are also acutely toxic to
some organisms (Negri & Heyward, 2000; Shafir et al., 2007). Other studies have
reported reduced overall toxicity of oil with the application of dispersants (Aunaas et
al., 1991).

At the community level, chronic impacts of oil industry activities have often been
measured by assessing changes in species assemblages of benthic invertebrates in

response to pollution (e.g. Gray et al., 1990; Daan et al., 1994) and during recovery
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from disturbance (Mair et al., 1987). Detailed analysis of community structure at the
species level is of great interest, yet is time consuming in comparison to other whole
community measures that can also indicate status e.g. sediment community oxygen
consumption (SCOC, the consumption of oxygen by all living biota within a sediment
community). Total oxygen uptake rate of sediments is thus indicative of whole
community metabolism (Smith and Teal 1973; Glud, 2008) and through the relationship
with organic carbon remineralisation, oxygen utilisation rates can be included with
indicators of stress to study impacts on marine benthos (Hyland et al., 2005). Rates of
SCOC are inversely correlated with depth in the deep ocean (Rowe et al., 2008) and are
correlated with organic input by POC (Jahnke, 1996; Smith et al., 2001).

Effects of hydrocarbons on benthic respiration rates have previously been studied
experimentally, where oxygen demand of shallow (200-300m) Arctic marine sediment
communities increased in response to high concentrations of crude oil slurry (Olsen et
al., 2007a). Degradation of organic compounds present in drill cuttings has caused
increases in benthic respiration in chronically-impacted areas of oil industry activity,
resulting in changes to the structure and functioning of benthic communities
(Schaanning et al., 2008; Trannum et al., 2011).

Increase in respiration rate can be caused by a physiological response to pollution stress
in some invertebrates. Changes in the energy budget of invertebrate fauna exposed to
hydrocarbons have previously indicated that compensatory mechanisms are upregulated
in response to contaminants. For example, physiological responses in mussels, Mytilus
edulis, that had high tissue levels of hydrocarbons, resulted in lower scope for growth of
these animals (Widdows et al., 1995). Cellular energy allocation, a biomarker indicating
the net energy budget at the cellular level was altered in response to water
accommodated fraction of crude oil (WAF) in experimental systems with an Arctic
amphipod, Gammarus setosus, (Olsen et al., 2007b). The net available energy available
to cells was decreased because of increased energy consumed by respiration. However,
in the same study, the amphipod Osinimus litoralis and the bivalve Liocyma fluctuosa

were not as susceptible to WAF.

Toxicity of crude oil depends on its composition and the degree of weathering
undergone. The relatively light fractions of crude oil, such as monoaromatic
hydrocarbons (MAHS), are generally more toxic than most polycyclic aromatic

hydrocarbons (PAHs, Neff et al., 2000). Deep-sea plumes of dissolved hydrocarbons



are likely to form following a deep water oil well blowout (Camilli et al., 2010;
Socolofsky et al., 2011). Such plumes are likely to contain mainly the more soluble, yet
highly toxic fractions of crude oil and gas, such as monoaromatic hydrocarbons
(benzene, toluene, ethyl-benzene and isomers of xylene, BTEX) and methane (Reddy et
al., 2011). Hence, contact with plumes could cause stress or mortality to macrofauna,
with resulting changes in SCOC.

The introduction of oil into aquatic experimental systems is difficult to standardise. A
water accommodated fraction (WAF) of crude oil has been used in a range of previous
studies to facilitate introduction of hydrocarbons into meso- and micro-cosms, for
example, to assess hydrocarbon toxicity (e.g. Scarlett et al., 2007b; Bejarano et al.,
2006; Lewis et al., 2008). This is partly because the composition of fresh crude oil
varies according to the reservoir of extraction (e.g. Hahn-Weinheimer & Wirner, 1980).
Fresh oil that is open to the atmosphere will change in composition over time the lighter
fractions evaporate. In many studies of the effects of oil on aquatic organisms, the
soluble fractions of crude oil are used as a proxy, since it is possible to standardise the
preparation of these treatment solutions and form a relatively stable mixture of
hydrocarbons and water. A water accommodated fraction of crude oil is produced by
low-energy mixing of fresh bulk oil with seawater for at least 24 hours (Faksness et al.,
2008). Monoaromatic hydrocarbons (BTEX), which are slightly soluble in seawater,
and these make up the large majority of hydrocarbons in WAF. The absence of filtering
of WAF distinguishes it, technically, from the laboratory-prepared water soluble
fraction (Singer et al., 2000). Previously, experimental studies have been used to
measure various toxic effects of WAF, including effects on invertebrate behaviour
(Georgiades et al., 2003); chronic toxicity including delayed mortality (Scarlett et al.,
2007b); reproductive effects (Lewis et al., 2008) and lethal effects (Faksness et al.,
2012).

Bulk crude oil is less dense than seawater (crude oil is ~800 kg m™, compared to ~1025
kg m™ of seawater at atmospheric pressure). Therefore, a large proportion of crude oil
emitted from a seabed oil well blowout will be propelled towards the ocean surface to
form slicks. However, as was observed following the 2010 Macondo oil well blowout,
oil that is emitted as a high pressure jet at high temperature (~100°C at the Macondo
well, Reddy et al., 2011) atomises to form small droplets that may be further reduced in

size by the application of dispersants (Masutani & Adams, 2000; Socolofsky et al.,
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2011). Hence, vast plumes of these dissolved hydrocarbons and small droplets are able
to persist in the deep sea for many months (Camilli et al., 2010). Oil was documented
on the seafloor beneath the passage of large plumes of hydrocarbons in the Gulf of
Mexico following the Macondo oil well blowout (White et al., 2012) and subsequently
a footprint of Macondo oil contamination of up to 3200 km? was reported by Valentine
et al., 2014). Evidence of oil and marine snow aggregates, also in the Gulf of Mexico
(Passow et al., 2012; Ziervogel et al., 2014) provide further evidence that hydrocarbons

reach the seafloor from oil well blowouts.

Here, the effect of hydrocarbons on deep-sea SCOC was studied in an ex situ
microcosm experiment that was performed using natural sediment communities
collected from the seafloor of the European continental margin of the North Atlantic.
The effects of WAF on SCOC were measured at three treatment levels in relation to
controls and thus provided potential indications of physiological responses including
stress. Treatment levels ranged from 0% WAF (controls) to 25% WAF (as a percentage
of the estimated overlying water present). The density, biomass and taxonomic classes
of the extant macrofaunal communities were quantified for half of the replicate

microcosms. Null hypotheses investigated in this study were:

e There is no effect of WAF on sediment community oxygen consumption.

Stress induced changes in metabolic rate by macrofauna could result in increases or
decreases in SCOC.

e There is no effect of other non-collinear explanatory variables on SCOC.

The explanatory variables of temperature and macrofauna biomass were assessed.

e There is no effect of WAF treatment on the distribution of macrofauna biomass

in the sediment.

Macrofauna could respond to oil-induced stress by either burrowing deeper or by
shoaling in the sediment. This could lead to a difference in biomass between the same

sediment horizons of treated versus control microcosms.



2.2 Methods

The study location, an area of the North Atlantic continental slope known as the Goban
Spur (49° 35.5° N, 011° 50.9° W), is a non-drilled site at ~995 m (Figure 2.1), assumed
to be free of anthropogenically spilled oil because of its distance (> 100 km) from

industry activity.
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Figure 2.1. Map showing the location of the Goban Spur study site.

Near-bottom currents at the Goban Spur are relatively high (up to 35 cm s, Flach, et
al., 1998). Sediments of the Goban Spur have an organic carbon content of approx 0.5%
by weight (Lohse et al., 1998); somewhat lower than at adjacent sites of the North
Atlantic, e.g. the nearby Whittard Canyon (0.9 — 1.1% by weight, Duineveld et al.,
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2001). Total SCOC is accounted for approximately equally by bacteria and by deposit
feeding macrofauna (Heip et al., 2001).

Sediment cores were collected from the continental slope of the Goban Spur during
August 2011 at the positions and depths shown in Table 2.1. The ambient bottom water
temperature was 8.6°C.

Table 2.1. Details of sediment cores collected for the incubation experiment.

Core ;I;/roest/n;eg)t Station Date (Dn?)p th Latitude (N) I(_V?/r)lgltude Observations
51 5 135 25/08/2011 993 49°35.630° 011°50.802° TDM
52* 0 135 25/08/2011 993 49°35.630° 011°50.802° TDM
53* 15 135 25/08/2011 993 49°35.630° 011°50.802° TDM
54* 25 135 25/08/2011 993 49°35.630° 011°50.802° TDM
55 25 135 25/08/2011 993 49°35.630° 011°50.8302° TDM
56 0 135 25/08/2011 993 49°35.630° 011°50.8302° TDM
57* 5 136 25/08/2011 994 49°35.631°  011°50.798°

58* 25 136 25/08/2011 994 49°35.631°  011°50.798’

59* 0 136 25/08/2011 994 49°35.631°  011°50.798°

60 15 136 25/08/2011 994 49°35.631°  011°50.798’

61* 15 136 25/08/2011 994 49°35.631 011°50.798’

62 25 137 25/08/2011 994 49°35.632>  011°50.804°

63 0 137 25/08/2011 994 49°35.632>  011°50.804°

64 5 137 25/08/2011 994 49°35.632>  011°50.804°

65* 5 138 25/08/2011 994 49°35.631  011°50.802’

66* 0 138 25/08/2011 994 49°35.631°  011°50.802°

67 15 138 25/08/2011 994 49°35.631°  011°50.802°

68* 15 138 25/08/2011 994 49°35.631° 011°50.802°

69* 25 139 26/08/2011 996 49°35.630°  011°50.804°

70 25 139 26/08/2011 996 49°35.630°  011° 50.804°

71 5 139 26/08/2011 996 49°35.630°  011°50.804°

72 0 139 26/08/2011 996 49°35.630°  011°50.804°

73 15 139 26/08/2011 996 49°35.630°  011°50.804°

74* 5 139 26/08/2011 996 49°35.630°  011°50.804°

TDM = touch down mark on core sediment surface.
* Cores for which macrofauna data were obtained (n = 3 for each treatment level and

controls).



2.2.1 Preparation of water accommodated fraction of crude oil

Seawater was collected from immediately above the seabed at the study location prior to
coring operations. This seawater was used to prepare a WAF using fresh crude oil from
the Wytch Farm oilfield (Dorset, UK, obtained in February 2011). A standard low-
speed mixing procedure was used to prepare WAF (Anderson et al., 1974; Hokstad et
al., 1999) bottle at 8 °C (close to the ambient seabed water temperature). In brief, 20 L
of seawater and 613 ml fresh crude oil (613 mL; the density of Wytch Farm crude oil® is
0.8162 kg L™) were combined in a glass aspirator to produce an oil loading rate of 25 g
L™ (Faksness et al., 2008). Low energy stirring of this solution, with no vortex present
in the surface slick, was carried out for approximately 24 hours. Samples of WAF were
taken at intervals to check consistency of its composition (see Section 2.2.3). The
resulting WAF was composed mainly of the monoaromatic hydrocarbons: benzene;
toluene; ethyl benzene and isomers of xylene (BTEX) and remained stable throughout
the time when it was being used as a treatment solution for the microcosms (Table 2.2).

Table 2.2. Concentration (mg L™) of analytes in WAF (analysis performed by ERT
Fugro, UK). Sample S1 was preserved after 32 hours of low energy stirring. Sample S2

was preserved after 48 hours of low energy stirring.

Sample S1 Sample S2

Benzene 0.9 1.1
Toluene 1.1 1.3
Ethyl Benzene 0.1 0.1
m,p-xylene 0.3 0.3
o-xylene 0.1 0.2
Oil total 5 4.7
BTEX total 2.5 3

>BP official documentation:

http://www.bp.com/liveassets/bp internet/bp crudes/bp crudes global/STAGING/local assets/downloads pdfs/Wytch Farm
Mar10.xls
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2.2.2 Sediment core collection

A total of 24 sediment cores (10 cm internal diameter) and overlying water were
collected using a Bowers and Connelly megacorer (Barnett et al., 1984) and
immediately transferred to an incubator set at the ambient bottom water temperature
(8.6°C). Cores were acclimated to experimental conditions for approximately 24 hours

in the dark.

2.2.3 Treating sediment cores with WAF

Sediment cores were contaminated with WAF at three treatment levels of hydrocarbons
(six replicates per treatment) based on the estimated volume of core overlying water
(5%, 15% and 25% overlying water volume). Six cores formed controls that were not
contaminated with WAF. During the treatment period, samples of WAF were collected
from the preparation vessel and preserved with 50 mL hydrochloric acid of specific
gravity 1.18. This was done approximately half way through the cores’ treatment period
(after 32 hours of stirring) and after 48 hours of stirring to provide an estimate of
hydrocarbon concentrations in treatments and check consistency of the WAF
composition (Table 2.2). All glassware and the various components of the microcosms
were acid washed with 10% hydrochloric acid and rinsed with ultra-pure water before
use in the experiment. The sediment surface of the microcosms was photographed

immediately following collection and at the end of the experiment.

2.2.4 Incubation of microcosms

Following treatment, the sediment cores were immediately sealed without a headspace
and were incubated at the ambient seabed water temperature (8.6°C). Core overlying
water in the microcosms was stirred manually for approximately 10 seconds every two
hours and for 10 seconds preceding measurement of oxygen (a schematic diagram of the

cores incubations experimental apparatus is presented in figure Al.1). Incubations were



ceased when (or before) core overlying water oxygen concentration reached ~80% of
starting levels (approximately 2.5 days) so as to ensure that the system remained oxic.
Oxygen concentration in the overlying water was measured at approximately regular
intervals (every ~12 hours). Water samples of 32 mL were extracted at intervals from a
sample port in the microcosm lid using a glass syringe and a thick gauge stainless steel
needle, immediately following manual stirring of the core water. The volume of water
removed from the core was compensated for by gradual insertion of a cylinder through
the lid (Figure Al1.1). This ensured that head space of air was kept at or as close to zero
throughout the incubation. Water volumes removed were corrected for in calculations of
total oxygen concentration. On extraction from the cores, the water samples were
transferred carefully to a glass beaker and an optode sensor (Aandera, model 3830) was
placed into the sample such that the level of the water rose to above the level of the
sensing foil and the temperature sensor. The sensor was left for three minutes in the
sample with gentle agitation to allow the sensor to stabilise, and the reading of oxygen
concentration was taken at two minutes. Before use, the optode was calibrated to
saturated and zero values of oxygen concentration as follows. For the saturated
calibration point, a reading was taken with the optode submerged in aerated seawater at
known temperature (8 °C). For the zero oxygen concentration calibration point, the
optode was submerged in 500 mL seawater containing 5 g anhydrous sodium sulfite.
Carbon remineralisation rates were estimated from rates of oxygen consumption
assuming a respiratory quotient of 1 (moles of oxygen consumed equals moles of
carbon dioxide evolved). This was done to allow for the fact that the respiratory

substrate was technically unknown.

2.2.5 Macrofauna density and biomass

At the end of the incubation period, the top 0-1 cm layer of sediment from three of the
replicates from each treatment level was preserved in buffered 4% formaldehyde. The
other three replicates from each treatment level were frozen at -80°C for subsequent
prokaryote analyses. Sediment samples that were frozen were later lost as a result of
technical problems, leaving only the formaldehyde-preserved samples for analysis.

These were used to quantify macrofauna biomass and abundance by taxonomic class.
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Macrofauna were removed from the sediment sections by gently washing with seawater
on a 500 um mesh sieve. The animals were stained with Rose Bengal and sorted under a
reflecting microscope. Density (estimated number of individuals m?) of each
represented class was estimated by scaling numbers in each sediment sample up by a
factor of 127 to give estimated density per square metre. Animals were weighed
together in classes. The wet weight was used to give an estimate of macrofauna biomass
(mmol C m™), assuming 12.4% carbon content for nematodes (Jensen, 1984) and 4.3%
carbon content for all other animals (Rowe, 1983) except ophiuroids and echinoids

(1.9% carbon content).

Macrofauna biomass data were available from an additional incubations experiment
investigating treatment effects of WAF on deep-sea sediment communities (see
methods in Chapter 3). Wet weight of macrofauna biomass caught on a 500 pm sieve
were used from sediment horizons 0 — 1 cm; 1 — 2 cm; 2 —5cm; 5 — 10 cm. The
treatment levels of WAF in this additional experiment were 25 % and 50 % by volume

of core overlying water (4 replicates at each treatment level, and 4 replicate controls).

2.2.6 Data analysis

Data exploration and analysis was conducted using the statistical programming
language R (R Core Team, 2013) with the ‘nlme’ package (Pinheiro and Bates, 2013).
Graphical data exploration was used to assess the data for outliers and instances of
colinearity, and to help with appropriate selection of non-collinear explanatory variables
(Zuur et al., 2010). Oxygen concentration was measured repeatedly from the same
individual cores, forming temporally auto-correlated data. This violates the assumption
that error estimates are independent. Hence, linear mixed effects models (LME), which
are able to account for that fact, were used to examine whether oxygen concentration in
the cores overlying water was affected by exposure to WAF. The techniques and
statistical theory behind linear mixed effects models are described in detail by Pinheiro
and Bates (2000) and Zuur et al., (2009).



Linear mixed effects models were fitted to total oxygen concentration data from all
microcosms (n=6 for each treatment and controls), in which the effect of time was
specified as fixed and individual core identity as random. This allowed line intercepts to
vary with core identity and so accounted for the range in starting concentrations of the
microcosms. The a priori assumption that core identity should be specified as a random
affect was tested by comparing models with and without the random effects using a
likelihood ratio test. The modifying effect of treatment on oxygen consumption rate was
tested by fitting linear mixed effects models with and without the interaction term and
compared using a likelihood ratio test with a restricted maximum likelihood method
(REML).

Oxygen data were further explored in relation to other explanatory variables with LME.
Graphical data exploration indicated that macrofaunal biomass and density variables
were highly collinear. The variance of macrofauna biomass was heteroscedastic among
oil treatments and there was increasing variance in the oxygen data with increasing time
in the experiment. The full model to explain oxygen concentration prior to backwards
selection included, as explanatory variables: additive effects of macrofaunal biomass
(mmol C m™), treatment, time and temperature, and interactive effects of treatment and
time and biomass and temperature. There was a significant effect of core identity,
leading to the inclusion of core identity as a random effect in the model. A combined
structure for variance was allowed for by including an exponential function to be fitted
to the variable of core duration (time) and variance covariates for macrofaunal biomass.
Using a backwards selection protocol (Pinero and Bates 2000), models were run with

the sequential removal of terms and comparison of model fits with p-values at each step.

Biomass data from an additional experiment (Chapter 3) were analysed using
generalized least squares models, to investigate the null hypothesis that there were no
WAF treatment effects on distribution of biomass down to 10 cm. The variance of
macrofauna biomass was heteroscedastic among oil treatments. The full model to
explain macrofauna biomass contained macrofauna biomass as the response variable.
Additive effects of treatment and an interaction of treatment with depth were
investigated using linear modeling and a backwards selection model fitting procedure
(Pinheiro and Bates, 2000).
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2.3 Results

2.3.1 Treatment effects on SCOC

Oxygen concentration in the microcosms reduced linearly over time (Figure 2.2). The
random effect of core identity was highly significant (df = 1; L. ratio = 41.1; p <
0.0001). There was a non-significant treatment x time interaction (df = 1, L. ratio =
4.70; p = 0.19). Hence there were not significant treatment effects of the oil on SCOC
and the null hypothesis of no treatment effects on SCOC could not be rejected. The
optimal model for oxygen consumption contained only the effect of time. Model

parameters and diagnostics are presented in the Appendix (Tables Al.1 and Al1.2).
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Figure 2.2. Oxygen concentration over the course of the ~2.5 day incubations. Symbols
indicate data from individual cores, with six replicate cores at each treatment level.
Predictions from the optimal model of oxygen concentration over time are indicated by
straight lines.



2.3.2 Exploring SCOC in relation to macrofauna biomass, composition,

and temperature

SCOC was further explored in relation to the macrofauna present in cores for which
those data were obtained (n = 3 at each treatment level). A backwards selection model
fitting protocol indicated that total macrofaunal biomass, temperature and the
interaction of these variables were all significant predictors of oxygen consumption rate
(Table 2.3) in the replicate cores for which these data were all available (n = 3 at each

treatment level).

Table 2.3. Results of statistical modeling of oxygen in response to macrofauna biomass,

temperature and the interaction of these variables

Model term df L. ratio pvalue
Total macrofauna biomass 1 417 0.0412
Temperature 1 6.20 0.0127
Biomass x temperature 1 15.0 <0.0001

Macrofaunal density (individuals m™) and biomass (mmol C m™) were quantified from
six phyla in the sediment surficial layer. Estimated total density of macrofauna in the
surfical layer was on average 2844 numbers m™. Polychaetes and nematodes were
typically the most numerous of the represented groups (Figures 2.3, 2.4). Polychaetes,
bivalves and nematodes tended to dominate both density and total estimated biomass
(Figures 2.3, 2.4, 2.5). The standard error in estimates of density and biomass were both
generally high (Table 2.4).
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Table 2.4. Estimated macrofauna density and biomass present in the sediment surface

layer (0-1 cm).

Treatment Density Average Biomass Average
(% WAF) (numbers m?) standard error (mmol C m?) standard error
0 1783 3.94
0 3565 2334 £ 616 18.22 8.11+£5.08
0 1655 2.17
5 3947 6.67
5 2419 3268 + 449 4.89 5.70+0.52
5 3438 5.54
15 2419 18.72
15 1910 3226 + 1071 2.33 10.55 + 4.56
15 5348 11.25
25 2801 1.38
25 4202 2546 + 1037 9.15 7.27+2.58
25 637 2.97
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Figure 2.3. Estimated density of each taxonomic class in the 12 sediment cores

preserved for faunal analyses.
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Figure 2.4. Biomass of each taxonomic class in the 12 sediment cores preserved for

faunal analyses.
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Figure 2.5. Macrofauna class as a percentage of total biomass (mmol C m™) present in

each core.
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Oxygen data from each sediment core are shown in relation to the estimated total
macrofauna biomass (mmol C m™) present in the 0 — 1 cm layer (Figure 2.6). Points
falling well below the model line in the 15% WAF plot (Figure 2.6) belonged to two

cores: i) a core with low biomass in the 0 — 1cm layer; and ii) a core for which biomass
data were not estimated.
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Figure 2.6. Oxygen concentration over the course of the ~2.5 day incubations. Circle
symbols indicate oxygen data from cores for which macrofauna biomass data were
estimated in the surficial layer. Circular symbols are scaled in size to total macrofauna
biomass (mmol C m™) in the relevant core. Triangle symbols indicate oxygen data from
cores for which no biomass data were estimated. Model-predicted oxygen

concentrations for the optimal model of oxygen concentration over time are indicated
by red lines.

A temperature gradient of approximately 2°C was observed across the incubator in
which the experiment was performed (Table 2.5). The temperature experienced at either
end of the incubator was ~1°C either side of the value at a temperature probe connected
to a thermostat that was located in the centre of the chamber (the thermostat was set at
8.6°C: ambient bottom water temperature at time of core collection). Remineralisation
rates were estimated for each core from the slope of the linear change in oxygen

concentration (Table 2.5). Rates estimated for the warmer end of the incubator were



between 6.13 and 7.66 mmol C m™? d* whereas rate estimates for the cooler end were
between 4.85 and 6.23 mmol C m™? d™* (Table 2.5).

Table 2.5. Estimated temperature of cores positioned at either end of incubator and

measured rates of carbon remineralisation from the experiment

Estimated

Treatment Remineralisation  Average rate +
Core ID (%e?NAeF) Efgp erature m?nol g%'giia(;/'l star?daagrg e?r?)r
74 5 7.6 5.68
68 15 7.6 6.23 56+04
69 25 7.6 4.85
64 5 9.6 7.33
60 15 9.6 7.66 7.0+05
70 25 9.6 6.13

The average rate of carbon remineralisation was ~26% higher in cores located at the
warmer end of the incubator. This is supported by Qo theory, which would imply that,
using a Q1o of 2 (common in biological systems), a 10°C rise in temperature results in a
doubling of the rate of reaction.

Photographs of the microcosms’ sediment surface taken before and after the experiment
indicated that burrowing activity and bioturbation had taken place over the course of the
incubations. This was visible at all treatment levels (see photographs Figures Al.2 —
Al.9, Appendix 2). Evidence of macrofauna activity included new ophiuroid burial
marks in control cores (e.g. Figure Al1.3) and treated cores (Figure Al1.7, 15% WAF
treatment). Also, new tracks were formed during the course of the experiment in control
cores (e.g. Figure Al1.3) and treated cores (e.g. Figure A1.5, 5% treatment level; Figure
Al.7, 15% treatment level; Figure A1.9, 25% treatment level). Some new burrows were

also formed (Figure Al1.7, 15% treatment level).

Effects of WAF on possible burrowing behaviour were further investigated using data
from an additional experiment (Chapter 3) and linear modeling. There was a non-
significant effect of sediment depth on total macrofaunal biomass (df = 3; L. ratio =

4.44; p = 0.22; Figure 2.7). There were also non-significant WAF treatment effects on
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biomass (df = 2; L. ratio = 1.86; p = 0.39) and a non-significant interaction of WAF
treatment with depth (df = 9; L. ratio = 10.2; p = 0.33). A large individual present in one
of the 2-5 cm cores made the variance of biomass at the 50 % WAF treatment level high
(Figure 2.7), but the overall interpretation remained that WAF did not affect biomass at

these depth horizons.
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Figure 2.7. Total wet weight macrofaunal biomass caught on a 500 um sieve at four
depth horizons and two treatment levels of WAF (25 % and 50 % of overlying water
volume) compared to controls. C = control; T1 = 25% WAF; T2 = 50% WAF. Sediment
layers are indicated by: 0 —1=0tolcmlayer;1 -2 =1to2cmlayer;2-5 =2to5
cm layer; 5—10 =5 to 10 cm layer.

2.4 Discussion

This study found no significant effect of WAF on the SCOC in natural deep-sea
sediment microcosms incubated ex situ. Chosen treatment levels of WAF ranged from
5% to 25% of overlying water volume. Significant reductions in oxygen concentration
were measured in the microcosms at all treatment levels, indicating that, broadly
speaking, the experiment had operated as expected despite the lack of a treatment x
time interaction. The biomass of the macrofauna present in the surficial layer at the end

of the experiment was found to be a significant explanatory variable for SCOC. Other



potentially significant explanatory variables, such as bacteria were not measured (this
will be returned to in Chapter 3). A temperature gradient measured across the incubator
may also have contributed to the lack of a clear effect of oil treatment on oxygen
consumption rate and this variable had a significant interaction with macrofauna
biomass in explaining oxygen consumption rate. The macrofauna present in the

microcosms were active in all WAF treatments and controls.

Respiration rates have previously been studied in relation to oil-induced stress of
individual organisms (Camus et al., 2002a; Camus et al., 2002b) and whole sediment
communities (Olsen et al., 2007a). Hydrocarbons can cause stress-induced changes in
respiration and cellular energy allocation of benthic invertebrates, although species (and
hence their individual modes of feeding and behaviour) are likely determinants of oil-
sensitivity and hence whether respiration rate could rise or remain unaffected (Olsen et
al., 2007b). Other effects of contaminants on invertebrates include changes in
behaviour, for example, burrowing avoidance of amphipods has been observed in

experimentally-contaminated sediments (Scarlett et al., 2007c).

It cannot be ruled out that the non-significant effect of treatment on SCOC may indicate
that there was no response to the hydrocarbons by the sediment community. However,
an observed temperature gradient across the incubator explained a significant proportion
of variance when backwards selection of linear mixed effects models was considered in
detail. It was impossible to disentangle entirely what could be responsible for non-
significant treatment effects. However, warmer temperatures at the end of the incubator,
where the highest SCOC rates were observed, were supported by metabolic theory.
Thus, rates at the incubator’s warmer end were on average 26% higher than those in
(2°C) cooler temperatures. Warmer water temperatures could have elevated the
metabolic rate of animals (Brown et al., 2004). Furthermore, oxygen solubility is
inversely related to temperature. Clearly, temperature control is of critical importance
in incubator studies involving the measurement of oxygen, and this should be better

managed in future experimental work.

The macrofaunal community present in the surface (0-1cm) layer of the microcosms
was typically dominated by polychaetes. Other motile fauna e.g. ophiuroids were also

well represented in several of the cores. The observed macrofaunal activity, indicated
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by the formation of new tracks, burrows and burial marks was present across all
treatments and therefore cannot necessarily be explained by stress-induced behaviour
(e.g. decreased burrowing, Scarlett et al., 2007c) in relation to the added oil. Future
work could consider in more detail the effect of oil on burrowing activities of
macrofauna, as it is possible that toxicity-induced stress might induce either shoaling or
burrowing away from the sediment surface. A non-significant effect of WAF treatment
on the distribution of total macrofauna biomass was found here. However, greater

taxonomic resolution might enhance the interpretation of this result

The ecological relevance of studying a community with microcosms has its limitations
(Carpenter, 1996). The microcosms used in this experiment were designed to replicate
as close as practicable the conditions present at the seafloor. With shallow water studies
it is feasible to control the number of individuals or species of macrofauna present in
each microcosm (e.g. leno et al., 2006; Mayor, et al., 2013). However, intertidal fauna
are by necessity relatively tolerant and so may be reasonably resistant to careful
handling. The sediment cores used in the present study were handled as quickly and
carefully as possible so as to avoid any artefacts caused by undue warming of the cores,
and randomisation was employed at every step in the experiment to eliminate bias.

Mortality (either acute or delayed) was not measured in the experiment. In this study it
was also not possible to predict mortality in relation to the WAF treatments with
confidence as the toxicity of crude oil to deep water invertebrates is not well known.
Deep-sea ecotoxicological research is generally lacking and there are very few
examples of studies that address the impact of oil on macrofauna in this context (Vevers
et al., 2010). It is likely that as with shallow water species some will be more tolerant
than others, possibly related to their feeding mode. There is a large range of LCs, values
reported in the literature for shallow water organisms, with some organisms being very
tolerant e.g. median lethal concentrations as high as 13.9 mg L™ (total petroleum
hydrocarbons, TPH) 48 hour LCsy for the polychaete Neanthes arenaceodentata
exposed to WAF (Rossi et al., 1976). In contrast, a relatively low exposure of 0.95 mg
L™ (TPH) elicited acute mortality (24 hour LCsp) in the decapod Pandalus danae (Rice
et al., 1976). Acute mortality tests have been developed to standardise the assessment of
pollution across gradients of exposure. However, the susceptibility of individual

organisms in acute LCs, tests does not account for the diversity of exposure modes



present to an entire macrofaunal community (e.g. deposit feeders vs filter feeders).
Also, acute mortality tests do not measure delayed mortality, which may occur days,
weeks or months after exposure to a contaminant (Brodersen, 1987; Scarlett et al.,
2007b).

The carbon remineralisation rate in the control cores was estimated as 24.5 mg C m?d™*
assuming a respiratory quotient of 1 (i.e. moles of oxygen consumed = moles of CO,
evolved). Although the benthic community may have changed over time, as has been
observed elsewhere in the deep ocean (Ruhl & Smith, 2004) the result found here
compares well to previous measurements of benthic remineralisation at the Goban Spur.
Heip et al., (2001) measured rates of 22 mg C m?d™ in undisturbed conditions of the
Goban Spur area at approximately the same depth and also in summer, attributing
approximately half of this quantity of remineralisation to the macrofauna. By
subtraction, Heip et al. (2001) therefore attributed almost half of the benthic
remineralisation on the continental slope at this site to bacteria. Bacteria are typically
large contributors to benthic respiration at both continental slope (Heip et al., 2001) and
abyssal depths (van Oevelen et al., 2012). The importance of bacteria as part of the
sediment community is addressed in Chapter 3, where the effect of hydrocarbons on

bacteria community composition and biomass is studied.

Sediment community oxygen consumption is an easily measured community metric that
can be measured in relation to pollution stress (Olsen et al., 2007a). An improved
understanding of perturbations in rates of SCOC in the presence of contaminants may
help to develop a better understanding of ecosystem functioning in relation to
disturbance. However, for SCOC to be of most use in impact assessment, background
levels need to be established across different sediment types, seasons and disturbance

regimes to provide sensible baselines for comparison.
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Chapter 3: Hydrocarbon contamination
effects on deep-sea SCOC and microbial

community composition

3.1 Introduction

Following the Macondo oil well blowout and the subsequent sinking of the Deepwater
Horizon drilling rig, the leaking oil and gas entered a range of transport pathways
(Ryerson et al., 2011). In addition to forming surface slicks and evaporating into the
atmosphere, dissolved oil and small droplets formed multiple horizontal intrusions that
were entrained into currents in the deep ocean (Camilli et al., 2010; Reddy et al., 2011;
Socolofsky et al., 2011). These hydrocarbon ‘plumes’ persisted for months, triggering
blooms of bacteria (Hazen et al., 2010) that produced a local, persistent depletion of
oxygen in the water column as oil respiration occurred (Kessler et al., 2011). Oil
persisted at toxic concentrations for months after the initiation of the leak, both in the

water column and in sediments on the continental slope (Paul et al., 2013).

Mechanisms through which Macondo oil arrived at the seabed have been discussed
following the accident. Aggregates of oil with particulate organic matter were observed
in the water column that could have been exported from the euphotic zone (Passow et
al., 2012). Qil in subsurface intrusions could also be advected directly onto a slope
according to the so-called ‘toxic bathtub ring’ hypothesis (Deepwater Horizon Oil Spill
Principal Investigator Workshop Final Report, 2012). At the seabed, tidal pumping of
pore waters and faunal ventilation of burrow structures may draw oil beneath the
sediment surface. Hence, there are multiple pathways through which deep-sea benthos
may come into contact with hydrocarbon contaminants following a spill. At the seabed,
there was strong evidence that oil from the Macondo well caused stress to benthic fauna
(White et al., 2012) and the seabed area affected was > 3200 km? (Valentine et al.,
2014).



Impacts of oil industry activities and pollution have commonly been measured by
assessing changes in species assemblages of benthic invertebrates in response to
pollution (e.g. Gray et al., 1990). Other benthic community measures, e.g. sediment
community oxygen consumption (SCOC, the consumption of oxygen by all living biota
within a sediment community) can also indicate health status, as it provides an index of
whole community metabolism (Smith and Teal., 1973; Brown et al., 2004; Glud, 2008).
Oxygen demand also commonly correlates with indicators of stress in the marine
benthos (Hyland et al., 2005).

Effects of hydrocarbons on benthic respiration rates have previously been studied
experimentally, where oxygen demand of shallow (200-300m) Arctic marine sediment
communities increased in response to high concentrations of crude oil slurry (Olsen et
al., 2007a). Sedimentation by drill cuttings also results in chronic increases in benthic
respiration and changes to the structure and functioning of benthic communities
(Schaanning et al., 2008; Trannum et al., 2011). Increases in respiration rates reflect the
up-regulation of compensatory mechanisms in response to hydrocarbon contaminants
(Widdows et al., 1995; Olsen et al., 2007b).

Crude oil has known toxic effects in metazoans and it can also cause stress and toxicity
in bacteria (Griffin & Calder, 1977). However, for certain groups of hydrocarbon-
degrading bacteria, the introduction of oil into a system instead represents a food source
(Yakimov et al., 2007). Hydrocarbon-degrading bacteria are among the few organisms
that possess the enzymes necessary to break up large, complex hydrocarbon molecules,
converting them to smaller molecules, until they form simple sugars (Atlas, 1981). Oil-
induced stress is however also possible in hydrocarbon-degraders at very high
concentrations. For example, inhibitory concentrations of toluene (740 uM) and ethyl-
benzene (315 puM) resulted in the production of membrane-protecting phospholipids in
oil degraders (Zink and Rabus, 2010).

Biodegradation of crude oil by hydrocarbon-degrading bacteria tends to preferentially
target alkanes and alkenes (Peters et al., 2005) and monoaromatic hydrocarbons (Jobson
et al., 1972; Oudot, 1984; Jechalke et al., 2013; Mufioz et al., 2007) and as crude oil is
biologically weathered, these compounds are removed or altered before the larger,

heavier more polar compounds are broken down.

43



The use of oil as a metabolic substrate by marine sediment bacteria communities has
been observed to lead to a shift in the isotope ratio of their respired carbon (Lapham et
al. 1999). The depletion of evolved CO, with respect to *C in slurry experiments where
bacteria were exposed to petroleum products hence demonstrated the ability of bacteria
to perform hydrocarbon breakdown. The importance of bacteria for hydrocarbon
breakdown, and thus bioremediation of shallow water oil spills has also been
demonstrated in the field, where **C isotope ratios of microbial phospholipid fatty acids
(PLFAS) indicated in situ biodegradation of alkanes at a beach site (Slater et al., 2006).

Microbial membrane PLFAS, which degrade quickly from non-living cells (White et al.,
1979), have been used to quantify bacteria biomass (Moodley et al., 2005) and identify
carbon sources of bacteria through measurement of their isotopic signatures (Boschker
& Middelburg, 2002). The changing profiles of PLFAs in sediments exposed to
hydrocarbons has been used to reflect functioning of the resident bacteria community
and show uptake of oil in the process of hydrocarbon degradation (Pelz et al., 2001;
Aries et al., 2001).

Our understanding remains incomplete with respect to the effects of oil on the structure
of natural, deep-sea benthic microbial communities, their functioning with respect to
respiration rates and their capacity to metabolise hydrocarbon contaminants. Pollution
by hydrocarbons and drill cuttings has been shown to increase total oxygen uptake in
both Arctic and temperate shallow (200-300 m) marine sediments (Olsen et al., 2007Db).
However, we do not yet have a detailed understanding of the effects of oil on the
structure of deep-sea benthic communities and their functioning with respect to
respiration rates. Although hydrocarbon degraders bloomed in the water column in
response to oil following the Macondo spill (Valentine et al., 2010; Redmond &
Valentine, 2011; Kessler et al., 2011), it was not clear what response might have

occurred in the benthic microbial community.

3.1.1 Aims

In order to predict the implications of future oil well blowouts to the functioning of
benthic environments, a better understanding of the response of benthic remineralisation

rates and microbial communities to oil-induced disturbance is needed. This was studied



here by means of an ex situ microcosm experiment on sediments collected directly from
an uncontaminated continental slope at ~1000 m water depth. Effects of WAF (water
accommodated fraction) at two treatment levels were measured on SCOC, benthic
bacterial biomass and community composition. Isotopic signatures of PLFAs (8"3C
values) were examined to investigate whether WAF exposure resulted in uptake of oil

by benthic bacteria. The null hypotheses tested here were as follows:

e Addition of hydrocarbons in WAF does not influence benthic respiration rates;

e Bacterial biomass is not affected by WAF;

e Bacteria community structure, or the isotopic composition of individual PLFAs
are not affected by WAF.
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3.2 Methods

Sediment cores (10 cm internal diameter with overlying water) were collected at the
Goban Spur site (described in Chapter 2, section 2.2) on 23" July 2012 (Table 3.1). The

ambient bottom water temperature was 9.2 °C.

Table 3.1. Details of sediment cores collection, treatment and subsequent analysis.

F = cores preserved in formalin for macrofauna biomass quantification; P = cores frozen

at -80°C for prokaryote investigation.

Core Treatment Post
D Station Latitude Longitude Depth (m) (% WAF) experiment
analyses
110 D377-56 49°35.517 N 011°50.872 W 996 25 F
111 D377-56 49°35.517 N 011°50.872 W 996 50 P
112 D377-56 49°35.517 N 011°50.872W 996 0 F
113 D377-56 49°35.517 N 011°50.872 W 996 25 P
114 D377-57 49°35.521 N 011°50.828 W 995 50 F
115 D377-57 49°35.521 N 011°50.828 W 995 0 P
116 D377-57 49235521 N 011°50.828 W 995 0 F
117 D377-57 49235521 N 011°50.828 W 995 50 P
118 D377-57 49235521 N 011°50.828 W 995 25 P
119 D377-58 49°35424 N 011°50.733W 994 0 P
120 D377-58 49°35424 N 011°50.733W 994 25 P
121 D377-58 49°35.424 N 011°50.733W 994 50 F
122 D377-58 49°35.424 N 011°50.733W 994 0 F
123 D377-58 49°35.424 N 011°50.733 W 994 25 F
124 D377-59 49°35.426 N 011°50.847W 992 50 P
125 D377-59 49°35.426 N 011°50.847W 992 50 F
126 D377-59 49°35.426 N 011°50.847 W 992 25 F
127 D377-59 49°35.426 N 011°50.847 W 992 0 F
128 D377-59 49°35426 N 011°50.847 W 992 0 P
129 D377-60 49°35.488N 011°50.816 W 992 0 P
130 D377-60 49°35.488N 011°50.816 W 992 50 P
131 D377-60 49°35.488N 011°50.816 W 992 50 F
132 D377-60 49°35.488N 011°50.816 W 992 25 F
133 D377-60 49°35.488N 011°50.816 W 992 25 P
3.2.1 Preparation of water accommodated fraction of crude oil

Seawater was collected from immediately above the seabed at the study location prior to
coring operations in order to produce WAF (methods as described in Chapter 2, Section
2.2.1) using crude oil from the Wytch Farm oilfield (Dorset, UK, obtained fresh in June



2012). The natural carbon stable isotope ratio, 6°C, of the whole crude oil was
determined using a Flash EA 1112 Series Elemental Analyser connected via a Conflo
Il to a Delta™™ XP isotope ratio mass spectrometer (all Thermo, Bremen, Germany;
analysis performed by the James Hutton Institute, Aberdeen). The isotope ratios were
calculated using CO, reference gas injected with every sample. The isotopic values of
this gas was directly referenced using International Atomic Energy Agency (IAEA)
reference materials USGS40 and USGS41 (both L-glutamic acid); certified for 8*3C
(%ovppg). LoOng term precision, over several months, for a quality control standard
(milled flour) was: §"°C -25.5 + 0.29 %o (mean =+ sd, n = 200).

3.2.2 Sediment core collection

A total of 24 sediment cores (10 cm internal diameter and between 20 and 40 cm
sediment height) and overlying water were collected using a Bowers and Connelly
megacorer (Barnett et al., 1984) and immediately transferred to an incubator set at the
ambient bottom water temperature (9.2°C). The temperature of the cores was further
controlled by keeping the ambient temperature of the enclosing room constant (also at
9.2°C). Cores were acclimated to experimental conditions for approximately 24 hours in
the dark.

3.2.3 Treating sediment cores with WAF

Sediment core tubes were contaminated with WAF at two treatment levels (eight
replicates per treatment) and eight cores formed controls. Treatments of WAF were
applied at low (25% overlying water volume) and high (50% overlying water volume)
levels. In the controls, 25% of the overlying water was exchanged with uncontaminated
bottom seawater. Samples of WAF (450 mL) were preserved with 50 mL hydrochloric
acid (specific gravity 1.18, 12.2 M) for later laboratory analysis of WAF composition
(ERT Fugro, UK). This was done at intervals spanning the cores treatment period in
order to monitor stability of the mixture and provide an estimate of hydrocarbon
concentrations in treatments (Table 3.2). All experimental apparatus, and the glass

aspirator bottle used for WAF preparation on the ship, were cleaned thoroughly and
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rinsed with hydrochloric acid followed by deionised water before use in the experiment.
All glassware used for subsequent analytical work was combusted at 450 °C before use.

Table 3.2. Concentration (mg L™) of analytes in WAF (Analysis performed by ERT
Fugro, UK). Sample 1 was preserved after 24 hours of low energy stirring. Samples 2
and 3 were preserved after a further 50 and 70 minutes during the process of cores

treatment respectively.

Sample 1 Sample 2 Sample 3

Benzene 0.5 04 0.5
Toluene 0.7 0.6 0.8
Ethyl Benzene 0.1 0.1 0.1
m,p-xylene 0.2 0.2 0.3
o-xylene 0.1 0.1 0.2
Oil total 1.8 1.8 4.4
BTEX total 1.6 1.4 1.9
3.24 Incubation of microcosms

Following addition of WAF/water, the sediment cores were immediately sealed without
a headspace and incubated at the ambient seabed water temperature. Oxygen
concentration in the overlying water was measured at intervals of approximately 6 hours
using a non-invasive PreSens Fibox oxygen sensor. The oxygen sensor was calibrated at
known temperature by taking readings in high (aerated water) and zero concentration
water (5 g anhydrous sodium sulfite was added to 500 mL seawater). The overlying
water in each core was stirred manually for approximately 10 seconds every two hours
and for 10 seconds preceding measurement of oxygen and incubations were ceased
when (or before) core overlying water oxygen concentration reached ~80% of starting

levels.



3.2.5 Slicing and preserving sediment horizons

All cores were sectioned at depth horizons (0-1 cm; 1-2 cm) at the end of the incubation
period. The sediment horizons of four replicates from each treatment and controls were
preserved in 4% formaldehyde for later macrofauna analyses. The remaining sediment

was frozen at -80°C for subsequent PLFA analyses (details in Table 3.1).

3.2.6 Macrofauna biomass

Macrofauna were removed from the sediment sections following staining with Rose
Bengal and washing on a 500 um sieve. The animals were sorted into phyla under a
reflecting microscope (Natural History Museum, London, UK). Total wet weight
biomass was then summed and quantified for depth layers. Wet weights were summed
forthe0O—-1cm;1—-2cm; 2-5cmand 5 — 10 cm sediment layers and an estimate of
total macrofauna biomass (mmol C m™) was calculated, assuming 12.4% carbon content
for nematodes (Jensen, 1984) and 4.3% carbon content for all other animals (Rowe,
1983) except ophiuroids (1.9% carbon content). For the present chapter, macrofauna
biomass data from the 0 — 1 cm and 1 — 2 cm sediment horizons were analysed in
relation to the null hypothesis that there were no WAF treatment effects on macrofauna

biomass in these depth layers.

Biomass data from all four sediment horizons were used to investigate WAF treatment

effects on the distribution of macrofauna biomass in Chapter 2.

3.2.7 Extraction and quantification of PLFAs

Phospholipid fatty acids were extracted from freeze-dried sediment from the 0-1 cm and
1-2 cm horizons. All solvents used were HPLC grade. Following an extraction method
modified from Bligh and Dyer (1959), lipids were extracted from 9.0 g freeze-dried
sediment for each replicate sample using a single phase mixture of chloroform :
methanol : citrate buffer 1 : 2 : 0.8 v:viv, Frostegard et al., (1991). The lipids were
fractionated using 6 mL ISOLUTE SI SPE columns (solid phase extraction with silica

as the sorbent, International Sorbent Technology Ltd, Hengoed, UK) preconditioned
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with 5 mL chloroform. Dry lipid material was taken up in 400 pL chloroform, vortex
mixed twice then transferred onto the column. The vial was rinsed three times with 200
puL chloroform then added to the column on each occasion. The sample was then
allowed to pass through the column. The columns were washed sequentially with 2 x 3
mL of chloroform then 2 x 3 mL acetone, these eluates were not retained. The column
was then washed with a total of 10 mL methanol. All methanol eluates, containing the
PLFAs, were collected in a glass vial, slowly evaporated to dryness under nitrogen gas

and stored at — 20°C until further processing.

The PLFAs were subsequently derivitised with methanol to yield fatty acid methyl
esters (FAMEs). Each sample was taken up in 1 mL of a 1:1 (v:v) mixture of methanol
and toluene in a vial. Then, 1 mL of 0.2 M KOH in methanol was added with a known
quantity of C19 internal standard, vortex mixed and incubated at 37°C for 15 minutes.
After cooling to room temperature 2 mL of isohexane: chloroform (4:1 v:v), 0.3 mL of
1 M ascetic acid and 2 mL deionized water was added to each vial. The solution was
vortex mixed, placed on an end over end mixer for 10 minutes, then centrifuged. The
organic phase was transferred to a new vial. The aqueous phase was re-extracted with a
further 2 mL of isohexane:chloroform (4:1) and centrifuged as before. Both resultant
organic phases were combined, evaporated under nitrogen and stored at -20°C. The
residue was extracted with 3 x 100 pL isohexane:chloroform (4:1) and transferred to a
glass vial. The solvent was evaporated with nitrogen and samples were stored at -20°C.
Samples were taken up in isohexane immediately prior to analysis by gas

chromatography-combustion-isotope ratio mass spectrometry (GC-C-IRMS).

The isotopic composition and quantification of individual FAMEs was determined
using a GC Trace Ultra with combustion column attached via a GC Combustion 11l to a
Delta VV Advantage isotope ratio mass spectrometer (all Thermo Finnigan, Bremen,
Germany). Samples (2 uL) were injected in splitless mode, via an inlet held at 250 °C,
onto a J&W Scientific HP-5 column, 50 m length, id 0.2 mm with a film thickness of
0.33 um (Agilent Technologies Inc, Santa Clara, USA). The He carrier gas was
maintained at a constant flow rate of 1.5 mL min™. The GC oven was initially set at
100°C, held for 1 min and then ramped at 20°C min™ to 190°C, then at 1.5°C min™ to
235°C and finally at 20°C min™ to 295°C; where the temperature was held for 15 min.
The oxidation reactor on the interface was maintained at 950°C and the reduction
reactor at 650°C.



The 3Cyppg values (%o) of the FAMESs were calculated with respect to a CO, reference
gas injected with every sample and traceable to International Atomic Energy Agency
reference material NBS 19 TS-Limestone. Isodat 3.0 Gas Isotope Ratio MS Software
(Ver 3.0) (ThermoFisher Scientific, Bremen, Germany) was used for data processing,
and the final results were exported into Excel, then further processed using in house
Visual Basic macros, which enabled the selection of peaks of interest using relative
retention time with respect to the internal standard. The macros also corrected sC
values of FAMEs for C added as a methyl group during derivatisation using a mass
balance approach. Precision of the 8°C FAME analysis was indicated by the §'°C
values determined for the C19 internal standard added to all samples; 8°C = -32.44 +
0.67 %o (mean =+ sd, n = 23). Measurement of the Indiana University reference material
hexadecanoic acid methyl ester #1 (certified 613CVPDB value = -30.74 + 0.01 %o) gave a
value of -30.86 £ 0.17 %o (mean + sd, n = 13). The combined area of all mass peaks
(m/z 44, 45 and 46) after background subtraction were collected for each individual
FAME peak. These combined areas, relative to those of the internal standard, were used
to quantify the 18 most ubiquitous FAMEs and subsequently the PLFAs from which
they were derived, as described by Thornton et al. (2011).

Various nomenclatures describing the composition of individual PLFAs are in common
use in the literature. The system adopted in the present study uses a number to indicate
the length (in carbon atoms) of the fatty acid chain followed by a colon symbol and the
number of double bonds. The position of the double bond from the methyl end of the
molecule is indicated by a number in brackets. If a further methyl group is present this
appears at the start as ‘Me’ with its position along the carbon chain (starting at the

carboxylic acid end of the molecule).

For example, pentadecanoic acid, CH3(CH,);3COOH, is denoted as 15:0, and
palmitoleic acid, CH3(CH,)sCH=CH(CH,);COOH, as 16:1(n-7).

Bacterial biomass was estimated from the concentration of the bacterial biomarker
PLFAs: 15:0i, 15:0ai and 16:0i (Moodley et al., 2005; Mayor et al., 2012a,b) assuming
that these PLFAs make up 10% of total bacterial PLFAs and that there is 0.0056g C
PLFA / g C biomass (Brinch-lversen and King, 1990). Estimating bacterial biomass on
the basis of specific biomarker PLFAs has the potential to over- or under represent
particular groups of bacteria (e.g. Gram-negative or Gram-positive), depending on the
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relative abundance of biomarkers in these organisms at the study location. Nevertheless,
the PLFASs used to estimate bacteria biomass in this study,15:0i, 15:0ai and 16:0i, are
widely used across a range of marine benthic ecosystems as generic bacterial
biomarkers (Boschker & Middelburg, 2002; Moodley et al., 2005; Bouillon &
Boschker, 2006) and therefore provide a reasonable approximation for the overall

community response.

3.2.8 Data analysis

Data exploration (Zuur et al., 2010) and analysis were conducted using the statistical
programming language R (R Core Team, 2013). Statistical models were constructed,
using the packages ‘nlme’ (Pinheiro et al., 2014) and ‘vegan’ (Oksanen et al., 2013).
Oxygen concentration- and benthic biomass data were examined using linear regression
techniques (Pinheiro and Bates, 2000; Zuur et al., 2009). The effects of time, treatment
(Control, 25% WAF and 50% WAF) and a time x treatment interaction on oxygen
concentrations in core overlying water were assessed with a linear mixed effects (LME)
statistical model. Core identity was included as a random effect (L. ratio = 337,df =1, p
< 0.001) to allow for the correlation of data collected within each core (Zuur et al.,
2009). Treatment effects on the biomass of bacteria and macrofauna were examined
using generalised least squares (GLS) models that included variance covariates to
account for instances of heterogeneity. Preliminary analyses examining the interaction
between treatment and sediment depth revealed strong heterogeneity in the residual
plots. GLS models that allowed the residual spread to vary by treatment level were also
used to examine treatment effects on the isotopic signatures of individual PLFAsS.
Biomass data from the 0-1 and 1-2 cm sediment horizons were therefore analysed
separately. The optimal structures of all linear models were determined using

backwards selection based on the L. ratio test with maximum likelihood estimation.

Relative abundance (mol %) and stable carbon isotope ratios (5"°C) of the 18 identified
PLFAs were examined using redundancy analysis (RDA). Both of these datasets
differed significantly between the 0-1 cm and 1-2 cm depth horizons (Figures A2.1 and
A2.2) and were therefore analysed separately. The significance of treatment effects

were examined using a permuted Monte Carlo test (n = 9999; Zuur et al., 2007; Mayor



et al., 2013). Redundancy analysis was also performed on the raw PLFA concentration
data (Figure A2.3) to check that similar statistical significance was obtained.

3.3 Results

Oxygen concentrations were affected by a highly significant Time x Treatment
interaction (Tables 3.3 and A2.1), indicating that the rate of SCOC was significantly
increased by WAF treatment (Figure 3.1). Estimated remineralisation rates were
calculated as 1.50 mmol C m?d™ in control cores; 2.66 mmol C m?d™ in 25% WAF
treated cores and 3.08 mmol C m? d* in 50% WAF treated cores (assuming a

respiratory quotient of 1).

Table 3.3. Summary of results from the statistical tests (LME, linear mixed-effects;
GLS, generalized least squares; RDA, redundancy analysis).

Response Model  Model term Df L-ratio F p value
Oxygen concentration LME Treatmentxtime 2 69.6 <0.001
Bacterial biomass (0 - 1 cm) GLS Treatment 2 7.78 0.02
Bacterial biomass (1 - 2 cm) GLS Treatment 2 9.27 0.01
Macrofaunal biomass (0-1cm) GLS Treatment 2 3.67 0.16
Macrofaunal biomass (1 -2cm) GLS Treatment 2 0.16 0.92
PLFA composition (0 — 1 cm) RDA Treatment 2 2.05 0.03
PLFA composition (1 — 2 cm) RDA Treatment 2 1.38 0.13
PLFA 8%C (0-1cm) RDA  Treatment 2 1.02 042
PLFA 5"°C (1 -2 cm) RDA  Treatment 2 0.757 0.77
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Figure 3.1. Oxygen concentration in cores overlying water over the 36-hour
incubations. Cores are grouped by treatment in each panel, where symbols of same type
show data from the same core. Lines show linear models fitted to the replicate data
(n=8). Control cores had 25% of their water exchanged with uncontaminated bottom

seawater at the start of the experiment.

Bacterial biomass present in the microcosms was over an order of magnitude greater
than that of metazoans (Table 3.4). There was a significant treatment effect on bacterial
biomass in both the 0-1 cm and 1-2 cm sediment layers (Tables 3.3, 3.4, A2.2, A2.3);
increasing concentration of hydrocarbons typically resulted in a decrease in bacterial
biomass. In contrast, macrofaunal biomass in the 0-1 and 1-2 cm sediment horizons

remained unaffected by hydrocarbon contamination (Tables 3.3, 3.4, A2.4, A2.5).



Table 3.4. Bacterial and macrofaunal biomass in the sediment horizons investigated.

Mean bacterial biomass
(mmol C m? + SE)

Mean macrofaunal biomass
(mmol C m? + SE)

Depth Horizon 0-1cm 1-2cm 0-1cm 1-2cm

Control 68 + 14 69+7.7 29+0.7 74+40
25% WAF 43+3.8 37+4.1 85146 6.1+26
50% WAF 28+5.7 53+ 10 7.7+3.2 72+26

The full set of PLFA compositional (mol%) and isotopic (8**C) data from the 0-1 cm
and 1-2 cm sediment horizons are presented in the Appendix in Tables A2.6-A2.7.
Concentrations of PLFAs (0-1 cm) are presented in Figure A2.3. There was a
significant effect of treatment on the relative composition of PLFASs in the surficial
layer (Table 3.3; Figs. 3.2 a and b) and on PLFA concentration (df = 2; F = 3.39; p =
0.04, Figure A2.3). Control cores were discriminated from those in the 25% WAF
treatment along the first axis (vertical axis) of Figure 3.2a and b, which explained
24.2% and had positive loadings of 18:1(n—7) and negative loadings of 14:0, 15:0i,
16:0, 16:0i, 17:0 and 17:0ai. The 50% WAF treatment was discriminated on the second
axis (horizontal axis), which explained 7.0% of variation. This axis had positive
loadings of 16:1(n-5), 19:1(n-5) and negative loadings of 18:1(n-9). Replicate
observations of the composition of PLFAs in the 1-2 cm layer also grouped by
treatment (Figs. 3.2c and d), although treatment effects were not statistically significant
(Table 3.3). The first axis, which explained 14.4% of the variation, had positive
loadings of 19:0cy and negative loadings of 17:0, 18:0 and 12Me16:0. The second axis
explained 9.0% of the variation and had positive loadings of 18:1(n-9) and 16:1(n-5),
and negative loadings of 16:1(n-7) and 19:1(n-6).
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Figure 3.2. Redundancy analysis plots showing the effect of treatment on microbial
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of sediment at the experiment end. Ordination of individual cores is shown by plotting
different symbols for each treatment (panels a and c). Triangles = controls; circles =
25% WAF; squares = 50% WAF. Effects of each treatment are shown by crossed
circles. Ordination of individual PLFAs, indicated by their names (panels b and d). The
following have been plotted with symbols for visual clarity: (b) square = 17:0; upward
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The stable carbon isotopic composition (5"°C value) of whole crude oil was -29.2%o.
The &'*C values of individual PLFAs in the 0-1 and 1-2 cm depth layers were not
significantly affected by treatment (Table 3.3), although replicate observations in these

horizons were visibly discernible by group (Fig. 3.3).
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Figure 3.3. Redundancy analysis plots showing the effect of treatment on §*3C values of
microbial PLFAs at the end of the experiment in the 0-1cm (panels a and b) and 1-2 cm
(panels ¢ and d) layers. Ordination of individual cores is shown by plotting different
symbols for each treatment (panels a and c). Triangles = controls; circles = 25% WAF;
squares = 50% WAF. The effect of each treatment is shown by crossed circles.
Ordination of PLFAs, is indicated by their names (panels b and d) with the following
plotted with symbols for visual clarity: (b) crossed square = 14:0; downward pointing
triangle = 15:0; circle = 15:0i; upward pointing triangle = 18:0; square = 18:1(n-9);
diamond = 10Me18:0; open square = 19:1(n-6); open triangle = 17:1(n-8). (d) square =
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15:0; upward pointing triangle = 15:0ai; downward pointing triangle = 16:0; circle =
16:01; diamond = 18:0; crossed square = 18:1(n-7).

In the 0-1 cm layer (Figs. 3.3a and 3.3b) the first axis, which explained 15.4% of the
variation, progressively discriminated the control cores from the WAF treated cores.
This axis had positive loadings of 17:0ai, 17:0, 16:1(n-5) and 19:0cy and negative
loadings of 15:0 and 16:0i. The second axis, which explained 3.14% of the variation,
discriminated the replicate 25% WAF cores from all other cores. This axis had weak
positive loadings of 16:0i, 18:0 and 19:1(n-6) and negative loadings of 18:1(n-7). In the
1-2 cm layer (Figs. 3.3c and 3.3d), only a low proportion of the variance was explained
by the first and second axes; 8.9% and 5.5% respectively. Axis 1 had positive loadings
of 19:1(n-6) and 18:0; axis 2 had a strong, positive loading of 19:0cy and negative
loadings of 17:1(n-8)c and 16:0i.

Two compounds (17:0 and 17:0ai) became progressively depleted in *3C in the surficial
sediment, shifting from values of approximately -24%o in the controls to < -27%o in the
50% WAF treatment (Table A2.7). However, when investigated further, there was
appreciable variance in the estimates at the 50% WAF level and treatment effects were
not regarded as statistically significant (17:0ai: L. Ratio = 5.79, df = 2, p = 0.06; 17:0:
L. Ratio =5.10, df = 2, p = 0.08).



3.4 Discussion

This study demonstrated that SCOC rates and bacterial biomass (estimated using
biomarker PLFAS) in a deep sea benthic community were significantly affected by
exposure to increasing levels of WAF. The consistent grouping of the PLFA
compositional and isotopic data by treatment suggests that the bacterial community
composition and their metabolic functioning were also affected by exposure to WAF.
The estimated rate of carbon remineralisation in the control cores, 1.5 mmol C m?d™,
was very similar to the value of 1.8 mmol C m™ d* reported previously at the
experimental location (Heip et al., 2001) and the rate of carbon remineralisation in the
upper WAF treatment level was approximately double that in controls. The significant
increase in SCOC rate in response to WAF clearly demonstrates that exposure to these
hydrocarbons affects deep-sea benthic organisms and hence the functioning of this
environment, as has also been observed in shallower marine benthic habitats (Olsen et
al., 2007a).

The present study was performed ex situ on sediments brought to the surface from
~1000 m water depth, and the effect of the change in pressure (e.g. barotrauma or
stress) on the sediment microbial communities was assumed to be negligible. Effects of
decompression have been observed to cause change in bacterial communities from
abyssal depths (3170 m, Egan et al., 2012). However, oxygen consumption rates were
not affected greatly by decompression for sediment communities collected from 1430 m
(Graf, 1989) i.e. considerably deeper than the sediments used in the present study.
Meyer-Reil and Koster (1992) also found no effect of pressure on the enzymatic

performance of deep-sea bacteria from water depths of 1400 m — 2000 m.

Shifts in the stable carbon isotope values (5°C) of some PLFAs lead to consistent
grouping by treatments but these isotopic data were not found to be consistently or
significantly different across the full range of PLFAs examined.

There were no clear effects of treatment on the quantity of macrofaunal biomass or its
distribution in the 0 — 2 cm sediment depth horizons for which PLFA composition were
obtained. A further hypothesis to assess the affect of treatment on macrofauna biomass
down to 10 cm depth in the sediment also found no significant effect of treatment on the
distribution of macrofauna biomass among depth horizons (see Chapter 2). Given the
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short incubation time it is possible that mortality, which was not investigated as part of
the study, may have contributed to the observed lack of either shoaling or burrowing
into deeper layers. However, more targeted experiments would be required to further
study the macrofauna as stress-induced behaviour caused by high concentrations of
hydrocarbons could include, for example, burrowing avoidance behaviour and hence
movement away from the stressor (Scarlett et al., 2007b). Since the sensitivity of
different phyla and species to oil varies (Dauvin, 1998; Dauvin, 2000) enhanced
taxonomic resolution would disentangle results that may be confounded by looking at

biomass alone.

In contrast to the macrofauna biomass, bacterial biomass in the WAF-exposed cores
was consistently lower than that in the controls, suggesting that the short-term exposure
to hydrocarbons caused net mortality. This finding is consistent with results from a
previous study: the PLFAs used to estimate microbial biomass here (15:0i, 15:0ai and
16:0i) decreased in a coastal marine benthic microbial community exposed to artificially
weathered crude oil (Syakti et al., 2006). Lower bacterial biomass does not necessarily
imply that the microbial contribution to SCOC was smaller. Instead, WAF exposure
could have elicited stress responses in the fauna and the majority of active bacteria in

the microcosms, resulting in increased respiration in both of these groups of organisms.

Oil-induced stimulation of hydrocarbon degrading bacteria results in increased oxygen
consumption (Lee & Lin, 2013), even though these organisms potentially only represent
a small component of the benthic community (Mazzella et al., 2005; Syakti et al.,
2006). Little is known currently about how the physiology of deep-sea prokaryotic and
eukaryotic organisms respond to oil exposure (Vevers et al., 2010). Hence it is not
possible to predict how faunal and bacterial contributions of SCOC in our experiment
changed from the biomass estimates alone. The relative contributions to increased
oxygen consumption by stress-induced respiration and remineralisation of the

introduced hydrocarbons are also not discernible.

Changes in the composition of sediment PLFAs and their isotopic signatures have
previously been used to investigate how natural microbial communities respond to
external stressors (e.g. Pelz et al., 2001; Mayor et al., 2013), and **C labeling
techniques have traced the incorporation of oil-derived carbon into the biomass of

hydrocarbon-degrading bacteria (Rodgers et al., 2000; Pelz et al, 2001).



Biodegredation in the field has been demonstrated for coastal microbial communities
using isotopic analysis of **C (Slater et al., 2006; Mahmoudi et al., 2013) and §*3C
values (Mahmoudi et al., 2013). The significant, oil-driven shift in the composition of
PLFAs observed in surficial sediments here is consistent with the understanding that
hydrocarbon exposure drives rapid changes in benthic microbial community structure
(Hanson et al., 1999) and the composition of their PLFAs (Aries et al., 2001; Mazzella
et al., 2005; Syakti et al., 2006).

Some consistent patterns emerged in PLFA composition. For example, the PLFAs that
correlated positively with the WAF-treated sediments were typically saturated
compounds, e.g. 14:0, 15:0, 16:0, 16:0i, 17:0, 17:0i and 18:0, many of which are
frequently used as generic bacterial biomarkers. This observation agrees well with a
range of studies that have investigated how the presence of hydrocarbons affects the
PLFA composition of soils and sediments. For example, the PLFAs 15:0, 16:0, 17:0 and
18:0 have been reported to increase in soil microbial communities where hydrocarbon
degradation was occurring via the activities of sulfate-reducing bacteria (Hanson et al.,
1999; Pelz et al., 2001). Exposure to artificially weathered crude oil has also been
reported to increase the prevalence of saturated PLFAs such as 15:0, 17:0 and 18:0 in a
consortium of oil degrading marine bacteria (Aries et al., 2001), in a natural coastal
benthic microbial community (Mazzella et al., 2005, Syakti et al., 2006) and in
individual species extracted from therein (Mazzella et al., 2005). The monounsaturated
PLFAs 16:1(n-5), 18:1(n-7) and 19:1(n-6) also contributed to significant discrimination
between the treatments in our experiments, with 16:1(n-5) and 18:1(n-7) correlating
positively with the control cores. These observations agree with the understanding that
even-numbered chain length, monounsaturated PLFAs typically increase when
hydrocarbon contaminants are removed (Aries et al., 2001; Syatki et al., 2006). The
proportions of PLFAs in the surficial sediments did not always respond to the WAF
treatment level in a linear manner; many of the saturated compounds increased in the
25% WAF treatment, whereas in the 50% WAF treatment they remained similar to
values in the 25% WAF treatment or decreased towards control levels. This pattern of
responses, and the association of these saturated compounds with hydrocarbon
degrading bacteria (Hanson et al., 1999; Aries et al., 2001; Pelz et al., 2001) suggests

that a component of the natural sediment microbial community was stimulated by the
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presence of 25% WAF but inhibited (Mufoz et al., 2007) or even Kkilled off in the
highest, 50% WAF treatment.

Multivariate ordination of PLFAs &"°C values revealed groupings by treatment in the 0-
1 and 1-2 cm horizons (Fig. 3.3) but overall the result was not significant. The PLFAs
17:0 and 17:0ai in the surficial sediments became progressively depleted in *3C, shifting
from values of approximately -24 %o in the controls to < -27 %o in the 50% WAF
treatment (Fig. A2.3), and these compounds contributed strongly to discriminating the
WAF-treated cores from the controls on the first axis (Fig. 3.3). Following the
assumption that bacterial isotopic signatures reflect their nutrition source (Boschker &
Middelburg, 2002) the isotopic signature (5'°C) of oil-degraders’ PLFAs should
eventually shift towards that of the oil (the bulk crude oil was measured as —29.2%o) as
they incorporated the “*C-depleted carbon into their lipids through the turnover of
existing PLFAs and the production of new biomass (Lapham et al., 1999). However,
there is evidence from previous studies on soils to suggest that such a rapid response
might only happen in pre-exposed sediments (Zyakun et al., 2012). Non-significant
effects of treatment on the isotopic composition of all PLFAs examined indicates either
that the majority of PLFAs investigated did not respond consistently, or were not
strongly affected by WAF. The progressive decrease in the §°C values of 17:0 and
17:0ai (Fig. A2.3), in contrast to the non-linear changes in the percentage abundance of
these PLFAs (Fig. A2.1) may suggest a response by hydrocarbon degraders, but this
cannot be concluded unequivocally. It is also likely that a range of other processes
contributed to the observed shifts in the isotopic signatures of individual PLFAS,
including the physiochemical conditions present (Teece et al., 1999) and the
degradation of faunal biomass as a result of WAF-induced mortality (Mayor et al.,
2013). The processes that govern the turnover rates of individual PLFAs, the
microorganisms that produce them and the metabolic pathways that result in isotopic
fractionation in natural sediment systems need further study (Lerch et al., 2010). Better
understanding of these processes is required if we are to meaningfully interpret isotopic
shifts in natural bacterial communities in response to accidental releases of

hydrocarbons into the natural environment.

There is an emerging understanding that marine bacteria provide an intrinsic level of

bioremediation in the event of hydrocarbons being released into surficial and deep



pelagic ecosystems (Slater et al., 2006; Hazen et al., 2010; Gutierrez et al., 2013).
Benthic microbes also actively contribute to the removal of oil contaminants that reach
the deep-seafloor (Kimes et al., 2013; Mason et al., 2014), but observations are
currently scarce. This study showed that the contamination of deep-sea sediments with
hydrocarbons will affect the structure and metabolic functioning of resident microbial
communities. Since the microcosms used were formed from cohesive sediments taken
directly from the seafloor they were a close emulation of what was naturally present.
They therefore provide some initial insight into how a deep-sea benthic community
responds to the presence of WAF. There is a clear need for more detailed information
on how the physiology of deep-sea benthic organisms responds to hydrocarbon
contamination so that the mechanisms underpinning these results can be more clearly
understood. Future studies should not be limited to understanding the effects on
sediment-dwelling microbes; benthic fauna contribute directly to SCOC and other
ecosystem functions such as the recycling of nutrients. They also indirectly influence
ecosystem functioning by mediating changes in the microbial community structure
through their physical activities (e.g. Laverock et al., 2010; Mayor et al., 2013). Hence,
the net, community-scale response to hydrocarbon contamination will likely reflect a
range of interactive processes that are currently not possible to predict.

The deep-sea forms an important sink for carbon generated by surface production, with
the processing of organic carbon at the seabed by benthos resulting in a fraction
becoming buried. Understanding the carbon cycle, including disturbance-induced
perturbations in benthic processes such as remineralisation give a measure of a whole-
community response that will be a useful part of environmental assessment as our
understanding of biogeochemical cycling continues to develop. As drilling operations
currently continue to expand in the deep-sea, future large oil spills remain a possibility.
Therefore, this work is of immediate relevance, because in order to predict the
implications of future oil well blowouts, we need to build a better understanding of both

benthic and pelagic processes following disturbance.
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Chapter 4: Simulating trajectories of

subsurface oil using a 3D GCM

4.1 Introduction

Following the Macondo 2010 oil well blowout, the ensuing leak of oil into the deep
(~1600 m) Gulf of Mexico entered various transport pathways both below and at the
ocean surface; contaminating deep-sea sediments (White et al., 2012; Montagna et al.,
2013; Valentine et al., 2014) and the water column (Graham et al., 2010; Passow et al.,
2012) as well as hitting widespread beaches (Aeppli et al., 2012) and evaporating to the
atmosphere (Ryerson et al., 2011).

4.1.1 Subsurface oil and hydrocarbon plumes

The 1972 Ixtoc | oil well blowout in the Gulf of Mexico also showed that this type of
incident leads to contamination across the entire water column. Water borne oil in
concentrations of up to 10.6 mg L™ were measured in close proximity (within several
hundred metres) to the well head and a shallow water (~20 m) plume of suspended
droplets was detected (Boehm & Fiest, 1982). Following the 2010 Gulf of Mexico spill,
technology such as autonomous underwater vehicles (AUVs) and remotely operated
vehicles (ROVs) was available that were able to sample and film the deep water
environment. Hence, a new and advanced picture of what was going on beneath the
surface emerged, yielding a more comprehensive understanding of how much oil

remained subsurface and where it went.

The progression of oil leaking from an oil well blowout and the subsequent pathways it
takes in the subsurface ocean depends on its buoyancy. The buoyancy of crude oil
leaking from a well head depends on the proportion of gas emitted, subsequent gas

hydrate formation, and oil droplet size and composition (Johansen, 2003; Yapa &



Dasanayaka, 2008; Dasanayaka & Yapa, 2009). Biological and chemical weathering
processes change oil’s composition in the environment and this also has an important
effect on the behaviour of oil in seawater. Oil from the Macondo well blowout flowed
as a hot (~100°C), high pressure jet into the much cooler (~4°C) surrounding ocean.
Small droplets formed and a large proportion of the oil and gas dissolved (Reddy et al.,
2011). The use of chemical dispersants at the Macondo well head further encouraged
the formation of small oil droplets (National Research Council, 2005). Small droplets
have less buoyancy, and following the Macondo blowout, droplets of < 100 pm
diameter persisted in large, deep water plumes with dissolved monoaromatic

hydrocarbons and methane (Camilli et al., 2010; Socolofsky et al., 2011).

In addition to these subsurface plumes, there are other mechanisms through which
spilled oil is able to either remain subsurface, or become entrained there following an
oil well blowout. The fact that bulk crude oil is less dense than seawater® naturally
results in large quantities of oil quickly reaching the sea surface to form floating slicks.
However, breaking waves at the surface can break the oil up into smaller droplets, and
therefore encourage more oil to be mixed down into the water column. Qil in the water
column can stick to particulates, forming aggregations of oil and sinking marine snow
that transport oil downwards (Passow et al., 2012). The composition of oil in surface
slicks changes quickly as lighter fractions evaporate or are preferentially removed by
other weathering processes. This causes an increase in density of the remaining mixture,

which can result in clumping and subsequent sinking of oil.

Subsurface oil was estimated to account for the largest proportion of the spilled
Macondo oil that was detected and accounted for — in an estimate given by Ryerson et
al. (2011). Beyond making direct measurements of the oil at the time of the spill,
understanding the extent of the subsurface oil and its environmental impacts have since
been dealt with largely using modelling (e.g. Adcroft et al., 2010; Liu et al., 2011b;
Socolofsky et al., 2011; Valentine et al., 2012; Lindo-Atichati et al., 2014).

® Bulk crude oil is ~0.8 kg L™ while seawater is > 1.0 kg L™
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4.1.2 The use of models

As was demonstrated by the Gulf of Mexico spill, our access to observations of the
subsurface ocean severely limits our understanding of oil spill dynamics over space and
time. Datasets on ocean interior variables are by necessity based on limited sampling.
Therefore, extrapolating from observations and using model simulations may provide
essential tools for the study of ocean current dynamics. Models are also useful to test

our understanding of ubiquitous processes or past events.

Modelling the fate of oil and gas from subsea blowouts considers, to varying degrees,
the influence of various physical, chemical and biological factors on the transport of oil
from a leaking well. Existing three-dimensional oil spill models such as the Oil Spill
Contingency and Response Model, OSCAR (Reed et al., 1995), have proven successful
in modelling spills on relatively small spatial scales, but the opportunities for validation
against real spills or scenarios are rare (Johansen, 2003). Therefore, large or complex
spills could benefit from the use of detailed models of ocean currents in order to help
elucidate possible pathways. Oil well blowouts require the consideration of oil
movement on a range of spatial scales that include near field plume modelling; plume
transport and dispersal; surface slick transport and evaporation. All of these transport
modes are influenced by weathering processes. Hence, the timescale of interest for

modelling a spill is determined by the range of parameters considered.

4.1.3 Ocean circulation models

Three-dimensional ocean general circulation models (GCMs) have been developed to
study ocean currents and patterns in transport on regional and global scales. Through
testing of ideas and comparison with field observations, GCMs have enhanced our
understanding of thermohaline circulation (e.g. Lohmann et al., 2014), transport
pathways (e.g. Blanke et al., 1999) and bulk properties over ocean-basin scales (e.g.

Marzocchi et al., 2015). Hindcast outputs of GCMs are able to resolve oceanic features



by solving equations of flow (Madec, 2008) and are forced with large datasets (Dussin
& Barnier, 2013) to provide a simulation covering a period in the past.

The potential applications of GCMs are clearly far-reaching, including the study of
physical oceanography, biogeochemical cycles, pollution and climate change. The
ability of GCMs to capture variability on decadal time scales allows the study of
circulation affected by cycles in climate (Persechino et al., 2012). Potential outcomes of
climate change have also been investigated. For example, the (low) impact on
circulation by increased freshwater fluxes caused by melting ice-sheets in Greenland
was investigated by Marsh et al., (2010). Fully coupled models of the whole earth
climate system were used to estimate possible changes in benthic biomass in response
to climate change (Jones et al., 2014). Operational forecasting is possible with the

adaptation of GCMs using up to date climatology data (Storkey et al., 2010).

Current dynamics have been studied using GCMs, with examples including the
estimation of current strength in the Pacific and Atlantic subsurface ocean (Wacogne
1990) and variability in tropical Atlantic Ocean currents (Blanke & Delecluse, 1993). A
multi-scale circulation model was produced for the Great Barrier Reef to study complex
hydrodynamics in relation to subsurface topographical features, reefs and islands
(Lambrechts et al., 2008).

Some high resolution GCMs have the advantage of providing global coverage. This
makes them suitable for the study of processes on oceanic or planetary scales, e.g.
assessing calculations of the influence of anthropogenic carbon emissions on variation
in dissolved inorganic carbon on a global-scale, to distinguish these against background
estimates (Yool et al., 2010). Nakano and Povinec (2012) used a GCM to model the
distribution of radioactive isotopes of caesium from the 2011 Fukushima accident. A
global sea ice model has been used to estimate changes in Southern Ocean sea ice

thickness and volume for a recent period (1980 — 2008, Massonnet et al., 2013).

In the case of the DWH spill, ocean circulation models were utilised operationally to
simulate the oil’s transport, both at and below the surface (Liu et al., 2011a; Mariano et
al., 2011). Circulation models were also used to study the potential extent of deep

plumes of hydrocarbons following the DWH spill (Adcroft et al., 2010; Paris et al.,
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2012; Lindo-Atichati et al., 2014), and to model their effects on resident pelagic
microbial communities (Valentine et al., 2012). Hence, from a relatively early stage,
models have played an important part in understanding the extent of the spill and its

effects.

4.1.4 Lagrangian particle tracking algorithms

Full simulations of ocean physics and biogeochemistry using GCMs are ‘expensive’ in
terms of both raw computational cost and output storage requirements, especially at
high resolution. One alternative approach, particularly in the context of studying
transport, is to use offline Lagrangian particle-tracking algorithms. These utilise
existing model output to provide a means of studying the behaviour of the modelled
circulation at a fraction of the cost of the full GCM. These tools also provide a
technique for extracting positional information and bulk properties along pathways of
current flow in GCMs. Lagrangian particle-tracking models release, and then trace,
passive drifting ‘particles’ that can be applied to study the passage of the currents
themselves (Blanke et al., 1999), or indeed anything that can be considered to passively
drift with current flow, e.g. particulates (Jutzeler et al., 2014) or small (i.e. non-
swimming) animals (Putman et al., 2012). Lagrangian particle tracking software
(Connectivity Modeling System, or CMS, Paris et al., 2013) was used by Paris et al.
(2012) to model distribution of oil following the 2010 Macondo oil well blowout. The
use of CMS by Paris et al. (2012) allowed the inclusion of a range of particle sizes to
represent distributions of oil droplet sizes, and therefore their buoyancy. This allowed a
further level of complexity to the Lagrangian particle tracking simulations, with which

questions on the effects of the different parameters could be addressed.

The Lagrangian particle-tracking algorithm, Ariane (D606s, 1995; Blanke & Raynaud,
1997; Blanke et al., 1999) has been developed for use with GCMs such as NEMO to aid
the study of oceanic current flow. Ariane is a numerical, off-line tool written in Fortran
that uses velocity fields from a GCM (e.g. NEMO, ROMS and others) to compute the
three-dimensional trajectories of point ‘particles’ over time and space, following the

assumption that water masses are conserved along trajectories. A full set of equations



that calculate how the point positions of particles are updated by Ariane is given by
D0Oo6s (1995). In brief, velocities at the corners of the model grid are interpolated and
used to calculate the displacement of particles through time in both the horizontal and
vertical direction. Ariane is described as an ‘offline’ tool, since these ocean velocity
fields are stored outputs from existing model simulations and there is therefore no need

to run an expensive ocean circulation model each time Ariane is used.

Hence, the resultant paths and associated variables (e.g. temperature, nutrients) can be
tracked by the particles following their release into the model’s flow field at any
location and time. Turbulent mixing of water along the particles’ tracks is not explicitly

considered in the calculations of velocity (D6ds, 1995).

A clear advantage of Ariane is its computational speed, and the cost-saving use of pre-
existing ocean GCMs. Its disadvantages include some inflexibility, for example, it is not
configured to handle vertical convective mixing, and considerations involving
biogeochemistry need to be addressed separately, with the use of other software, e.g.

Matlab, to process the results.

Ariane has also been used to model the influence of ocean currents on lower level
trophic dynamics in the Arctic by Popova et al. (2013) and to investigate the influence
of mixed layer depth on the Southern Ocean’s sequestration capacity for carbon
(Robinson et al., 2014). The technique has been applied to map pathways in the north
east Atlantic (NEA) and hence to validate a GCM (the Regional Oceanic Modelling
System, ROMS) for that region (Sala et al., 2013). Various release sites were chosen,
with particles released in order to map the main Lagrangian pathways in the NEA.
Pathways were compared to fish stocks data, thus demonstrating connectedness of
populations by water-borne larval transport. Also, trajectories of oil from the Prestige
oil tanker spill that had been mapped with satellite imagery agreed with the model
results of Sala et al. (2013). Hence the Lagrangian particle-tracking technique has been

used previously in the context of mapping oil trajectories.
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4.1.5 Oil exploitation in the Faroe Shetland Channel

Beyond the Gulf of Mexico, deepwater drilling is also being developed in various other
regions worldwide, for example, the (at time of writing) United Kingdom (UK), New
Zealand, Norway, Canada, Angola and Brazil all have, or are developing, plans for deep
water drilling programmes (Leffer et al., 2011). The UK has been developing the Faroe-
Shetland Channel (FSC, see Figures 4.1, 4.2) as an area for deepwater drilling since the
1990s (Smallwood & Kirk, 2005), and is an ocean area quite different to the Gulf of

Mexico in terms of its temperature and circulation.
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Figure 4.1. United Kingdom and Norwegian oil wells. Figure provided by the Serpent

project.

If a prolonged oil spill were to happen in the FSC, complex ocean currents in the region
would present challenges both to clean up operations and to understanding impacts
there. The FSC is an oceanic region that forms important habitat for a diverse array of

marine life (Bett, 2001; Jones et al., 2007). This is partly as a result of large vertical and



horizontal temperature gradients caused by the influence of cold Arctic bottom water
underlying warmer currents at the surface (Figure 4.3). The FSC area also contains
appreciable oil reserves, many of which fall within the exclusive economic zones of the
UK and the Faroe Islands. Although exploration for oil began in the FSC in the 1970s,
there was not a great amount of successful extraction in the region until 1992, with
development of the Foinaven and Schiehallion fields. Interest subsequently picked up
from that time, with licensing activity by the UK increasing from 1995 (Smallwood &
Kirk, 2005). Border disputes between the UK and Faroe Island were cleared up in 1999,
leading to the Faroe Islands granting licenses in large areas on the west side of the FSC
in 2000 and 2004 (Faroese Petroleum Administration, 2004). Interest by oil companies
continues in the area, with various new fields now under development e.g. the
Lagavulin field recently drilled by Chevron, and the North Uist exploratory wells drilled
by BP. There is clearly the potential for a large oil well blowout to happen in this
region. An appreciation of the circulation characteristics here is therefore important.
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4.1.6 Circulation in the Faroe Shetland Channel and Nordic Seas

The seabed topography of the Greenland-Scotland ridge gives rise to a complex
exchange of water between Nordic seas and the North Atlantic (Figure 4.2). The area is
important in terms of the meridional overturning circulation (MOC) in that the ridge
feature represents a partial barrier across which deep water formed in the Nordic Seas

must cross as it travels south to mix with deep water of the Atlantic.
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Figure 4.2. Map illustrating bottom topography, major ocean currents and linear
sections through which these currents flow. Arrows show, schematically the major
surface (red); intermediate (green) and deep water (blue) currents of interest to this
study. NAC = Norwegian Atlantic current; MNAW = Modified North Atlantic Water;
ISOW = Iceland Scotland Overflow Water. Red lines indicate the linear sections used in
model validation (see Section 4.2.2). FML = Fair Isle — Munken Line. Ellet = Extended
Ellet Line (part); Svinoy = Svingy Section.



At and near the surface, water of the North Atlantic drift current, which originates from
the Gulf Stream system, passes from the Atlantic northwards towards the Arctic in the
Norwegian Atlantic Current (NAC). This current forms two main branches as it
progresses north that have been mapped in Lagrangian drifter studies using subsurface
RAFOS floats (Rossby et al., 2009). The other main near-surface current in the FSC is
formed from Modified North Atlantic Water (MNAW), which dominates surface waters
of the FSC in areal extent. This current originates from the Atlantic but enters the FSC
from northeast of the Faroe Islands. It is then recirculated to join the NAC flowing into
the Norwegian Sea (Turrell et al., 1999).

In deeper waters (1000 — 2000 m) over the continental slope west of Scotland, a current
flows northwards year-round along the eastern boundary of the Rockall Channel The
slope current has a velocity ranging between ~ 3 — 30 ms™ and is thought to be driven
largely as a result of N-S density gradients in the region (Huthnance, 1984, 1986).

Transport variability in the Nordic Seas has been the focus of previous oceanographic
studies. For example, seasonal variability and pathways of the NAC have been studied
with the use of surface drifting buoys (Andersson et al., 2011), indicating two main
branches of the NAC, the strong, Norwegian coastal current (NCC) and a semi-
permanent anticyclonic eddy in the Lofoten basin. Mork and Skagseth (2010) quantified
mean flow and variability in the NAC, including its main branches. They used
hydrographic data of the Svingy section (running from ~65°N, 0°E to 62°N, 5°E) and
sea surface topography for the period 1992 — 2009. The estimate of mean volume flux
in the NAC was 5.1+0.3 Sv (1 Sverdrup, Sv = 10° m® s). Both of these studies
provided evidence of flow intensification in the winter, with the winter maximum

almost twice as large as the summer minimum (Mork and Skagseth, 2010).

The warm surface waters of the NAC cool and lose buoyancy as they progress
northwards to the Arctic. These sinking waters form a large proportion of the deep
water formed in this region. Subsequently, bottom water formed in the Norwegian
Arctic, flows southwards at depth, and Faroe Shetland Channel Bottom Water
(FSCBW) is therefore a mix of intermediate water and deep water from Nordic seas
(mainly Norwegian Sea Arctic Intermediate Water, NSAIW and Norwegian Sea deep
water, NSDW). The Wyville Thomson Ridge (WTR), with a sill depth of ~450 m,
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presents a barrier to mixing at depth between the cold water mass of the deep Faroe
Shetland Channel to the north and the warmer water mass of North Atlantic Deep Water
(NADW) to the south. Hence, although bottom water occasionally cascades over the
WTR (Sherwin & Turrell, 2005), most is diverted to cross a sill at ~850 m to enter the
Faroe Bank Channel. Volume transport of the water plume crossing this sill, known as
Iceland Scotland Overflow Water (ISOW), has been estimated ~1000 km downstream
as 3.8+£0.6 Sv (Kanzow & Zenk, 2014). Average volume transport in the FSC has been
estimated as 2.7£0.5 Sv (Berx et al., 2013), indicating entrainment of water into ISOW

as a result of overflow at the FBC sill.

4.1.7 Research questions

There is a timely need to understand the effects of circulation on oil transport in regions
such as the FSC, given the expansion of deepwater drilling in this region.
Environmental impact statements (EIA), required by companies in order to gain a
license to drill, provide estimates of potential oil distribution in the event of a spill. For
example, the EIA for the BP North Uist exploratory field in the Faroe Shetland Channel
has a section using available oil spill models to predict the potential coverage of a spill
following an accidental blowout in this region (BP, 2011). However, the published
results focus mainly on surface trajectories of oil, and do not deal in detail with possible
impacts of oil on the deep water environment. The modelling scenarios’ presented in the
BP environmental statement for North Uist give 140 days of unrestricted flow as the
maximum timescale of interest for a spill (BP, 2011) as this is the estimated total time
required for the drilling of a relief well at the site to stem the flow from a leaking well
head. The BP report briefly presents some results of underwater plume modelling,
predicting concentrations of up to 5 mg L™ with the main plume persisting at ~900 m
water depth (BP, 2011).

”Modelling conducted with OSCAR and OSIS models: OSCAR is a commercial three-
dimensional oil spill model operated by SINTEF (Reed et al., 1995); OSIS is a commercial two-

dimensional oil spill model operated by BMT.



The fate and effects of oil in the water column depends on many factors including its
own composition, but also the properties of the surrounding water such as temperature
and the prevailing conditions at the time of the spill. Oceanic properties vary both
seasonally and interannually and there is long-term (decadal) variability in circulation
(Turrell et al., 1999). Based on our knowledge of the ocean currents in the Faroe
Shetland Channel and Nordic Seas (Mork & Skagseth, 2010; Berx et al., 2013), it seems
possible that a prolonged oil well blowout in the Faroe Shetland Channel could
distribute oil to different ocean basins. In this chapter a novel approach is used to study
the ocean circulation-influenced dispersal of hydrocarbons.

Here, hindcast output from a high resolution simulation of the Nucleus of European
Modelling for the Oceans (NEMO) general circulation model (Madec, 2008) was used
with the Ariane Lagrangian particle tracking algorithm (Blanke & Raynaud, 1997) to
study patterns of potential near-surface and subsurface transport from a release in the
FSC, considering the 16 year period between January 1994 and December 2009.
Transport pathways and extent were considered in relation to depth, season and year of
release of passive, drifting particles. The particles have no physical or chemical attribute
directly representing oil and are instead used to represent the neutrally buoyant droplets
and dissolved oil that have been documented following previous oil well blowouts
(Boehm & Feist, 1982; Camilli et al., 2010).

The approach will elucidate the potential extremes of the transport range and allow the
investigation of the relative importance of seasonal and interannual variability. The
NEMO model was first validated against observational data for the region of interest so
that its performance in showing transport pathways locally in the region can be
assessed.

The following research questions were addressed to study the potential transport of oil
from a deepwater blowout in the FSC, using passive particles to represent dissolved and
neutrally buoyant hydrocarbons. The effect of release timing and depth was considered

in each case.
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1. Spread of oil with one year of transport.
How were drifting, neutrally buoyant particles distributed following a year of drift,

considering both horizontal and vertical directions of travel?

2. The importance of temperature to limit spread.
What was the difference in spread when particles are decayed in relation to ambient

temperatures, to simulate the effect of bacterial degradation of hydrocarbons?

3. The impact of bacterial respiration.
What was the areal extent of impact in terms of oxygen consumption, with an index

estimated in relation to temperature-mediated decay rates?

4. The potential for seafloor contact beneath drifting oil.

What was the area impacted, assuming that seafloor contact could occur beneath plumes
of drifting 0il? Was there the potential for contamination of the Darwin Mounds, a
unique habitat for cold water corals, Lophelia pertusa, located north of the Rockall

trough and close to the FSC region?



4.2 Methods

4.2.1 The NEMO model

The Nucleus of European Modelling of the Oceans (NEMO) is a ‘state-of-the-art’
modelling framework with 5 major components, providing a simulation of ocean
dynamics, sea-ice and ocean biogeochemistry (see: http://www.nemo-ocean.eu/). The
general ocean circulation model (GCM) component, NEMO-OPA (Madec, 2008) for
which the eddy-resolving 1/12 degree resolution for 1994 — 2009 has been used here, is
described in full by Marzocchi et al. (2014). The model has 75 levels in the vertical
dimension that increase in thickness from ~1m at the surface to ~200m at abyssal
depths. The model ocean is forced at the surface by wind fields developed as part of the
European DRAKKAR collaboration (1994 — 2007 uses DFS 4.1. Brodeau et al., 2010,
and 2008 onwards uses DFS 5.1; Dussin & Barnier, 2013). The velocity fields for
currents are subsequently output and stored as 5-day averages. The horizontal resolution
Is approximately 1/12 degree and is organised in a tripolar grid. The use of a tripolar
grid avoids both the convergence of meridians to a single point at the North Pole, which
could cause numerical instability, and long integration times caused by very small cell
sizes at the highest latitudes. The three poles of the grid are instead on Canada and
Siberia in the northern hemisphere, and on Antarctica (in the normal place) in the

southern hemisphere.

4.2.2 Validation of NEMO in the study region

Pathways of the major currents were the main focus of this study (see section 4.1.5).
Three key regions of interest were identified through which major currents flow (Figure
4.3, Table 4.1). Model output was compared to observational data for these sections.

Cross sectional data (velocity normal to the section; temperature; salinity and density)
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were extracted from the NEMO model output for the period 1992 — 2007. These data

were used to calculate long term means.

The Fair Isle — Munken line lies across the Faroe Shetland Channel and is close to the
drilled site chosen as the release location for the present study. Oceanographic
measurements have been taken at intervals along this section between 1995 and 2009,
allowing the estimation of long-term means of temperature, salinity, density and
velocity (Berx et al., 2013). In the region relevant to this study, much of the surface
flow is dominated by the Norwegian Atlantic current, which has been studied using a
long-term dataset consisting of measurements along the Svingy section (Mork and
Skagseth, 2010). Thirdly, part of the Extended Ellett Line running south from Iceland at
20°W was chosen. This section was relevant because deep water from the Arctic passes
through the FSC and much of it crosses a sill at 850 m water depth into the Faroe Bank

Channel before heading west into the Iceland basin.

Table 4.1. Sections extracted from the NEMO model that were compared to published

observational data

Section name _Currents of Start Lat Start End Lat End Lon Reference
interest Lon
Surface flow of Mork and
Svingy Section  Norwegian 65.0°N 0.0°E 62.0°N 5.0°E Skagseth,
Atlantic current 2010
Fair Isle — Circulation in o o o o Berx et al.,
Munken Line the FSC 61.5°N  670°W 60.1°N  3.75°W 2013
ﬁg\iﬁ:\/ater Holliday and
Ellett Line g 64.0°N 20.0°W 60.0°N 20.0°W Cunningham,
towards the 2014

Iceland basin




4.2.2.1 Fair Isle - Munken Line comparison in the Faroe Shetland

Channel

Long term monitoring of temperature, salinity and current flow has been carried out in
the FSC in order to describe the flow field and water mass structure in the channel
(Berx et al., 2013). The data have been collected by Acoustic Doppler Current Profilers
(ADCPs) at moorings and from ship-borne conductivity temperature depth (CTD)
equipment along several sections. There is bias in the sampling, with more
measurements taken in winter than in summer (Berx et al., 2013). The data used here
were from the Fair Isle — Munken Line (Figure 4 from Berx et al., 2013: reproduced
here as Figure 4.4). Model output corresponding to the section is shown in Figure 4.5.
Note that in the bottom panel of the Berx et al. (2013) figure, velocity contours are

overlaid on the colour plot of temperature.

NEMO model output for the Fair Isle — Munken line generally corresponded adequately
to the published data. Contours of temperature and density showed the closest
agreement. Salinity contours in the model took a different shape at some depths. The
magnitude of velocity was overestimated by the model in comparison to the data.
Observed average annual temperature along the section ranged between temperatures
just below 0°C in deep water (> 800 m) to those above 10°C at the surface. This range
was represented well by the model output, although the variation in depth of some of
the isotherms took a slightly different shape at some depths, looking more convex in the
model output (Figure 4.5, top panel). While the surface water temperature appeared to
be represented well by the model on the east side of the channel, on the west side it was
~ 1°C cooler than observations in the middle of the channel. Deep waters (> 700 m)

were reported to be < 0 °C by Berx et al. (2013) whereas the model output was ~ 0 °C.
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Figure 4.3. Observational data from the Fair Isle Munken line 1995 to 2009 showing annual means of temperature, salinity, density and velocity
(Berx et al., 2013). Figure reproduced from Berx et al. (2013) under the Creative Commons License.
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Observed salinity indicated an east-west gradient with the east side of the FSC more
saline (> 35.35, Figure 4.3b). The gradient was not continuous in the model and
although the magnitude of salinity was approximately equal at the east side of the
channel, the west was more saline than the observations (Figure 4.4b). In the middle of
the channel model salinity was low (35.15) with respect to observed salinity (35.25). In
general, observed and modelled salinity was within 0.3 psu. A difference in the shape of
salinity contours at ~ 400 m depth is also seen when comparing observational data to
the model output. Density was overestimated in the model by ~0.3 kg m™ at water
depths down to ~ 600 m, where it agreed well (Figure 4.4c). The east-west gradient in
density was estimated better by the model for shallower water depths (< 200 m)
although the magnitude of model-estimated density was consistently ~ 0.1 kg m™
greater in the top 200 m. The directional component of velocity was the same for
observed and modelled for surface and deep currents (Figures 4.3d, 4.4d). Velocity
magnitude was overestimated by the model in the northwards shallow water current
flowing north, and agreed adequately for deep waters > 600m water depth. The
agreement between horizontal density gradients and the presence of a strong
(perpendicular) current (Figures 4.3, 4.4 panels ¢ and d) indicates good agreement of the
model with geostrophic balance.



4,2.2.2 Svingy Section comparison in the Norwegian Sea

Mork and Skagseth (2010) used hydrographic data and sea surface topography from the
Svingy section in 1992 to 2009 to quantify the mean flow and variability in the two
main branches of the Norwegian Atlantic Current, which flows northwards from the
Atlantic into the Norwegian Sea. Mean temperature, salinity, density and velocity for
winter (January to March) and summer (July to September) are reproduced here from
Mork and Skagseth (2010, reproduced here as Figure 4.5) for the period 1992 to 2009,
and compared to NEMO model output from the same section. Output was using the
same months and the years 1992 to 2007 to produce averages for these variables (Figure
4.5).

Generally there was good agreement between observations and the model for both
winter and summer means of temperature, salinity, density and velocity (Figures 4.5,
4.6). The model density gradients appeared to give an adequate representation of the
main transport pathways through geostrophic balance (cf steep gradients in the inshore
density in Figure 4.5 o; with Figure 4.6 ¢ and g). The two branches of the Norwegian
Atlantic current are visible in the top ~ 300 m. Velocity magnitude was over estimated
by the model in these currents in both winter and summer (for example, by ~ 10 to 15

cm st in winter in the offshore branch, Figure 4.6).
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Figure 4.5. Observational data from the Svingy Section 1992 to 2009 including winter (January
to March) and summer (July to September). T = temperature (°C); S = salinity; o; = density; V,
= geostrophic velocity (cm s™). Figure reproduced from Mork and Skagseth (2010) under the
Creative Commons License.
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Figure 4.6. Means of temperature, °C (a, €); salinity (b, f) density, o (c, g) and velocity, cm s™
(d, h) calculated from NEMO model output along the Svingy Section 1992 to 2007.
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4.2.2.3 Extended Ellett Line section comparison

The Extended Ellett Line (EEL) has been sampled regularly between 1996 and 2013,
using a Lowered Acoustic Doppler Current Profiler (LADCP) leading to recent
estimates of velocity of the Iceland-Scotland overflow water (Holliday and
Cunningham, 2014). Velocity data, obtained from Comer (2014) are presented here for
a north section of the EEL (64.0 °N, 20.0 °W to 60.0 °N, 20.0 °W, Figure 4.7).

Data used by Comer covered the period 1996 — 2013, excluding 2002-4, 2008 and 2012.
Sampling was carried out once along the transect of the EEL once in any year and was
confined to spring, summer and autumn months varying between May and October.
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Figure 4.7. Observational (LADCP) data from the north part of the Extended Ellett Line
running south from Iceland covering spring, summer and autumn months between 1996
and 2013. See text for full explanation of data coverage. Velocity units are m s™. Figure

reproduced from data processed by Comer (2014).
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Figure 4.8. Annual means of westward velocity calculated from the NEMO model
output for the north part of the Extended Ellett Line running south from Iceland, 1992 to

2007. Velocity units are m s™.

The model represented Iceland Scotland Overflow Water adequately, with the direction
and magnitude close to observations. The depth of the flow was underestimated by the
model since in the observational data the core of this current was around 500 m deeper
(Figures 4.9, 4.10). Difficulties with maintaining high density in model overflow water
are an acknowledged issue for z-level models because they tend to “over mix” the
overflow water, reducing density and causing the flow to be anomalously shallow on
the slope (Marzocchi et al., 2015). The shallow representation of ISOW by the model is

therefore an accepted caveat of the present study.
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4.2.3 Experiment design

A series of simulations were run spanning the period of interest (1994 — 2009), which
allowed for the examination of both time and depth of oil release. Particles released
were used to represent the possible subsurface trajectories of dissolved and neutrally
buoyant oil and small droplets, following their emission from a hypothetical oil well
blowout in the FSC. Using the Ariane Lagrangian particle tracking tool (Section 4.1.3),
neutrally buoyant, passive ‘particles,” representing hydrocarbons, were released in
regularly spaced grids spanning approximately 0.5° latitude by 0.5° longitude at a
location that has recently been drilled for oil in the FSC, (Lagavulin well: 1567 m
depth, 62.66° N, 1.126° W). Grids of 20 x 20 particles were released at depth intervals
spanning the water column from just below the surface (10 m), 50 m and then at 50 m
intervals to 1500 m. A release of 400 particles at 31 depths was supplied to Ariane once
every month from January 1994 until December 2009 and allowed to drift for 365 days
(hereafter one year). Positions of particles were recorded by Ariane at 5 day intervals
thus forming output results spanning 16 years of releases. Each particle position was
therefore a representation of space occupied by “oil’ along trajectories. The final particle
release date was December 2009, so Ariane simulations continued to December 2010 to
permit this final release to drift for a full year. Hence, there were 12 releases per year
for a total of 16 years, resulting in 192 releases and therefore 2,380,800 particles in

total.

Output was subsequently processed and analysed with Matlab (The MathWorks, Inc.,
R2013a). The pathways of the released particles (described hereafter as particles,
trajectories or oil) were used to study the possible transport pathways of oil and to
analyse patterns in relation to year and season of release. Following analysis of year-
long particle trajectories, a simple algorithm (see Section 4.2.4) was used (in Matlab) to
decay particles in relation to ambient temperatures. This algorithm simulated the
temperature-dependent biological weathering of oil by bacteria, allowing an
examination of how the distribution of oil may be impacted by ambient conditions

encountered along trajectory tracks.



4.2.4 Analyses

The distance travelled by particles was calculated for each release (400 particles). This
included both: i) mean and median straight-line distance travelled from the release
location after one year of drift, and ii) mean end-to-end trajectory length (with trajectory
length calculated as the sum of all 5-day interval distances travelled by particles in one
year). The effect of release depth on averages of depth, end depth and change in depth

was also assessed for each release.

Particle densities were used to indicate the cumulative abundance of particle positions
spatially so that two-dimensional maps could elucidate pathways in the model and
patterns in relation to release timing. These maps were typically conventional
geographical maps in latitude and longitude, but used alternative dimensions of depth,
along-trajectory time or particle-release time according to their use. The output was
visualised in this way for multiple depth layers summed, or for individual depth layers.

Starting with the most general visual representation available, a plot of particle density
for the entire set of output particle positions allowed the identification of key pathways
for further study (Figure 4.9). Key pathways of interest were regions where a large
proportion of particles were transported, thus following the main currents in the model.
Also of interest were regions at the far extent of the particles’ range or regions close to
an interesting oceanographic feature e.g. the Faroe Bank Channel sill. Note that the
particle density plots shown here indicate the cumulative abundance of particles for
each 5-day interval at each geographical location in the model grid. A value of 1
indicates a geographical position where a single particle was located within a single 5-
day period, whereas a location with a value of 10000 had 10000 particle ‘visits,” some
of which could represent multiple visits by the same particle. Particle abundance at each
location is plotted on a log scale.
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for description). The particle release locations are shown as blue dots at ~ 62.7° N; 1.13° W.



Particle arrival at these regions of interest was studied using defined ‘traps’ of 1.5
degrees latitude x 1.5 degrees longitude (Figure 4.9). Any particle that arrived at one of
these traps was counted (once) and these particles were then summed at respective times
and depths of release to create an array of ‘hits’ for each trap location, for which
standard deviation, median and interquartile range were calculated. The traps were used
to assess spread of oil, the importance of seasonal and interannual influences and the

effect of temperature-mediated decay.

The traps were defined to study the proportion of particles reaching areas of interest,
and to assess the frequency and regularity of patterns. Traps were positioned as
indicated in Table 4.2 and Figure 4.9. The traps were located in order to cover the main
transport pathways (traps W4, W5, E1, E2), and also areas at the extremes of transport
following one year of drift by particles (traps W1, W2, E3, E4 and E5). A further trap
(W3) was positioned over a bathymetric feature — the Wyville Thomson Ridge (WTR),
to assess temporal patterns in particles arriving there. The traps were not intended to
catch all of the particles released, but instead elucidate periods of significant flow to

particular regions as well as the temporal patterns.

Trap W5 was located at the southern end of the Faroe Shetland Channel. Trap W4 was
located over the sill connecting the Faroe Shetland Channel to the Faroe Bank Channel,
with trap W3 covering another branch stemming from flow from the FSC, and covering
the Wyville Thomson Ridge. Trap W2 was located to catch particles entering the
Iceland basin. A further trap (W1) was located at the far extent of travel to the west (off
Southeast Greenland). Two traps were located in the Norwegian Sea to capture the two
main branches of flow: east (E1) and west (E2). Trap E3 was located towards the
northern extent of the particles in the northern Norwegian Sea. Two further traps were
situated in the Arctic: trap E4, to the west of Svalbard, and E5 in the Russian Arctic.

91



Table 4.2. Traps locations

Trap Location Coordinates

W1 Southeast Greenland 58.5 — 60.0 °N; 43.5 — 42.0 °W
w2 Iceland Basin 62.75 — 64.25 °N; 15.25 — 13.75 °"W
w3 Wyville Thomson Ridge 59.25 — 60.75 °N; 10.25 — 8.75 °W
W4 Faroe Bank Channel sill 60.25 - 61.75 °N; 8.5 - 7.0 °W
W5 Faroe Shetland Channel 60.0 —61.5 °N; 5.5 4.0 °W

El Norwegian Sea east 65.5—-67.0 °N; 5.0 - 6.5 °E

E2 Norwegian Sea west 67.75—69.25 °N; 2.5 - 4.0 °E

E3 Sub-Arctic 68.5—70.0 °N; 12.5 - 14.0 °E

E4 Svalbard 78.0-79.5°N; 8.0 9.5 °E

E5 Russian Arctic 71.5-73.0°N; 21.0-225°E

Having studied drift over one year, the importance of temperature to control decay, and
therefore affect oil transport in the model, was assessed. As with other biogenic
substances, oil is subject to biological breakdown. Hydrocarbon-degrading bacteria
possess the enzymes necessary to be able to degrade oil as a source of organic carbon
and energy. Like other biological processes, this breakdown is strongly influenced by
ambient temperature, with higher temperatures typically accelerating the rate of oil

degradation. This was examined here using a simple function to decay particles in

relation to local temperature, and thus represent oil breakdown rate (1).



Decay in response to the temperature experienced by trajectories along their paths was
simulated using this simple decay-rate equation. An example of how a particle released
in either shallow or deep water might decay through time is shown in Figure 4.10.
Starting with each whole particle, a decay rate, R™, was applied at each time interval in
relation to the ambient temperature in the model. This set the proportion by which each
particle would decrease by at each 5 day time interval, tending towards (but never
reaching) zero. The decay rate equation (1) applied here has been used previously to
model decay of oil (Adcroft et al., 2010) to simulate observed rates of oil decay by
bacteria (Atlas, 1981).

R-l - 12 * 3(-T720)/10 (1)

Where T = ambient temperature (°C).
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Figure 4.10. Example of how a simple decay equation reduces particles in the
simulation from a starting proportion of one towards an asymptote of zero. Shallow =

example of a particle released at 10 m; Deep = example of a particle released at 1500 m.
An arbitrary threshold of 10% of initial value was set at which to terminate the progress
of particle trajectories. In the example here (Figure 4.10) this translates to the shallow

particle trajectory (the first trajectory in the output in the shallowest depth level) being
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terminated at 135 days. The deep trajectory (the first trajectory in the output in the
deepest depth level) is terminated at 270 days. The effect of temperature-controlled

decay on the oil’s spread was investigated for these thresholds.

A proxy for oxygen consumption was used here to investigate the geographical spread
of represented de-oxygenation impact caused by oil respiration. An index of oxygen
consumption, or ‘oil respired,” was represented by the amount of each particle that was
consumed at each output position (as opposed to the amount of oil remaining). The
proportion of each particle remaining after each time interval, in relation to ambient
temperature (1) was multiplied by —1. This index of oxygen consumption does not have
a quantitative amount of oxygen consumed associated with it (e.g. mol O, m? day™)
since the Lagrangian particles used to represent oil do not have a specific quantity of
hydrocarbons associated with them. The amount of oil respired at each estimation point
was summed along trajectories for time periods of 1 month, 3 months, 6 months and 12
months, with comparisons made between releases from shallow, intermediate and deep

water.

Evidence suggests that deep oil plumes formed from the leaking Macondo well in 2010,
some of which were approximately 300 m off the seabed at their depth of establishment
(Camilli et al., 2010), resulted in large areas (> 3200 km?) where a footprint of oil
contamination formed (Valentine et al., 2014). Contact with the seafloor was assessed
here by summing the number of ‘particle days’ that were within 200 m of the seafloor,
thus providing an arbitrary threshold below which it could be assumed that fallout from

plumes could occur.

A combination of methods developed here were applied to investigate whether the
particle tracking results indicated that oil could contaminate the area of the Darwin
Mounds. The Darwin Mounds are sandy mounds (< 5 m tall, 75 — 100 m diameter) that
provide habitat for cold water corals, Lophelia pertusa, and associated fauna
(Kiriakoulakis et al., 2004). They are located in water of about 950 m depth at the
northern end of the Rockall Trough (59.81°N, 7.38°W) and are considered to represent
a globally important and ancient cold water coral community of international
significance, having been designated as a Special Area for Conservation (SAC) in the

European Union.



4.3 Results

4.3.1 Spread of oil

Pathways of particle trajectories were strongly determined by release depth, as indicated
by particle densities from releases spanning depth horizons of 10 — 200 m, 250 — 550 m
and 600 — 1500 m and allowed to drift for one year (Figure 4.11 a-c). Particles released
at depths of 200 m or less tended to be transported northwards from the release location
into offshore and coastal branches of the NAC (Figure 4.11 a). These particles were
then in some cases carried north to the Arctic to Svalbard and into the Barents Sea. A
further branch split off towards eastern Greenland to move again southwards close to
the Greenland coast. Particles released in depths of 250 — 550 m also followed these
pathways in many cases (Figure 4.11 b). However, these more intermediate-depth
releases resulted also in particles being carried west through the FBC and on to the
Iceland basin. Other particles entered the North Atlantic in a more southward-directed
flow through the Rockall Trough (Figure 4.11 b). Particles from these intermediate-
depth releases that travelled west beyond the mid-Atlantic ridge appeared to be
channelled southwards, traversing the ridge at the Charlie Gibbs Fracture Zone (Figure
4.11 b). Particles released in deeper water (> 600 m) did not generally progress as far
north as the shallow particles and were instead more likely to flow west over the FBC
sill (Figure 4.11 c). Particles from deeper releases were able to reach as far west as
southern Greenland, the Labrador Sea and on towards Newfoundland and the Grand
Banks (Figure 4.11 b, c¢). A small number of particles from releases deeper than 250 m
were advected around the southern Norwegian coast to enter the Skaggerak (Figure 4.11
b,c). Results of more detailed analyses will be described in sections dealing with the
main research questions concerning oil spread, temperature-mediated decay, oil

respiration and seafloor contact.
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Figure 4.11. Particle density plot representing all particles released each month between
1994 and 2009 and allowed to drift for one year from release depths of: a) <200 m; b)
250 — 550 m, and c) > 600 m. Particle release locations are shown as blue dots
superimposed over the particle density output at 62.66° N; 1.126° W.



4.3.1.1 Horizontal spread

There were clear effects of release depth and timing on the resulting distance travelled
by particles. There was both seasonal and interannual variation in distance travelled by
particles (Figures 4.12 and 4.13).

Release depth (m)
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Release Month

0 500 1000 1500 2000

Figure 4.12. Contour plots of mean straight-line distance (km) travelled from particles’
release location to their end point after one year. Distances travelled are shown for each
release depth (vertical axis) and release month (horizontal axis) in the 16 year period

1994 — 2009. Each release was of 400 particles in a regularly spaced grid.

Particles released at shallow depths (10 — 300 m) were in many cases transported the
furthest from their initial location by the end of one year, both in terms of: i) the straight
line distance travelled between release location and end point (Figures 4.12 and 4.13)
and; ii) total end-to-end distance of trajectories (Figure 4.14). However, particles
released at 600 — 900 m were in some years (e.g. February 1996, June 1998, November
2000, June 2008, Figure 4.12) transported much further (> 2000 km), possibly as a
result of entrainment into ISOW and subsequent increase in velocity. Particles released
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deeper than ~1000 m were not transported as far, generally not travelling > 300 km
away from the release location in one year (Figure 4.12).

Release depth (m)
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Figure 4.13. Contour plots of standard deviation in the mean straight-line distance
travelled (km) by particles in one year for all releases in the 16 year period. Values are
shown for each release depth (vertical axis) and release month (horizontal axis) in the
16 year period 1994 — 2009. Each release was of 400 particles in a regularly spaced
grid.

Standard deviation of the mean distance travelled by particles (Figure 4.13) indicated
that there was generally greater variability in distance travelled for intermediate releases
(600 — 1000 m) of particles and consistently lower variability in this measure for
particles released in both shallow (> 300 m) and deep (> 1000 m) water; both seasonally
and between years. There was not a clear pattern in variability with respect to season
and the maximum annual values of mean distance travelled and standard deviation
occurred alternately in winter, spring and summer (Figure 4.13).



Measures of straight line distance travelled and end-to-end trajectory length were highly
correlated (Figure 4.14). Therefore, all subsequent analyses concerned with horizontal

distance used straight line distance travelled from the release location.
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Figure 4.14. Mean straight line distance travelled from start location vs trajectory

length. Blue line indicates x = y. Red line is the least squares regression fit to the points.

The maximum mean straight line distance travelled by particles (2484 km) occurred in
the June 2008 release (650 m depth). Almost all of the particles (> 95%) from this
release were transported westwards. A small minority (1%) of these particles were
carried by the Labrador current to reach the North Atlantic in the area of the Grand
Banks off Newfoundland (Figure 4.15 a) — over 2500 km from their release location at
the end of one year of drift (Figure 4.15 b).
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4.3.1.2 Transport to regions of interest

Release depth had a strong effect on particle counts at traps (Table 4.3, Figures 4.16 to
4.19. See Section 4.2.5 for explanation of the traps and their locations). Traps located to
the west of the release location (W1-WS5) received particles from < 20 % of all shallow
(< 200 m) releases. In contrast, the eastern group of traps (E1-E5) received particles
from 75 — 100 % of the releases from these shallow depths (Table 4.3).

The trap located in the FSC close to the release location (W5) received the highest
number of particles, with 3.9 % of all particle releases resulting in 100% reaching this
trap. High proportions (> 90% of each release from 500 — 1000 m depth) of the particles
reaching W5 (FSC) trap were caught at the trap in prolonged periods between late 2000
and 2002. There was a further period of prolonged high capture-rate in late 2007 to
early 2009. Interannual variability in the particle counts reaching trap W5 (FSC) was
evident. For example, 2005 to 2007 resulted in lower proportions (< 80 %) of released

particles reaching the trap.

Seasonality was evident at some of the traps, for example, at the traps situated towards
the far western extent of particle travel (W1 — southeast Greenland and W2 — Iceland
basin). At W1, higher particle counts (> 20 %) generally occurred in winter (11 of the
16 years studied). Trap W2 (Iceland basin) caught almost no particles from any release
during 1994. However, from 1995 onwards, this trap received particles from most
releases (20 — 50% of particles released at intermediate depths of 600 — 1000 m, Figure

4.16, lower panel).

Trap W3 was located over the Wyville Thomson Ridge, which forms a barrier to deep
water circulation at 450 m water depth. Less than 10% of any release reached this trap
from depths > 800 m. Most particles caught at W3 were from these deeper releases
(Figure 4.17 upper panel). Shallower particles (released at 400 to 800 m) instead
appeared to flow through the W4 trap, which was located at the FBC sill (Figure 4.17
middle panel).
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Table 4.3. Percentage of all releases (1994 — 2009) from each release depth
resulting in contamination (presence of any particles) at traps. Note that, because
some particles never reach any traps, while others reach multiple traps, neither

rows nor columns sum to 100%. Values > 50% have been shaded.

Trap w1 W2 w3 W4 W5 El E2 E3 E4 E5
Release

depth (m)

10 13 4 93 99 100 100 99
50 5 7 79 100 99 99 98
100 5 6 76 100 100 99 95
150 8 79 100 100 99 89
200 2 8 6 13 21 88 100 100 99 88
250 9 28 23 38 52 97 100 100 96 75
300 26 56 55 70 77 100 100 100 84 50
350 48 78 73 88 93 99 100 99 69 32
400 67 89 84 94 95 98 100 96 48 26
450 75 95 89 96 97 96 100 91 32 18
500 83 97 93 98 100 90 99 80 14 9
550 85 97 93 99 99 84 97 71 8 9
600 85 96 94 97 99 80 94 69 7 3
650 84 96 96 97 98 73 89 56 2 5
700 88 96 96 96 96 69 80 52 2 4
750 85 96 96 97 97 57 73 39 2 2
800 87 95 96 96 96 51 68 33 1 2
850 85 94 95 94 95 41 58 23 2
900 82 92 94 94 94 28 58 24 1 2
950 79 92 94 94 94 37 49 22

1000 78 92 93 93 94 26 47 19 2
1050 72 91 93 92 93 32 41 14 1

1100 65 91 92 92 93 20 40 17

1150 60 88 91 91 92 21 36 13 1 2
1200 57 85 90 90 90 22 30 8 1
1250 51 80 84 85 87 24 29 12 1

1300 52 76 81 81 84 15 27 8 1 1
1350 46 75 77 80 81 19 20 8 1 1
1400 44 73 76 76 79 21 19 10 2 1
1450 46 70 74 75 78 18 17 7 1 2
1500 45 69 73 76 77 18 16 1 1
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Figure 4.16. Percentage of particles from each release depth reaching traps. W1: Southeast Greenland; W2: Iceland basin. See text for
explanation of traps and their locations.
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Figure 4.18. Percentage of particles from each release depth reaching traps. E1: Norwegian Sea east; E2: Norwegian Sea west. See text for

explanation of traps and their locations.
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Figure 4.19. Percentage of particles from each release depth reaching traps. E3: Sub Arctic; E4: Svalbard. E5: Russian Arctic. See text for

explanation of traps and their locations.



Particles reaching the Norwegian Sea (traps E1 and E2) were consistently from release
depths < 400 m, year-round throughout the time series of releases, but with occasional
gaps (Figure 4.18). Flow was stronger to offshore regions of the Norwegian Sea (trap
E2) earlier in the time series (1994 to 1996). Subsequently, the more inshore areas of
the Norwegian Sea (trap E1) generally received more particles throughout the periods
1996 to 2000 and 2000 to 2003. The more offshore trap (E2) received particles from

releases spanning the water column for much of 1994 and 2005.

Particles travelling towards the sub-Arctic were caught by trap E3, with winter releases
clearly resulting in higher proportions (> 70 %) of particles (Figure 4.19, upper panel).
Traps E4 and E5 were located in the Arctic, and received relatively low proportions of
particles (< 10 %) from many of the shallow water (< 300 m) releases (Figure 4.19).
Some seasonality was evident, with winter releases resulting in higher proportions of
particles reaching the Arctic (up to 50 % of releases in the winters of 2002 and 2005, for

example).
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4.3.1.3 Changes in depth

Release depth had a strong effect on end depth. Particles released from intermediate
depths (600 — 900 m) experienced the greatest depth changes of up to 800 m. In
contrast, both shallow (< 300 m) and deep (> 900 m) releases of particles tended to be
within 100m of their release depth at the end of one year and the average change in
depth (either positive or negative) was also smaller for shallower releases (Figure 4.20).
Strong, repeating, seasonal patterns were not evident in the depth changes of released

particles and here the effect of year resulted in more variation (Figure 4.20).
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Figure 4.20. Average change in depth (m) for each release of 400 particles.

The depth change results further indicated that particles released in intermediate water
depths could be entrained into ISOW. This was confirmed by plotting the particle
trajectories of all particles released at 600 — 800 m (Figure 4.21).
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Figure 4.21. Pathways of all particles released at depths between 600 — 800 m.
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4.3.2 Importance of temperature-controlled decay to limit spread

When a simple algorithm (Section 4.2.4) was applied to simulate temperature-controlled
hydrocarbon degradation, release depth affected the time taken for the simulated oil to
decay (Figure 4.22). Releases at the depth of the permanent thermocline (~600 m)
reached the 10% decay threshold within 210 days on average (Figure 4.22).
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Figure 4.22. Average time taken by particles from each depth to reach the decay
threshold of 10%. Vertical line at 365 days indicates that all particles decayed to 10%
well before one year of drift.



4.3.2.1 Effect of decay on horizontal spread

Following particle decay, the horizontal area contaminated was reduced (Figure 4.23).
Particles terminated on reaching 10% of their starting value were not transported nearly
as far as undecayed particles in most cases, and some traps (see explanation of traps in
Section 4.2.4) received few (E4, E5) or no particles (W1) from any release under this
scenario (Figure 4.23, Table 4.4).
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Figure 4.23. Particles terminated when decayed to 10% of starting value (all depths and

times of release) with trap locations from previous sections superimposed.

111



Table 4.4. Percentage of all releases (1994 — 2009) resulting in contamination

(presence of any particles) at traps following decay to 10%. No particles reached

trap W1 under this scenario. Values > 50% have been shaded.

Wi W2 W3 W4 W5 E1 E2 E3 E4 E5
Release depth
(m)
10 1 83 83 78 9 15
50 1 71 89 83 6 16
100 66 92 94 5 12
150 1 1 70 96 93 3 5
200 1 2 3 74 95 90 1 4
250 6 7 9 16 89 94 79 2 3
300 18 15 30 42 90 95 65 1 2
350 35 31 52 60 77 90 44 1 2
400 56 49 76 81 57 85 26
450 70 57 83 87 40 72 18
500 80 61 87 90 26 55 10
550 83 61 89 91 15 44 6
600 86 73 89 91 7 39 5
650 86 81 90 91 4 30 4
700 89 87 91 91 2 24 4
750 89 91 91 91 2 24 3
800 86 90 91 92 1 22 3
850 85 90 91 92 19 3
900 83 89 89 91 1 16 3
950 81 90 90 91 2 16 3
1000 75 88 90 90 1 16 2
1050 72 88 89 90 1 16 2
1100 68 84 85 89 13 1
1150 62 78 81 84 11 1
1200 57 7% 77 82 8 1
1250 54 69 70 76 7 1
1300 52 65 67 73 1 6 1
1350 48 63 63 70 5
1400 47 61 63 69 4
1450 45 61 61 69 4
1500 48 61 63 67 4




The effect of temperature-mediated decay on distance travelled was, for some releases,
greater for particles released in shallower water (< 300 m) than those released in deep
water (Figure 4.24). For deep water releases (> 1200 m) there was little effect of decay
on the distance travelled from release location, except in intermittent cases (e.g. June
2008, Figure 4.24). There was less variability in the distance travelled for decayed
particles than non-decayed particles at all release depths (Figure 4.24). Transport in the
year and month that saw the greatest distances travelled for shallow water releases (>
2500 km, June 2008) was greatly reduced to ~1000 km following decay to 10 % (Figure
4.24).
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Figure 4.24. Median distance travelled from release location for undecayed (red circles)
and decayed to 10 % (blue circles) particles released over every month in 2008. Error
bars show interquartile range (25% and 75%). Letters J, F,...D indicate months January,

February ... December.
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4.3.2.2 Effect of decay on temporal patterns

There was interannual variability in the effect of temperature-mediated decay on the
length of time that particles remained drifting. For example, a comparison of January
releases from three depths (300 m, 600 m and 1000 m) in two different years (1994 and
1998, Figure 4.25), indicated that shallow (300 m) releases were drifting for 200 days in
January 1994 (Figure 4.25 a), but did not remain beyond 150 days in January 1998
(Figure 4.25 b).
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Figure 4.25. Particles released from 300 m, 600 m and 1000 m, terminated at the decay
threshold of 10% in: a) January 1994, and b) January 1998.



Regardless of release time, particles released at the same depth tended to decay within a
short time of one another (within 20 days). This indicates that particles released at the
same depth experienced similar mean ranges of temperature along their trajectories, and
that particles released from different depths experienced different temperatures (e.g. the
model’s average temperature for the deepest release at 1500 m was -0.4°C whereas for

the shallowest release at 10 m this was 6.2°C).

4.3.3 Oil respiration

The amount of oil respired (interpreted here as an index of oxygen consumption) varied
according to release depth. Particles released at shallower depths were more tied to
seasonal cycles in temperature and ultimately consumed more oxygen, and more rapidly
than those released in deep water (Figure 4.26). For example, particles released at 10 m
water depth in summer had, on average, respired 50% of the total oil ‘available’ to them
within one month (Figure 4.26 a) and close to 100% of the total oil available within 3
months (Figure 4.26 b). In contrast, particles released in deep water (1500 m) had
respired little more than half of this amount in the same time frame, regardless of season
(Figure 4.26 b) and particles released in deep water experienced very little change in
their respiration rates, regardless of season. There was some interannual variability in
oil respiration rate, particularly for particles released at 300 m. For example, in 1994 -
1995 the seasonal signal was absent for these particles, whereas from 1995 onwards

there was a seasonal effect (Figure 4.26 a-d).
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Figure 4.26. Average percentage of oil respired at four release depths (10 m; 300 m; 600
m and 1500 m) for each monthly release 1994 — 2009. The average amount of oil
respired was integrated for drift times of: a) 1 month; b) 3 months; ¢) 6 months and d)
12 months. To improve visual clarity the scales of the vertical axes have been adjusted

for each panel.

Spatially, oxygen consumption was spread over a wider area in shallow depths than in
deep water (Table 4.5; Figures 4.27, 4.28). After one month, the total area affected was
ten times greater in shallow waters (10 m) when compared to the deepest releases (1500
m, Table 4.5). This calculation assumed a threshold of 0.1 (arbitrary) units in order for a
grid location to be recorded as experiencing enhanced oxygen consumption. Therefore,

the area impacted depends on this threshold (which is arbitrary).



Table 4.5. Average area of grid squares (*1000 km?) where oil respiration took place for
releases from 1m; 300 m; 600 m and 1500 m with drift times of 1 month; 3 months; 6

months and 12 months. Grid squares were included where a threshold of 0.1 units of

oxygen consumption was exceeded.

1 month 3 months 6 months 12 months

10m 101 202 245 246

300 m 50 138 181 199

600 m 21 70 123 158

1500 m 11 30 52 68
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Figure 4.27. Spatial extent of oil respiration associated with 300 m water depth releases

after: a) one month; b) three months; c) six months and d) twelve months. Colour scale

represents number of particles consumed on average across all releases, with 400 (i.e.

all those released at 300 m water depth) being the theoretical maximum.
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Figure 4.28. Spatial extent of oil respiration associated with 1500 m depth releases after:
a) one month; b) three months; ¢) six months and d) twelve months. Colour scale
represents number of particles consumed on average across all releases, with 400 (i.e.
all those released at 1500 m water depth) being the theoretical maximum.



4.3.4 Seafloor contact

4.3.4.1 Release depth and timing effects on seafloor contact

Seafloor ‘contact’ was defined here as occurring when particles were within 200 m of
the seabed. Deepwater (> 1400 m) releases resulted in the most seafloor contact (Figure
4.29). Considering the entire period of study (1994 — 2009), and firstly without
temperature-controlled decay, a smaller proportion (35% on average) of particles
released in depths less than 500 m were ever within 200 m of the seafloor (Figure 4.30;
Table 4.6). Releases from depths > 500 m more often resulted in contact with the

seafloor (74 % on average).
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Figure 4.29. Number of particles within 200 m of seafloor for all releases 1994 — 2009.

From around 20 days into the simulations, particles released at shallower depths (300 —
500 m, Figure 4.30) were also transported to within 200 m of the seabed, in small
numbers (< 1000 of the total) to begin with, This indicated the potential for particles to
be advected over a slope, causing seafloor impact away from their initial location.
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There was interannual variability in the average proportion of particle days (i.e. the
amount of time in the year-long simulations) that oil was within 200 m of the seafloor
(Table 4.6). For example, in both 1994 and 1995, < 50 % of the total number of particle

days from from intermediate releases (500 — 1250 m) resulted in seafloor contact.

Table 4.6. Average percentage of particle days from each release that were within 200

m of seafloor. Values > 50% have been shaded grey.

Release 199/ 1995 1996 1997 1098 1999 2000 2001
depth (m)

10 27 20 32 44 31 33 25 19
50 15 14 33 41 42 27 26 30
100 8 16 37 40 43 23 19 32
150 3 14 34 41 44 27 19 35
200 5 18 32 39 42 26 18 35
250 9 34 42 4 4 31 29 32
300 9 38 54 51 38 34 36 23
350 11 39 53 51 35 26 29 29
400 14 37 41 40 38 29 36 45
450 17 35 41 38 51 36 54 74
500 19 35 51 44 56 45 66 92
550 19 35 64 52 62 59 74 9
600 19 37 74 61 67 70 79 98
650 19 40 83 68 72 76 8 98
700 16 41 9 76 77 78 87 99
750 15 42 92 80 79 78 8 99
800 13 42 94 82 82 79 90 99
850 8 42 95 85 8 8 90 99
900 6 43 94 8 87 82 90 99
950 5 45 94 87 8 81 90 97
1000 5 47 93 88 84 82 90 95
1050 5 47 92 8 8 77 89 92
1100 10 46 90 88 77 74 89 89
1150 19 43 81 88 73 67 8 85
1200 31 4 73 8 73 57 88 80
1250 41 45 67 90 74 48 86 76
1300 53 49 68 92 79 51 8 78
1350 67 61 72 94 8 12 8 84
1400 82 81 8 97 95 88 92 92
1450 91 89 95 99 98 96 96 98
1500 98 95 99 100 99 100 100 100

Table continues



Table 4.6. continued. Average percentage of particle days from each release that were
within 200 m of seafloor. Values > 50% have been shaded grey.

?emase 2002 2003 2004 2005 2006 2007 2008 2009
epth (m)

10 24 38 40 34 18 26 23 13
50 3 38 39 29 13 26 32 14
100 35 36 44 22 10 24 28 19
150 38 41 48 22 9 23 29 16
200 38 43 47 17 14 17 26 15
250 34 46 45 18 20 21 25 17
300 38 55 48 18 18 27 28 27
350 39 63 54 13 17 29 28 33
400 3 65 47 17 21 38 46 42
450 45 54 41 22 26 47 71 51
500 53 49 41 27 31 55 8 61
550 62 41 48 37 36 64 92 712
600 71 48 52 43 41 70 93 79
650 77 56 56 46 46 75 93 83
700 82 71 58 47 47 77 94 85
750 84 83 62 49 47 718 94 86
800 86 8 67 51 47 79 93 86
850 87 90 68 54 47 80 91 86
900 87 91 70 58 47 82 86 84
950 87 92 71 59 48 81 84 81
1000 87 90 68 60 47 82 8 80
1050 85 90 66 57 47 82 8 77
1100 84 87 62 49 52 83 84 73
1150 87 84 60 40 53 83 84 67
1200 88 8 58 37 55 81 8 62
1250 93 80 62 39 61 80 8 63
1300 97 8 65 47 70 81 89 70
1350 9 9 74 60 77 8 94 78
1400 9 96 89 74 82 90 99 89
1450 100 99 97 87 89 95 99 96
1500 100 100 99 94 96 98 100 99

Particles released in shallow water (< 200 m) were transported to within 200 m of the
seafloor in all of the years studied, but the maximum proportion of particle days for

which seafloor contact occurred was only 48% (in 2004, Table 4.6).
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When particles were decayed to 10 %, < 1% of shallow water releases (< 300 m) came
within 200 m of the seafloor (Figure 4.30). All particles had decayed within 275 days,
indicating that the areal extent contacted by particles would not expand beyond that
length of drift time.
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Figure 4.30. Number of particles terminated at threshold of 10% within 200 m of
seafloor over all releases 1994 — 2009.



4.3.4.2 Spatial and temporal variability in seafloor contact

Release depth affected the geographical areas of the seabed that were contaminated by
particles (again, within 200 m of the seafloor, Figures 4.31, 4.32). Particles released

from shallow depths (300 m) contacted the seabed along the shelf edge break of the

FSC and Norwegian Sea and covered vast areas of the Barents Sea and the Arctic
around Svalbard (Figure 4.31 a).
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Figure 4.31. Particle densities of releases from: a) 10 — 450 m; b) 500 — 950 m; ¢) 1000
— 1500 m releases (1994 — 2009) that were within 200 m of the seabed.
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In contrast, particles released at intermediate depths (600 m) were transported west, and

areas of the FSC, FBC, Iceland basin and the mid-Atlantic ridge were instead impacted

123



(Figure 4.31 b). Particles released in deep water (1500 m) contaminated large areas of
the FSC and also these western areas of the Iceland basin etc (Figure 4.31 c).

Particle decay (Section 4.3.2) limited the average area of seafloor contact considerably
(Figure 4.32, Table 4.7). However, deep releases still reached as far as the mid-Atlantic
ridge and a small minority of shallow particles (< 1%) still reached the Arctic.
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Figure 4.32. Particle densities of decayed releases from (a) 10 — 450 m; b) 500 — 950 m;
c) 1000 — 1500 m releases that were within 200 m of the seabed. Chosen decay
threshold was 10%.

There was seasonal variability between releases for all estimations of seafloor area
contacted, with maxima in both summer and winter (Table 4.7). There was also

considerable interannual variability in the amount of seafloor contact and the



geographical locations affected (Figures 4.33 — 4.38). The maximum seafloor area
contacted from a single release was in June 2008 (31,307 km?, for undecayed particles).
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Table 4.7. Estimated average seafloor area (*1000 km?) contaminated by particles from
three release depths (10 — 450 m, 500 — 950 m and 1000 — 1500 m) for each month in

the series of simulations, and with particles decayed to 10% threshold.

Not decayed Decayed to 10%
10 - 500 — 1000 — 10 - 500 - 1000 —
450 m 950 m 1500 m 450 m 950 m 1500 m
Jan 270.7 373.2 315.7 39.9 110.6 102.7
Feb 267.9 3725 311.6 335 115.4 109.0
Mar 241.3 385.2 3455 27.3 125.5 130.1
Apr 279.3 404.3 365.2 37.1 139.6 137.7
May 267.3 431.1 367.6 36.2 144.4 137.1
Jun 285.3 448.6 364.5 41.6 155.9 142.7
Jul 263.1 427.2 343.1 335 150.4 131.6
Aug 327.1 427.6 327.5 48.3 146.8 1134
Sep 348.1 440.2 294.1 48.2 149.3 99.9
Oct 298.7 399.2 303.7 34.4 126.2 100.8
Nov 329.9 436.1 330.9 44.7 139.6 112.3
Dec 292.8 419.1 336.7 39.1 128.8 118.0

Table 4.8. Standard deviation in mean seafloor area (*1000 km?) contacted for each

month in the series of simulations, with particles decayed to 10% threshold.

Not decayed Decayed to 10%

10 - 500 — 1000 — 10 - 500 — 1000 —

450 m 950 m 1500 m 450 m 950 m 1500 m
Jan 149.1 164.7 147.2 394 74.5 62.7
Feb 148.2 155.2 161.7 34.5 72.0 72.7
Mar 126.4 173.7 172.6 27.6 76.1 80.2
Apr 117.6 152.1 162.1 335 67.6 82.8
May 128.5 123.7 142.9 24.1 66.4 74.2
Jun 102.7 134.4 148.9 315 70.5 80.4
Jul 112.6 166.8 134.2 27.0 75.9 725
Aug 148.4 152.1 123.8 35.0 66.8 62.0
Sep 122.2 138.3 151.2 35.0 58.3 66.7
Oct 95.9 146.7 151.6 25.7 65.4 68.9
Nov 123.7 121.5 150.0 38.1 65.5 79.5

Dec 118.8 131.6 163.6 35.0 771 78.2
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Figure 4.34. Contact with seafloor by decayed particles released at 10 - 450 m summed for all releases in each year 2002 — 2009.
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Figure 4.35. Contact with seafloor by decayed particles released at 500 - 950 m summed for all releases in each year 1994 — 2001.
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Figure 4.36. Contact with seafloor by decayed particles released at 500 - 950 m summed for all releases in each year 2002 — 20009.
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Figure 4.37. Contact with seafloor by decayed particles released at 1000 - 1500 m summed for all releases in each year 1994 — 2001.
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4.3.4.3 Contamination of the Darwin Mounds

Particle releases from > 800 m water depth were transported to the region where the
Darwin Mounds (DM) are located, even when the decaying algorithm was applied

(Figure 4.39). However, the main ‘flow’ of particles was 30 km to the north.
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Figure 4.39. Particles released from depths > 800m with decay algorithm applied and
termination threshold set at 10%. The location of the Darwin Mounds is indicated at
59.8° N, 7.81°W (black circle). Depth contours are indicated by lines: green = 500 m;
red = 600 m; red = 900 m; blue = 1000 m. Release locations of particles are indicated

by the blue diamond. Colour scale indicates count of particles.

Release year did not, in most cases, reduce the potential for contamination at the DM
(Figure 4.40). In the event of a prolonged oil well blowout in the FSC, results here
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indicate that contamination at DM would occur, since in only one year (1994) no
particles released in depths > 800 m were transported in their direction. From 1995
onwards there was increased potential for contamination, indicated by a large density of
particles travelling to the west (Figure 4.40).

60 o

(2]
o

Latitude °N

10000
1000

100

60|

Number of particles

Longitude °E

Figure 4.40. Particles released from depths > 800m for years 1994 — 2009 with decay
algorithm applied and termination threshold set at 10%. The location of the Darwin
Mounds is indicated at 59.8° N, 7.81°W (red star). Release locations of particles are
indicated by a blue diamond.



44 Discussion

In the simulations, particle release depth had a strong directional effect on their spread,
and also on extent of spread. Near to the surface (< 300 m depth) most of the released
particles were advected northwards in the model’s two branches of the relatively warm
(~10°C average) Norwegian Atlantic Current (NAC). Deeper (> 600 m) releases were
more likely to be advected to the west in cold (< 0°C) bottom water, with most of the

flow travelling over a sill into the Faroe Bank Channel.

These results (and model validation, Section 4.2.2) reflect previous observations of the
circulation in the region. For example, long term oceanographic measurements in the
FSC have shown that much of the bottom water formed in the Arctic must traverse the
Greenland-Scotland ridge in order to enter the north Atlantic (Turrell et al., 1999;
Sherwin et al., 2006). While much of this crosses the sill at ~850 m depth into the Faroe
Bank Channel, occasionally, cascades over the Wyville Thomson Ridge are caused by
internal waves (Sherwin & Turrell, 2005). Well-studied surface currents in the region
include the NAC, which has a strong flow (5.1+0.3 Sv) that separates into two main
branches, the strongest of which (3.4£0.3 Sv) is the inshore, eastern branch (Mork and
Skagseth, 2010). In agreement with these observations, the modelling results also
showed that shallow (< 300 m depth) releases of particles flowed in two main branches
to traverse the Norwegian Sea. These shallow releases were most likely to be carried
furthest from their release location, with some reaching almost as far as the Arctic
Ocean. Volume transport at the FBC sill has been estimated from instrumental
measurements as 2.1+0.5 Sv (Hansen & Osterhus, 2007) which is ~0.5 Sv greater than
that of the model (1.5 Sv; Marzocchi et al., 2015).

There was seasonal and interannual variability in the strength of the flow of these
currents as depicted by the Lagrangian particles. For example, there is evidence of
seasonality in volume transport at the FBC (Lake & Lundberg, 2006) and this was also
captured here in analysis using particle counts at the sill (Section 4.3.1.2). Data from the
instrumental record has also found interannual variability in the currents of the FSC
(Berx et al., 2013) and the Norwegian Sea (Mork and Skagseth, 2010). Circulation in
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the FSC may be affected by changes in strength of the North Atlantic Oscillation (NAO,
Chafik, 2012). However, for the 16 years studied here, there was not a clear indication
that the model results demonstrated this. Years which seemed exceptional in terms of
some of the measures here included: 1998 (maximum distance travelled); 2004 and
2008 (largest seafloor area impacted) and the annual mean NAO values for these years
included both positive (0.25 in 1998; 0.05 in 2004) and negative (-0.73 in 2008) values.?

Temperature-controlled decay is important for the consideration of subsurface oil
transport. It is well established that the biodegradation of hydrocarbons by bacteria is
strongly temperature-dependent (Atlas, 1975; Atlas, 1981; Atlas & Hazen, 2011).
Temperature in the model agreed well with observations from the literature (Section
4.2.2), and temperature-mediated decay of particles, representing the biodegradation of
hydrocarbons, affected the oil’s spread in the simulations. Particles released in cold,
deep water experienced slower decay and persisted for a longer period of time than
those released in shallow water, but did not travel as far. Since results here indicate that
oil released in the deep ocean of the FSC may persist for considerably longer than the
oil that is present at the surface, the implication is that large areas of the deep ocean
would experience prolonged exposure in the event of a spill. The cold, Arctic influence
in the FSC region means that biodegradation rates in deep water there would be
relatively slow. This increases the potential for exposure, and therefore the harm done
by oil pollution. Indeed, Reddy et al. (2011) suggested that, in fact, there was limited
biodegradation in the deepwater plumes following the Macondo blowout, which further
suggests that oil in the colder, more Arctic-influenced FSC might be metabolised even
more slowly. Even after temperature-mediated decay was considered, the shallow
releases of particles were transported the furthest (up to ~ 700 km to the north). This
implies that a larger area of the shallow ocean would be affected, but probably for a
shorter time period than in the deep ocean. Close to the surface, processes affecting the
oil composition and buoyancy would be impacted by the action of weather and waves,

but these influences were not considered here.

® Source: National Oceanic and Atmospheric Administration: http://www.cpc.ncep.noaa.gov/



Modelling results here showed that the horizontal area with an elevated index of oxygen
consumption was greatest for shallow water depths. Exposure of living organisms to oil
results in increased oxygen consumption rate (Chapter 3), either through metabolism of
oil by hydrocarbon-degrading bacteria, or through stress, for example as organisms
(including invertebrates and bacteria) use energy to up-regulate their de-toxification
mechanisms. However, since oil is likely to be broken down much slower in cold water,

the intensity of effect could be greater for the deep sea.

Water-borne hydrocarbons that remained in the deep ocean of the Gulf of Mexico after
the ‘Deepwater Horizon’ spill triggered blooms of oil-degrading bacteria (Hazen et al.,
2011) and created a higher demand for oxygen in the area of deep water oil plumes
(Valentine et al., 2010). Coral communities that were directly beneath the path of the
deep hydrocarbon plumes were observed to become stressed, probably resulting from
contact with oily sludge that was traced to the Macondo oil (White et al., 2012) and
therefore may have resulted from fallout from the midwater oil. The affected coral
communities from the Gulf of Mexico provide important evidence that seabed biota are
impacted by subsurface oil released from oil well blowouts. It is therefore important to
consider the progress of oil on subsurface currents. In an EIA for the North Uist
exploratory well, BP presented information from a modelling exercise designed to
model subsurface plumes of oil (BP, 2011). However, there was not an obvious
comparison of interannual or seasonal variability in the extent of the flow, despite the
project being forecast to commence at any time within an eleven month period: hence,
in theory an oil well blowout could have occurred in any season throughout 2012, when

the drilling took place.

Modelling results here found that the drifting particles did not experience large changes
in depth over the course of their trajectories. Results showing seafloor contact in
shallow provides theoretical evidence for the so-called ‘toxic bathtub ring’ hypothesis,
another mechanism that was proposed as a route through which dissolved or neutrally
buoyant oil could contact the seafloor from a prolonged oil well blowout (Hollander et
al., 2013).
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There are various factors that affect oil’s buoyancy in water (and hence its depth).
Monoaromatic hydrocarbons (e.g. benzene and toluene) are slightly soluble in water,
and were major constituents of the Gulf of Mexico deep water plumes measured by
Camilli et al. (2010). Droplet size is also important in determining the depth of
establishment of subsurface plumes of oil (Ryerson et al., 2012; Socolofsky et al., 2011,
Lindo-Atachati et al., 2014). As the chemical composition of crude oil changes through
weathering processes (biodegradation, dissolution, etc.) the proportion of lighter
compounds present decreases. Hence the oil’s density increases and it can lose
buoyancy. Subsurface oil also adheres to particulate organic matter (e.g. marine snow)
forming aggregates of oil with these particulates (Passow et al., 2012). The oil is then
transported to the seabed with the already sinking material. This ‘dirty blizzard’ of oil
was observed following DWH in the Gulf of Mexico (Deepwater Horizon Principal
Investigator Workshop, 2011), and resulted in large quantities of oil impacting the
seabed within 25 km of the well head (Montagna et al., 2012).

Some particles were transported further north than 70°N to the sub-Arctic. If oil from a
blowout in the FSC were to reach the Arctic, this is an environment that, because of its
cold temperatures, may be particularly sensitive to oil pollution, as indicated by
toxicological studies on Arctic species (Olsen et al., 2007; Camus et al., 2002; 2003).
Processes relating to the functioning of Arctic environments, e.g. sediment community
oxygen consumption, are also altered by exposure to oil pollution (Olsen et al., 2007,

see also Chapter 3).

44.1 Caveats

The NEMO GCM was not designed to model oil and hence the results here should not
be treated as a true and complete representation of the subsurface transport of oil, or
parameters associated with oil respiration. Furthermore, the model is designed to
consider the open ocean and omits many, near-shore processes such as wave formation
and breaking. Tides, which would influence transport in shelf seas, are also excluded.

However, the FSC and Norwegian Sea is an open ocean area and observational data and



validation (Marzocchi et al., 2015) suggest that the model represented pathways

adequately.

The releases of particles were not continuous and were initiated by the same grid of
regularly particles i.e. there were single, monthly release of particles. The effect of the
size and shape of grid on particle transport was not considered but could be carried out

as a sensitivity analysis.

The particles tracked here by Ariane were considered as index of transport, particularly
for the dissolved oil compounds and small, neutrally buoyant droplets. Oil composition
and behaviour were not considered here and these would undoubtedly have an effect on
the true transport, including the potential for effects on fluid dynamics caused by the
presence of liquids with different density and temperature. This should definitely be
considered in future studies developing this approach. The areas estimated in terms of
impact (oxygen consumption and seafloor footprint) were all horizontal only, and there
was no treatment of impacts spread over three dimensions through the water column.
This could also be considered for future plume mapping studies using the model, though

ideally with a treatment, also of oil’s behaviour in seawater.

Oil degradation was considered, albeit with a very simple decay-rate implementation.
Similar decay rate approaches have been used to study the DWH spill (Adcroft et al.,
2010). However, this could potentially be improved by considering species of bacteria

present; their abundance, or the effects of nutrient limitation on bacteria populations.

The time series used here covered only 16 years (1994 to 2009). Using a longer set of
years would allow us to better understand the role and importance of repeating
phenomena, such as the NAO, and decadal shifts in circulation strength. Variations in
conditions and transport in the region are known to result in circulation changes (Turrell
et al., 1999) and GCMs have the ability to represent decadal cycles in the Atlantic

meridional overturning circulation (Persechino et al., 2012).
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4.4.2 Conclusions

The implications of this work are that if ocean-basin scale transport of subsurface oil
took place from a blowout in the FSC, the major impacts would spread in different
directions according to the depths maintained by subsurface plumes of oil. For example,
the deep water environments of the FSC and west towards the Iceland basin are more
likely to be heavily impacted than deep waters further north. Conversely, faster, shallow
water and surface currents would transport oil the furthest north into the Norwegian Sea
and towards the Arctic, even though the warmer water of these currents would increase

rates of breakdown by biodegradation.

General circulation models such as NEMO are powerful tools with many potential
applications. The surface forcing datasets are realistic (Dussin & Barnier, 2013;
Marzocchi et al., 2015) and this reduces uncertainty when applying the model to
address questions. The hindcast output of NEMO is clearly not a forecasting tool.
However, as shown here, it can be used quickly and cheaply to ask questions relating

the transport of oil, and to do so using historically realistic patterns of ocean circulation.

As was highlighted by the DWH spill, there remain large gaps in our understanding of
the transport of subsurface oil on ocean currents. As such, there is a timely need to
understand the full implications of deep water spills in regions currently being explored

or exploited, such as the FSC.



Chapter 5: Concluding Discussion

5.1 Summary of research aims

Little is known about the fate of subsurface plumes of hydrocarbons from prolonged oil
well blowouts, and their effects on deep-sea sediment communities. This was brought
into focus by the 2010 DWH spill in the Gulf of Mexico and its subsequent research
findings. So, as deepwater drilling continues to expand globally, momentum has been
gathering in understanding the fate and effects of oil plumes in other deep-sea
environments (through, for example, the Gulf of Mexico Research Initiative). However,
areas like the FSC have received relatively little attention. Furthermore, the effects of
seasonal variability on the outcome of such an event are clearly important, and need to

be further investigated.

The aims of this study were twofold. These followed routes in both observational and

modelling disciplines to:

1. Study the effects of crude oil on deep-sea sediment communities from a non-

drilled site, using experimental incubations (Chapters 2 and 3);

The effects of oil on deep-sea communities need to be studied with the focus on
impacts, behaviour and recovery. Both macrofauna and bacteria are important
components of deep-sea sediment communities. Given the known importance of
bacteria in hydrocarbon degradation following shallow water oil spills (Slater et al.,

2005) these organisms also need to be studied in the deep-sea.

Null hypotheses were tested to assess whether there was an effect of WAF on SCOC
(Chapters 2 and 3), distribution of macrofaunal biomass among sediment horizons
(Chapter 2) and changes in microbial community structure, biomass and isotopic

signature (Chapter 3).
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2. Investigate temporal and depth-related influences on patterns of sub-surface oil
transport in a model ocean (Chapter 4).

The FSC is an area of complex and variable circulation and is part of an important
region for the processes relating to meridional overturning circulation (Turrell et al.,
1999; Berx et al., 2013). Deepwater drilling is expanding in this region and the potential
for transport of plumes on ocean basin scales has remained unstudied for both the water
column and seafloor. The NEMO GCM shows good agreement to observational data for
the FSC (Chapter 4; Marzocchi et al., 2015) and is therefore a suitable tool for studying

patterns of subsurface transport in relation to an oil well blowout.

5.2 Effects of oil on deep-sea sediment communities and
SCOC

5.2.1 Effects of oil on deep-sea bacteria

The relative abundance and stable carbon isotope ratios (8*3C values) of microbial
phospholipid fatty acids (PLFAS) were used to study effects of oil on a community of
deep-sea bacteria (Chapter 3). Addition of hydrocarbons caused the composition of the
resident microbial community to alter significantly. A response within 36 hours of
incubation was indicated by significant concentration changes in PLFAs in the 0 — 1 cm
layer, and hence also the estimate of bacterial biomass, which significantly decreased in

the presence of oil over the incubation period.

Changes in the composition of sediment microbial PLFASs in response to crude oil have
been measured previously in the laboratory. For example, a complex profile of PLFAS
resulted from exposure of hydrocarbon-degrading bacteria to oil, with the apparent
synthesis of certain bacterial biomarkers such as 15:0 and 17:0 (Aries et al., 2001).

Fatty acids with the same chain length as their n-alkane substrate were synthesised by a



marine hydrocarbon degrading bacteria, Marinobacter hydrocarbonoclasticus
(Doumengq et al., 2001).

The stable carbon isotope ratios (5*°C values) of microbial lipids have been shown to
reflect nutritional substrate, and the response is not the same for each fatty acid
(Abraham et al., 1998). In a study of biodegradation by bacteria collected from a
toluene-contaminated aquifer, Pelz et al. (2001) found that the isotope ratio of certain
fatty acids including 16:1(n-5) and cy17:0 shifted towards that of their carbon substrate
(*C-labelled toluene). Small depletions (reductions in the 3-value) were also observed
here in these fatty acids in oil-treated microcosms and there were groupings of PLFAs
83C values by treatment as shown by multivariate ordination. However, the results
were not found to be statistically significant. It cannot be proved that hydrocarbon
degradation had begun in experimental microcosms here. However, the results can in
part be related to those of Hanson et al. (1999), who used **C-labelled toluene to study
hydrocarbon uptake by bacteria, resulting in a small subset of the community’s PLFAs
including 15:0 (as observed in the present study) to shift towards the isotope ratio of the
carbon source. The uptake rate of tracer in experiments by Hanson et al. (1999; their
Figure 4) suggests that a significant change in isotope ratio of microbial PLFAs would
probably take > 100 hours, although small shifts would be detectable within 30 hours
(comparable with the 36 hour incubations of the present study). Evidence from
experimentation on soils further indicates that significant hydrocarbon breakdown
would not necessarily occur within the short time of the incubations here (36 hours)

unless the sediment had been pre-exposed to hydrocarbons (Zyakun et al., 2012).

Oil is known to cause stress in some bacteria (Griffin & Calder, 1977). Therefore, a
possible explanation underpinning the observed differences in estimated bacterial
biomass between oil-treated and control cores is that there was inhibition of growth in
some groups of bacteria. This implies that bacteria biomass in oil-treated cores could be
preferentially made up from hydrocarbon-tolerant bacteria. However, although the
growth of these bacteria may not have been inhibited, the measured stable carbon
isotope ratios (5'°C values) did not provide unequivocal evidence that they were
carrying out hydrocarbon degradation. This was because although there were groupings
by treatment shown by multivariate ordination, there was not statistical significance to

support any observed differences.
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The use of PLFAs to study microbial communities is not without its disadvantages
(Frostegard et al., 2011). The techniques involved in the identification and
quantification of PLFAs require that part of the original molecule is cleaved and lost,
leaving information only in the triglyceride fatty acid chains. Also, of the many
thousands of species of bacteria, only a small proportion of them have been successfully
cultured in the lab and hence described fully, so identification is challenging regardless
of technique. Fatty acid profiles can be difficult to link to individual species because
many are common to various groups of bacteria and also fungus (Zelles, 1999). The
technique discriminates against Archaea because their fatty acids are ether-linked, not
ester-linked as in other bacteria (Woese & Fox, 1977), and so the lipids of Archaea are

not captured by the technique of extracting PLFAS.

Nevertheless, the characterisation of microbial communities using PLFASs has been in
wide use since it was pioneered to study soil bacteria and estimate living biomass —
using the attribute that PLFAs degrade quickly from non-living cells (White et al.,
1979; Frostegard et al., 1991; Moodley et al., 2005). Extraction of total lipid can be
done relatively easily and cheaply (Bligh & Dyer, 1959). Subsequently, and with
cleavage of the glycerol and attached groups, the fatty acid chain parts of the parent
molecule can then be produced by trans esterification with methanol to produce fatty
acid methyl esters (FAMEs). Since FAMEs can be volatilised they can therefore be
quantified by gas chromatography.

The function of bacteria groups has been linked to some PLFAs e.g. 18:1(n-9) and
16:1(n-7) and 16:0 are the most abundant fatty acids in the hydrocarbon-degrading
bacteria, Marinobacter hydrocarbonoclasticus (previously named Psudomonas nautica;
Doumeng et al., 1999). These fatty acids were identified here as making up appreciable
proportions of the community total, though there were not significant differences

between treatments and controls.



5.2.2 Effects of oil on SCOC

The effect of hydrocarbons on sediment community oxygen consumption rates was
studied in natural sediment communities collected from the continental slope (~1000 m
water depth). Sediment community oxygen consumption was not significantly altered in
the presence of low treatment levels of WAF, and instead the effects of temperature and
the macrofaunal biomass present in the sediment surficial layer explained more of the
variance in oxygen concentration in this case (Chapter 2). At higher treatment levels
(Chapter 3) addition of hydrocarbons significantly increased oxygen consumption rates.
In this case the change in SCOC could have been driven by changes in the microbial
community (Section 5.2.1) but could also have included stress of either macrofauna or
bacteria.

Macrofauna and bacteria are both important contributors to the total oxygen
consumption of sediment communities on the continental slope, accounting each for
approximately half of total biological oxygen demand (Heip et al., 2001). The effect of
oil on sediment oxygen community consumption has also been studied by Olsen et al.
(2007a), who found that oxygen demand in Arctic sediments increased more in response
to oil, than that of temperate sediments.

Oxygen consumption rate changes in response to stress, as organisms mobilise
resources to up-regulate detoxifying mechanisms. This has been studied in
invertebrates, with respiration rate commonly increasing in response to oil-induced
stress, e.g. in the amphipod Gammarus wilkitzkii (Hatlen et al., 2009); spider crabs
(Hyas araneus, Camus et al., 2002) and other Arctic invertebrates (Olsen et al., 2007Db).

The toxicity of hydrocarbons at the concentrations present in the WAF used here in
Chapters 2 and 3 (1.6 mg L™ BTEX; 2.7 mg L™ total petroleum hydrocarbons, TPH) is
not well known. Studies on shallow water invertebrates indicate a range of acute
toxicity levels for hydrocarbons: between, for example, 0.8 mg L™ TPH for the
amphipod Gammarus oceanicus (Linden, 1976) to over 14 mg L™ TPH in the
polychaete Capitella capitata (Rossi et al., 1976). Deep-sea animals have evolved in an
environment of high hydrostatic pressure in relation to their shallow water counterparts,
but it is not known whether this would make them more or less susceptible to oil, and

unfortunately there is a lack of studies relating hydrostatic pressure to toxicity (Vevers
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et al., 2010). Stress in response to contaminants has previously been investigated by
measuring the expression of certain ‘heat shock proteins’ that can be expressed in

response to a variety of stressors (e.g. Werner & Nagel, 1997).

5.3 Modelling oil transport with a 3D GCM

Temporal and spatial patterns of subsurface oil plume transport from a hypothetical
release in the FSC were studied using the NEMO GCM in conjunction with Ariane, a
Lagrangian particle-tracking algorithm (Chapter 4). This framework allowed a thorough
investigation of simulated oil spills occurring at times within and between different
years, and for plumes spanning a full range of depths from near the surface to the
seafloor. Plume depth had a strong effect on the resulting pathways followed by
subsurface dissolved and neutrally buoyant oil. Release timing also affected the

direction and extent of travel.

The fast surface currents such as the NAC tended to transport oil further than those at
depth, even following the simulation of temperature-mediated decay. This is also linked
to a large area being affected by increased oxygen consumption in surface waters.
However, the simulated slow biodegradation rates of oil in the deep-sea would result in
longer time of exposure for any given parcel of water, meaning that the intensity of

impact felt at depth may be greater.

The NEMO model does not deal explicitly with the seabed. However, it is important to
study the potential for oil contact with the seafloor, given that it is known that this
occurs following an oil well blowout (Boehm & Feist, 1982; White et al., 2012;
Montagna et al., 2012). Results here (Section 4.3.4.1) provided theoretical evidence to
support the ‘toxic bathtub ring hypothesis’ that was discussed following DWH as a
possible mechanism for oil from the oil well blowout to reach the seabed (Hollander et
al., 2012). Results here further indicated that the main flow of oil plumes from an oil
well blowout in the FSC could contaminate large areas of the deep ocean seafloor and
contaminate, for example, the Darwin Mounds, a designated SAC, and a habitat of

global significance (Kiriakoulakis et al., 2004).



5.4 Future work on the fate and effects of deep-sea oil

plumes

The experiments performed here addressed hydrocarbon contamination at a non-drilled
site. It is essential to carry out such work using deep-sea sediments from the FSC,
where oil drilling is taking place. The experiments could be carried out at sea at a non-
drilled site (unpolluted sediments), and compared to those carried out on an oil platform
or drill ship (chronically disturbed sediments). The next step beyond these ex situ
experiments would be in situ ones. These would need the use of an ROV (or divers if
performed elsewhere in shallow water) to manipulate chambers at the seabed. A known
quantity of crude oil could be injected into in situ microcosms with resulting changes in
SCOC subsequently measured. The sediments could be retrieved to the surface for
sampling at the end of the experimental period (comparing treatments to controls to
mitigate for the effects of bringing them to the surface, which in itself would be
stressful). Heat shock proteins could be sought in macrofauna as indicators of stress
(Lewis et al., 2000). Experiments should be done across multiple seasons and sediment
types to provide a more comprehensive look at how communities change on an annual
basis. Also, the interactive effects of treatment, temperature, pressure and sediment type
could be studied, potentially using multivariate statistical analysis and linear model

fitting procedures outlined here in Chapters 2 and 3.

Future work should also look in more detail at the specific effects of low to high levels
of contamination on deep-sea macrofauna. This will not be easy, as any animal from the
deep-sea needs to be handled carefully to avoid artefacts caused by the removal of the
animal from its native high-pressure environment. Experiments could be done in
pressurised chambers to mitigate this (sensu Mestre et al., 2009; Brown & Thatje,
2011). A more detailed look at behaviour of macrofauna could be studied in relation to
oil, by gaining more detailed taxonomic information and comparing biomass,
abundance and diversity at different sediment depths across treatments and controls.
This would also provide an opportunity to study effects along a pollution gradient
(Pearson & Rosenberg, 1978) by having more treatments from low to high

concentrations of oil.
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Future studies should also identify and characterise the deep-sea bacteria that respond to
oil, possibly using molecular techniques to sequence 16S ribosomal RNA to determine
their phylogeny (sensu Moeseneder et al., 2001). Furthermore, stable isotope probing
has been used to identify bacteria and link them to the function of hydrocarbon bacteria,
using organisms collected in surface and deepwater slicks of the DWH spill (Gutierrez
et al., 2013). Using PLFAs to study the lipids of membrane bilayers is a relatively
accessible and inexpensive technique, but quantifying intact polar lipids could provide
more information and therefore enhance the study of identity and function of bacteria

communities (Sturt et al., 2004).

Given that hydrocarbons represent a food source for some bacteria, it would be
interesting to investigate experimentally how rapidly oil could be degraded in the deep-
sea. This could be addressed by running longer incubations with either a through-flow
of WAF or with water exchanges with fresh WAF daily over ~14 days. Based on
previous research (Hanson et al., 1999) this could allow sufficient time for significant
hydrocarbon degradation to take place. Keeping a consistent mixture of WAF would
represent a significant challenge to this approach, so alternatively, use of a single
compound, e.g. toluene, could serve as an index for crude oil. Isotope (*3C) labelling of
toluene, as has been used previously (Hanson et al., 1999; Pelz et al., 2001) could allow
the quantification of carbon uptake by bacteria to synthesise PLFAs, as well as
conclusive evidence that a particular compound had been used as a substrate. This kind
of study would provide guantification on biodegradation rates by deep-sea bacteria and
hence provide an initial estimate for the speed of recovery for deep-sea environments

following a spill.

Once rates of biodegradation are obtained for the deep sea, models will help to
extrapolate findings over larger areas. Furthermore, effects of temperature on
biodegradation, measured experimentally, could lead to estimates of impacts in different
seasons. Seasonal impacts could be studied in relation to existing carbon sources (e.g.
following the spring phytoplankton bloom). Additional carbon (oil) could be simulated
as a supplementary carbon source to a bacteria community. With the use of a model of
benthic biomass size structure of macrofauna (for example Kelly-Gerreyn et al., 2014),
estimates of the effects of large scale mortality on the size class distribution could help

study succession and recovery following a spill.



Further work using Ariane as a tool to model oil should incorporate an algorithms for
particle buoyancy, that could represent oil plume’s (changing) behaviour in seawater as
chemical composition and modal droplet size evolves. Recent laboratory experiments
on oil droplet interactions with suspended particulate matter (Sgrensen et al., 2013)

could help inform this.

Using approaches similar to those developed here, further experiments could be run
using NEMO with Ariane. One possibility would be to seed particles more frequently
than was done here. This would make the most of the 5 day means for current flows that
are present in the model and so enhance temporal resolution in the results as well as

spatial resolution in choosing a 1/12 degree grid.

The effect of release location could affect the results of experiments as performed here,
since particles released in different locations might make it into different water masses.
Locations further afield that are undergoing deep water drilling development e.g. the
Falkland Islands, New Zealand and Angola all possess unique oceanic conditions that
could affect transport. The NEMO model could also be comprehensively validated for
the specific region of interest with a large Lagrangian drifters experiment: releasing
subsurface buoys such as RAFOS floats (Rossby et al., 2009) to provide more data on
subsurface pathways. In the FSC and Nordic seas region release depth clearly affects
how much makes it into fast-flowing overflow water. Since Ariane can be run in
‘backwards mode,’ the likelihood that particular areas of interest could be contaminated
could be addressed.

Finally, more could be done to enhance the relationship between academia and industry
and hence perform knowledge exchange between these groups of institutions and
people. A logical progression from this study would be to work with an industry
contact, either through a consultancy that use oil spill models or directly with an oil
company. Results here could be compared with simulations from existing oil spill
models that have been used to provide information for EIAs and oil pollution
emergency plans (OPEPSs). The various existing oil spill models have different forcing
and parameters so could not be expected to give the same results for a given scenario.
However, it would benefit the community to start working together well before a large
spill incident in the FSC and it might help with the review process of existing oil spill
models, which OSPRAG has decided is necessary.
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5.5

Conclusions

Deep-sea sediment communities respond rapidly to oil pollution, with
significant changes to microbial communities and the potential for stress in
invertebrates;

An oil well blowout in the FSC would result in subsurface oil plumes that could
persist for long periods, especially in cold waters where biodegradation rates are
likely to be slow;

Furthermore, deep plumes (> 600 m ) are likely to be transported in a different
direction to shallow plumes, potentially resulting in the contamination of
different ocean basins;

Modelling can indicate the geographical locations and extents of seafloor area
that could be impacted by a spill in the FSC;

Oxygen consumption rates increase in response to oil, with large areas affected,
especially in shallow water;

Modelling can indicate the geographical locations and horizontal extents of
either midwater or seafloor areas that could be contaminated, or be subject to
increased oxygen consumption;

The results highlight the need to review the efficacy of existing oil spill models
to elucidate the extent of subsurface oil transport and impacts from an oil well

blowout.



5.6 Perspective

Industrialisation of the sea, including the drilling for oil in deep water, is progressing at
an alarmsing rate, despite recent unprecedented rises in atmospheric CO; as a result of
the burning of fossil fuels (Keeling et al., 1976; 2005). One of the benefits of publicly
funded research such as that presented here, is that the impartial findings of the work
will be in the public domain from the outset. This will hopefully contribute to our
understanding of the impacts of deepwater oil spills. Comprehensive, commercially
produced modelling scenarios of subsurface oil transport have not so far been readily or
publicly presented in existing environmental impact statements produced prior to the
issue of commercial drilling licenses. It is of great importance to understand the

implications of a prolonged deep-sea oil well blowout in the FSC before it happens.
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Supplementary Figures
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Figure Al.1 Diagram of microcosm set-up



Figures A1.2 — A1.9. Photographs of cores sediment surface at the start and end of the
end of the experiment

Figure Al.2. Photographs of control cores before treatment and incubation. Numbers

show core ID.

Figure A1.3. Photographs of control cores at end of incubation. Numbers show core ID.
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Figure Al.4. Photographs of 5% WAF treatment cores before treatment and incubation.
Numbers show core ID.

Figure AL.5. Photographs of 5% WAF treatment cores at end of incubation. Numbers
show core ID.



Figure Al.6. Photographs of 15% WAF treatment cores before treatment and

incubation. Numbers show core ID.

Figure A1.7. Photographs of 15% WAF treatment cores at end of incubation. Numbers
show core ID. No file for core 60.
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Figure Al1.8. Photographs of 25% WAF treatment cores before treatment and

incubation. Numbers show core ID.

Figure A1.9. Photographs of 25% WAF treatment cores at end of incubation. Numbers
show core ID. No file for core 58.



Linear modelling: parameter estimates

Table Al.1 Model parameter estimates: linear mixed effects model of oxygen

concentration and time fit by REML

Model:
Oxygen concentration ~ time

Model coefficients:

Value Std.Error DF t-value p-value
Intercept 274 0.71 1 387 < 0.0001
Time -20.1 0.85 1 -23.7 <0.0001

Table A.1.2. Model parameter estimates: linear mixed effects model of oxygen

concentration, biomass, temperature and interaction

Model:
Oxygen ~ biomass + temperature + biomass : temperature

Model coefficients:

Value Std.Error DF t-value p-value
Intercept 308 7.93 1 38.9 <0.0001
Time -24.9 0.68 1 -36.7 <0.0001
Macrofauna biomass -2.70 0.99 1 -2.73 0.0258
Temperature -6.57 1.62 1 -4.04 0.0037
Biomass : Temperature 0.540 0.194 1 2.78 0.0240
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Appendix 2

Supplementary information for Chapter 3
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Figure A2.1: Redundancy analysis plot showing the significant effect of sediment depth
on PLFA percentage composition data (F = 3.88, df = 1, p < 0.001). Filled and open
symbols represent replicate observations of the 0-1 cm (filled symbols) and 1-2 cm
(open symbols) sediment horizons respectively at the end of the experiment. (a)
Individual cores are plotted with symbols by treatment: triangles = controls; circles =
25% WAF; squares = 50% WAF. The effect of sediment depth is shown by crossed
circles with labels offset. Treatment was not considered an explanatory variable in this
analysis. (b) Ordination of PLFAs is indicated by their names. The following PLFAs
have been plotted with filled symbols for visual clarity: square = 15:0ai; upward

pointing triangle = 16:0; downward pointing triangle = 19:0cy; circle = 12Me16:0.
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Figure A2.2. Redundancy analysis plot showing the significant effect of sediment depth
on PLFA 8%C values (F = 2.75, df = 1, p = 0.006). Filled and open symbols represent
replicate observations of the 0-1 cm (filled symbols) and 1-2 cm (open symbols)
sediment horizons respectively at the end of the experiment. (a) Individual cores are
plotted with symbols by treatment: triangles = controls; circles = 25% WAF; squares =
50% WAF. The effect of sediment depth is shown by crossed circles with labels offset.
(b) Ordination of PLFAs is indicated by their names. The following PLFAs have been
plotted with filled symbols for visual clarity: square = 14:0; upward pointing triangle =
10Me18:0; circle = 18:1(n-9); diamond = 19:1(n-6).
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Figure A2.3. Mean concentration (+ standard error) of PLFAs in the 0 — 1 cm sediment
layer in controls (= C) and 25 % and 50 % WAF treatment levels.



Table A2.1 Model parameter estimates: linear mixed effects model of oxygen
concentration, treatment and interaction fit by REML

Model:
Oxygen concentration ~ treatment + time + treatment x time

Model coefficients:

Value Std.Error DF t-value p-value
Control (intercept) 362.1749 6.341864 261 57.10859 < 0.0001
25% WAF treatment 18.1305 8.967595 21 2.02178 0.0561
50% WAF treatment 21.7842 8.970278 21 2.42849 0.0242
Time -17.4226 1.745992 261 -9.97863 < 0.0001
25% WAF treatment X time  -15.9431 2.471649 261 -6.45039 < 0.0001
50% WAF treatment X time -20.9484 2.466641 261 -8.4927 < 0.0001

Table A2.2. Model parameter estimates for generalised least squares model fit by

REML of treatment effects on bacteria biomass (0-1cm)

Model:
Bacteria biomass (0-1cm) ~ treatment

Model coefficients:

Value Std.Error t-value p-value
Control (Intercept) 67.48505 13.92023 4.847982 0.0007
25% WAF treatment -23.23784 14.29657 -1.625414 0.1351
50% WAF treatment -39.44303 15.03745 -2.622987 0.0255

Table A2.3. Model parameter estimates for generalised least squares model fit by

REML of treatment effects on bacteria biomass (1-2 cm)

Model:
Bacteria biomass (1-2 cm) ~ treatment

Model coefficients:

Value Std.Error t-value p-value
Control (Intercept) 69.29666 7.71269 8.98476 <0.0001
25% WAF treatment -32.19032 8.726737 -3.688701 0.0050
50% WAF treatment -16.62593 12.89496 -1.289336 0.2294
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Table A2.4. Model parameter estimates for generalised least squares model fit by

REML of treatment effects on macrofaunal biomass (0-1cm)

Model:
Macrofaunal biomass (0-1cm) ~ treatment

Model coefficients:

Value Std.Error t-value p-value
Control (Intercept) 2.876319 0.692902 4.151116 0.0025
25% WAF treatment 5.570464 4.688356 1.188149 0.2652
50% WAF treatment 4.827718 3.305126 1.460676 0.1781

Table A2.5. Model parameter estimates for generalised least squares model fit by
REML of treatment effects on macrofaunal biomass (1-2 cm)

Model:
Macrofaunal biomass (1-2 cm) ~ treatment
Model coefficients:

Value Std.Error t-value p-value
Control (Intercept) 7.390869 4.028387 1.834697 0.0997
25% WAF treatment -1.337527 4.813012 -0.277898 0.7874

50% WAF treatment -0.229639 4.811431 -0.0477278 0.9630




Table A2.6. Mean percentage composition (mol % + SE) of PLFAS present in the

sediment at the end of the experiment

0-1cm 1-2cm
25% 50% 25% 50%
Control WAF WAF Control WAF WAF
14:0 2.6 3.4 3.1 2.7 3.2 3.2
+0.2 +0.1 +0.2 +0.2 +05 +0.3
15:0i 6.4 7.0 6.6 7.2 1.7 8.2
+0.2 +0.1 +0.3 +0.2 +05 +1.0
15:ai 1.4 7.9 1.7 8.8 8.4 8.0
+0.3 +0.3 +04 +0.2 +0.2 +04
15:0 0.9 1.0 1.0 1.0 0.9 1.1
+0.1 +0.0 +0.1 +0.1 +0.1 +0.1
16:0i 2.0 2.2 2.2 2.2 2.5 2.4
+0.1 +0.0 +0.0 +0.1 +0.1 +0.1
16:1(n-7) 17.9 18.3 17.6 16.8 14.7 175
+09 +0.3 +0.3 +0.8 +1.3 +1.1
16:1(n-5) 6.9 6.3 7.4 7.0 6.3 6.5
+0.2 +0.1 +0.3 +0.2 +0.2 +04
16:0 17.4 20.0 18.6 18.0 18.8 18.3
+09 +04 +0.6 +0.6 +0.8 +1.6
17:0ai 1.1 1.4 1.2 1.3 1.2 1.3
+0.1 +0.1 +0.0 +0.0 0.0 0.0
12Mel6:0 1.6 15 1.6 1.7 1.9 2.4
+0.1 +0.1 +0.0 +0.1 0.0 +05
17:1(n-8) 0.9 0.7 0.8 0.6 0.7 1.0
+0.2 +0.1 +0.2 +0.1 +0.1 +0.1
17:0 0.6 0.8 0.7 0.6 0.7 0.9
+0.0 +0.1 +0.0 +0.0 0.0 +0.2
18:1(n-9) 8.4 7.4 6.6 6.1 9.1 5.0
+1.1 +1.0 +0.8 +0.2 1.7 +05
18:1(n-7) 19.6 16.3 18.4 16.8 14.8 15.0
+1.0 +0.2 +0.3 +0.2 +0.6 +1.3
18:0 2.3 2.5 2.6 2.5 2.8 3.7
+0.1 +0.2 +0.1 + 0.1 +0.1 +0.8
19:1(n-6) 0.3 0.2 0.3 0.4 0.3 0.4
+0.1 +0.1 +0.1 +0.1 +0.0 +0.0
10Mel8:0 1.2 0.9 1.0 1.6 1.8 1.6
+0.1 +0.1 +0.1 +0.1 +0.3 +0.3
19:0cy 2.6 2.3 2.5 3.6 3.5 2.7
+0.2 +0.2 +0.3 +0.2 +0.3 +04
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Table A2.7. Mean isotopic composition (8*°C, + SE) for each of the 18 identified and
quantified microbial PLFAs measured at the end of the experiment

0-lcm 1-2cm
25% 50% 25% 50%
Control WAF WAF Control WAF WAF
14:0 -24.3 -24.8 -22.7 -23.0 -23.6 -21.8
+1.2 +1.0 +0.7 +1.1 +0.9 +0.3
15:0i -23.9 -23.7 -22.5 -22.5 -22.9 -21.9
+1.1 +0.9 +0.3 0.7 +0.8 +0.2
15:ai -23.4 -23.4 -22.1 -22.3 -22.2 -21.4
+1.1 +0.9 +0.3 +0.8 +05 +0.3
15:0 -27.2 -26.1 -24.4 -24.1 -23.7 -24.7
+1.0 +0.6 +0.3 +0.8 +19 +1.1
16:0i -25.8 -24.6 -24.3 -23.4 -24.6 -24.6
+0.8 +0.8 +0.1 +0.2 +0.6 +14
16:1(n-7) -23.5 -23.4 -23.2 -22.4 -22.1 -21.4
+0.7 +0.1 +05 +04 +0.5 +0.3
16:1(n-5) -25.8 -26.0 -27.0 -24.6 -25.1 -24.3
+04 +0.8 +0.7 +0.2 +14 +04
16:0 -24.9 -24.6 -24.9 -23.9 -24.2 -23.8
+04 +04 +0.9 +0.3 +0.6 +0.3
17:0ai -24.2 -24.9 -26.5 -24.7 -26.1 -24.2
+0.2 +0.3 +1.2 0.7 +1.7 +0.6
12Mel6:0 -25.4 -25.7 -24.8 -25.3 -25.2 -24.6
+0.6 +0.2 +0.7 +0.9 +0.3 +0.3
17:1(n-8) -24.8 -24.6 -24.0 -24.8 -27.6 -28.0
+0.6 +3.6 +1.2 +2.8 +1.7 +0.9
17:0 -24.5 -27.4 -28.8 -24.1 -25.3 -23.8
+0.8 +15 +25 +1.3 +2.0 +14
18:1(n-9) -26.0 -25.8 -26.4 -24.8 -26.6 -24.2
+1.0 +1.1 +15 +0.7 +15 +0.5
18:1(n-7) -25.1 -26.0 -25.7 -24.9 -25.3 -24.7
+0.3 +0.3 +0.5 +0.5 +0.6 +0.3
18:0 -26.1 -25.9 -26.2 -25.7 -25.6 -26.3
+0.7 +0.3 +0.1 +0.5 +0.2 +0.5
19:1(n-6) -32.0 -29.7 -28.9 -28.3 -27.3 -30.9
+2.4 +1.8 +0.3 +14 +1.7 +2.3
10Mel8:0 -26.5 -25.3 -23.9 -23.0 -22.5 -23.2
+2.4 +0.7 +1.2 +15 +1.1 +1.7
19:0cy -27.8 -28.4 -28.8 -30.1 -28.3 -28.9

+0.6 +0.4 +0.3 +0.5 +0.3 +0.6
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