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UNIVERSITY OF SOUTHAMPTON

Abstract

Web and Internet Science Group

Electronics and Computer Science

Faculty of Physical and Applied Sciences

Doctor of Philosophy

by Jiadi Yao

There is substantial competition among academic institutions. They compete for stu-

dents, researchers, reputation, and funding. For success, they need not only to excel in

teaching, but also their research profile is considered an important factor. Institutions

accordingly take actions to improve their research profiles. They encourage researchers

to publish frequently and regularly (publish or perish) on the assumption that this

generates both more and better research. Collaboration has also been encouraged by

institutions and even required by some funding calls.

This thesis examines the empirical evidence on the interrelations among institutional

research productivity, impact and collaborativity.

It studies article publication data across ACM and Web of Science covering five dis-

ciplines – Computer Science, Pharmacology, Materials Science, Psychology and Law.

Institutions that publish less seek to publish collaboratively with other institutions. Col-

laboration boosts productivity for all the disciplines investigated excepted Law; however,

the amount of productivity increase resulting from the institutions’ attempt to collab-

orate more is small. The world’s most productive institutions publish at least 50% of

their papers on their own. Institutions doing more collaborative work are not found

to correlate strongly with their impact either. The correlation between collaborativ-

ity and individual paper impact or institutional impact is small once productivity has

been partialled out. In Computer Science, Pharmacology and Materials Science, no

correlation is found. The decisive factor appears to be productivity. Partialling out pro-

ductivity results in the largest reductions in the remaining correlations. It may be that

only better equipped and well-funded institutions can publish without having to rely

on external collaborators. These institutions have been publishing most of their output

non-collaboratively, and are also of high quality and highly reputable, which may have

equipped and funded them in the first place.
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Abbreviations

There are three main institutional variables – productivity, impact and collaboration,

each is represented by the abbreviations below and carries the meaning as following:

P Institutional productivity, includes the paper count.
Q Institutional impact, includes all three impact variables (total citation per

institution, pagerank weighted citation and average citation per paper).
C Institutional collaboration, includes all three collaboration variables (collabo-

rative paper count, size-weighted collaboration and percent collaboration).

’Quality’ has been used to indicate different aspects of the research activity in the

literature. The specific meaning of quality discussed in this thesis is as follows:

Institutional Quality The perceived quality of an institution. (e.g. historical &
current reputation, research output, research output impact,
funding and infrastructures etc.) Institutions generally cover
entities such as universities, research centres and company
research laboratories that produce research output. We fo-
cus mainly on universities in this study.

Research Quality The quality of the entire research cycle. (e.g. methodology
quality, report quality etc.)

Paper Quality The quality of a published paper. Citation impact and its
variants are often used as proxies in the literature.
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The abbreviation for the sub-variables are as follows.

The original and raw variables are represented in bold and italic:

PUBTOT Total institutional paper output
CITTOT Total citations per institution.
CITTOTw PageRanked citations per institution. Incoming citations weighted by

citation weight of citing institution.
CITAV Average citations per paper.
WRANK Institutional Webometrics Rank, July 2010 version.
PUBCOLL Number of collaborative papers.
PUBCOLLw Number of collaborative papers, with collaboration size-weighted.
PUBCOLL% Percentage of collaborative papers over total papers per institution.

This study uses partial correlation to remove the effect of the third variable in order

to find the true relationship. The partialled states of the variables are represented in

italics-only:

PUBTOT Total institutional paper output with impact or collaboration controlled.
CITTOT Citations per Institution with productivity or collaboration controlled.
CITTOTw PageRanked citations per institution with productivity or collaboration

controlled.
CITAV Citations Per Paper with productivity or collaboration controlled.
WRANK Institutional Webometrics Rank with productivity or collaboration con-

trolled
PUBCOLL Number of Collaborative Papers with productivity or impact controlled.
PUBCOLLw Size-weighted Collaboration with productivity or impact controlled.
PUBCOLL% Percent Collaboration with productivity or impact controlled.



Chapter 1

Introduction

Scientific and scholarly research is a systematic investigation of data in order to estab-

lish facts and reach new conclusions. It is mostly conducted by scientists working in

universities, research institutes and companies’ research laboratories.

A typical research work that carried out by the above establishments generally has 4

stages:

1. Identification of the knowledge gap

2. Creation of knowledge

3. Quality assurance

4. Dissemination

At the gap identification stage, researchers make their observation of the world, review

previous publications and then propose research questions. The knowledge creation

stage is where the practical investigation happens. They design experiments, collect

data and then analyse the data. They then document this process, so that anyone can

replicate the procedure to obtain the same outcome. Their interpretation of the result is

also presented. Peer reviews are conducted afterwards for quality assurance, and these

are carried out by experts in the field to make sure the research is sound. Finally, the

research is disseminated, so that other researchers can use it as basis for further research.

1
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1.1 Research Collaboration

Traditionally, research was carried out by a single scientist or their colleagues in the same

laboratory. They would conduct the required experiments themselves, even though they

may not initially have the necessary skills or equipment. If they could not conduct an

experiment themselves, they would reach out to a potential collaborator to get help, in

return for including them as co-authors. This kind of ad-hoc collaboration is heavily de-

pendent on the researcher’s personal connections. The first paper with multiple authors

listed was published in 1665[122].

The problems and questions scientists try to resolve are getting more and more complex

and increasingly multi-disciplinary. For example, the problem of global warming and

climate change; research of the Web and the need to understand its reciprocal effects

on human society. These topics require experts from multiple disciplines and the mode

of ad-hoc collaboration can no longer sustain the needs of these researches. As a result,

collaborative activities, both from bottom up (researchers collaborate with each other)

and top down (funders funding collaborative research; institutional collaboration) have

increased dramatically in the recent years.

Collaborative research has also been strongly encouraged by institutions on the as-

sumption that researchers working together – especially across institutions and across

national borders – generate research that is higher in both quantity and impact. Institu-

tions are not alone in encouraging collaboration. Funding bodies, such as JISC and the

European Framework Programme (FP), often have specific requirements for individual,

inter-institutional and international collaboration in their funding calls[8, 55].

1.2 Funding Research

The funding structure differs from country to country. In the UK, most of the research

is publicly funded. A percentage of tax payers’ money is allocated to funding councils

and research councils. England, Scotland, Wales and Northern Ireland each has a cor-

responding higher education funding council to allocate funds to institutions. In 2014,
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they have jointly conducted the Research Excellence Framework (REF 2014) to assess

the research output of the UK institutions. The REF outcome will be used as a refer-

ence for allocating funds between institutions. There are also different research councils

focusing on specific fields, e.g, Engineering and Physical Science Research Council (EP-

SRC), Economics and Social Science Research Council (ESRC). These research councils

steer the direction of the research by releasing call for bids. Scientists then put forward

research proposals to compete for grants. Charities in the UK are also major funders,

especially in medical research (e.g. Cancer Research UK is a charity focuses on fund-

ing cancer related research; British Heart Foundation focuses on funding heart related

research). Some research is also funded by industry and private companies.

1.3 The Role of Universities in Research

The role of universities in producing research output varies depending on the countries’

development and economic status. Research involves a high investment, which does not

generate direct return on the investments. Universities in less developed countries, due

to their economic status and government strategies, may not allocate much funding in

conducting research. In these countries, universities tend to focus on education.

In the UK, US, Canada and Australia, universities are one of the biggest output of re-

search publications[105]. In the UK, a group of 24 research focused universities form the

Russell Group. This group represents two-thirds of all UK research grant spending. In

the US, universities are also evaluated and ranked depending on their research activities,

resulting in high pressure for them to do well in research. The US alone represents 28%

of all world research as recorded by WoS, most of which is university output[200].
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1.4 Competitions between Universities and Scientists in

Research

There is substantial competition among academic institutions. They compete for stu-

dents, scientists, reputation, and funding. For success, they need to excel in both teach-

ing and research. Universities accordingly have policies that encourage researchers to

publish frequently on the assumption that this generates both more and better research.

Public perception on quality of a university often includes, but not limited to students’

experience, students’ prospects, and research output performance. In these respects,

university rankings play an important role in communicating universities’ quality to the

public. There are more than a dozen well established university quality rankings. They

are used by the general public, potential students, researchers and donors to assess the

university’s overall quality. Almost all of these rankings’ evaluations are based on some

aspects of research activities, e.g., some count the university’s number of publications

and some use citations to the papers. Many universities treat these rankings seriously

and work hard to improve them, even though experts may have their own views regarding

the validity of these rankings[22].

As a scientist, they have their own incentives to make a stronger impact to the com-

munity. To produce more publications is one effective approach. In academia there is a

well known phrase – “publish or perish” [13] that describes the pressure to rapidly and

regularly publish academic work. Publishing more is important for a scientist’s career

advancement. In order to secure a research position, to sustain or to further one’s career,

and to succeed in applying for grants, scientists need to publish frequently. They are

often judged by the number of papers they have published, the qualities of the journals

they have published in and the number of citations they have received for their papers.

Producing more publications apparently makes some of these measurements look better.
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1.5 Research Contributions

The literature of studying the relationship among citation impact, collaborativity and

productivity is extensive and comprehensive. But most of them focus on the aggregation

level of individual researcher, journal, discipline or country. This study look at these

relationships specifically at the institution level using large scale data covering multiple

disciplines.

Many studies consider variables separately. As we have demonstrated in chapter 4,

citation impact, collaborativity and productivity are circularly correlated. This means

that there might be a common factor presented in each variable which lead to the high

pairwise correlation. The current study uses partial correlation to remove the effect

of the third variable in the circular correlation before correlate the remaining pair of

variable, giving evidence that increased citation is more associated with productivity

than collaborativity at the institution level in the disciplines studied.

This also gives additional evidence on the disciplinary differences towards research col-

laboration and citation. Institutions are recommended to develop discipline-specific

strategy in encouraging research collaboration and publication. Top cited institutions

do not publish engineering and nature science papers collaboratively, while they do for

social science and humanity papers.

Finally, this study processed tens of thousands of lines of free text representing univer-

sities, and created a lookup table of university’s alternative names that maybe useful in

other studies.

1.6 Thesis Structure

In chapter 2, we start with studying the meaning of institutional quality, institutional

collaboration and productivity, and what methods were used to measure these factors.

The attempts to establish the relationship between these three activities were also re-

viewed.
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Chapter 3 describes the resources, datasets and methods to be used in the further chap-

ters. In particular, it describes the necessary pre-processing done to the dataset in

order to apply the correlation methods. The assignment of the papers, citations and

collaborations to the universities are presented. Based on the dataset and previous stud-

ies, I make decisions on what metrics to use to approximate the three factors. These

decisions were justified and the metrics were explained. The statistical methods – corre-

lation, normalisation, partial correlation that help understand the relationship between

the metrics are described. A network visualisation of the institutional collaboration

network is presented, showing evidence of correlation expected.

Chapter 4 investigates and presents the results of the pairwise correlation between the

three factors. These pairwise correlations used the unfiltered variables that directly

come from the statistics of the universities. Unfiltered variables were commonly used by

previous studies; comparison is made when they are comparable with previous studies.

Chapter 5 takes chapter 4 one step further by partialling out the unwanted variables

between the pairwise correlations. The results are presented and compared.

Finally, the conclusions of the correlation analysis, answers to the research questions

and recommendations on research practice for universities and scientists are presented

in chapter 8.



Chapter 2

Measuring Research Activities

and their Relationships

2.1 Research Collaboration

The concept of collaboration has been taken for granted in most of the literature but

there have been few attempts to address the meaning of collaboration. Collaboration

means that individuals work together to achieve a common goal. Research collaboration,

therefore, means that individuals work together to advance scientific knowledge. But

this immediately raises a question: how closely should they be working to qualify as

collaboration? In one extreme case, as Subramanyam [178] suggested in his paper, the

entire scientific community is like a big collaboration because they work collaboratively

to advance science: scholars learn from each other from their publications, make com-

ments to each other, suggest hypotheses to test, exchange ideas and share techniques.

In another extreme case, for example, if research collaborators are only those who have

contributed directly and frequently to all tasks in a piece of research, then almost all

collaborating researchers will be excluded, even those working closely together who have

published scientific papers together. This is because one of the main reasons for re-

searchers to collaborate is that not everyone knows and does everything, so during the

7
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scientific collaboration, it is not common for every collaborator to be involved equally

intensively in every aspect of the research.

Collaboration can have different meanings in different research areas and contexts. A

technician operating a specific piece of machinery can be counted as a collaborator in

one discipline (e.g. in physics, operators are listed as co-author), but may not in others

(e.g. in medical research, the operator of radioactive medical equipment is not listed as

a co-author).

2.1.1 Co-authorship as Collaboration Measurement

We have seen that it is not possible to strictly measure the strength of research collabo-

ration by the interactions due to its complexity. So scholars have also tried quantitative

measures.

Attempts to quantify research collaboration date back to the 1950s. Psychologist Smith

[172] observing the increase of multi-authored publications was the first to suggest using

multi-authorship as a proxy to quantify collaborative activities between researchers.

This is often referred as co-authorship. Co-authorship is a research practice, where the

primary author includes other researchers as co-authors in the publication to recognise

their contributions in the work.

Price and Beaver [159] were among the first to use co-authorship as the measure of

collaboration strength between authors. Since then, co-authorship has been used widely

as a metric of research collaboration.

Collaboration strength between a pair of authors is often approximated by counting

the number of papers that lists the pair’s names. A pair of authors who have co-

authored more papers is more collaborative than than a pair who have co-authored

fewer papers. By connecting authors who have co-authored papers, a network of authors

can be constructed. The network methods are discussed in chapter 6. More advanced

algorithms than simply counting the number of co-authored papers were presented and

compared by Rousseau [163].
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The suitability of co-authorship as a measure of collaboration has been investigated

by Subramanyam [178]. He noted that the nature and magnitude of the collaboration

changes during the course of the collaboration, so the precise nature and magnitude of

collaboration cannot be determined using methods of interviews or questionnaires, let

alone co-authorship. A popular example is that a casual conversation during a coffee

break could be more valuable than week-long laboratory work towards the success of

the project.

Using co-authorship relies on the assumption that the goal of collaboration between the

authors is publishing articles. That is, a co-authored paper is indeed a result of collab-

oration, not something else. However, Katz [104, 105] and He et al.[93] demonstrated

several scenarios, where either collaborative work does not yield a co-authored paper, or

a co-authored paper does not involve any collaboration between the listed co-authors. In

addition, social pressures come into play in determining whose name should be included

on a published article [97]. Indeed, some higher position scientists (e.g. the leader of

a research group) are often listed as co-authors despite they did not contribute. Fur-

thermore, Bozeman and Lee [33] identified two specific types of co-authorship that often

appear but are less relevant to collaboration: 1. data provider listed as co-author; 2.

equipment provider listed as co-author.

As a result, we should be aware of the limitation in using co-authorships. While the

social aspects of the collaborations may not be quantifiable using conventional methods,

co-authorship offers an unique quantitative approach to measure the strength of the col-

laboration between authors. Here is a list of advantages using co-authorship to measure

collaboration:

• invariant and verifiable. Anyone with the same dataset, using the same method

can reproduce the result.

• inexpensive and practical. Counting co-authorship in datasets is computationally

cheap. The programming is often simple and straight-forward. The dataset is

readily available.
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• large sample size, statistically more informative than case-study or qualitative

method.

• non-reactive. It will not lead authors to co-author papers in the short term to

increase their collaboration. However, wide adoption of this measurement poten-

tially may affect the collaboration process in the longer term [178].

2.1.2 Other Approaches to Measure Collaboration

Beyond co-authorship, other measuring methods were also used. Rigby and Edler [162]

used the proportion of co-subprojects (people who worked on the same sub-project)

to measure the intensity of collaboration within a project. They constructed a network

based on the sub-projects having bi-lateral and multi-lateral cooperation in their project

reports. The proportion of the number of nodes and the edges in the network (i.e.the

network density) represents the intensity of the collaborations within the project. They

used this measurement to compare multiple projects for their intensity of collaboration.

An interesting collaboration measurement model based on citation was proposed by Katz

and Hicks [103]. In their research, they found that where the papers represent a home or

domestic institution collaboration, the citation count increases 0.75 on average compared

to a non-collaborative paper. However, if the paper involves international institutions,

the citation count increases 1.6 on average. As a result, the different collaboration types

can be quantified by the increased citation number, thus perhaps also reflecting the

quality of different categories of collaboration.

2.1.3 Collaboration Model of Institutions

In academia, a model of institutional collaboration is based on projects that involve

multiple institutions. Starting from the application of a grant, researchers from multiple

institutions jointly submit applications for the project. If the application is successful,

the project then becomes a point of collaboration for these researchers. The papers come

out of the project is commonly affiliated to participating institutions. (Figure 2.1).
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Figure 2.1: Institutional Collaboration Model. Researchers from two institutions form a
project, which then produces papers signed by both institutions.

Based on this model, we propose a definition of institutional collaboration used in this

thesis:

Definition Two institutions are said to have collaborated if there is a

published paper signed by both institution’s researchers.

Using measures like co-authorship as indicators of degree of collaborativity is not new.

Davidson Frame and Carpenter [52] used multi-country affiliations (two or more authors

affiliated with institutions in different countries) as a metric for international collabo-

rativity; [105] used multi-institutional affiliations (two or more authors affiliating with

different institutions) as a metric for inter-institutional collaborativity. In Katz’s data

analysis, he realised that international collaboration, and inter-institutional collabora-

tion need not be based on individuals. Nearly 12% of articles in his Web of Science (WoS)

dataset list more institutions than authors, which indicates that researchers hold posi-

tions in multiple institutions. He took this to be evidence for top-down inter-institutional

collaborations between the institutions that share the same researcher. About 2% of the

papers in our WoS dataset contain more institutions than authors.
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The measurements discussed so far are all at a macro level, which measures how many

times the collaboration happens between the authors and institution. The more frequent

the collaboration, the stronger the collaboration between the entities. These macro level

methods assume that every collaboration is equal. This is not always the case. In recent

years, there has been a growing realisation that collaboration is not well understood at

the individual level, nor how it affects macro level collaboration.

2.1.4 Collaboration at the Micro Level

One line of work considers the collaborator’s role and its impact on collaboration. Heffner

[94] suggested the concept of ‘sub-authorship’, where sub-authors perform two primary

kinds of roles: technical aid and theoretical aid. Technical aid provides technical support

such as collecting data, operating machinery etc.. Theoretical aid provides assistance

such as reading, editing or commenting on the research paper prior to publication. Each

collaborator takes a different role in the collaboration, such that the research could not

be completed without some of those roles. The strength of these kinds of collaboration

cannot be easily quantified. Melin [129] had different views on the way researchers

collaborated. He conducted surveys, interviewed researchers and concluded that there

were two modes of collaboration. One mode is that the work is coordinated in all aspects

and there are clear divisions of labour, which supports Heffner’s finding; the other mode

carries out discussion and idea exchange between the collaborators over many research

questions, followed by an iterative process of research and re-writing, such that individual

contributions are no longer identifiable in the final product.

Jeffrey [98] studied an inter-disciplinary research collaboration and found there were

more problems than benefits. Communication is one of the biggest obstacles due to the

different backgrounds, specialised words and so on. He also found that the group had to

communicate using metaphors, story-lines and had to choose their words very carefully

in order to be understood. This work suggests that at a micro level, not all collaborations

are positive and bring benefit to the end result. There can be collaborations that bring

more problems than they solve. Pravdić and Oluić-Vuković[155] suggested something

similar in analysing collaboration at the individual level as well as the group level in
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Chemistry. They found that productivity is affected by whom you collaborate with:

collaboration with high productivity authors increases an author’s personal productivity;

however, collaborating with low productivity authors decreases it. This result confirms

that not all collaborations are positive.

2.1.5 Summary of measuring research collaboration

Measuring degree of research collaboration is not a solved problem. Researchers have

attempted novel ways to quantify collaboration, but due to the nature of human in-

teraction, true collaboration strength can never be accurately captured. At the micro

level, collaboration is a complex social phenomenon, researchers have different reasons to

collaborate, and they have different roles in collaboration, so types of collaborations are

best treated differently. At the macro level, when hundreds and thousands of collabora-

tions take place between individuals and institutions, collaboration frequency gives us a

measure of collaboration. Co-authorship has been widely used as a measure of strength

of collaboration in the literature. Its advantages are listed and discussed along with

its limitations. Building on the co-authorship, the strength of the higher aggregation

level, e.g. departmental collaboration, inter-disciplinary collaboration, inter-institutional

collaboration and international collaboration can be modelled.

2.2 Research Productivity

A well recognised definition of productivity (within the domain of management), accord-

ing to Swiss [179], is the ratio between output and input of a system. The system can

be an individual or an institution where productivity can be assessed. This implies that

to accurately measure productivity in conducting scientific research, one has to identify

and measure all the input which went into the research and all the outcomes resulting

from the research.

Potential inputs for conducting research have been explored in the bibliometric field.

These include, but are not limited to: expenditure, number of researchers, person-

hours, length of time, and efficiency of researchers [70, 78]. However, many of these
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data are difficult to obtain, either because they are difficult to measure (person-hours,

efficiency of researcher), or the data are generally not available (expenditure, number

of researchers, person-hour). Without the data to measure input to research, previous

studies tried to estimate using various indicators, based on the assumption that they are

correlated with the input. These indicators include number of journal articles, books

and citations [70, 71, 78]. The range of outputs of a research activity includes journal

articles, conference papers, proceedings, patents, books, book chapters, book reviews,

comments, prizes, licences, lectures and technical reports. Since the variables used to

estimate the output overlap heavily with the output variables, the ratio between the two

does not yield meaningful productivity data.

With the current data availability, precise calculation of research productivity by using

the ratio between output and input is not possible in the present study, as was also the

case in many prior bibliometric studies. Instead of using this ratio, research productiv-

ity is often measured as publication productivity [70]. A strong correlation had been

demonstrated between the two [101, 121, 159].

However, publication productivity is not the same as research productivity, it only in-

cludes what is written, which is only a subset of research productivity (research con-

ducted). The literature also points out its problems as a metric. Katz [101] found

that different research fields put different emphasis on different publication types. For

instance, social sciences pay more attention to publishing books while natural sciences

mostly publish in peer reviewed journals. So to count only one type and not the other

makes disciplines incomparable and comparisons inequivalent. More recently, Kyvik

and Teigen [107] took an interesting perspective and argued that a good quality article

should be treated as more productive (weighted more) than a lower quality one: where

two researchers are both publishing ten papers in a year, the more productive researcher

should be considered the one who has published in better journals (higher impact factor

or other measure of journal quality) or has been cited more often. These limitations

must be take into account when using publication productivity as a metric for research

productivity.
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2.2.1 Publication Attribution

The research process is complex, especially with multiple collaborators involved. The

contribution of each collaborator is difficult to measure, and the actual contributions can

vary significantly. On one hand, a collaboration can be the result of an individual doing

most of the work, contributing the most, and so he should be weighted more for the

credit; on the other hand, researchers can take different roles within collaborations, and

any one of these roles may be important to the success of the piece of research, which

sometimes justifies an equal weighting among these collaborators. The way to credit a

co-authored paper to its authors is also an area of interest to the bibliometric research

community. There are three established counting methods [33, 114, 183] depending on

the author’s affiliation:

Straight Count

Only the first author gets the credit and all the rest are ignored. Cronin and Kara [51]

have shown that the straight count gives disproportionate credits to senior researchers,

whose name often lists first while the junior researchers are completely ignored. This

counting was used widely in the early years of bibliometric research, when electronic

citation databases were not available. Using this counting method would mean that

only the first author’s institution gets the credit.

Full Count

All authors listed on the publication get 1 credit. Their institutions also get at least one

credit1. The drawback of this counting method is that it exaggerates the contribution

made by the heavily co-authored publication and weights the heavily co-authored pub-

lications more. For example, a publication with 10 co-authors gives 1 credit to each of

the authors, giving a total credit of 10; while a paper with 2 co-authors only carries 2

credits.

Partial count

1The exact counting process in the literature is far from obvious. Some literature may have credited
the same institutions with multiple credits due to multiple authors come from the same institution.
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Sometimes referred to as am adjusted count, normalised count or fractional count, where

the 1 credit is equally divided amongst all authors, so each institution gets a fraction

of the one credit. The full count and partial count are frequently used in citation based

performance research. The full count is mathematically simpler than the partial count,

but it has the problem of double counting credit. The partial count method does not

have this problem, the sum of all the credits equals the total number of publications in

the dataset.

Different counting methods can give quite different results in subsequent analyses. Gauf-

friau et al.[79] compared the country research scores obtained by using different counting

methods, and found score reduction as high as 72% when using partial count instead of

full count. The full count particularly favours those countries that frequently participate

in collaboration.

Publication counts as the productivity metric have also been applied at the institutional

and country level. Katz [105] used the number of published papers as the university

research output. Egghe et al. [61] used publication count to evaluate individual, depart-

ment and institutional performance.

2.2.2 Summary of measuring research productivity

Due to the current limitation of accessing and measuring the inputs that went into

the research, research productivity is difficult to measure precisely based on conven-

tional productivity definitions. Alternatively, publication productivity is widely used

as the approximation for the productivity of individuals and institutions. It should

also be noted that at the institution level, using publication productivity alone with-

out factoring out the input (such as number of researchers) gives an unfair advantage to

larger institutions. Assigning co-authored publications to the contributing authors is not

straight-forward. Bias may occur if an inappropriate counting method is used. Three

publication attribution methods were discussed and their advantages and implications

were presented.
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Institutions conducting research do not only make quantitative contributions by pub-

lishing more; the quality of their research should also be accounted for. I will discuss

how a piece of research is assessed for quality in the following section.

2.3 Research impact

The quality of a piece of research is multi-dimensional. It can be viewed from different

angles: e.g. a quality piece of research may be the one that advances scientific under-

standing; or it may be one that makes the impact on the scientific community, generating

a lot of debate and discussion; or it may be one that makes impact in the industry; or

it may also be one that experts in the field recognise as such. There are broadly four

perspectives in the literatures which refer to measuring the quality of a piece of research.

They are: 1. methodological quality (how good is the idea and process), 2. reporting

quality (how good is the write up), 3. quality based on peer review (how well it is

recognised by the experts), and 4. bibliometric as a proxy (how well it is recognised by

the community). This is often referred to as research impact. These perspectives are

not mutually exclusive, e.g. an expert doing peer review may consider factors involving

reporting quality. I give a brief introduction to 1-3, then I discuss research impact using

bibliometric methods in detail.

Methodological quality

The methodological quality of a piece of research measures research by how well it follows

the following research processes [82, 88] : significance of the research question, coverage

of the literature, design of the experiment and whether the design of the experiment can

in fact address the research question. But since these processes vary across disciplines,

methodological quality measurement are more frequently used in certain disciplines, e.g.

health [120], education [82] than others. There is no consensus on a specific set of

standards that ensures research of high quality, and different disciplines may have their

own definition for high quality research that can be very different from others.

Reporting quality
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In published research, the report write-up is often evaluated for quality. Poorly produced

reports that lack essential details to replicate the experiment often demonstrates a low

quality research. In medical research, the degrees of freedom and P-values are sometimes

absent[75]. When such core details are missing, the credibility of the result comes into

question and the entire research, whatever interesting findings it may contain, becomes of

little value and hence is considered lower quality research. To facilitate better reporting,

several ‘checklists’ have been developed by various consortia for general and specific

research design, e.g.,Consolidated Standards for Reporting Trials (CONSORT)2, Quality

of Reporting of Meta-Analyses (QUOROM)3. These checklists help authors to decide

what needs to be included in the report, but they are not an evaluation instrument.

Peer review

Peer review is the process of asking experts’ opinion on the quality of a piece of research.

The report of the research is sent to the experts to read, and they give a rating and

comment on the research. Peer review is an established method and is widely used in re-

search journals and research conference article evaluation. Peer review is able to provide

immediate quality indicators for a piece of research, unlike quantitative metrics (e.g.

citations) that may take months or years to accumulate. Peer review is often referred

to in the literature as the preferred process of evaluating research when possible[34, 89].

However, to conduct peer review is expensive. Firstly, groups of experts covering the

entire subject area must be employed; secondly, reading and reviewing articles is a very

time-consuming process; finally, an article needs to be reviewed by several experts in

order to calculate a fair rating, adding a greater work load. Peer review is a common

practice for journals and conferences to rate and select quality papers. It is because they

are in very specific subject area and there is no problem to find experts (peer reviewers

tend to be the participants themselves).

Peer review can be subjective and contain personal opinions on the quality. Experts,

especially rivals, may have strong disagreement on certain subject, which can potentially

2http://www.consort-statement.org/statement/revisedstatement.htm
3http://www.consort-statement.org/QUOROM.pdf
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lead to unfairness and abuse in the peer review process. As a result, articles’ quality

rating based on peer review can become non-subjective and non-reproducible.

2.3.1 Research Impact using Bibliometric Methods

I have discussed three of the four perspectives evaluating the quality of a piece of re-

search, ranging from methodological quality, (evaluating whether the process of the

research is up to standard); reporting quality (a specific peer review that focus on eval-

uating whether the content of the research report is up to standard; and expert review

(experts in the area evaluating the quality of piece of research of a piece of research for

publication or research performance review). However, these are qualitative methods

and are very expensive to execute. In this section, I introduce bibliometric method,

which is based on quantitative bibliometric data, such as citation data to indicate the

impact of research. These data are recorded in the scientific research process and access

to these data is becoming easier.

Authors cite the research they use and discuss, and these citations can be counted.

In the 1960s, Garfield [76] introduced an electronic citation database, where the paper

citations were harvested from each paper and indexed. Using his database, citation has

been studied widely. Although Garfield warned against it, citations have also been used

as quality metrics. The rationale is that at large scale, researchers’ citations are most

likely to be positive responses to previous work. Compared to the other three methods,

bibliometric methods have data recorded and collected in a public way, so that anyone

with access to the bibliometric data is able to reproduce the same measurement, making

the metric more objective than subjective evaluations.

Citation counts are often taken as a proxy for the impact of earlier research on later

research [30, 126]; citation counts are hence referred to as citation impact. Citation

impact and citation frequency have been used as an indicator of quality in many previous

studies [76, 112, 113].

However, Goldfinch [87] argues that an increased number of citations can also be the

result of an author’s having a larger social network, which in turn increases his visibility
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and his citations, so it not necessarily reflects impact. Citation has been compared with

peer review and generated intensive debates. I discuss them in 2.3.2. With the potential

limitations of citations in mind, I present next the various uses of citations in measuring

impact.

2.3.1.1 Citation Count

Citations count means the total citations an article has received to date. This is one

of the most widely used article impact measures due to its availability and simplicity.

Various databases publish data with citation counts included. However, there are prob-

lems. Firstly, due to the difference in the year of publication, the longer the articles have

been published, the more time they have to accumulate citations, so unfair advantage

is given to articles which were published earlier in any year. The other problem is that

this count treats all citations equally. A citation from a highly cited paper should be

worth more than a citation from a never-been-cited article. The impact of each individ-

ual citation has been omitted. It is also important to note that across disciplines, due

to differences in citation practices, some disciplines can have short publication cycles

resulting in a faster rate of citation, accumulating more citations than other disciplines.

Citation measurements cannot be directly compared without normalisation.

Author Self-citation Frequently, authors cite their own work. According to an

analysis by Arsnes [6], in a three-year citation window, author self-citation in certain

disciplines can reach as high as 36% of total citations. Baldi and Hargens [14] showed

that author self-citation is relatively infrequent in general, but quite frequent in certain

disciplines.

Authors cite their own work for different reasons, for example, due to the cumulative

nature of research; the need for personal gratification; or as a struggle for visibility and

scientific authority in the community [27, 68].

Self-citation can inflate the metrics based on citation. Fassoulaki et al.[66] report that

self-citation can significantly increase a journal’s average citation count per article.
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Schreiber [166] showed that self-citation increases h-index4. As a result, it is a com-

mon practice to remove self-citations in the source data before analysis begin.

2.3.1.2 Windowed Citation Count

Citation windows are used to address the first problem. Instead of counting all the

citations an article has received to date, a window-period after an article’s publication

is used. Only citations received within this window period are counted for the article

concerned. WoS impact factor calculation adopts a two-year window. Wider window

sizes were also investigated. He et al.[93] compared a two-year window with a three-

year window for estimating article impact and found no difference; Campanario [38]

compared journal impact factor based on a two-year citation window with a longer five-

year window and found the two behave very similarly. Wang [192] conducted a larger

analysis by using 30-years worth of WoS citation data in multiple disciplines that the

more frequently cited the less the correlation between the windowed citation and the

eventual citation count. Windowed citation would not be a good estimation for those

highly cited articles.

2.3.1.3 PageRank Weighted Citation

As it was mentioned in the citation count’s problem, a refinement of the citation count

is to consider the impact of the citers. In addition to the number of citations a paper

has received, the citing paper’s citation should also been taken into account. This idea

of the iterative measurement is commonly exercised in the Web. The ranking algorithm

– PageRank – used by Google search engine is specifically designed to calculate this

iterative score of the linking documents. The Web can be viewed as a set of documents

with links pointing to other document. Page et al.[151] found that a popular web page

would be the one not only linked to by many other web pages, but also linked to by

heavily linked web pages. An iterative algorithm was proposed by them that would

work on a directed-graph like the web, where each link between the web pages has a

direction of source and destination. A score is calculated by the algorithm for each web

4A weighted joint indicator of citations and productivity for measuring researcher quality [95].
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page, which determines the quality of the web page. Like web-pages linking each other,

citations link citing articles to the cited articles. By connecting these articles using the

citation link, a directed-graph like the web can be constructed, therefore, the PageRank

algorithm can be applied [24, 127]. With PageRanked citation, the articles’ measured

impact is not always the more citations the better, when the citer’s citation is high, it

will be counted more towards the impact of the article.

2.3.1.4 Network-based Centrality Measures

Another variation of using citation as impact measurement adopts social network tech-

niques. These methods treat citations as links in a network, similar to the PageRank

method; but instead of considering each citation as a weighted ‘vote’ to an article, cita-

tions are considered as information flow in a network [23]. If article A cites article B,

then information flowed from B to A. The centrality of the articles is calculated based

on their position in the network. This includes degree centrality, which is how many

articles have cited it (this coincidentally has the same meaning as the original citation

count); and closeness centrality, which calculates the mean distance to all of the rest

of the articles in terms of number of citations. The article with the greatest closeness

centrality is the one that has the shortest mean distance to all other articles. Such an

article can be a good starting point for a literature research in the domain. Finally,

betweenness centrality measures article importance in terms of information flow. The

article with the greatest betweenness centrality would be on the shortest path between

the most pairs of articles. This may indicate that this article channels through the most

information in the citation network.

Applying social network analysis techniques in citation metrics is interesting and opens

a new perspective on viewing citation, but it lacks the theoretical support and empirical

evidence of the robustness of the methodology, so I will not use them as a way to

approximate an article’s impact in this study.
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2.3.1.5 Journal Impact as an Indicator of Article Impact

A journal’s impact is often used as a proxy to the impact of its articles. In particular,

WoS’s impact factor is sometimes directly used to express the impact of the articles [93].

This may at first sound odd and has obvious flaws, but the argument is that if an article

is accepted by a journal, the article is at least up to the standard of the journal. This is

in fact the same logic used when graduates are judged by the university they graduated

from rather than by the level of achievement they graduated with. Still, this practice

is frequently criticised and discouraged. The obvious problem is that it treats all the

articles in the journal as having the same impact, which is certainly false. In addition,

several studies [3, 39] show that the citation distribution of articles published in the same

journal follows a power law. That is, the top few articles in a journal receive the majority

of the citations, while the rest of the articles receive the remaining few citations. Using

an arithmetic mean citation of a journal adopted by WoS impact factor to describe all

the articles is inaccurate. Journals evolve over time, their impact factor varies year by

year, taking a snapshot of this continuous changing impact factor to describe the articles

is also inappropriate. WoS impact factor is also well known for its inability to prevent

manipulation. Many previous studies [4, 11, 133] have investigated and listed strategies

some journal publishers use to increase their impact factor dramatically (e.g., requiring

authors to prior research published in the same journal).

2.3.1.6 Reading Statistics and Download Logs

With the wider adoption of institutional repositories and the availability of website ar-

ticle download data logs from these repositories, researchers have studied whether the

paper access data recorded by repositories offer any new information for paper impact

estimation. The primary difference with these log data is that they are generated by

potential readers (people that have accessed the paper’s abstract page and/or down-

loaded the fulltext) rather than actual readers. This data is one stage ahead of the

citation data. People citing the article must have already downloaded the article, while

people who have downloaded the article may not necessarily cite the article. As a result,

these data are gathered much earlier in the scientific publication cycle and are hence
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faster compared to citation. Generally, citations only become available after at least one

year has elapsed since the article’s publication due to the long publication cycle. By

contrast download and reading data are generated and collected as soon as the article

becomes available. Bollen et al. [23, 25] studied the effect of reader generated statistics

and showed how it relates to citation count. Brody and Harnad [35] investigated how

much variation is indicated by the early download statistics to the citation count. They

found a significant (r = 0.4) correlation between the download counts and the eventual

citation counts already in 6 months of download data.

2.3.2 Debate between peer-review based metrics and bibliometrics

based metrics

Two categories of measurements are frequently discussed in the literature. Maier [125]

tested the correlation between experts’ opinions (based on survey) and journal impact

factors in regional sciences, she found that the expert opinion is more close to the

true reputation of the journal than the impact factor, and the impact factors did not

correlate with experts’ opinion and sometimes even correlated negatively. Brinn et al.[34]

conducted a survey and found that senior researchers consider peer reviewing more

important in measuring the scientific performance than metrics based indicators.

van Raan [187] used 147 university chemistry research groups in the Netherlands and

found a significant correlation between peer review and citation based metrics (they used

h-index and crown indicator5 as the citation based metrics.). Opthof and Leydesdorff

[148] referred to Van Raan’s work and raised concerns for their crown indicator, which

was a starting point for a series of debates in the literature. The contributors to this

debate include Waltman et al. [190, 191], Opthof and Leydesdorff [149], Bornmann

[31], Gingras and Larivière [83], Moed [130] and Taylor [181] arguing whether the data

really showed significant correlations between the peer-review and citation based metrics;

whether the normalisation method has affected the result; whether an alternative metrics

(such as crown indicator) is appropriate in scientometrics.

5They define the crown indicator as the ratio between the citations per paper and the field based
average citation
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Harnad [91] on the other hand found significant correlations between peer review (based

on the UK RAE 2008 research assessment exercises) and citation metrics as well as new

indicators such as downloads. He pointed out that these measurements for research

performance quality are not “face-valid”, because none of them are direct measure of

research quality. Correlations only reveal that the pair have underlying common factors.

The main difference between the two types of measurements is the way the impact

indicator is based. Citation metrics are based on quantitative statistical data – how

many times the work has been cited, how frequently it has been cited and so on. These

citation data are recorded in journals, repositories and databases. Thus the calculated

impact indicators are reproducible given the same dataset. However, it does require

years for the citations to accumulate before the data are useful.

The expert-review based metrics is a qualitative method. Compared to citations, expert-

review can be done as soon as the work has been published; there is no need to wait.

However, it is based on a few experts’ opinions and their personal experience in the

domain, so it is more likely the result is biased and none reproducible in the future

study with a different group of experts reviewing.

So far, we have looked at how a piece of research can be judged for its quality. Using

articles as the building block, we would like to measure an aggregated research impact.

In the following sections, we explore how WoS Journal Impact Factor is calculated; how

a conference quality can be estimated based on a set of papers. We also review National

Research Evaluation Exercises carried out in two difference countries and learn what

factors these exercise have been taken into account to quantify research quality for the

institutions.

2.3.3 National Research Evaluation Exercises

The UK and Australian governments have conducted research assessment nation-wide

in the past. Both of their evaluation methodologies are based on expert review of the

published work that the institutions submit for assessment.
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2.3.3.1 UK

The UK research assessment exercise (RAE) was conducted to evaluate the overall qual-

ity of UK research output across a 6-year interval. Its aim was to measure the country’s

research performance by institution as well as by discipline, hence justifying the invest-

ments in research and to serve as the basis for future research funding. It had happened

four times in the past 20 years. The latest published assessment result is RAE2008. The

next iteration will be called Research Excellence Framework (REF) and the result will

be published in 2014.

Method: Institutions are invited to submit a profile for each Unit of Assessment

(UOA) they would like to be assessed in. There are in total 67 UOAs attempting

to cover all government funded research. The submission includes the research profile of

the institution, as well as up to four items of research output per researcher submitted to

the UOA. These submissions are evaluated by a panel of experts, the research outputs

are then rated according to the rules. There are five rating categories, ranging from

“the works make significant or substantial contribution to knowledge” to “the work falls

below the standard of nationally recognised work”[152]. The scores of each output are

combined to produce an institution’s overall score for the discipline. The combined per-

centage of the measurements is as follows: 70% based on citations, 20% based on research

environment and infrastructure, 10% based on esteem and impact (measured by the

recognitions of the researchers and membership of funding bodies etc.). The RAE2008

submission and results can be downloaded from its website (http://www.rae.ac.uk/).

2.3.3.2 Australia

The Excellence in Research for Australia (ERA) is an initiative taken by the Australian

research councils to evaluate their higher education research performance and to allocate

funding. They started ERA in 2007[10], replacing the Research Quality Framework

(RQF) used previously between 2003-2006. The latest published result is for 2012 at

the time of writing.



Chapter 2 Measuring Research Activities and their Relationships 27

Method: The evaluation process involves data collection and evaluation. Data col-

lection is done by the Higher Education Research Data Collection (HERDC) scheme,

which collects data on Australian universities’ research output and income annually.

The research data is split into eight disciplines for each university, and each piece of

research outcome is measured by panels of experts on the following four aspects: 1. re-

search quality, which is based on citation, peer review and research income; 2. research

volume, which is based on research output and research income; 3. research applications

(e.g. commercialisation income) 4. research recognition. The scores for each of the eight

disciplines are listed separately for the universities and the ERA specifically advises that

it is not possible to add or average scores from the ERA report to derive overall rankings

for universities.

2.3.4 Journal Impact

Publication is an important channel through which research results are disseminated.

The main choice of many of the disciplines is to publish in peer-reviewed research jour-

nals. In the following sections, we review a few widely used methods for evaluating

journals’ impact.

2.3.4.1 Impact Factor

The journal impact factor is one of the established ways to measure the importance of a

journal. For journals that are indexed by the Journal Citation Report (JCR), the impact

factor is published annually. Due to citation practices and size of the field, the impact

factor of journals is only comparable within the same field. Normalisation methods exist

to enable cross discipline impact factor comparison [192].

The use of impact factor is subject to various criticisms. Firstly, due to the distribution

type of the citations to articles in a journal, there is no average number of citations

to the articles. So calculating an algorithmic mean as the average citation number is

not accurate. Secondly, the citation accumulation pattern for original research papers

and review papers is very different. Review papers tend to attract more citations than
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research papers[187]. Mixing them without normalisation would skew the measurement

of impact. Finally, the journals included in the citation index used by the calculation

are primarily in English. It poses a language bias for impact.

Impact factor is an application of the citation-based metric. Impact factor is calculated

by averaging the citations received in the measuring year for the articles published in the

previous two years. In the next section, I review the two journal quality lists published

by UK and Australian governments that use a hybrid of expert review and citation based

metric.

2.3.4.2 Acceptance Rate

When deciding in which journal to publish results, researchers do not just choose any

journal. In order to give their research the maximum coverage, they tend towards a high

impact journal. Every researcher would like to publish in a high impact journal, but

the space in an issue of a printed magazine is fixed. So the more submission a journal

receives, the more they have to reject, to make room for those that can attract the

most readership and citations, resulting a low acceptance rate (or high rejection rate).

A potential metric of measuring journal impact would be the journal’s submission and

rejection ratio. Some journals publish their rejection ratios, but many do not. The

bigger problem with this metric is that it can be easily manipulated by the publisher.

2.3.4.3 ABS’s Journal Quality Guide

The Association of Business Schools (ABS) in the UK publishes a quality guide on

business and management journals. The purpose is to give researchers authoritative

information. The guide categorises journals into four quality levels and the latest ver-

sion 3 was published in March 2009. This guide includes more than 800 journals, and

evaluates them based on factors including expert opinion, impact factors and citation

based metrics. The coverage of this guide is wider than the citation indices (as many

business journals are not presented in any of the citation databases). The method used

and the detailed score for each journal is unfortunately not published.
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2.3.4.4 ABDC Journal List

The Australian Business Deans Council (ABDC) publishes a journal ratings list that

serves a purpose similar to that of ABS’s guide. It reviews over 400 journals covering

17 disciplines. The criteria the journals are judged on are:

• Relative standing of the journal in other recognized lists (such as the Association

of Business Schools)

• Citation metrics

• International standing of the editorial board

• Quality of peer-review processes

• Track record of publishing influential papers

• Sustained reputation

• Influence of publications in the journal in relation to hiring, tenure and promotion

decisions.

The output of this list also categorises journals into four quality levels. However, as in

the ABS’s list, the process of how each of the criteria is judged is not available.

2.3.5 Conference Quality

One of the other important channels to disseminate research results is conferences. This

is especially the case in fast developing disciplines that require rapid communication

of research outcome, such as Computer Science. In these disciplines, top conference

publications often carry as much influence as the journal publications.

Depending on the timing of the quality calculated – before or after the conference has

taken place, research splits into pre-conference and post-conference. Less data is avail-

able for a pre-conference quality prediction than a post-conference quality measurement.

For instance, the citation count of papers will only available after a conference has taken
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place. Pre-conference quality prediction is becoming more useful as more conferences

are being organised year on year, researchers would like to know the quality of the

conference before attending it. Zhuang et al.[203] took an approach by mining and

analysing program committee members of the conference. They proposed a number of

heuristics to identify reputable conferences, for example, the number of program com-

mittees, the committee’s average publication, the committee’s average co-authors and

centrality measures of the committee. By combining these factors, they were able to

identify top conferences and the extremely low-quality ones before the conference took

place. Taking it one step further, Souto et al.[175] developed a classification model

for Computer Science conferences. Using a conference ranking, the system was able to

support semi-automatic evaluation of the quality of Computer Science conferences.

As for the post-conference quality measurements, Martins et al.[127] used article cita-

tions as the basis for their conference assessment. Starting from the citation analysis of

articles published in conferences, their metric also takes into consideration conference

specific characteristics such as longevity, popularity, prestige and periodicity. Yan and

Lee [199] proposed an approach to evaluate conferences based on the assumption that

top papers in a discipline are often recognised. Using these top papers, the co-authors of

these top papers are identified. To determine the quality of a conference, they then look

for the conferences that these authors regularly attend and publish papers at. However,

the top papers in a discipline are often very limited and confined, so they do not give a

good coverage of conferences.

2.3.6 University Rankings

Universities are the largest producers of research output across the globe. More than

half of the research output recorded in WoS and ACM is from universities. Although in

the present study research quality is the prime concern, the overall quality of a university

is often covers teaching, reputation and many other factors. Below is a list of potential

factors that affect a university’s perceived quality.

• Historic reputation
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• Publications

• Citations

• Visibility

• Teaching

• Student feedback

• Student prospects

• Resources, funding, infrastructure

Various ranking and evaluation exercises can only consider a subset of the above list due

to the data availability. Data availability is also a limiting to the current study.

The economic development of a country has a strong impact on the role of the higher

education system in the country. As a result, the word “university” may not mean the

same type of institution in all countries. Some universities may be set up solely to do

teaching, while others put more weight on research. Research-oriented institutions and

teaching-oriented institutions should be treated differently, if they can be distinguished.

Based on the Webometrics ranking of world universities, there are currently more than

10000 university level higher education establishments in the world. The country with

the most is US, which has 2,830, followed by China(702) with only a fraction compared

to the US. The strong presence of US institutions in higher education put it far ahead

of other countries in terms of research output.

van Raan’s work [185] forms the basis for many recent ranking methodologies. He has

raised and discussed the problems of making measurements (which include statistical

issues), issues in indicator choices, language bias, timeliness and variations between dif-

ferent research systems. Moed [131] applied bibliometric analysis in ranking universities.

He used the articles published in the Web of Science database, calculated indicators that

measure the universities’ quality, including the article output rate, the percentage of in-

ternationally co-authored articles and the percentage of industrial co-authored papers.
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The advantage of using publication data is that the resultant ranking is free of per-

sonal opinion. In this respect, van Raan [186] firmly supports metric based methods.

He has criticised expert-review based ranking, showing that no significant correlation

can be found between expert opinion and bibliometric outcome. In more recent papers

[188, 189], he showed that papers published in non-English language would decrease the

ranking of the university. This reveals that the world research arena is predominantly

in English.

In recent years, ranking universities has become increasingly popular. There are a few

university rankings published every year by various organisations across the world. I am

going to review four of the most commonly used lists amongst students and scholars:

the Webometrics ranking of the world universities, the Guardian university ranking,

Academic Ranking of World Universities (ARWU) published by Jiao Tong University

and non-profit organisation 4icu’s world university ranking.

2.3.6.1 Webometrics Ranking of World Universities

The Webometrics Ranking of World Universities (Webometrics) is an initiative of the

Cybermetrics Lab, a research group belonging to the largest public research body in

Spain (CSIC). The aim of the ranking is to promote Web publication, support Open

Access initiatives, and support electronic access to scientific publications and other aca-

demic material. These are strongly reflected in its methodology. We introduce the

methodology of the 2010 version, which we have the data for, the method has changed

in the current version (as of 2015).

Methodology Webometrics ranking (2010 version) [5] uses data indexed by popular

search engines as the basis of ranking. Four indicators are used and their weightings are

as follows:

• Size. Number of pages recovered from four engines: Google, Yahoo, Live Search

and Exalead. (20%)
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• Visibility. The total number of unique external links received (inlinks) by a site

(Yahoo Search only). (50%)

• Rich Files. The number of academic related files retrieved from the domain. Files

include: Adobe Acrobat (.pdf), Adobe PostScript (.ps), Microsoft Word (.doc)

and Microsoft Powerpoint (.ppt). The data was extracted using Google, Yahoo

Search, Live Search and Exalead. (15%)

• Scholar. Number of papers and citations reported by Google Scholar for each

academic domain. (15%)

Coverage The design and weighting of the indicators used by this ranking are entirely

based on the Web. Therefore, any university or college with web presence is analysed

and ranked. This immediately overcomes the university identification problem [131,

186], which causes difficulties in ranking universities across countries, enabling impartial

analysis and ranking of universities from purely the web perspective.

The Webometrics ranking covers almost all universities in the world. The data is a

very useful resource to learn about the world universities in less well known countries.

Table 2.1 shows the coverage of the ranking by continent and country. The web domain

name for each university is included. The domain name was used to obtain the online

resources (number of webpages, academic files etc). It was also used as the university

identifier in this study.

Shortcoming Because universities are identified by the web domain, those with more

than one web domain, or those with domain name changed (e.g. Imperial College Lon-

don), the ranking is based on each individual domain only, no aggregation was performed

to concatenate multiple domains. Therefore, a lower than expected ranking is expected

for these universities.
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Table 2.1: Coverage of Webometrics Ranking

2.3.6.2 Guardian Ranking

The Guardian university ranking is published annually by The Guardian, a respected

news agency in the UK. The primary aim of the rankings is to inform potential applicants

about UK universities.

Methodology The Guardian’s ranking uses eight indicators, which all focus around

the student. The indicators and their weightings as follows:

• Overall quality - National Student Survey (NSS) overall results (5%)

• Teaching quality - NSS feedback section rated by graduates of the course (10%)

• Feedback - NSS feedback section rated by graduates of the course (10%)

• Spending per student (15%)

• Staff/student ratio (15%)

• Job prospects - proportion of graduates who find graduate-level employment or

study full-time within six months of graduation.(15%)

• Value added score - comparison of students’ degree results and their entry quali-

fications (15%)
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• Entry score (15%)

Unlike many other rankings, this ranking does not include a measure of research output.

Coverage This ranking considers all listed UK universities and ranks 110 (70%) of

them that they have data for. This is a domestic ranking, no universities outside the

UK are ranked. 46 major subject areas are separately ranked. The subject ranking uses

different weightings on the indicators. In addition, the size of the department for the

subject is considered before including the universities in the subject ranking.

Shortcoming This ranking is based the taught student data, no research performance

is taken into account. It is an UK only ranking, no international universities are included.

2.3.6.3 Academic Ranking of World Universities (ARWU)

Academic Ranking of World Universities (ARWU) is an annual ranking since 2003,

published by Shanghai Jiao Tong University, China. The original goal of this ranking

was for the Chinese education authorities to learn the academic research positions of

Chinese universities. It since became one of the widely used international university

rankings. It is also a very controversial ranking due to the metrics considered. Many

papers are published specifically to criticise them [22, 67].

Methodology The ARWU ranking considers four aspects of academic and research

performance, including:

• Quality of Education. Alumni of an institution winning Nobel Prizes and Fields

Medals. (10%)

• Quality of Faculty. Staff of an institution winning Nobel Prizes and Fields Medals

Award. (20%)

• Quality of Faculty. Highly cited researchers in 21 broad subject categories. (20%)
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• Research Output. Papers published in Nature and Science. (20%)

• Research Output. Papers indexed in Science Citation Index-expanded and Social

Science Citation Index. (20%)

• Per Capita Performance. The weighted scores of the above five indicators divided

by the number of full-time equivalent academic staff. (10%)

Coverage The ARWU ranking includes all universities that have any Nobel Laure-

ates, fields medallists, highly cited researchers, or papers published in Nature or Science.

In addition, universities with a significant number of papers indexed by Science Citation

Index-Expanded (SCIE) and Social Science Citation Index (SSCI) are included. The

coverage of the university is limited, with only 500 universities ranked across the globe.

The top 100 universities are ordered, the remaining universities are put into 101-150,

151-200, 201-300,301-400 and 401-500 five ranking groups, where universities are not

ranked within each group.

Shortcoming There are many critiques in the literature, the main ones are the

following:

• The use of Nobel prizes and Fields medals winners – The researchers awarded the

prize don’t necessarily conduct the work in the current university.

• The choice of the 21 subject domains is biased towards medicine and biology.

• The weighting of the authorships on the Nature and Science papers is debatable,

where 100% goes to corresponding author, 50% for the first author, 25% for the

next author affiliation, and 10% for other author affiliations.

• Limited to two citation databases only(SCIE and SSCI), and there is no evidence

to show that they have understood the impact of such limitation.

Additionally, the coverage of the university is very small, and is therefore unsuitable for

use in our study.
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2.3.6.4 World University Ranking By 4 International Colleges & Universi-

ties

4 International Colleges & Universities (4ICU) is a not-for-profit organisation reviewing

accredited Universities and Colleges in the world. The aim of the website is to provide an

approximate popularity ranking of world Universities based upon the popularity of their

websites. They intend to help international students and academic staff to understand

how popular a specific University is in a foreign country. The ranking is published on

the website every 6 months in January and July.

Methodology The ranking is entirely based on the data gathered from the web.

Three independent search engine metrics are used: Google Page Rank, Yahoo Inbound

Links, Alexa Traffic Rank. The unique inbound links and traffic to the university do-

mains are counted and reviewed separately for the three search engines. The result is

then combined to give a final value for ranking. However, the exact process and formula

is kept secret due to copyright and to minimise manipulation attempts.

Coverage 4icu.org claims to include around 10000 Colleges and Universities in 200

countries, but they only publish the top 200 universities in the world. Continent and

country ranking lists are also available. They list the top 100 universities.

Shortcoming This ranking is not based on actual academic or research performance,

it merely ranks a university website’s popularity. Only the top universities are listed,

which is too few to be used in this study.

2.3.6.5 Compare and Contrast

These four rankings vary largely in the data used to rank the institutions. The Guardian’s

ranking is purely based on the data collected regarding undergraduate student experi-

ences; no research performance is considered; Webometrics analyses the documents and

traffic within the institution’s web domain, assuming that all evidence of teaching and
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Webometrics Guardian ARWU 4ICU

Webometrics r=0.58 (p<0.01) r=0.32 (p<0.01) r=0.02 (p<0.39)

Guardian sample too small r=0.61 (p<0.01)

ARWU r=0.52 (p<0.01)

Table 2.2: Pearson Correlations between the four rankings. r is the Pearson Correlation, p
is probability significance for the correlation.

researching would be demonstrated on the web. ARWU ranking, although receiving a

lot of criticism, is the one that has considered the largest number of factors ranging

from teaching, size, research, prestige and impact of the university. 4ICU ranking is an

institution’s website activity ranking.

Table 2.2 shows the correlations between each of the reviewed rankings in 2010. The

Guardian ranking shows a significant and middling correlation with both web-based

Webometrics and 4ICU rankings. But the two web-based rankings – Webometrics and

4ICU – do not show any correlations between one another. The ARWU ranking shows

a small but significant correlation with both Webometrics and 4ICU. The correlations

between ARWU and the Guardian ranking are not calculated due to the small number

of overlapping institutions. The Guardian only ranks UK universities, and apparently,

according to ARWU ranking, there are only 4 UK universities in the top 100, resulting

in a small overlapping sample size between the two.

The correlation between the rankings is significant, but not very high. A middle cor-

relation coefficient (0.3-0.6) between the two rankings means that there are factors one

ranking considers, but the other does not.

2.3.7 Summary of measuring research impact

This section explores various established methodologies used to measure research impact

using research publications. The two common methods – expert-review based and cita-

tion based – were discussed and compared. Higher aggregation levels, e.g. journal level,

institution level and country level adopt different approaches to measure impact. These

approaches were presented and discussed. In addition, four popular university rankings
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were presented, their methodology as well as their ranking were compared, contrasted

and correlated.

With the measurements of research collaboration, research productivity and research

impact established, I will move on to investigate the relationship between these three

research activities.

2.4 The Relationship Between Research Collaboration and

Productivity

Understanding research collaboration and its impact on productivity has raised much

interest in the past. Although collaboration metrics and productivity metrics vary from

one study to another, findings indicate that research collaboration positively correlates

with research productivity.

In 1966 Price and Beaver [159], in one of the earliest studies on this topic, found that the

number of collaborators was positively correlated with the number of articles published

by the author. By qualitative analysis, they found that the most prolific researcher also

tends to be the most collaborative, and that 3 out of 4 of the next most prolific persons

are amongst the next most frequently collaborating persons. No causal analysis was

performed.

A year later, Zuckerman [205] interviewed 41 Nobel Laureates in science disciplines, and

identified a strong relationship between collaboration and productivity. She found that

laureates published more papers and were more willing to collaborate than a matched

sample of scientists.

Pravdić and Oluić-Vuković [155] used research data collected from Chemistry, and found

that the number of papers published is dependent on the frequency of collaboration

among the authors. After they had interviewed a sample of the authors, they also learnt

that collaboration with highly productivity authors increases personal productivity while

collaborating with less productivity decreases it.
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Glänzel and Schubert [85] considered collaborations from three aggregation levels: indi-

vidual level co-authorship, cross-country co-authorship and multi-country co-authorship.

In all three levels, co-authorship is positively correlated with collaboration. The same

positive correlation was found by Adams et al. [2] between the size of the collaboration

groups and scientific productivity.

Lee and Bozeman appear to have found something more subtle. In their 2003 research

report [33], they used a regression model to determine whether the explanatory power of

collaboration was diminished by factors such as job satisfaction, rank, age, gender etc.

They surveyed and interviewed 443 academics to obtain their data and then completed

the regression. They then concluded that despite the extra variables they had included,

the number of collaborators remained the strongest predictor of the number of publica-

tions. However, in a later paper by the same authors [114], they extended the journal

paper and book counting method to include partial count, in addition to the full count

they have used before. The full count method counts a collaborated item as many times

as the number of co-authors listed, while the partial count split a collaborated item by

the number of co-authors. While they still found the number of journal papers strongly

and significantly correlate with the number of collaborators, they could not find the

same correlation using ‘partial count’. Different counting method can lead to different

result, it is important that the appropriate counting method is used.

More recently, Defazio et al. [55], using the EU framework programme to study similar

variables in Chemistry, found that researchers tend to collaborate just to secure fund-

ing, the impact of funding on productivity is positive, but the impact of collaboration

on productivity is weak. By splitting the period into pre-funding, during-funding and

post-funding periods, they found that collaboration during the funding period does not

correlate with productivity; in post-funding period, although the collaboration count de-

creases compared to the other two periods, however, it has a strong positive correlation

with productivity. So it appears that the connections that the researchers established

pre-funding and during-funding went on to have a positive effect on subsequent research

output.
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At a higher aggregation level - institution level, Abramo et al. [1] studied collabora-

tion intensity and productivity (normalised by number of staffs). While the correlation

varied substantially among different research areas, a strong correlation was found in

information engineering.

The research discussed so far was all based on cross-sectional data, making cause-effect

inferences un-testable. He et al. [93] constructed a longitudinal dataset of 65 New

Zealand researchers for 14 years. Among other findings, they claimed that international

collaborations are positively related with future research output. Although they could

not find any significant correlation with future output for within-university collaboration

and domestic collaboration.

The positive relationship between collaboration and productivity has been confirmed

previously at the individual researcher level. I will expand these studies and report the

results of testing the same correlation at the institution level.

2.5 The Relationship Between Research Collaboration and

Impact

The relationship between collaboration and research impact is more studied than the

other two pairs. The effects of collaboration on impact have been studied from various

angles, for example, different types of collaboration (e.g domestic or international col-

laborations) have different effect on impact; time factors of the collaboration (how the

impact of the collaboration changes over time) and regional variations of the collabora-

tion (how the relationship vary depending on country and region).

Collaboration is often measured using co-authorship. Presser [156] splits papers into co-

authored papers and singly authored papers (non-collaborative papers), and compares

editorial decisions with respect to these two categories of papers. Statistical analysis

based on more than 200 papers submitted to a journal showed that collaborative papers

were considered “less bad” than the non-collaborative papers. Beaver [19] reached a
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very similar conclusion analysing multiple authored papers by citation counts: singly

authored papers are slightly more likely never to be cited than collaborative ones.

2.5.1 Types of collaboration

Different types of collaboration have different relationships with the research impact.

The most studied types include international collaboration, domestic collaboration,

inter-institutional collaboration and intra-institutional collaboration. Narin et. al.[137]

found that internationally collaborated papers were cited twice as heavily as papers au-

thored by a single scientist in a single country. 65 Biomedical scientists in a New Zealand

university were closely investigated by He et. al. [93]. They found intra-institutional

collaboration and international collaboration significantly and positively correlated with

article’s citations. However, they could not find the same correlation with domestic

collaborations. In a different study, Didegah and Thelwall [56, 57] attempted to find the

determinants of high impact research. Amongst a range of other factors including im-

pact factor of the publishing journal, document properties (abstract readability, abstract

length, document length, keyword count etc), cited reference’s impact factor, they found

individual and international collaboration give a citation advantage in Biology and Bio-

chemistry and Chemistry, but inter-institutional collaboration is not important in any

of the subject areas they studied, reaching the same conclusion as He et. al.

Positive associations between international collaboration and impact have also been

found for New Zealand sciences (Goldfinch et al.[87]), Italian sciences [72] collaborations

of South American institutions ( Sooryamoorthy [173]), and a case study of Harvard

university research (Gazni and Didegah [80]).

2.5.2 Time factors of the collaboration

The impact of the collaboration has changed over time. Levitt and Thelwall[116] used

nearly 30 years of WoS data in Information Science & Library Science subject category

to learn how collaboration and citation change over time. Breaking the article citation

into five strata, they found that collaboration in the highest four citation strata increased
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over time, whereas collaboration in the un-cited articles remained low. In other words,

collaborative research is becoming increasingly significant and influential whereas non-

collaborative work is becoming more and more difficult to be influential in IS&LS.

2.5.3 Regional and subject variations

Levitt and Thelwall [117] studied regional variations of the effects between the collab-

oration and higher citation. Using dataset from Social Science Citation Index (SSCI),

they compared 18 countries, 17 US states. While they confirmed that in all regions they

studied, the mean citation level of the collaborative articles was at least as high as that

for the non-collaborative research, they noted that five of the US states had at least

one citations indicator showing higher citation for non-collaborative articles. Leimu and

Koricheva [115] studied articles from an ecology journal between 1998 and 2000, and

compared US ecologist with the European counterparts. They claimed that the collab-

oration in ecology had a minor effect on the impact of the resulting publications, as

measured by citation rates. Comparing the citation rates of the article by European

authors and US authors, US ecologists benefited from collaboration more than their

European colleagues.

2.5.4 Alternative collaboration measurements

The positive correlation in a different collaboration setup is also confirmed. Rigby and

Edler [162] studied the collaboration intensity within projects and the quality of the

research groups conducting these projects. 22 sets of research data were examined from

Austria, and it was found that increased levels of collaboration within projects are

associated with lower levels of variability of quality within each dataset. In other words,

when collaboration is frequently conducted within the project, the quality of the output

is more stable.

The main message from the literature is that collaboration is, to certain extend, related

to the impact of the research paper produced. Between individuals, low impact research

is improved by collaboration; in collaboration between countries, collaborative research is
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cited more frequently than singly published research, with exceptions in certain discipline

(e.g. ecology). Extra attention must also paid to the types of collaboration and regional

differences.

2.6 The Relationship Between Research Productivity and

Impact

Compared to research collaboration, the study of the relationship between research

productivity and research impact is rather sparse. There are very few studies directly

investigating this relationship.

h Lanjouw and Schankerman [108] investigated relationships between companies’ pro-

ductivity and impact of patents. Patents, like article publications, present novel ideas

(inventions) and are sometimes cited by other patents. Their productivity was measured

by the ratio between the number of patents filed by the company and the resources

spent on them. Patent impact was measured by the amount of revenue generated from

it. They found a negative correlation between productivity and patent impact. That

is, the higher the productivity (more patents filed for the unit amount of resource), the

less the revenue generated by those patents. This result showed that the impact of a

patent as measured by the revenue generated is dependent on how much resource has

been spent on it. For the same amount of investment into producing the patent, the

company with a lower number of patents filed actually generates more revenue.

Indeed, higher impact research takes more input because of the extra effort in conducting

a thorough background review, careful design of experiments and the final presentation.

It follows that the relationship between research productivity and research impact could

be inversely proportional, although no previous research has confirmed this yet.
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2.7 Network Models

Correlation analysis is a good mathematical tool for revealing relationships between

selected variables. It tells us precisely how much correlations between the variables and

the result can be used for predicting variables. However, with the growing amount of

data available to us in the recent years, discovering the existence of relationships in the

hundreds of variables has become equally important and challenging.

Network models abstract the data into graphs. These graphs can be visualised and

analysed effectively. The recent advancement in personal computing power, it is possible

to visualise and conduct graph analysis using quite sophisticated algorithms, and hence

discover visually the relationships between variables in large scale.

In this chapter, we first present the mathematical background of the network models and

network methods, then we review previous works in modelling and analysing networks

that constructed based on the research publications.

2.7.1 Graph

The mathematical graph provides a solid foundation for network analysis. The type of

network this study is concerned with can be modelled by a graph. Graph Definition A

mathematical graph is defined as a pair of sets G = {V,E}, where V is a set of vertices

(or nodes) v1, v2...vn and E is a set of edges (or links) that connect two vertices. The

edges can also have values attached, so the graph becomes a valued graph.

Modelling real networks using graphs was recorded as early as the 18th century. Leonardo

Euler tackled the famous Königsberg’s Seven Bridges problem by modelling the islands

and bridge connection as a graph. Since then, the study of the network models took off.

2.7.2 Random Network Models

This is a class of network models which includes the original Erdős and Rényi random

graph model [63, 64] and relevant variations. The original model defines a very simple
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graph: a graph Gn,p is defined as n nodes that connects each pair of nodes with prob-

ability p. In fact, graph Gn,p is not a single graph, but a collection of graphs with n

nodes and all the possible ways of connecting the nodes together with probability p.

There are two crucial aspects that the Erdős and Rényi graph model cannot model in

social networks:

1. Degree distribution6. Due to the random nature of this model, the degree distribu-

tion follows Poisson distribution. This is very different from many real networks,

such as social networks and citation networks, which follow the power-Law degree

distribution [143, 158].

2. Clustering. Social networks have high clustering [84], indicating a locally well

connected structure. However, the random network model cannot produce this

local structure due to its random nature.

As a result, the random network model is not a very suitable network model to be used

to study social networks. There are variations of the Erdős and Rényi network model

to address these problems. The configuration model [132] and Chung and Lu’s model

[47, 48] specifically targeted the degree distribution of random networks. Holland and

Leinhardt [96] and Strauss [73, 176] proposed models to address the clustering. But a

common problem is that they become too complex to be useful in many studies.

Researchers started asking: are we starting from the correct foundation for modelling

social networks?

2.7.3 Small-World Phenomenon

First we need to introduce a metric that measures the connectedness of a network –

the Average Path Length (APL). The APL in a network is the average of the shortest

path between all pairs of nodes. For instance, a network with APL of 3 tells us that on

average, the path length between any pair of nodes is 3.

6Degree of a node is the number of edges connected to that node.
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The Small-World Phenomenon is the observation that large networks – with millions

or even billions of nodes – only have a small APL. This phenomenon is often found

in many real networks. The human acquaintanceship network [184] consists of billions

of people and its APL is only 6; the co-authorship network with 250,000 researchers

[59, 144] has an APL of only 7. More recently, the small-world phenomenon has taken

a precise meaning[9, 106]: networks are said to show small-world phenomenon if the

APL of the network scales logarithmically (or slower) with the network size for a fixed

average degree.

One of the important features of this class of networks is that the information transmis-

sion is much faster than, for example, a network that has APL in the order of thousands

or millions. So this small-world effect is desirable in networks like the scientific collabora-

tion network and the World Wide Web (WWW), where information and knowledge can

channel through quickly, but is not so desirable in situations like disease transmission

or the spread of rumours in social networks.

Another property of the small-world networks is that the nodes are locally clustered

[59, 193]. This means that if node A is connected to node B and C, then B and C

are very likely to be connected too. One demonstration in social networks is two close

friends of someone are very likely friends themselves too.

The Erdős and Rényi random network model and its variations reproduce the small-

world effect well [17, 26, 58, 74]. But as we have already discussed in section 2.7.2, the

random network model cannot produce high clustering.

Watts and Strogatz [194] proposed a simple model that caters for both the small-world

effect and high clustering (Figure 2.2). The model starts with a ring of nodes, then each

node is connected to the nearest neighbour on both sides. A randomness parameter p is

introduced, such that the amount of edges in the model is randomly rewired according to

p. When p = 0, no edge is rewired and the graph remains a lattice; while when p = 1 the

graph is completely rewired and becomes a random graph. By varying the randomness

p, there is a sizeable region, as shown by Watts and Strogatz using numerical simulation,

where the model has small-world phenomenon and is highly clustered.
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Figure 2.2: Watts and Strogatz Model. Left: the regular ring lattice with no randomness;
middle, some randomness introduced when connecting neighbours, the network became small-

world; right, a complete random graph. Figure reproduced from [194].

This model demonstrated observations in many social systems, where most people are

friends with people they are geographically close to – colleagues, house neighbours,

classmates – and the lattice represents these connections. Many people also have a few

friends that live a long way away – friends living in other cities or other countries – the

randomness adds long distance connections to the network.

Analysis of this model shows a surprising result: in order to convert a lattice network

into a small-world network, only a tiny fraction of rewiring is required. What this means

is that the small-world phenomenon found in social networks is stable and is not on the

edge of collapse.

There are many variations of the Watts and Strogatz model. A much studied variant

was proposed by Newman and Watt [145], which randomly adds edges to the graph but

does not remove edges from the regular lattice. This prevents isolated clusters forming,

which made the network easier to analyse. Models with higher dimensions have also

been proposed and studied [54, 135, 146, 150], and the results are qualitatively similar

to the one-dimensional case.

2.7.4 The Scale-Free Network Model

The Erdős and Rényi random network model is one of the simplest yet most studied net-

work models. However, it has major weaknesses in modelling social networks. In 1999,
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Barabási and Albert [16] presented a new way of modelling networks. They emphasized

the growth of networks found in real life. The social network, the citation network and

the World Wide Web are evolving networks. They all started with few nodes, then new

nodes were created and attached to existing nodes in the graph, which finally resulted

in the current network. Barabási and Albert showed that in order to produce a real

network’s degree distribution, whenever a new node is added to the graph, the node

must have a higher chance to connect to nodes that already have many connections. For

instance in citation network growth, a new publication has a higher chance to cite one

that thousands of other publications cite, than one which only a few dozen publications

cite.7 They call this the preferential attachment. The resulting topology is that their

degree distribution follows a power law. This means that most nodes have very few

links, but the remaining few nodes have all the rest.

The importance of their contribution is not only on a new network model, but also a

whole new way of viewing a network – it is a dynamic, evolving structure. Some of the

network features are rooted in the evolution of the networks rather than the network’s

topological characteristics.

2.7.5 The Citation Network

Citation networks are classic knowledge networks. The research papers – the carriers

of original ideals and knowledge, cite one another, indicating the path of knowledge

evolution. In a typical citation network, the nodes represent papers and the directed

links represent citations. Because papers are generally cited after their publication, so

citations can only point back in time, i.e. only later papers can cite previously published

papers. The citation network, unlike the co-authorship network, is a non-cyclic network

and the arrows on the links point back in time.

Researchers started studying this network in the 1950s. Price [157] was among the first

to investigate the patterns of citations. He found that a small number of papers are cited

7This can be simply explained by probability: If thousands of publications cite a paper, then this
paper is much easier to be found than one that only a few papers cite.
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more frequently than average, while the majority of papers are cited less frequently than

average.

Citation is often used as an indicator of scientific performance. Redner [160] studied the

relationship between citation count and scientific impact; Cronin [50] investigated the

h-index8 and impact ranking of authors; Cole [49] and van Raan [185, 187] evaluated

the influence of awards, honours and Nobel laureateships on citations. These studies in

general give a positive result for citations measuring scientific activity.

However, some studies have suggested that citations are not a suitable measure for

scientific activities [77, 198]. They claim that citation depends on many factors besides

scientific impact. These include, for example:

• Time-dependent factor: the more frequently a publication has been cited, the more

frequently it will be cited in the future [40, 157];

• Availability of the publication: physical accessibility [174], open access of publica-

tions [36, 90] and publishing media influence the probability of citations [171];

• Author-reader dependent factors: results from Mählck and Persson [124] and

White [195] showed that citations are affected by social networks, as authors cite

personally acquainted authors more often.

Bornmann and Daniel [30] reviewed the citing behaviour of scientists and concluded that

at the micro-level, citing is a social and psychological process that is mixed with personal

bias and social pressures; but at the macro-level, scientists give credits to colleagues by

citing their work. Thus, citations represent an intellectual or cognitive influence on

scientific work.

Studies of the citation network enabled us to understand the structure of knowledge and

anticipate developments in various domains. The network constructed using citations

between published papers is a knowledge network, where papers point towards a source

of knowledge. Since papers are produced by researchers and increasingly, co-authored

8h-index, or Hirsch index is a value used to estimate a researcher’s impact, using citation. Original
article: [95]
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by researchers, networks of researchers can be constructed, both based on the extension

of the citation network (co-citation) and co-authorship. In the coming sections, we show

how these two types of networks are constructed and what these networks add to the

analysis of the scientific activity.

2.7.6 The Co-citation Network

Author cite papers together (e.g. in the same sentence or in the same paragraph) when

the content of those papers are somewhat relevant. Collectively, the co-citation can

represent a group of authors’ decision in the content similarities of previous publication.

The more frequent the publications have been co-cited, the stronger the similarities

between publication, hence stronger the similarities in the researchers’ work.

There are two types of co-citation networks which are commonly discussed in the liter-

ature: the paper co-citation network and the author co-citation network. These are in

fact two different networks. The paper co-citation network builds a network of papers

that are frequently cited together, so it is useful for studying knowledge structure and

knowledge propagation. The author co-citation network connects the researchers who

made the publications. It links researchers together and is useful for studying the po-

tential researcher’s relationship and the likelihood of their collaboration. We focus on

author co-citation network in this study.

The construction of the author co-citation network can vary depending on availability

of data and processing power of the study. A pair of authors can be co-cited in the

same sentence, in the same paragraph, or in the same article. The strength weakens

as the authors co-cited are further apart. The position of the author in the author list

also matters. Some studies only use the first author and ignore all other authors for

co-citation, while some use all authors. These studies can give very different result due

to the construction of the co-citation network.

The original methodology by White [196] only considers the first author of any given

paper and disregards the contributions of other co-authors. This was perhaps due to the

limitation in computing technologies. Follow-up studies by Persson [153], Zhao [202] and
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Callahan [37] consider all authors listed on a paper and the context where the co-citation

occurred, thus helping to identify the domains of authors who are seldom listed as first

authors. Su [177] proposed an algorithm to discover authors based on their expertise.

The input to her algorithm was a co-citation network.

A few domain co-citation analyses have also been performed in trying to understand the

sub-domains and the top active authors. White et al. [197] analysed the information

science field from 1972 to 1995 using the author co-citation. They generated maps of the

top 100 authors in the field and used factor analysis to identify major specialities. They

found that information science consists of two major specialities with little overlap.

Chen and Carr [42] used ACM publication data to study the structure of the hypertext

literature. Authors cited fewer than 5 times during the period 1989-1998 were filtered,

resulting in 367 authors. An author co-citation matrix was constructed and Princi-

pal Component Analysis (PCA) was applied. The temporal information of the papers

was included in the visualization methods, allowing them to identify emerging research

directions in the field.

2.7.7 The Co-authorship Network

Authors form co-authorship relationship if their have co-authored papers and both their

names appear on the same paper. In this network, nodes represent authors and links

represent co-authorship. Co-authors generally know each other and many of them col-

laborate with each other. So to a certain degree, the co-authorship network represents

researchers’ social network and collaboration relationships, hence, it has attracted much

research attention in recent years.

2.7.8 The Erdős Number

Calculating the Erdős Number is one of the earliest activities based on the co-authorship.

The Erdős Number is a measurement of the number of collaboration steps a researcher

co-authored with the famous Mathematician - Paul Erdős. Researchers who co-authored

a paper with Paul Erdős have Erdős Number 1; researchers who co-authored a paper
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with a co-author of Paul Erdős have Erdős Number 2 and so on. Those authors who

never co-authored a paper with Paul Erdős don’t have an Erdős Number or are said to

have an infinite Erdős Number. De Castro and Grossman [53] found that many famous

researchers, whatever their research areas, have a finite Erdős Number. Because the

famous researchers also are tightly connected within their own research domain, this

leads to an entire research community being connected through co-authorship. The

implication is that scientific research is a collaborative work rather than individuals

making their own discoveries. They also reported that in order to have a smaller Erdős

Number, quality is more significant than quantity. The person with whom one has

collaborated is more important than the number of collaborators.

2.7.8.1 Domain analyses

Co-authorship analysis is widely used to understand publication and collaborative pat-

terns among researchers in a specific domain.

Newman [139–141, 144] carried out a series of co-authorship analyses in 2001. He

answered a wide variety of questions about collaborative patterns by analysing co-

authorship networks, such as the number of papers authors write, how many people

they write them with and the typical distance between researchers through the network.

He compared these attributes across several domains – Biology, Physics, Computer Sci-

ence and Maths, and made these claims:

• The number of papers written per author is similar across the domains in the

study;

• The number of authors per paper and the average number of collaborators vary

substantially across domains;

• All of the subject domains have a largest component connecting at least 80% of

the researchers;

• The average collaboration distance is small, typically 4 to 6 steps for a network

containing millions of nodes;
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• The clustering coefficient is much smaller than a random network expected value.

Other domain analysis work using co-authorship include: Glänzel [85] studied scientific

networks in general; Moody [134] investigated social science collaboration networks; Liu

[118] and Sharma [170] studied the digital library community, including a few others

[62, 111, 119, 128, 164, 180]. These studies came to similar conclusions: researchers are

mostly connected; the distance between researchers is short and the network is highly

clustered; co-authorship networks are small-world networks.

2.7.8.2 Network dynamics and evolution

Studying co-authorship networks has not been limited to understand the snapshot of

scientific collaboration in time. Since the published work has a timestamp, which tells

us when the co-authorship represented by the publication was added to the network, it

is possible to study an evolving network of people.

Barabási and Albert [7, 15] proposed a model based on the co-authorship network that

captured the network’s time evolution. They realised that the features commonly used

to identify a network, such as average degree, diameter, clustering coefficient, are in fact

time dependent and no longer suitable to characterise a network. On the other hand,

they found that the degree distribution is a stationary measurement for an evolving

network, which can potentially be used to characterise a network instead. In addition,

they also discovered that the measurements on incomplete data could lead to opposite

tendency. For example, the node separation exhibits a decreasing tendency on datasets

that only cover certain periods, while their numerical simulation suggest otherwise.

Newman [142] used the evolving social network extracted from co-authorship to pre-

dict further collaboration. He analysed what affects researchers’ choice over who to

collaborate with, given their previous publications, he found that the probability of a

pair of researchers collaborating increases with the number of other collaborators they

have in common; and the probability of a particular researcher acquiring new collabora-

tors increases with the number of his/her past collaborators. This result demonstrated

evidence of preferential attachment in co-authorship networks.
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Co-authorship has been frequently used as a source data in the network studies. It

has facilitated many interesting discoveries in researcher social networks and helped us

understanding the disciplinary differences in collaboration. We will be using this data

and network visualisation to show the institutional collaboration network.

2.8 Chapter Summary

This chapter reviewed literatures in the area of measuring research activities – doing

collaborative research, increasing scientific knowledge production and achieving higher

impact. We then investigated how these activities relate to each other. Towards the

end, we reviewed network models and network methods in assisting of discovery of

relationship between the activities.

The definition of research collaboration is simple, but to accurately measure the com-

plex collaborative interactions between researchers is difficult. Collaboration can vary

by closeness, frequency and the respective roles of the researchers in the collabora-

tion. Across disciplines, the roles of collaborators can also vary. While some disciplines

consider certain roles as collaboration, others do not as reflected in their inclusion or

exclusion among the paper’s co-authors.

Despite the complexities of collaboration, using co-authorship as its metric has demon-

strated its advantages. The limitations were also discussed. Co-authorship will be used

in this thesis as the measure of research collaboration.

The measurements for research productivity were investigated. The widely used def-

inition of productivity takes the ratio between the output and input, i.e. the output

generated on the unit input. Although the input as well as output of the research activ-

ity was identified in the literature, however, the data was generally unavailable, hence

this approach was not widely used. The publication productivity, which is an aspect

of the research productivity that counts the number of publication, is commonly used

in the literature. Despite it is a non-normalised variable, and as a result, it has bias

towards larger sized institutions; it is the only variable available to use in a large scale

study. Several publication counting methods were reviewed, which may offset the bias.
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There were four perspectives on quality commonly discussed in the literature: method-

ological quality, report quality, expert review based quality and bibliometric impact. In

bibliometric methods, citation was one of the most widely used impact indicators in

the literature. New metrics, such as download logs and network based methods were

showing correlations to the impact of research. Higher aggregation of research entities

(e.g. journal, country level and university level) have adopted their own unique method-

ologies to measure their research related qualities. In this respect, country-wide research

assessment, journal impact factor and university rankings were reviewed and discussed.

Collaboration was the focus of previous studies on the correlation analysis. Despite

the different measurements and types of collaboration considered, the general findings

suggest that collaboration correlate with the impact of the publications (especially the

lowest impact ones); and international collaborations are cited more than national ones.

These results were obtained in a variety of disciplines including Psychology, Chemistry

and Computer Science.

I would like to stress, at this point, that correlation does not imply causality. If one

variable correlates with another it simply means there are relationships between them

and they change together. Causality from one variable to another is a much stronger

relationship. To confirm a causality requires very high quality data, especially the

timestamps that generated the data points. As a result, there is little research trying

to find causal relationships among these three variables. He et al.[93] touched on the

causality between collaboration and productivity using the longitudinal data about the

New Zealand researchers.

Little research effort has been devoted to institution-level collaboration, and the dis-

cipline coverage has been limited, which prevents us from understanding whether the

effects of the collaboration on impact and productivity are uniform across disciplines.

Based on the material presented in this chapter, we have the building blocks to measure

the collaborativity, productivity and impact of institutions. In the next chapter, I present

how raw publication data was processed before correlational analysis was applied.
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Research Questions

Universities and scientists tend to assume that (1) if they publish more, they are pro-

ducing higher impact research; and that (2) if they increase collaborative research, they

will produce both more and higher impact research. These causal assumptions have

been accepted among the research productivity, the research impact and the research

collaboration.

To provide evidence to these assumptions, the following central research question is

explored in this study:

What are the relationships, at the institution aggregation level, among

collaboration, productivity and impact?

This central question involves three core variables: collaborativity, productivity and

impact at the aggregation level of institution. The correlation between these variables

can split into three pairs: collaborativity vs impact, collaborativity vs productivity and

productivity vs impact. The past studies address only one pair of the variables and

rarely consider them all together in a single study[137]. This study not only correlates

them in pairs, but also apply partial correlation to remove the effect of the third variable,

so that the true correlation between the pairs can be revealed.

In the following section, the central question is divided into three sub-parts – the correla-

tion between collaboration and impact, collaboration and productivity, and productivity

57
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and impact – one for each pair of the variables. A series of additional questions are asked,

based on the gaps identified in the literature.

3.1 Research collaboration and impact

We have seen a wealth of articles focusing on exploring the relationship between research

collaboration and impact in the literature. A positive correlation was found in a variety

of fields including Nanoscience and Nanotechnology[57], Ecology[115], Economics[117]

and Library and Information Science[116], but in Finance[12], Literature of Academic

Librarianship[92] or Library and Information Science[116], a correlation could not be

found. In these disciplinary studies, the aggregation is at article, author, journal

or country level. The collaboration measurement was estimated by the number of

co-authorships. A stronger collaboration between a pair of authors(or countries) is

demonstrated by more papers co-authored. Gazni[80], Bordons et. al.[28] and Larivière

et. al.[110] looked at the co-authorship sizes, i.e. the number of authors, addresses and

countries listed on a paper. They have also found a positive correlation with the impact

of the paper. In addition, it was further shown that not all types of collaboration have

the same relationship with impact [56, 57, 72, 80, 137, 173]; the impact of the collabo-

ration changes over time [116]; and the relationship between impact and collaboration

has regional variations [115, 117].

Gazni[80] took Harvard university papers as a case study, found that at least 60% of

the papers published are multi-author publications, suggesting that Harvard is a highly

collaborative institution. Harvard, by its reputation, is a high impact institution, we

can generalise Gazni’s finding by asking the following questions:

1. Are higher impact institutions more collaborative?

2. Do higher impact institutions emphasize on collaborative research?

Collaboration and impact is rarely explored at the institutional level. The current study

fills this gap by including thousands of institutions across five disciplines and conducting

the analysis at the aggregation level of institution.
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3.2 Research collaboration and productivity

Previous research suggested a close relationship between the research collaboration and

productivity. Many found that collaboration has a positive correlation at the author

level on productivity [33, 114, 205], and on author’s future productivity [93]. The num-

ber of researcher’s co-authors was also found to have positive correlation with the re-

searcher’s productivity [60]. Similar results were also confirmed in qualitative studies:

by interviewing Nobel Laureates[205]; and by interviewing researchers in a New Zealand

university[93].

At the aggregation level of entire institution, Katz[105] applied bibliometric methods

to assess the collaboration status between institutions in three countries – UK, Canada

and Australia. Among other questions he explored, he found a non-linear relation-

ship between institutional collaboration and productivity, where larger institutions have

proportionately fewer collaboration than smaller institutions. However, he could not

generalise this finding due to the limited institutions from only three countries. Abramo

et al.[1] studied the relationship at the institution level between Italian universities,

while they found a strong correlation in information engineering, the correlations varied

substantially among the remaining 7 research areas they analysed.

While the positive correlation has been found at the author aggregation level repeatedly,

the studies focused on investigating at the institution level are scarce, confusing and non-

generalisable. To fill these gaps, this study uses data that covers thousands of institutions

to attempt to answer the following question:

3. Do institutions that publish more papers also collaborate more?

We also try to generalise Katz’s finding by asking:

4. Do institutions that publish more papers also publish proportionately

more collaborative papers? (i.e. Do high productive institutions emphasize

on collaborative research?)
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3.3 Research productivity and impact

Few studies consider the relationship between research productivity and impact, and

those that do examined it in limited ways.

Lanjouw and Schankerman[108] investigated relationships between companies’ produc-

tivity and impact of patents. They found a negative correlation between productivity

and patent impact. Similarly, Bergh et. al.[21] found that authors having fewer arti-

cles tended to have articles that received the most citations in a journal, suggesting a

negative correlation between authors’ productivity and their impact. No study has yet

addressed this relationship at the institutional level.

In the current study, the correlation is investigated at the institutional level and the

following questions are addressed:

5. Do institutions that publish a large number of papers have higher im-

pact? Are there disciplinary differences?

6. Are papers published by high paper-output institutions cited more often

than papers published by low paper-output institutions?

This study uses recent advances in digital archiving and indexing services to do large-

scale quantitative analyses of the relations among research productivity, impact and

collaborativity, comparing effects across disciplines as well as countries. In the following

chapter, the dataset and the methodology are described.
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Datasets and Methodology

This chapter addresses the tools and the source datasets used in this research. It splits

into six sections, detailing (1) the computing resources used; (2) the datasets and the

preprocessing works; (3) the descriptive statistics of the source data; (4) the metrics

selection and the counting methods used for each of the three institutional research

activities; (5) the correlation methods used and (6) network methods and visualisations.

4.1 Computing Resources

The entire data processing, data analysis and graph visualisation was performed on a

standard issue research student PC Workstation with Quad-core processor and 12GB

RAM at the University of Southampton. The majority of the data processing was com-

pleted in an Ubuntu Linux environment using the Python v2.7 programming language

and the MySQL v5 database. The visualisation was performed in a Windows 7 Environ-

ment using the Network Workbench Software [182] package with GUESS1 visualisation

module.

1GUESS is a graph visualisation and layout software. It is written in Java and has implemented
several widely used graph layout algorithms. http://graphexploration.cond.org
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The analysis of the data, including data normalisation, correlation and partial correlation

was performed with IBM SPSS2 v19 statistical package. Chart drawing was completed

with Microsoft Excel software package.

4.2 Datasets and Pre-processing

The Thomson-Reuters Web of Science (WoS) database collects and indexes the world’s

leading scientific journals in sciences, social sciences, arts and humanities. It was started

by Eugene Garfield in the 1960s to index the citations between papers electronically. The

citation index enables the use of the bibliometric analysis in learning about the scientific

publication and practices in general. The data used in this study was obtained directly

from the Web of Science under the licence that the data is solely used for research. This

data covers papers published in Computer Science, Psychology, Pharmacology, Law, and

Materials Science between 1973 and 2010. The metadata of the papers were provided,

which includes paper’s publication year, discipline, author list, institution list and the

list of citing papers (papers that have cited this paper). The format of data was in

database text dump, which was easily imported into a local MySQL database. The data

included a total of 2,127,015 publications. WoS collects several types of publications,

including articles, book reviews, letters, meeting abstracts and review articles etc., but

the type of each individual document was not available. The entire dataset was therefore

used in analysis regardless of publication types.

The Association for Computing Machinery (ACM) is an international scientific and

educational computing society, it is the world’s largest computing society and it publishes

leading computing journals and organises recognised conferences. The ACM Digital

Library is an online service that collects the ACM’s journals and conference proceedings

starting in the 1950s. A dataset that contains 214,592 publications was provided by

ACM directly for this research. This dataset is assumed to only contain publications

on Computer Science subjects. The data is organised in journal issues and conference

2SPSS is a software package for statistical analysis. It has a graphical user interface and implements
a wide range of algorithms.
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proceedings. The publication’s year, author list, institution address, citing article and

reference list were included in the provided data.

Webometrics Ranking of World Universities (Webometrics ranking)3 is a world univer-

sity ranking based on data found on the web. It is calculated and published annually

by the Cybermetrics Lab in the Spain. The July 2010 version of the ranking was down-

loaded for this study.

University Master List University names are not standardised, it is possible and

often the case that the same university is spelled differently by different people publishing

their papers. For example, some use abbreviations, some use different language, some

even misspells. Different databases tend to use different university name conventions.

For instance, the WoS dataset uses abbreviated universities’ names while ACM dataset

uses the universities’ addresses. It poses problem in matching the universities across

databases accurately.

A master university list was used to simplify the process of mapping universities’ name

across multiple databases. Each database maps its own university names to this master

university list, which is then used to link together all of the university name variations

across databases. The Webometrics ranking university list was used as the master list

because: 1. it uses the common English university name spellings, which takes less

effort to convert other name conversion into it; 2. it contains almost all universities

in the world, regardless whether they are teaching oriented or research oriented, so it

gives a wider coverage; 3. a university’s country is provided when the university name

is not unique. For example, University of Technology exists in many countries; 4. it

provides domain and url for each of the universities on the list, which can be used as an

identifier for the university. Using an intermediate university list also makes this work

easily expandable to include new databases in future analyses.

3http://www.webometrics.info
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4.2.1 ACM Digital Library Dataset Description

The metadata of articles are contained in the set of XML files. Figure 4.1 shows a sample

part of an article. The ACM dataset provides the following details for all of the papers:

• article ID

• title

• publication year

• authors’ names and ID

• authors’ affiliation

• papers cited this paper

Due to the large size of the data (1.8 GB in total), accessing and processing the entire set

was extremely slow. It took several hours just going though each article in the dataset

to read its metadata. To greatly improve the processing speed, a data extraction step

was performed to save only the useful data in a new format. These extracted data were

stored in a file for simplicity. After this extraction process, the time takes to go thought

the dataset was reduced to the orders of seconds. Figure 4.2 lists the fields extracted

and the data structure and figure 4.3 shows an example of a paper metadata in the

structure.

During the data extraction, I noted two major data quality issues regarding the paper

metadata within the ACM dataset:

1. There was no unique ID assigned to each institution, nor were the institution names

standardised. Only the institution addresses were available to us to identify the

institution. These institution addresses appear to be the original text typed by

the authors, and they are typically not standardised and contain (but not limited

to) details like department name, post code, country etc.
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<?xml version="1.0" encoding="ISO-8859-1"?>

<article_rec>

<article_id>227236</article_id>

<title><![CDATA[ISO 9000 reflects the best in standards]]></title>

<page_from>17</page_from>

<page_to>20</page_to>

<doi_number>10.1145/227234.227236</doi_number> <citation_url>http://portal.acm.org/

citation.cfm?id=227234.227236&amp;coll=portal&amp;dl=ACM</citation_url>

<authors>

<au>

<person_id>PP39048660</person_id>

<seq_no>1</seq_no>

<first_name><![CDATA[Roy]]></first_name>

<middle_name><![CDATA[]]></middle_name>

<last_name><![CDATA[Rada]]></last_name>

<suffix><![CDATA[]]></suffix>

<affiliation><![CDATA[Boeing Distinguished Professor of Software

Engineering at Washington State University]]></affiliation>

<role><![CDATA[Author]]></role>

</au>

</authors>

<references>

<ref>

<ref_obj_id></ref_obj_id>

<ref_seq_no>1</ref_seq_no>

<ref_text><![CDATA[Huyink, D. and Westover, C. 1SO 9000. Irwin

Professional Publishing, New York, 1994.]]></ref_text>

</ref>

</references>

<cited_by_list>

<cited_by_number>2</cited_by_number>

<cited_by>

<cited_by_object_id>232020</cited_by_object_id>

<cited_by_text><![CDATA[James W. Moore , Roy Rada, Organizational badge

collecting, Communications of the ACM, v.39 n.8, p.17-21, Aug. 1996]]></cited_by_text>

</cited_by>

<cited_by>

<cited_by_object_id>245110</cited_by_object_id>

<cited_by_text><![CDATA[Roy Rada , James Moore, Standardizing reuse,

Communications of the ACM, v.40 n.3, p.19-23, March 1997]]></cited_by_text>

</cited_by>

</cited_by_list>

</article_rec>

Figure 4.1: A sample article in the ACM XML dataset

2. The authors were inconsistently named and not properly identified. Most of the

authors have been assigned with unique identifiers, but some have different identi-

fiers for each of their name format. For example, Prof Les Carr in the University

of Southampton was found to have several identifiers each linked to his different

name format, such as Leslie Carr, Les A Carr etc.. Each of these identifiers has

publications linked to it.

The problem 1 is specific to the ACM dataset, it is a major barrier before doing statistical

analysis on the data. In the following section, I discuss my approach to identify the

universities from an address and present our method to evaluate our method. The
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Article Year,

Author 1 firstname, lastname, ID, Address

Author 2 firstname, lastname, ID, Address

Figure 4.2: Intermediate data structure used for the ACM dataset

2005,

Ben, Shneiderman, PP40024227, Univ.of Maryland, College Park

Maryann, Alavi, P193437, Univ.of Maryland, College Park

Figure 4.3: An example entry in intermediate data structure for the ACM dataset

problem 2 regarding the author name is more generic, the WoS dataset also has a

similar problem. Our approach to the problem is presented in section4.2.3.

4.2.1.1 University Identification in ACM dataset

The ACM dataset stores the institution address as text items attached to the author

(figure 4.1). These items sometimes include department, institution name, institution

address, city, country and post code. They appear to be the originals the authors

submitted and the ACM had not processed or identified. There were 473,634 non-

empty addresses in the dataset, visual analysis on randomly selected a few hundred

addresses revealed the following potential problems in matching the universities to the

Webometrics list.

1. Name variance in the spelling of the university name. For example, University of

California Berkeley was sometimes written as UC Berkeley, UCB and so on.

2. Language variance in the university name. For example, Universität Hannover was

sometimes written as University of Hannover.
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3. European accents were left as the HTML code. For example, &auml; found in the

source data should be displayed as ä.

4. Multiple universities were described in the same text item. (These can be those

authors that affiliate with multiple institutions.)

5. Mis-spelling of university names.

Targeting issue 1-3, the following algorithmic rules were implemented. The rules were

executed in the order below:

1. The strings were converted into lower case, making the recognition case insensitive,

thereby reducing the possible variations for addresses.

2. The HTML code in the source data was converted into the actual characters.

3. The European language variance of the word ‘university’, i.e. ’universität’ was

shortened into ’univ’, thus reducing the range of variations the university is spelt

in European countries.

4. The names of the institutions were looked up from the Webometric university list.

An additional lookup table was constructed to map between the university name

variations and the university name used by Webometric list.

The lookup table was constructed by a computer program that analyses the address

frequency. The most frequent variations in the source data were manually identified,

and the variations were added to the list of name variation for the university. This

process is repeated until the increase in the address recognition rate is negligibly small

for every new address variation added to the lookup table. The address recognition rate

is presented in the next section.

To evaluate the scale of the problem of multiple institutions appearing in the same

text item (issue 4), two variations of the algorithm were implemented. the algorithm

1 assumed that only one university was expected from any given address, while the

algorithm 2 did not made such an assumption, so it finds as many universities in the
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address as it can. Algorithm 1 found 273,844 university instances and algorithm 2

found 275,978 university instances using the same lookup table on the same dataset.

This is an increase of 0.4% more universities using algorithm 2 than using algorithm

1. This small percentage increase is not significant in the overall university recognition

rate. Considering the overhead and complications in algorithm 2, I decided to use only

algorithm 1 for university recognition. This means that I ignored the author’s second

affiliation, so fewer institutions appear to be collaborating in this dataset.

The problem of mis-spelling (issue 5) was not dealt with directly. Mis-spelling of a

university name can be counted as a variation in the university name. If the mis-spelling

is very common, it would be picked up by the frequency analysis process and added to

the lookup table. But there was no mis-spelling common enough to enter the lookup

table.

4.2.1.2 ACM Dataset University Recognition Rate

The ACM dataset includes many types of institutions ranging from hospitals, research

centres, companies and so on. In order to learn the university recognition rate without

treating all the unrecognised institutions as universities, we need to estimate the pro-

portion of the university addresses. Thus we can avoid underestimating the recognition

rate by basing the data on all of the addresses in the dataset.

The addresses in the ACM dataset are not standardised to be usefully aggregated. Table

4.1 shows 5 addresses all representing the same institution. The actual possible variation

of the address for the same institution is far more than the listed ones. So without

the knowledge of the number of unique institutions, it is only possible to estimate the

address recognition rate, that is, the proportion of the recognised addresses out of the

total recognisable addresses, with no addresses aggregated. This is to be distinguished

from the institution recognition rate used in WoS, where the addresses have already

been pre-processed and the addresses representing the same institutions are aggregated.

The non-aggregated addresses include duplicated institutions. That is, an institution’s

address is repeated as many times as the number of papers published by the institution.



Chapter 4 Datasets and Methodology 69

As a result, the address recognition rate is not directly comparable with institution

recognition rate.

Addresses Institutions

Massachusetts Institute of Technology MIT
MIT MIT
M.I.T MIT
M.I.T, Cambridge MIT
MIT,Cambridge MIT
MIT, Cambridge MIT

Table 4.1: Address variations in the dataset. The actual variations of the address for the
same institution is far from the listed 5.

Address recognition rate is calculated by the formula 4.1

Univ. Address Recog. Rate =
Num. of Recognised Address

Total Addresses × Univ. %
(4.1)

To estimate the percentage of addresses that represent universities (Univ.%), two hun-

dred of randomly selected non-empty addresses were inspected, and their institution

type were identified manually. The distribution of the institution types is shown in

table 4.2.

Institution Percentage

Company 21%
University 70%
Research Centre 9%

Table 4.2: ACM institution type distribution

The sampling reveals that the university is the major contributor in Computer Science

research as seen by ACM, where 70% of the contributors are from the university. Using

formula 4.1, the address recognition rate can be calculated. After several iterations of

the lookup table improvement, it was able to recognise and match 273,844 address lines,

which represents an address recognition rate of 83% (473,634×70%
273,844 = 83%). I decided to

stop here because the rate improvement with each additional address in the lookup table

is negligibly small.
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4.2.2 Web of Science Dataset Description

Unlike the ACM dataset, which includes only computing publications, WoS collects a

broader range of disciplines. They maintain three citation indices, Science Citation

Index Expanded (SCIE), which covers 150 disciplines in nature science and engineering;

Social Sciences Citation Index (SSCI), which covers the social science disciplines; and

the Arts & Humanities Citation Index (AHCI), which covers the arts and humanities

disciplines. Its index coverage in terms of the journal is also vast. It collects 17,240

leading journals out of about 28,000 total journals in the world [161], that is more than

60% of the journals. Almost all of the current active research disciplines are covered by

one of its citation indices, making WoS the largest citation index in the world.

Due to licensing and limited computing power, I can only choose a limited number of

disciplines. The choice of the disciplines was decided based on the practice difference of

research publications across two groups – Nature Science and Engineering (NSE) and

Social Science and Humanity (SSH). In NSE, peer reviewed journal publication is the

primary output of the research, while in SSH, research are more often disseminated in

the form of monographs, which are not indexed in the journal-based databases such as

Web of Science [86, 109, 138]. Psychology and Law were selected to represent SSH while

Pharmacology and Materials Science were selected to represent NSE. Computer science

was also included to compare with the ACM dataset.

4.2.2.1 WoS Data Format and Data Relations

The WoS dataset provides the following details about each paper:

• paper ID

• publication year

• subject

• list of authors

• author’s order of appearance
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• list of institutions

• institution’s order of appearance

• institution’s country

• papers cited this paper

The primary entity of this study – the institutions – were not uniquely identified by

the dataset. A decision was made to use the combination of institution’s name and

its country as the primary key. to identify them in the university master list. Once a

match was found, the URI of the university provided by the master list was used as an

identifier for an institution.

The authors of the institutions were also not identified. The dataset did not provide au-

thor’s information except their names, which only includes the first initial and surname.

With just author’s initial and surname, there is not enough information to separate two

authors with the same name easily. Previous work has shown to use co-authorship and

author self-citation to assist author’s identification, I discuss these works in section 4.2.3.

The WoS dataset do not provide author’s affiliating institutions. The authors and the

institutions were separately linked to the papers, but no link exists between them. An

extra field – order – was provided in both the author table and institution table, which

may offer us clues to the author-institution relationship. Unfortunately I was told by

the data provider that this ordering information cannot be used to reconstruct the

relationship. (It appears that many of the paper’s author numbers do not match the

institution number, which makes reconstruction problematic.) There are 64% of the

papers in the dataset that have more authors than number of institutions, while 3% of

the papers have fewer authors than the number of institutions. The papers with more

authors than institutions could be due to the source journal’s convention of storing the

author and institution. When authors come from the same institution, some journals

may have chosen to omit the duplicated institutions on the paper. The high percentage

(64%) of paper with more authors than institutions means that it is quite common for

multiple authors from the same institution to collaborate on a paper. On the other hand,

the 3% papers with more institutions than the authors are mainly because of an author’s
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multiple affiliations. This phenomenon of authors specifying multiple institutions in

their published paper was referred to by Katz as ‘top down collaboration’ [105]. He

claimed that the appointment of a single researcher at multiple institutions symbolises

the collaboration between institutions. However, in the UK, it is also a common practice

for researchers and lecturers to visit other institutions as part of their career progression.

These researchers may have reasons to put down both institutions in their published

papers. This multiple affiliation resulting from visiting researchers may not necessarily

be an indication of institutional collaboration. The collaborations resulted by multiple

affiliation of the authors were removed when possible in this study.

4.2.2.2 WoS University Name Processing

The institution name processing for WoS dataset is very different from the ACM dataset.

The ACM dataset used free text describing the institution’s address while the WoS

dataset has already standardised institution names. None of the free text processing

problems identified for the ACM dataset in section 4.2.1.1 apply to the WoS dataset.

The 12,894,008 WoS addresses were first aggregated into 539,356 institutions. The

processing WoS data moves straight to match these standardised institution names to

the Webometrics institution names.

There are two potential ways to match them. One is the forward method: to apply the

WoS abbreviation rules to the Webometrics’s institution names, then uses the obtained

abbreviations to match with the WoS list; the other is the backward method: to recon-

struct the WoS abbreviations into the full institution names used by the Webometrics

list. Both approaches are equivalent if the rules are non-destructive, but it is not the

case here.

Table 4.3 lists the four most applied rules used by WoS to abbreviate the institution

names.

Since the rules used by WoS are destructive, for example, rule 2 in table 4.3, after

removing ‘of’ from the phrase, it is not possible to reconstruct the original institution’s
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Rule Description Original With rule applied

1 University and its European
variations are shortened to
UNIV

Universitatea UNIV

2 Connecting words, ‘of’, ‘de’
are removed

of

3 Space is converted to ‘-’ -

4 European accents are con-
verted to English alphabet

ä; à; ȧ a

Example: University of Edinburgh UNIV-EDINBURGH

Example: Université de Montréal UNIV-MONTREAL

Table 4.3: The most used WoS abbreviation rules. These rules are destructive. The original
can not be obtained by applying the inverse of these rules.

name, because the location of the word was lost. This leaves us only the forward method

for doing institution matching.

In addition to the abbreviation rules, WoS uses a separate list for those long established

institution abbreviations. For example, California Institute of Technology is shortened

to Caltech; Massachusetts Institute of Technology is shortened to MIT. These are also

included in this study. Institutions with an abbreviation unrecognised or incomplete are

excluded in this study. For example, about 1400 institutions labelled as ‘INCONNU’

(French word for ‘unknown’) are excluded.

4.2.2.3 WoS Dataset’s University Recognition Rate

The WoS dataset includes a range of institutions such as research centres and companies.

To learn only the recognition rate for university of our matching method, I need to find

out the proportion of the addresses that are actually universities.

This involves 4 steps:

• find out the total number of institutions in the dataset.

• find out the proportion of the institutions that are universities.

• work out the expected number of universities.

• work out the university recognition rate.
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The calculation of the university recognition rate is shown in formula 4.2

University Recog. Rate =
Recog. University Num.

Total Inst.× Univ%
(4.2)

There were in total 12,894,008 addresses, aggregation on these addresses gave a to-

tal of 539,356 institutions’ addresses. This is a large number of institutions that have

made scientific contributions compared to the total number of universities (12,000 es-

tablishments) in the globe. A close examination revealed two possibilities that may have

elevated the number of institution: 1. these institution addresses include former institu-

tions. For example, there were institutions with an address in former Soviet Union. 2.

WoS institution abbreviation is just a shortening rule, it still relies on the source data

for the correct addresses. For example, Peking University was found to have two rep-

resentations: PEKING-UNIV-BEIJING and PEKING-UNIV. It may potentially have

many more other representations too, increasing the institution counts.

The majority of the total 539,356 institutions contributed very few papers. There were

496,947 (92% of total) institutions only ever authored or collaborated in less than 10

papers during the past 37 years. This potentially indicates that majority of the contrib-

utors are one-off, or these addresses are just variations to the original institution.

To determine the proportion of universities in the dataset, a random sample of 200

institutions were selected, and 11% of them were found to be universities. Scaling it to

the entire dataset, the expected number of universities is about 59,000. This is almost

5 times more compared to Webometrics’ world wide university listing of 12000. This

is revealing that the WoS has not been standardising institution names very well (issue

2 above), making alternative spellings of the university name been categorised as a

different university.

Executing the matching algorithm on all of the institutions gave 7,183 matched Webo-

metrics universities. Further analysis reveal that out of the 7183 matched universities,

only 1972 have been actively publishing (at least 3 authorship per year). The decision

was made to use only active universities because (1) very low contribution university

will not change the big picture; (2) the methodology adopted in this study (correlation
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analysis) is unsuitable for analysing a large quantity of less quality data. Applying for-

mula 4.2, I obtained the university recognition rate of 12%.This is equivalent of nearly

60% of the current world university found to have contributed to the domain analysed.

WoS Institution Types The institution type distribution – whether they are a

company, research centre or university – for each discipline was also examined. The

WoS data was categorised into five disciplines and institutions with less than 100 papers

were removed. A random sample of 200 institutions was selected in each discipline. Table

4.4 shows the institution type for Pharmacology (Phar.), Law, Materials Science (M.S.),

Psychology and Computer Sciences (C.S.). From the data, university takes the biggest

proportion in the institution types in all five of the disciplines. Since there are only about

12000 university establishments in the world, the majority of the institutions filtered out

were not universities. Universities were also the highest contributing institutions in terms

of the number of papers published. In SSH disciplines, companies make no contributions.

This is of no surprise since research in these areas is less linked to revenues. On the other

hand, Pharmacology research receives the highest industry support. Pharmaceutical

companies are actively involved in research as well as publishing their research.

WoS Phar. M.S. Law Psych. C.S.

Company 12% 2.5% 0% 0% 8%
Research Centre 28% 10% 15% 10% 5%
University 60% 87.5% 85% 90% 88%
Total 100% 100% 100% 100% 100%

Table 4.4: Institution types of the WoS data. University is the biggest contributor in all of
the disciplines; Psychology and Law have no company contributions while Pharmacology has

the biggest company contribution.

4.2.3 Author Disambiguation

Although the overall aim of this study deals with research activities at the institutional

aggregation level, it is necessary to obtain the author estimations in order to calculate

certain descriptive statistics. The author estimations require disambiguation of the

author names provided by the dataset.
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Author name disambiguation is the problem of the non-uniqueness of people’s names.

Within a small group(e.g. with in a research group), the full names can probably identify

people without ambiguity because the likelihood of two people named the same is very

low. But when the full name is used to identify researchers globally, it is far from

appropriate. For instance, authors with the same name cannot be distinguished using

their name; people may change names over the course of their career(e.g. changing

surname after getting married); many journals use first initial in their publications,

making the author names even more ambiguous. Inaccurate author identification brings

issues to publication based the author evaluation metrics (e.g. h-index), making them

less authoritative and credible.

4.2.3.1 ORCID and ResearcherID

In recent years, this problem is becoming more urgent with accelerated research output

and output based performance evaluations (e.g. the UK and Australian’s research as-

sessment exercise). Efforts are currently being made to resolve this problem from the

root. A community based project, Open Researcher and Contributor ID (ORCID)4, is

maintaining a database of identifiers for authors. This identifier, unlike the author’s

name, is globally unique and does not change over time. Linking it with the Docu-

ment Object Identifier (DOI)5 of the author’s publications, it creates this unambiguous

relationship between authors and publications. A similar ID system, ResearcherID6 is

currently used by Thomson Reuters to allow authors to link to their publication in the

WoS database. It is only early stages for these systems, and the data I have obtained

from WoS do not contain any ResearcherIDs.

Until the ORCID and ResearcherID systems resolve this problem from ground up, we

can only use heuristic approaches to this problem.

4http://www.orcid.org
5DOI is a currently well adopted document identification system. Each DOI uniquely identifies one

document.
6http://www.researcherid.com/
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4.2.3.2 Author Identification and Institutional Repository

With the open access initiative to make the research publications openly and freely avail-

able online, hundreds of institutions around the globe7 have mandated their scholars to

deposit the publications into their institutional repository. (Some take further steps to

use these publications as promotion evidence.) The scholars within each individual insti-

tution are well identified, and they tend to have an institutional wide ID. Journals and

conference proceeding publishers also make efforts to identify the authors within their

own database. However, when these publication data was aggregated by the secondary

publisher, e.g. WoS, authors cannot be matched up across different journals even if they

have IDs in each of the journals, so the identified authors are often lost.

4.2.3.3 Fuzzy approach to Author Identification

Given a set of publications with the author’s name attached, there are two practical

problems in identifying these names. First is the multi-name format problem. That

is, one individual’s name may have multiple forms of spellings recorded in publications,

including the name spelling variations, mis-spellings and OCR errors. The impact of this

problem in bibliometric analysis is that it splits a single author’s publications into several

distinguished identities, splitting this author output. When conducting co-authorship

network analysis, this split could also potentially disconnect a large, connected network

into several small, isolated ones, thus strongly affecting the network structure and the

subsequent observations. At the individual level, researcher metrics and evaluation

methods, such as h-index could give false results due to incomplete data. On the other

hand, conducting the same analysis at the institution level is not affected by this problem,

because the institution level only count the papers and discards the number of authors.

So there is no difference between 10 authors each publishing 1 paper, or 5 authors each

publishing 2 papers. Both situations count as one institution publishes 10 papers.

The second is the duplicated-name problem. It is frequently seen in the Chinese name’s

English representation, where common surnames, for example Zhang with a short first

7For a complete and more up to date list, please refer to http://roarmap.eprints.org/
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name (or just first name initial) clashes with different researchers with the same spelling.

This problem has the opposite effect on the bibliometric and network analysis at the

author level, where these common names stand out because they collect all of these

researchers’ publications into a single ‘individual’. However this problem does not affect

analysis at the institution level. At this level, author’s name is not used as an identifier

to merge the publications into, the institution’s name is used instead. For example,

Zhang’s paper from University of Southampton is counted towards Southampton and

Zhang’s paper from University of Oxford is counted towards Oxford, instead of counting

towards the common identifier Zhang.

Co-authorship and social network analysis techniques have been experimented in name

disambiguation [99, 147]. It works based on the similarities of the same author’s co-

authors. For example, if several ‘names’ have the same or a similar set of co-authors,

then these names are likely referring to the same individual and can be safely treated as

the same person. The problem with this technique is that it is computationally expensive

and unsuitable for large scale analysis.

4.2.3.4 ACM and WoS Author Identification

The ACM dataset contains an ID field to each authors. However, these ‘IDs’ do not

uniquely identify individual authors as its name suggested. There were instances found

that the same individual has been assigned with multiple of these IDs, splitting his/her

work into multiple authors. In order to evaluate the extent of the ID’s re-assignment, I

have to use an alternative method to estimate the number of authors. (Figure 4.4)

The name conversion and collapse was an attempt to address the multi-name format

problem while not introducing unacceptable duplicated-name problem. The institution-

wide collapse assumes that first initial is a good enough identifier for authors in discipline

within an institution.

The number of authors identified using this method is 323,419, which approximates the

number of ACM IDs. For simplicity, ACM ID was used as the identifier for authors in

the ACM dataset.
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1. An author’s institution is identified and matched to the corresponding Webo-
metrics entry.

2. The authors’ full names are converted to surname with first initial, which
attempts to remove the different spellings of names on various publications.

3. The surname and first initials are merged institution-wide to limit the chances
of mis-merging due to the shortened names.

Figure 4.4: Alternative method to estimate the number of authors in ACM dataset.

The WoS data has the authors represented in the form of surname with first initial with-

out any identifiers attached. As a result, the duplicated-name problem is expected for

common names, while the multi-name problem would be less likely to exist. However,

the author information provided by WoS does not include affiliation, so the same tech-

nique of merging names within each institution was not possible. Author level analysis

is not the focus of this study, some author ambiguity will not affect the outcome of this

study. It was decided to use author names as provided.

4.3 Descriptive Statistics

The overview of the two datasets is presented in figure 4.5 organised by discipline.

There are two datasets for Computer Science – ACM and Web of Science, each collects

a different sets of journals. For Pharmacology, Materials Science, Law and Psychology,

the Web of Science datasets were used.

ACM C.S. WoS C.S. Phar. M.S. Law Psych.

Period/Years 1957-2009/52 1973-2010/37

Total papers 214,592 479,913 728,721 583,640 126,675 208,066
Mean papers per year 4,049 12,970 19,695 15,774 3,423 5,623
Institutional collaborative papers 20,043 164,553 277,939 214,491 11,543 68,141
Papers per author 1.56 3.85 4.16 4.38 1.99 2.77
Total citation counts 1,225,561 2,711,196 12,488,473 4,895,448 592,857 3,514,787
Papers received one or more citations 113,836 267,666 602,611 403,364 66,887 156,992
Mean citations per paper 5.71 5.65 17.14 8.39 4.68 16.89
Publishing universities 2,523 3,742 3,081 3,413 1,425 2,896
Total authors 334,150 310,683 729,427 452,191 78,373 175,731
Authorships 522,369 1,195,081 3,033,987 1,979,209 155,937 486,750
Authors per paper 2.43 2.49 4.16 3.39 1.23 2.34

Table 4.5: Dataset overview by discipline
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Figure 4.6 lists the statistics based only on the collaborative papers in each discipline.

ACM C.S. WoS C.S. Phar. M.S. Law Psych.

Collaborative papers 20,043 164,553 277,939 214,491 11,543 68,141
Mean papers per year 542 4,447 7,512 5,797 312 1,842
Papers per author 1.41 2.80 2.77 3.18 1.40 2.07
Citations 138,138 1,066,609 4,802,108 1,938,636 80,790 1,348,530
Papers received one or more citation 12,534 103,356 236,208 161,273 7,361 55,880
Mean citations per paper 6.89 6.48 17.28 9.04 7.00 19.79
Mean institutions per paper 2.27 2.37 2.59 2.41 2.33 2.47
Authors 53,393 194,246 541,695 308,046 17,326 108,613
Authorships 75,548 544,655 1,498,862 978,275 24,219 225,142
Authors per paper 3.77 3.31 5.39 4.56 2.10 3.30

Table 4.6: Collaborative paper overview by discipline

4.3.1 Paper Productivity
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Figure 4.5: Paper productivity overview. Paper productivity varies across disciplines, demon-
strating the disciplinary differences toward publishing. Productivity must be taken into ac-

count when comparing publication metrics across disciplines.

Figure 4.5 presented the number of published papers, collaborative papers and mean

papers per year for each discipline. From the WoS dataset, Pharmacology has the most

number of published papers in total, per year and in collaborative papers. The other

two NSE disciplines – Computer Science and Materials Science also have above 400,000

paper productivity. On the other hand, Law and Psychology papers are much fewer.

This could be because social science disciplines published in other formats which are not

included in our dataset[109].
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Fewer Computer Science papers were recorded in the ACM database than in WoS

database, despite the ACM dataset covering a longer period of time (52 years vs 37

years).

We have seen large differences in paper productivity across disciplines, the number of

unique universities involved in the publication stays about the same (Table 4.5 publishing

universities). Most universities are involved in publication and play a big role in research

output.

4.3.2 Citation
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Figure 4.6: Citations received by each discipline in the period studied. Total citation shows
a similar shape as the per paper citation in all disciplines, the more citations received in total,
the more citations were received by each paper, despite the increase of the papers. Psychology
papers receive much higher number of citations per paper, compared to two similarly cited

datasets: Materials Science and WoS Computer Science.

Figure 4.6, Pharmacology received the highest number of citations to its papers, both

in its total citations received by all of its papers and the mean citations per paper.

Psychology only received a third of citations compared to Pharmacology, but its mean

citations per paper is as high as Pharmacology. The remaining disciplines receive a

fraction of the total citations of Pharmacology. Pharmacology has a much higher rate
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of publication and citation practice compared to the other disciplines, while Psychology

is much higher cited.

The mean citations per paper has grown for each discipline once the non-collaborative

papers are taken out of the statistics (Table 4.5 compared to Table 4.6). Collaborative

papers in Law received an increase as high as 50% (from 4.68 to 7.00 citations per paper).

4.3.3 Collaborative Papers
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Figure 4.7: Collaboration Papers. The number of collaborative papers published by each
discipline varies strongly. The proportion of the collaborative paper over the total paper is

also discipline dependent, where Law has a very low proportion of papers collaborated.

In figure 4.7, the ACM Computer Science dataset contains fewer collaborative papers

than the WoS Computer Science dataset, the ratio between collaborative papers and

the total papers is also much lower. Pharmacology has the highest number of collabora-

tive papers as well as the highest proportion of the collaborative papers / total papers.

Psychology, while it has a smaller number of collaborative papers, its proportion of col-

laborative paper is much higher than ACM CS and Law. Law has the lowest proportion

of collaborative papers of all disciplines.
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4.3.4 Collaboration Size

In figure 4.8, the mean number of institutions involved in each paper is relatively stable

across disciplines at about 2. At institution level, collaborations do not tend to be very

large in these five disciplines. At the author level, the collaboration size varies slightly

more, with Pharmacology the largest of more than 5, while Law has the smallest of 2.

The size of the collaboration may be closely related to the mode of research in that the

experimental based disciplines (e.g. Pharmacology and Materials Science) have a larger

number of co-authors than those that are not [140].
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Figure 4.8: Collaboration Size. The mean number of institutions involved in each discipline
is similar while the number of authors can vary across disciplines.

4.4 Metrics Selection and Counting Methods

The aim of the metrics selection is to include as broad a range of measurement in

our analysis as possible, while striking a balance of not including too many redundant

metrics. The limitation of the metrics selection in this case lay in the data availability.
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In this section, I discuss how the metrics were selected to estimate the institution’s

productivity, impact and collaboration, and how these metrics were counted and aggre-

gated.

4.4.1 Institutional Productivity Measurements

Research productivity was discussed and it was concluded in the literature review that

it can be approximated by publication productivity. Publication productivity is the

number of publications an entity (a researcher, an institution or a country) publishes

within a period of time. The highly productive ones are those which publish more

within the same period. Using publication productivity to measure research output is

frequently used in previous studies [33, 69, 101].

It is important to recognise that since the input of publication was not factored into

this measurement, productivity is not normalised, which means that larger institutions

or larger countries which have more researchers may have a higher productivity due to

their size.

To measure a university’s publication productivity, papers published with the university

name contained in the address is counted. The counting process used in this study is as

follows: the university’s productivity (PUBTOT ) is incremented once if a paper has

listed the university’s name at least once. Multiple appearances of the same university

on a single paper are counted once towards the university.

4.4.2 Institutional Impact Indicators

In section 2.3, we discussed that the overall research quality of an institution can be

approximated from individual research’s quality. The four ways to measure the quality

of a piece of research are: methodological quality, report quality, peer review based qual-

ity and bibliometric. The first two quality measurements are very specific to disciplines

and these measurements are difficult to use in a quantitative analysis. Peer-review based

measurement, although it offers the authoritative expert opinions about the research, the

associated cost is often much higher than the alternative. The UK and the Australian
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governments have conducted and published their nation-wide expert-review based in-

stitution research quality measurements. But these national data limited to only two

countries are not useful in this study concerning the global context. The bibliometric

method offers a practical and reproducible impact indicator, in particular, the citations

offer impact at a quantitative level. Based on the availability of the data, three citation

based metrics were chosen to measure the impact of an institution’s research activities:

citation per institution; PageRank weighted citation per institution, and citations per

paper. In addition to bibliometrics, I have also included a university ranking – Webo-

metrics Ranking of World Universities – in our study. It offers a completely different

perspective to the citation based metrics and potentially gives us new insights.

4.4.2.1 Citations per institution

Citation count has been widely used in the literature as a research impact indicator

[18, 93, 137]. It is easy to count and the data is readily available in databases. I include

it to offer a baseline for the analysis.

In this study, the citation count is aggregated at the institution level and it is referred

to as citations per institution (CITTOT ). All of the citations received by a paper are

counted towards the listed institution’s citation. For collaborative papers that have

multiple institutions, each of these institutions gets a copy of all the citations received

by the paper. This is also referred to as the “full counting” in the literature.

However, the raw citation count has a few disadvantages: 1. The citation count varies

across fields of study due to different scholarly practices, the size and the nature of

the audience and the size of the community. As a result, the citation number is not

comparable across disciplines. 2. The older the publication, the more time it has to

receive citations, making a pattern that older publications generally have bigger counts,

thus giving older publications an unfair advantage in measuring impact using citation

counts. 3. The citations that come from low impact articles are weighted with the same

value as the citations that come from high impact articles. In other words, citation

count does weight the value of citations according to source impact. This is addressed

by using a weighted citation count that is based on PageRank.
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4.4.2.2 Citation PageRank

Citation PageRank (CITTOTw) is a qualitative improvement on the raw citation

counting, in that it gives weighting to those cites that come from highly cited insti-

tutions. Compared to the citation count, not only the citation number is considered,

but also how well cited the citing institution is. This metrics requires more strict source

data since both the citing and cited institution need to be available to calculate the

weighting.

The calculation of the citation PageRank was completed using the Network Workbench

software package. A citation network of institutions generated from the dataset was the

input to the program, and the PageRank value of the institution was the output of the

program.

4.4.2.3 Citations per paper

Citations per paper (CITAV ) normalises the citation measurement by dividing an

institution’s total citation counts by the total number of published papers. I include it in

this study because it provides a productivity normalised impact for the institution. This

normalised view can highlight institutions that have a low number of published papers,

but a high number of average citations (i.e. high impact but low volume research).

Formula 4.3 calculates the CITAV for institution i.

CITAV =
Ci
Pi

(4.3)

where Ci is the total citations received by all of the publications associated with insti-

tution i and Pi is the total number papers published by the institution. The citations

per paper measures the average number of citations papers receive at an institution and

estimates the average impact of individual papers.
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4.4.2.4 University League Table

Four university league tables were studied in the literature review, but only the Webo-

metrics ranking (WRANK ) offers the complete world university ranking, so it is the

only one included in this study. The July 2010 version of the ranking was used.

This version of the ranking is based on four aspects:

• University website’s popularity. How many external websites are linking to it.

• University website’s size. The number of webpages the website has.

• University’s output and accessibility. The number of open format documents which

can be found on the university’s website.

• University’s research output. The number of publications which can be found

online.

The quality represented by the WRANK is not a single aspect of the university’s

quality, but a weighted mixture of four sub-metrics. (In fact these sub-metrics are

evolving over the years, with latest ranking measures a slightly different set of these

sub-metrics 8.) This “non-pure” quality indicator may give high correlations with our

other measurements, without necessarily being related to the university’s quality. For

instance, Webometrics assigns 20% of the score for the number of papers published by

the university, which is expected to be correlated with the PUBTOT. It is important

to recognise the features of this indicator before making interpretations.

League tables generally put high ranking universities in front, with smaller rank values.

(e.g., rank 1 is better than rank 20.) To make this metrics consistent to the other

metrics and make the results easier to interpret, the WRANK is inverted, so that a

higher ranking value indicates the better universities.

8Please see http://www.webometrics.info/ for the latest sub-metrics used in ranking universities
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4.4.3 Institutional Collaboration Measurements

Using the institutional collaboration model discussed in section 2.1.3, these are the

two important factors affecting the strength of the institutional collaboration: 1. the

number of times institutions have co-authored papers; 2. the size of a collaboration.

The collaboration measurements used in the literature mostly considers the frequency

of institutions’ collaboration, without paying attention to the individual collaboration’s

size. Both of these factors are measured in this study. In addition, I also include a

measurement of the institution’s proportion of collaborative papers. This measurement

helps us to address the questions related to whether shifting to a collaborative mode of

research alone would improve the productivity and the impact.

4.4.3.1 Number of times collaborated

This indicator is frequently used, it counts the number of collaborative papers the insti-

tution has published. This directly reflects the institution’s involvement in collaboration.

I denote it as PUBCOLL. Similar to the publication counting and citation counting,

“full counting” was used, which means one collaborative paper is counted as many times

as the number of distinct institutions presented in the paper. For example, a paper by

Southampton and Oxford University is counted once for each university, even if there

are multiple authors from either university. This measurement provides a baseline for

the collaboration measurement.

4.4.3.2 Size-weighted collaboration

Building on the collaborative paper count, size-weighted collaboration (PUBCOLLw)

aimed to add collaboration size into the metrics. The more authors a paper has, the more

self-citation as well as the their colleagues’ citation would potentially be guaranteed,

driving up the impact.

In a collaborated paper, there are two author-number related parameters:
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• the total number of authors participating in the collaboration. For instance, a

paper with 10 co-authors forms a larger collaboration than a paper with 2 co-

authors.

• the number of authors the institution has brought to the collaboration. For in-

stance, an institution with 5 authors in a collaboration is contributing more com-

pared to an institution in the same collaboration with 1 author.

Both of these collaboration variables are proportional to the institution’s measured size-

weighted collaboration, and they are summarised over all of the papers an institution

produced. When calculating an institution’s contribution to the paper, to avoid double

counting the institution’s participating researchers, the authors from the institution are

subtracted. Formula 4.4 calculates size-weighted collaboration for institution i.

CSi =
∑
pi

Api × (TAp −Api) (4.4)

where Api is the number of authors from institution i on paper p, and TAp is the total

number of authors for paper p.

For example, figure 4.9 shows two collaborated papers, both have the same number of

institutions, but have different total authors and different number of authors from each

institution. All three institutions have the same PUBCOLL count, because each paper

give them 1 collaborative paper, so the PUBCOLL count is 2 for Southampton, Bath

and Oxford with no differentiations. PUBCOLL count ignores the fact that paper B

was a bigger collaboration and Bath had contributed the most in both of the papers.

PUBCOLLw will be able to differentiate based on their collaboration sizes.

Using formula 4.4, we calculate the size-weighted collaboration for the three institutions

(Figure 4.9). In Paper A, PUBCOLLwSoton is the same as PUBCOLLwOxford,

while less than PUBCOLLwBath, because Bath contributed 2 authors in the paper A

while Southampton and Oxford each contributed 1. Oxford has contributed the same

number of authors in both Paper A and Paper B (1 author for paper A and 1 author

for paper B), it gets a higher PUBCOLLw value in Paper B because Paper B is a
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Uni Soton
Uni Bath
Uni Bath
Uni Oxford

Uni Soton
Uni Soton
Uni Bath
Uni Bath
Uni Bath
Uni Oxford

Paper A Paper B

PUBCOLLwSoton = 1× (4− 1) = 3
PUBCOLLwBath = 2× (4− 2) = 4
PUBCOLLwOxford = 1×(4−1) = 3

PUBCOLLwSoton = 2× (6− 2) = 8
PUBCOLLwBath = 3× (6− 3) = 9
PUBCOLLwOxford = 1×(6−1) = 5

Figure 4.9: Size-weighted collaboration calculation

larger collaboration with more authors involved. Treating these two papers as a dataset,

Bath is the top in PUBCOLLw as it has contributed the most in both of the papers;

Southampton is the second while Oxford is the third.

4.4.3.3 Percent collaboration

The percent collaboration is calculated using the ratio between total collaborative papers

and total papers (formula 4.5). An institution with high collaborative paper to total

paper ratio pays more attention to collaboration. This variable allows us to learn whether

institutions that are involved in more proportion of collaborative research are linked to

impact or productivity.

PUBCOLL%i =
PUBCOLLi
PUBTOTi

(4.5)

where PUBCOLLi is the collaborative papers for institution i and PUBTOTi is the

total number of papers for institution i.
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4.5 Correlation Methods

Given two sets of variables or data, correlation analysis finds the statistical relationships

between them. It is a widely used method in bibliometric studies [18, 51, 102, 137,

154–156, 159]. The correlation analysis is implemented by a few algorithms, but the

underlining assumptions of each algorithm is different. It is important to learn about the

assumptions made by the algorithms and it can help us avoid wrong conclusions about

the relationships between the data. For example, an exponential relationship between

two variables can be mistakenly tested significant using a linear correlation analysis. So

before choosing a correlation method, it is often useful to plot the distribution of the

variables and visually identify that the distribution is not far from the assumption used

by the correlation method. The correlation measurement is often represented in a triple

of three values (Figure 4.10).

n r p

n – the size of sample.
r – the correlation coefficient, varies from -1 to 1, where -1 means
total negative correlation and 1 means total positive correlation. 0
means no correlation between the pair.
p – the probability of such correlation occurs by random chance.
When p > 0.05, it is often considered that such correlation is not
significant, therefore, no correlation exists between them.

Figure 4.10: The correlation measurement triple

Given the distribution of the variables, we discuss two correlation analyses: linear cor-

relation and non-parametric (non-linear) correlation.

We must emphasize that correlation does not mean causation. A pair of variables

correlating with each other provides no information on whether one causes (happens

before) the other. It is important to not interpret correlation as causation. Correlation

can be understood as a prediction. Given a reading of variable A that correlates with

variable B, we can predict, within certain range, the value of variable B. The same can

be done from B to A. The two variables are correlated, but it is not enough to determine

whether one causes the other.
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4.5.1 Linear Correlation

Linear correlation measures the linear dependence between two variables. Pearson’s

product-moment correlation coefficient, or Pearson’s r is the most used algorithm in

literature to measure linear correlation. Mathematically, Pearson’s correlation coefficient

is defined as the covariance of the two variables divided by the product of their standard

deviations.

rx,y =
covariance(x, y)

σxσy
(4.6)

The assumption of this correlation is that the two variables (x,y) are distributed nor-

mally, that is a distribution where 95% of the values lie within two standard deviations

of the mean and the plot appears as a bell on a frequency distribution diagram. How-

ever, this is often not the case for many of the variables used in this study. When the

variables to be correlated do not naturally distribute normally, one common approach is

to apply a transformation to the variables, so that the eventual distribution resembles

a normal distribution.

An invertible function is used to transform this function to obtain a normal distribution.

It is a mathematical function such that the original values can be calculated by applying

the inverse of the function. In other words, the transformation can be undone by another

function. The commonly used functions include square, quadrupedal and square root.

To check if the resulting distribution is normal, both visual techniques (e.g. by plotting

the transformed variables in a histogram) and numerical tests (e.g. Kolmogorov-Smirnov

test) are commonly used.

4.5.1.1 Box-Cox technique for selecting transformation function

The process of trying each invertible function in the hope that it will convert variable

distribution into normal distribution is slow. Especially as there are nearly 10 variables

which need to be transformed in this study.
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Box-Cox technique integrates the process of selecting a transformation function, applying

the function and evaluating the quality of the normal distribution after the transforma-

tion.

The functions often used to transform the variables are a class of functions based on the

equation 4.7

y = xλ (4.7)

The square root and square functions are special cases when λ = 1/2 and λ = 2. Using

equation 4.7, it is possible to construct power functions at finer steps in order to find a

function that produces the best transformation given the data distribution.

I have implemented this procedure in SPSS with the starting λ set to -2.1 and the

difference between each λ set to 0.1 (these values were found to be the most appropriate,

although both of them were configurable). The most appropriate transformation was

selected by visual observation according to the histogram plot as well as the Kolmogorov-

Smirnov test.

4.5.2 Non-parametric Correlation

Having normally distributed data is not always possible even after a transformation.

Non-parametric correlations were developed to address these cases. Spearman’s non-

parametric correlation describes how well the two sets of data can be mapped with a

monotonic function. It assumes that the pair of variables to be correlated are measured

at least on a rank order scale. If a pair of variables have positive Spearman’s correlations,

it means that the rank order of the variable can be predicted from the rank order of

the other variable. The Spearman’s correlation coefficient also varies from -1 to 1 and

when two datasets have no correlation the coefficient is 0. The Spearman’s correlation

is a weaker correlation compared to Pearson’s correlation, because only the rank order

is predicted from one variable to another, while the actual value of the variable is not

predicted.
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4.5.3 Null Hypothesis and Significance Testing

Researches in quantitative methods have developed very rigorous practices in examining

correlations. When determining the correlation between factors, a null hypothesis is first

assumed. that is, there is no correlation between the pair of variables under examination

unless shown otherwise. Only if the result is showing that the null hypothesis is false,

the alternative hypothesis (i.e. the hypothesis that the correlation exists) is proven true.

I will adopt this null hypothesis technique throughout this work.

In practice, correlation analysis of two independent variables may never be exactly 0.

When the sample size (n) is small, the chance of having a sizable correlation coefficient

by random occurrence is quite large. A non-zero correlation is not always an indication

of a relationship between variables. Significance testing (p) of a correlation result is

the process of determining the likelihood that a coefficient occurred by chance. This

significance testing is dependent on the size of the sample, the larger the sample size,

the smaller the likelihood that the correlation occurred by chance. p < 0.01 was used

in many previous bibliometric analyses [102, 156] as a cut-off point for correlation to be

significant. It is used as the deciding probability for most of the correlations, but some

have used larger probabilities, which will be indicated next to the coefficient.

4.5.4 Normalisation

Normalising a variable is also referred to as “correcting” the variable against some varia-

tions. It is a process of removing or partialling the effect of unwanted variables from the

variable. In making real world measurements, the measured variables are often inter-

correlated with other variables that we would like to isolate the effect from. For example,

the length of a person’s hair has been found to have significant negative correlation with

a person’s height. However, if we control the gender of the person (by splitting the data

into male and female), the correlation disappears. The significant correlation between

the length of hair and the height really lies between the genders. In order to give insight

into the real factors that relate to the correlation, normalisation is necessary.
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If the unwanted effect is categorical, (e.g., male and female), we could split the data into

the categories. If the data is continuous, division is one of the common methods. The

denominator is the effect to be removed and the numerator is the variable to remove

it from. Two of our variables in study are in fact division of two existing variables:

citation per paper – division of citations over total papers; and percent collaboration –

division of collaborative papers over total papers. The division of the existing variables

creates new interpretable variables that describe the institution and offer new insight.

In addition to division, linear regression offers an alternative.

4.5.4.1 Linear regression

In statistics, linear regression is the process of finding the linear composition of the

dependent variable (y) from a list of independent variables (x1...xn). Equation 4.8

describes this relationship. Linear regression assumes the relationship between the de-

pendent variable and the independent variable(s) is linear.

y = β1x1 + ...+ βnxn + ε (4.8)

Where y is the dependent variable and x1...xn are the independent variables, ε is the

residual. The sum of all the residuals is zero in a linear regression to minimise unpre-

dictability.

The residual ε is the unpredicted part of the dependent variable y from x1...xn, which

is the effect of the variable y with variables x1...xn removed. The technique is applied

before the partial correlations are calculated.

4.6 Network Methods and Visualisation

Network visualisation techniques have been widely used in the field of bibliometric, data

analysis and network analysis [32, 165, 201]. They have been used to visualise the

relationships and to help spot interesting patterns that are otherwise buried in massive

data.
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Figure 4.11: The institutional collaboration network recorded by ACM between 1951-2010.
The nodes represent institutions and the edges represent collaborations between the institu-
tions. Total nodes: 1843, total edges:12615, diameter: 9, average shortest path: 3.32, there
are 21 connected components with 0 isolates. The largest connected component consists of
1801 nodes, which is 97.7% of the total. Nodes listed on the right are disconnected islands.
The colour of the node represents its degree (how many other nodes this one connects to) the

darker, the higher the degree.

A graph consists of nodes and edges, where edges are connected by nodes. In the context

of this work, the nodes represent institutions and the edges represent the collaborations

between them.

We attempt to visualise the relationships using the ACM Computer Science data. The

institutional collaboration network is constructed, the institutional impact as well as the

institution’s country is visualised using node sizing and node colouring techniques.

4.6.1 Collaboration Network Analysis on ACM Computer Science

The institutional collaboration graph was constructed based on the set of inter-institutional

collaborative papers in the ACM dataset. Figure 4.11 shows the collaboration network

as recorded by ACM between 1957 and 2010. The colour of the node represents the num-

ber of institutions it has collaborated with, the darker the colour, the more institutions

it has collaborated with.
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There are in total 1843 nodes (institutions) on the graph, 1801 nodes are connected and

form the largest component. The diameter of the largest connected component is 9 and

the APL is 3.32. The number of dark coloured nodes is low compared to lightly coloured

ones, meaning that institutions with a large number of collaborators are a small portion

in the network.

The global institutional collaboration network for Computer Science is well connected.

The collaborating institutions form a large connected component consisting of 97.7%

institutions. On average there are only just over 3 steps for any institutions to connect

to any other. This is a short distance considering that there are nearly 2000 of them and

the condition for the connection are strong (compared to, for example, acquaintanceship.

). This means information not only can reach most of the institutions in the network,

but it can also reach them quickly and efficiently.

On the other hand, although information has passed on to a researcher in the target in-

stitution through some form of inter-institution collaboration, this information needs to

travel further through the intra-institution communication network to reach the target

researcher. The efficiency of the intra-institution network depends on the organisational

structure of the institution and it is out of scope for this study.

Figure 4.12: ACM Institution collaboration distribution. Each dot is a plot of the number
of institutions having the number of collaborators. It is plotted on an exponential axis. A
fat-tail plot is shown, indicating a power law distribution of the institution’s collaborators.
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The majority of the institutions do not have many collaborators, while a few institutions

have a lot of collaborators. This is reflected in figure 4.12. The figure showed a fat tail

plot, where many institutions only have a few collaborators, while only a few institution

in the ACM dataset had more than 100 collaborators. This type of network degree9

distribution exhibits power law degree distribution. Power law degree distribution is

often found in networks where the rich get richer, and the structure and the connec-

tivity of the network is robust to random node removal [65, 100]. “Richer gets richer”

means that institutions that already have many collaborators will attract more collab-

orators, leaving those institutions with fewer collaborators even fewer opportunities to

collaborate.

4.6.2 Improving the Visualisation

Excessive numbers of edges in a graph visualisation can obscure the discovery of in-

teresting patterns. e.g., figure 4.11 is not very informative due to the large number of

edges presented in the graph. Removing excessive edges is a common network analysis

technique to improve the visualisation. We present here the three methods commonly

used.

4.6.2.1 Threshold on Edge Weight

This is the naive method to remove excessive edges on a network where edges are

weighted [204]. In an edge weighted network, values are attached to edges between

the connected nodes. Depending on the meaning of the value, higher or lower valued

edges are favoured over the other. In our institutional collaboration network, edge weight

represents the number of publications the two institutions have collaborated on. The

more publications the institutions have worked on together, the stronger the relation-

ship between the two; on the other hand, institutions that have only worked on few

publications indicate a weak collaboration relationship. A threshold value is determined

based on the number of edges needing to be removed in order to show a clearer graph.

9Degree of a node is the number of other nodes it connects to. In this network, degree value is the
number of collaborator the institution has
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In practice, there are two main problems with this method. First, it does not take

in to account the original network structure. A collaboration network is a type of

social network, where the important information lies not only in the number of times

two institutions have worked together, but also in the position where the institution is

situated in the network, and also how many other institutions it has connections with.

These structural features of the network are as important as the edge weight connecting

the nodes together. The second problem is that it creates a large number of isolated

institutions, rendering the remaining graph less informative. Due to these major flaws,

the ACM institution collaboration graph with edge weight thresholding did not led to

useful results and therefore is not shown.

4.6.2.2 Minimum Spanning Tree

The concept of the spanning tree comes from graph theory [123]. A spanning tree of

a graph G = {V,E} is a subgraph of G containing all nodes V and a set of edges

F ⊂ E such that these edges connect all nodes, but do not form a cycle. A minimum

spanning tree is a spanning tree such that the sum of its edge weights is minimum. In

our situation, edge weight is a positive indicator, the higher the weight, the stronger the

collaborations. So we want to calculate the maximum spanning tree where the sum of

the edge weights is maximum. Minimum spanning tree is often not unique for a given

graph, there can be many minimum spanning trees due to alternative routes having the

same value. This potentially causes problems and is therefore not applied.

4.6.2.3 Path Constraints

Another method to reduce the edges and to improve the clarity of a graph is to impose

constraints on the path between the nodes. A path is defined as a series of edges that

connects two nodes in a graph. Paths that do not satisfy defined constraints are excluded

in the resulting network. Pathfinder network-scaling is a widely used path constraints

algorithm. The underlying concept of pathfinder networks is pairwise similarity. Given

a network with edge connect nodes to represent proximity, pathfinder extracts edges

that best describe the core similarities in the network.
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Figure 4.13: Institutional collaboration Graph Applied PathFinder. The three most collabo-
rative institutions in this dataset – MIT, UC Berkeley, and Carnegie Mellon University – form
the root of the three sub-trees (circled). The top tree is rooted at UC Berkeley, the centre tree

is rooted at MIT and the bottom tree is rooted at Carnegie Mellon University

Pathfinder relies on the triangle inequality to eliminate redundant edges. Given two

edges or paths in a network that connect two nodes, the edge or path that has a greater

weight by Minkowski metric [136] is preserved. In our case, the stronger collaboration.

Two parameters affect the output of a pathfinder network. the R-parameter influences

the weight of a path based on the Minkowski metric. In other words, R is part of the

formula used to calculate the path weight. The Q-parameter defines the number of edges

in alternative paths up to which the triangle inequality must be maintained [168, 169].

Pathfinder network-scaling is used by many knowledge analysis works. Chen and Carr

[41–43] applied the technique on author co-citation analysis and demonstrated the effec-

tiveness of reducing edges in the network. Börner et al.[29, 44, 45] used the technique

to visualise the knowledge domains and semantic spaces.

4.6.3 ACM Institutional Collaboration Graph

Figure 4.13 is figure 4.11 applied pathfinder with R =∞ and Q = N − 1. After removal

of the excessive edges by applying the path finder algorithm, a clearer representation of

the structure of the collaboration was unveiled. The number of edges was reduced from
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12615 to 1822. The three most collaborative institutions in this dataset – MIT, UC

Berkeley, and Carnegie Mellon University – form the root of the three sub-trees circled

out in Figure 4.13.

In the following sections, the node size and node colour are altered to reflect the collab-

oration, country of origin, and quality to visualise the relevant effects.

4.6.3.1 Visual Analysis of Institution’s Country

Figure 4.14 colours the node by the country of the institution’s origin. A homophily

effect on country is clearly observed: on the left top corner, there is a “Japanese tree”; on

the lower bottom there are two ”Brazilian trees”; on the right centre is a ”Korean tree”.

US universities dominate the entire graph (dark red nodes) – almost every corner has a

few US universities, demonstrating the breath of its research in Computer Science and

its connection to almost every country. They also have teams of universities attacking

particular areas of research such as the right top “US tree” rooted at Villanova University

and the right bottom tree rooted at Purdue University.

In contrast, European universities do not form observable large single-country trees

similar to Asian countries do in the graph. They are inter-connected with each other.

For instance, the UK universities circled out on the right side of the figure 4.14 are

immersed in universities from Spain, France, Portugal, Belgium, Sweden, Denmark,

Netherlands, Turkey, Liechtenstein and Russia. This effect may well be a result of the

European Union’s funding strategies, which promotes collaborative projects within the

member states. On the other hand, it appears that intra-national collaboration within

Japan, Brazil and Korean in Computer Science is very strong, which could be related

to the funding policies of these countries.

4.6.3.2 Visual Analysis of Institutional Impact and Collaboration

Figure 4.15 shows the same graph as in the figure 4.13, with the node size representing

institution’s total collaborative papers.
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Figure 4.14: Institution collaboration graph colour by country

This graph shows interesting patterns: the main branches of the graph have big, green

nodes, while leaves of the graph are small and darker nodes. This suggests that the core

network of the institutional collaboration is held together by high quality and highly

collaborative institutions. These institutions have strong channels with each other, like

the main pipes connecting knowledge transfer across the world; those ranked lower and

less collaborative institutions depend on the more specific areas of research, attached to

one of the trunk institutions, and the even less collaborative ones attached to them.

The correlation of higher ranked universities which collaborate more and are lower ranked

which collaborate less is visually presented on the graph. In fact, this correlation is so

strong that we can use it to spot errors in our university recognition algorithm. For

example, the large dark node located at the right top of graph appears to be too big to
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Figure 4.15: Institution collaboration graph with colour representing ranking and size rep-
resenting collaboration

be dark. We looked into it, the node represents Indiana University, which is a multi-

campus university system in the US. Overall it is ranked 25th in the world, which would

be coloured light green in our graph. However, instead of using 25th as its ranking,

our algorithm chose to use rank 7373, which is the rank for one of its small campuses,

resulting in the dark colour; similarly, on the top left corner, the dark node is “National

University”, which is a name used by many universities in various countries and it has

confused our matching algorithm.

4.7 Chapter Summary

The preceding discussion details the dataset, the preprocessing procedures, and the sta-

tistical methodologies, which will be used in the coming chapters. The two datasets –

WoS and ACM – required different approaches in unifying the university addresses due
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to the different levels of data cleanness. A master university list(based on Webometrics

Ranking) was used to align both datasets to, so that the problem of university match-

ing across datasets becomes matching from a dataset to the master list. The matching

percentage of the addresses to the master list from each dataset was calculated and eval-

uated. Improvements were made to the process until the matching rate was satisfactory.

The university name variation lookup table resulted from this process could potentially

be useful in other studies trying to identify universities from their addresses.

The author disambiguation problem and previous attempts solutions were discussed.

But author level analysis is not the focus of this study, so no advanced author disam-

biguation algorithm was implemented.

A descriptive statistic table for both of the dataset across five disciplines were presented.

Two sets of data were computed, one for all papers and one for institutional collaborative

papers. Some features of the disciplines were discussed.

Three institutional collaboration variables, four institutional impact variables and one

productivity variable were selected based on the literature and data available in the

datasets. The aim was to include as many relevant metrics as possible for each of the

institution’s research activity. The counting method for each of the metrics was also

presented.

The statistical analysis methods which are frequently used in the literature were pre-

sented. Correlation, normalisation, null hypothesis and significance testing were intro-

duced. These methods will be applied in the coming chapter to find whether correlations

exist between research activities metrics.

Finally, we applied social network analysis techniques on the institutional collaboration

graph and we used the ACM Computer Science dataset. We demonstrated that these

techniques can be effectively applied to networks based on publication data. Various

graph drawing techniques were also applied to resize the nodes and to change the nodes’

colour based on institution’s country. A strong homophily effect was observed in the
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collaboration network, where institutions from the same country collaborated more fre-

quently. The correlation of the institutions’ productivity and collaboration was also

intuitively visualised.

The social network analysis techniques were able to reduce the mass numerical data

into effective visualisations and extract the key information. However, visualisation

techniques often prone to deliberate manipulation to show specific patterns, it is not a

strong enough evidence on its own to prove relationships. In the following chapters, we

use linear correlation and partial correlation to confirm the existence of the relationships.





Chapter 5

Relationships Among Research

Productivity, Research Impact

and Research Collaboration

In this chapter we examine the relationship between the institutions’ research produc-

tivity, research impact and research collaboration by determining their correlations. We

use the variables identified in previous chapters to measure the three main factors: col-

laboration is measured by number of collaborative papers (PUBCOLL), size-weighted

collaboration (PUBCOLLw) and percent collaboration (PUBCOLL% ); productivity

is measured by total institutional paper output (PUBTOT ); and impact is measured

by citations per institution (CITTOT ), PageRanked citations per institution (CIT-

TOTw) and citations per paper (CITAV ). 1

Each pair of the variables are analysed separately, and their pairwise non-parametric

correlation is calculated. Pairwise correlation reveals the general relationships between

the pair of variables. A positive relationship between the variables is shown as a signifi-

cant positive coefficient; while a negative relationship are shown as a significant negative

coefficient. If the two variables do not have any linear correlation, then a non-significant

1For clarity, the bold typeface of the abbreviations represent the unfiltered raw variable, as opposed
to the non-bold typeface that used to represent the partialled variables used in the partial correlation
analysis in the next chapter.
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coefficient would be found. Many previous studies in this area used pairwise correlation

[155, 159], so the results presented in this chapter can be compared and contrasted with

them. This is the initial attempt to understand the relationship between these phenom-

ena. The pairwise correlation result also provides a basis for comparing with the partial

correlation result in the next chapter.

Three factors yields three top level pairs of correlations:

• collaboration versus productivity

• productivity versus impact

• collaboration versus impact

Since each factor is represented by multiple variables, the actual pairs of correlations

further splits into the variable pairs (Figure 5.1). These correlations were then repeated

for all 6 disciplines included in this study.

CITTOT CITTOTw CITAV PUBTOT

PUBCOLL 3 3 3 3

PUBCOLLw 3 3 3 3

PUBCOLL% 3 3 3 3

PUBTOT 3 3 3

Table 5.1: Variable pairs for pairwise correlation computation. All permutation of the vari-
ables describing different factors are computed for correlation.

The remaining of the chapter is organised as three sections presenting the correlation

results by each pair of factors: collaborativity vs productivity, productivity vs impact

and collaborativity vs impact . The results are discussed and a summary is presented

at the end of this chapter.
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5.1 Collaborativity versus Productivity

In 1966, Price and Beaver [159] found positive relationships between co-authorship and

the number of publications at the individual author level. They found that the au-

thors who published more papers are also those that published more co-authored pa-

pers. Similar observation was also reported by Defazio et al.[55], Lee and Bozeman[114].

Defazio attempted to summarise the reasons why collaborative activity would lead to

higher publication productivity. Firstly, collaboration provides opportunity for knowl-

edge combination, and knowledge combination tends to create new knowledge, which is

reported in papers and gives higher research output. Secondly, collaboration provides

learning opportunities for scientists. The skills acquired during collaboration can help

scientists to potentially increase their future productivity. Finally, collaboration also

provides social network and connections for scientists, which broaden the information

channels for latest developments, opportunities and funding, leading to more research

carried out and potentially higher output. These claims were mostly made against indi-

vidual researchers. We will investigate whether these relationships can still be observed

at the institution level in our data, and whether they vary across disciplines.

In the coming sections, we listed the top institutions by each of the collaborativity and

productivity variables. These numbers are summarised over the entire period for which

we have the data of. By analysing the institution’s position movement across these lists,

we were able to perform the similar analysis Price and Beaver had done so that we

can compare with their results. The collaborative paper and collaborator analysis were

performed next, to find out if institutions, like country collaborations, form small circles

of frequent collaborators[46]. The correlation coefficients between each permutation

of the collaborativity variables and productivity variables are then presented for each

discipline.
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Total Papers Collaborative Papers

Massachusetts Institute of Technology 4686 Massachusetts Institute of Technology 771
Carnegie Mellon University 4213 Carnegie Mellon University 760
Stanford University 3209 University of California Berkeley 523
University of California Berkeley 3008 Stanford University 586
University of Maryland 2106 Georgia Institute of Technology 385
Georgia Institute of Technology 2091 University of Washington 478
University of Washington 1984 University of Maryland 419
University of Michigan 1804 Purdue University 327
University of Texas Austin 1733 University of Texas Austin 346
University of Toronto 1713 University of Michigan 295

Size-Weighted Collaboration Percent Collaboration

Carnegie Mellon University 1974 University of Hong Kong 53%
Massachusetts Institute of Technology 1819 Villanova University 51%
Georgia Institute of Technology 1369 University of Connecticut 50%
University of California Berkeley 1356 Pace University 47%
Stanford University 1268 Fudan University 46%
University of Washington 1031 City University of Hong Kong 45%
University of Texas Austin 983 University of Strathclyde 45%
Purdue University 869 Bentley College 44%
University of Illinois Urbana Champaign 824 University of Electro-Communications 40%
University of Maryland 788 Grinnell College 40%

Table 5.2: Top Institutions in Computer Science (ACM) by paper count and collaboration
variables. Institutions with lower than 100 papers in total is excluded in the percent collabo-

ration table.

5.1.1 Computer Science

5.1.1.1 Top Institutions

Table 5.2 and Table 5.3 lists the top institutions for each variable measured based on

ACM dataset and WoS dataset respectively. The data is gathered across the entire

dataset available to us. So a smaller number of years are included for the WoS data

than the ACM data (WoS covered 37 years while as ACM dataset covers 52 years,

although ACM shows a smaller number in all straight count variables)

From the ACM dataset, the most prolific institution – MIT – is also the most collab-

orative; the next 8 out of 9 most prolific institutions have the next most collaborative

papers, higher than what Price and Beaver observed at individual level. Comparing size-

weighted collaboration ranking with collaborative paper ranking, MIT and Carnegie

Mellon swapped places and Georgia Tech moved up two places. Institutions moving

up in these ranks may mean that they participated in larger collaborations and (or)

contributed more researchers in collaborations.
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Total Papers Collaborative Papers

Massachusetts Institute of Technology 4620 Massachusetts Institute of Technology 2674
University of Illinois Urbana Champaign 4595 University of Illinois Urbana Champaign 2570
Carnegie Mellon University 4441 Stanford University 2309
Stanford University 4014 Carnegie Mellon University 2269
University of Maryland 3607 University of California Berkeley 1973
University of Texas Austin 3479 University of Maryland 1929
University of California Berkeley 3316 University of Texas Austin 1887
Technion Israel Institute of Technology 2961 Purdue University 1698
Purdue University 2942 Technion Israel Institute of Technology 1670
University of Southern California 2693 University of Waterloo 1481

Size-Weighted Collaboration Percent Collaboration

Massachusetts Institute of Technology 5574 Singapore Management University 94%
University of Illinois Urbana Champaign 5303 Providence University 87%
Carnegie Mellon University 4619 Wonkwang University 87%
Stanford University 4617 University of Crete 87%
University of Maryland 4114 Kookmin University 81%
University of California Berkeley 3850 East China Normal University 81%
University of Texas Austin 3290 University of Lausanne 79%
Purdue University 3202 University of Lyon 79%
Technion Israel Institute of Technology 2830 Universitat Pompeu Fabra 79%
University of Southern California 2754 Xiamen University 79%

Table 5.3: Top Institutions in WoS Computer Science by paper count and collaboration
variables

The percent collaboration ranking has a completely different set of institutions. None

of the institutions appeared in the first three rankings remain in this list. This is an

indication that high paper output or high collaborative institutions do not have a high

percent collaboration in Computer Science as seen by ACM.

The WoS dataset tells a very similar story, MIT is the most prolific and also the most

collaborative, same as what was found in ACM dataset; the next 8 out of 9 prolific

institutions are also the most collaborative institutions. The percent collaboration table

also gave a different set of universities.

5.1.1.2 Comparison of ACM and WoS

Comparing the WoS with the ACM, six out of ten top institutions in the top total paper

ranking are the same. The number of published papers is in the similar range across

two datasets, especially for those top ranked institutions, e.g., MIT, Carnegie Mellon

and Stanford had almost the same number of papers presented in both, despite the

journal coverages being quite different between the two databases. However, the gap

in the paper number expands as the rank moves down. This could be due to the fact
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that those institutions focused on publishing in journals collected by a single database

only, while more prolific institutions published in a wider range of journals collected by

multiple databases.

Even though the institution’s number of collaborative papers in the ACM dataset is

only about a quarter of what found in WoS dataset, six of the top ten institutions

were repeated in both datasets. The smaller collaborative paper counting may due to

ACM’s exclusion of the university and non-university collaboration papers. Both types

of collaboration participants (Uni with Non-uni and Uni with Uni) were included in WoS

dataset.

Size-weighted collaboration has the highest number of repeated institutions across the

two datasets, eight out of ten are the same, despite that the raw value in the ACM

dataset is only about a third of WoS.

The percent collaboration tables’ institutions do not overlap at all across the two datasets.

The percentage value, is quite different too. ACM is in the range of 40% -50 %, which

is only half of the WoS’s 80% - 90%.

The institution’s ranking based on the paper count, collaborative paper count and size-

weighted collaboration is quite stable, the two datasets have produced a very similar set

of institutions for the top values of these metrics, even though the actual raw values varies

largely across the two datasets. Percent collaboration produced different institution lists,

where the two datasets do not have any overlap in this ranking at all. These institutions

also did not appear in the previous three lists.

5.1.1.3 Institutional Collaborative Papers

Figure 5.1 shows the Computer Science collaborative paper count for each institution

(left ACM dataset, right WoS dataset), ordered from high to low, and the number of

collaborative paper axis (vertical axis) is in log scale.

The growing rate of the number of collaborative papers from low collaborative insti-

tutions to high ones shows a long tail-like distribution, where the highly collaborative
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Figure 5.1: Institution’s collaborative paper count in descending order in Computer Science.
Most institution’s name are omitted due to space limitation. The vertical axis indicates the
institution’s collaborative papers and is in log scale. The dotted line is a trend line based on
power, which fits the institution’s collaborative paper quite well, indicating a power decrease

of institution’s collaborative papers from high to low.

institutions are relatively few, but they have thousands of collaborations; while the

institutions having about 10 collaborations account for almost half of all institutions.

A power trend line (the dotted line) approximates a power reduction fits both of the

diagram, with r2 = 0.93 in ACM diagram and r2 = 0.88 in WoS diagram.

On the other hand, deviation can be recognised in both ACM and WoS towards the top

collaborative institutions (left side of the diagram), where the power distribution fitting

out grows the actual number of collaborative papers published by the top collaborative

institutions.

This power growth on the number of collaborative papers across institutions suggests

that there are orders of magnitude as more papers are collaborated by the top collabo-

rative end institutions than by lowly collaborative institutions. However, it is important

to keep in mind that unlike publishing singly authored papers, the requirement of an

institutional collaboration is to have more than one institutions working together. It is

not possible for a single institution to have a lot of “collaborations” while all the rest

have none. Collaborations must happen among institutions. So were all these papers the

result of repeated collaborations between the top institutions themselves? This leads to

one of the questions we would like to investigate: Do institutions form a core-periphery

structure similar to the country level collaboration? We investigate this question in

section 5.1.6.
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5.1.1.4 Correlation of Collaborativity and Productivity in Computer Sci-

ence

PUBTOT
PUBCOLL%

PUBTOT
PUBCOLLw

PUBTOT
PUBCOLL

CS (ACM)
rho -.635 .858 .909
sig. .000 .000 .000
n 1609 1609 1609

CS (WoS)
rho -.326 .931 .962
sig. .000 .000 .000
n 3742 3742 3742

Pharmacology
rho -.496 .947 .976
sig. .000 .000 .000
n 3251 3251 3251

Materials Science
rho -.469 .958 .978
sig. .000 .000 .000
n 3305 3305 3305

Psychology
rho -.302 .872 .931
sig. .000 .000 .000
n 2827 2827 2827

Law
rho -.065 .820 .858
sig. .019 .000 .000
n 1300 1300 1300

Table 5.4: Spearman’s correlation between Productivity and Collaboration. Across disci-
plines, strong correlation between institutional total paper and collaborative paper were ob-
served, demonstrating that both variables have direct impact on each other. The size-weighted
collaboration, which taken into account of the collaboration size, shows a somewhat smaller
correlation but still high and significant. The correlation between institutions’ total paper
and the percent collaboration have negative effect on each other, meaning that the more an
institution published papers, the less proportion the collaborative papers they have produced.

Law has the smallest, but significant negative correlation of all.

Table 5.4 and figure 5.2 top two figures show the correlation between the three col-

laboration variables and the productivity variable using the ACM and the WoS data.

Significant positive correlation was found between the number of collaborative papers

and the total number of papers. The effect of correlation is stronger in WoS dataset than

in ACM, with 0.962 in WoS and 0.909 in ACM. When collaboration size – measured

by size-weighted collaboration – is taken into account, both datasets showed a reduced

correlation, but still high and significant.

The percent collaboration showed a significant negative correlation in both datasets.

The ACM data have a higher negative correlation of -0.635, larger than the WoS’s -

0.326. A negative correlation implies that the more the institution published papers,

the fewer the proportion of total papers directly the result of a collaboration. In other
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Figure 5.2: Correlation results of institutional productivity and collaboration (Visualisation
of table 5.4)

words, in institutions that have published more papers, the higher percentage of the

papers are singly authored without a collaborating institution. Despite the percent

collaboration which is lower for high paper count institutions, their raw number of

collaborative papers was in fact higher than those institutions with higher proportion

of collaborative paper. The higher paper count is more important than the proportion

when counting the collaborative papers.
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Total Papers Collaborative Papers

University of Texas Austin 6320 Harvard University 3621
Harvard University 4824 University of Texas Austin 3038
University of North Carolina 4165 University of North Carolina 2584
University of California San Francisco 3993 University of Toronto 2502
University of Minnesota 3844 Karolinska Institute 2308
University of Michigan 3835 University of California San Francisco 2182
University of Toronto 3695 University of Milan 2101
University of Illinois Urbana Champaign 3612 University of Tokyo 2011
University of Milan 3431 University of Minnesota 1997
Karolinska Institute 3412 University of Michigan 1823

Size-Weighted Collaboration Percent Collaboration

Harvard University 11654 Dong-A University 96%
University of Texas Austin 8364 Hong Kong Polytechnic University 95%
University of Toronto 8200 National Yang Ming University 94%
University of North Carolina 7936 National Sun Yat-Sen University 94%
University of California San Francisco 6808 Catholic University of Daegu 92%
Karolinska Institute 6068 Campbell University 91%
Seoul National University 5898 Dongguk University 91%
University of Washington 5897 Yanbian University 91%
University of Minnesota 5806 Konkuk University 90%
University of Pittsburgh 5710 University of Toulouse 90%

Table 5.5: Top Institutions in Pharmacology by paper count and collaboration metrics

5.1.2 Pharmacology

5.1.2.1 Top institutions

Table 5.5 lists the top institutions in Pharmacology according to the ordering criteria

specified. The top productive institution – Texas Austin which published almost 1500

more papers than the next most productive institution, has lose out on the collaborative

papers by more than 600 to the second most collaborated institution. The next 8

out of 9 institutions remain on the next most collaborated institutions. Taking the

collaboration size into account, University of Toronto and Karolinska Institute moved

one rank higher; Seoul National University, University of Pittsburgh and University of

Washington jumped into the top 10 list, while University of Milan, University of Tokyo

and University of Michigan dropped out.

Same as all other disciplines investigated, the percent collaboration list is vastly different

from the other three lists. There are 6 out of 10 institutions which published only just

over 100 publications for the duration of 40 years. The paper output for these high

percent collaboration institutions is low.



Chapter 5 Relationships Among Research Productivity, Research Impact and Research
Collaboration 117

5.1.2.2 Correlation of Collaborativity and Productivity in Pharmacology

Figure 5.2 middle left shows the correlation coefficient between the productivity of an

institution and its collaboration metrics in Pharmacology. The institutions’ total paper

and collaborative paper show significant and strong positive correlation. This suggests

that the more papers published by an institution, the more papers it has co-authored

with other institutions. Size-weighted collaboration slightly reduces the correlation co-

efficient from .976 to .947, but it still represents a very high correlation between the

two variables. Significant and negative correlation is also found between papers and the

percent collaboration in Pharmacology, thus agreeing with the results in the Computer

Science domain.

5.1.3 Materials Science

5.1.3.1 Top institutions

Total Papers Collaborative Papers

Indian Institute of Technology Bombay 6171 Tohoku University 2553
Tohoku University 4256 Indian Institute of Technology Bombay 2301
Kyoto University 3767 University of Tokyo 2290
University of Tokyo 3668 Kyoto University 2102
Pennsylvania State University 3557 Tokyo Institute of Technology 1674
Tokyo Institute of Technology 3160 Seoul National University 1663
Nanyang Technological University 2875 Osaka University 1628
Harbin Institute of Technology 2816 Korea AIST 1588
Tsinghua University 2798 Pennsylvania State University 1513
Osaka University 2771 University of Cambridge 1511

Size-Weighted Collaboration Percent Collaboration

Tohoku University 4945 Dongguk University 93%
University of Tokyo 4765 Paris Diderot University 92%
Kyoto University 4111 University of Havana 92%
University of California Berkeley 3640 University of Potsdam 91%
Massachusetts Institute of Technology 3579 Andong National University 90%
Seoul National University 3510 Goteborg University 89%
Indian Institute of Technology Bombay 3379 Autonomous University of Barcelona 89%
University of Cambridge 3060 Kwangwoon University 88%
Tokyo Institute of Technology 3032 Changwon National University 88%
Osaka University 3031 Kongju National University 88%

Table 5.6: Top institutions in Materials Science based on total papers and collaboration
metrics.

Figure 5.6 lists the top institutions in Materials Science according to the four metrics.

This time, the top productive institution – Indian Institute of Technology Bombay is
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no longer on the top of the list for collaborative papers, even though it has published

nearly 2000 papers more than the next prolific institution, It falls short by 252 papers

to the most collaborative institution.

7 top productive institutions remain on the list for the top 10 collaborative institutions,

this is the lowest number of all the disciplines investigated. Comparing the institution’s

position in the size-weighted collaboration with collaborative paper lists, Indian Institute

of Technology Bombay dropped from 2nd to 7th in collaborative papers; MIT and UCB,

both of which were not represented in the first two lists, appeared in the size-weighted

collaboration list. Cambridge moved from 10th in the collaborative paper list up 2 places

into the 8th in the size-weighted list. The same observation was found for the percent

collaboration list as the other disciplines – no institution overlap with the other three

lists.

5.1.3.2 Correlation of Collaborativity and Productivity in Materials Science

Figure 5.2 middle right, a similar correlation pattern was found in Materials Science

with the other disciplines – two positive and one negative. The institutions’ total paper

and collaborative paper showed a significant and strong positive correlation of r = 0.978.

The size-weighted collaboration was r = 0.958, slightly reduced. Significant and negative

correlation was found between the papers and the percent collaborations in agreeing with

the two previous disciplines.

5.1.4 Psychology

5.1.4.1 Top institutions

9 out of 10 of the top prolific institutions remain in the top ten on the collaboration

list; Stanford University moved up three places in collaboration list from 9th to 6th;

University of Missouri Columbia dropped out while University Minnesota entered the

list. There were no big position changes for the rest of the institutions. In size-weighted

collaboration list, Yale moved above Stanford from 7th to 5th, possibly indicating that
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Total Papers Collaborative Papers

University of Illinois Urbana Champaign 2652 Harvard University 1648
Harvard University 2421 University of Illinois Urbana Champaign 1413
University of California Los Angeles 2397 University of California Los Angeles 1378
University of Texas Austin 2353 University of Michigan 1246
University of Michigan 2122 University of Texas Austin 1220
University of North Carolina 2047 Stanford University 1185
University of Wisconsin Madison 1959 University of North Carolina 1114
University of Missouri Columbia 1946 Yale University 1049
Stanford University 1887 University of Wisconsin Madison 1005
Yale University 1791 University of Minnesota 993

Size-Weighted Collaboration Percent Collaboration

Harvard University 4056 Karolinska Institute 81%
University of California Los Angeles 3123 Skidmore College 80%
University of Illinois Urbana Champaign 2686 Medical College of Georgia 80%
University of Michigan 2478 University of Saint Andrews 78%
Yale University 2383 Brown University 78%
University of Texas Austin 2372 Baylor College of Medicine 78%
Stanford University 2356 Nanyang Technological University 77%
University of North Carolina 2279 University College London 75%
Boston University 2209 University of Konstanz 75%
University of Pittsburgh 2180 Colgate University 75%

Table 5.7: Top Institutions in Psychology by paper count and collaboration metrics.

Yale involved in larger collaborations than Stanford. The same observation was found

with percent collaboration rank as the other disciplines.

5.1.4.2 Correlation of Collaborativity and Productivity in Psychology

A similar correlation pattern was also found in Psychology. The institutions’ total

paper and collaborative paper showed a significant and strong positive correlation at

r = 0.931. The size-weighted collaboration was slightly smaller of r = 0.872. Both

values are significant at 99%.

The correlation in percent collaboration was r = −0.302, it is the second smallest coef-

ficient, just above Law.
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Total Papers Collaborative Papers

Harvard University 2574 Harvard University 700
University of Chicago 2093 University of Chicago 448
University of California Berkeley 1767 New York University 428
Yale University 1629 Yale University 419
Georgetown University 1583 Georgetown University 352
New York University 1563 University of California Berkeley 323
University of Pennsylvania 1366 Northwestern University 308
Columbia University New York 1220 University of Pennsylvania 291
University of Virginia 1168 Stanford University 259
Northwestern University 1116 Columbia University New York 240

Size-Weighted Collaboration Percent Collaboration

Harvard University 1217 Johns Hopkins University 63%
University of Chicago 624 University of Oxford 43%
New York University 658 University of Missouri Columbia 30%
Yale University 683 University of Maryland 28%
Georgetown University 678 Northwestern University 28%
University of California Berkeley 577 New York University 27%
Northwestern University 458 Harvard University 27%
University of Pennsylvania 482 University of North Carolina 26%
Stanford University 472 Yale University 26%
Columbia University New York 417 Stanford University 24%

Table 5.8: Top Institutions in Law by paper count and collaboration metrics.

5.1.5 Law

5.1.5.1 Top institutions

Harvard University was found to lead in the Law discipline. It published nearly 500

more papers than the second most prolific institution; also 250 more co-authored pa-

pers than the second most collaborative institution; it almost doubled the size-weighted

collaboration of the second highest on the list.

9 out of 10 of the most prolific institutions remain in the top 10 most collaborative list.

As for the size-weighted collaboration list, there are no ordering changes at all when

compared to the collaboration list.

What differentiates Law from the other disciplines is the percent collaboration list. 5

out of 10 of the top percent collaboration institutions re-appeared in the previous three

ranks, which none of the other disciplines did; the top productive institution – Harvard –
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ranked 6th in the percent collaboration. This observation suggests an inverse relationship

between percent collaboration and productivity measurement.

In addition, Law is not a discipline that has a high percent collaboration. Even within

the top percent collaboration list, the ratio rapidly dropped from 63% to 25% towards

the 10th rank, compared with other discipline’s 90% to 75% rate.

5.1.5.2 Correlation of Collaborativity and Productivity in Law

Figure 5.2 bottom right. Law demonstrated the lowest correlation in all of the examined

subjects, with r = 0.858 between paper count and collaborative papers and r = 0.820

between paper count and size-weighted collaboration. Even though a negative correla-

tion was found between paper count and percent collaboration as all other disciplines,

its coefficient size was the smallest at r = −0.065 (only significant at 5%).

5.1.6 Institution’s Collaborator and Collaborative Papers

In section 5.1.1, we found that the top collaborative institutions publish a lot more

papers than the next most collaborative institution, and the next most collaborative in-

stitution collaborate yet a lot more than the next again, and so on. The reduction speed

of the published collaborative papers is power law like from the top institutions to the

lowest ones. Since collaboration is a mutual process and at least two institutions must

be involved in order to collaborate, such distribution of the collaborative papers may

only be a result of two processes: 1. the highly collaborative institutions formed a ‘col-

laboration club’, where institutions collaborate frequently within the club, pushing up

their collaborative papers while leaving out the non-club institutions for collaboration;

or 2. the higher collaborative institutions worked with a wider range of institutions, thus

the more collaborative the institution is, the more the institutions it has collaborated

with.

In fact, the first process was confirmed by Choi [46] at the country level. He found that

international collaboration forms a core-periphery structure, where advanced nations

form a circle of frequent collaborations, while the rest of the countries are like the
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periphery structure attached outside of this core, with little collaboration compared to

the core.

To investigate which process happened at the institution level, we calculate the ratio

between collaborative papers and unique collaborators for each institution within a dis-

cipline. This ratio tells us how many papers on average institutions collaborate with

another institution. If this ratio is about the same across institutions, then it means

institutions work with more collaborators when they publish more collaborative paper

and they do not form a collaboration club.

Figure 5.3 plots the institutions’ collaborative papers against its unique collaborators

for all disciplines. Each dot represents an institution.

As the figure suggest, institutions that have more collaborative papers also have more

collaborators, and it is true in all of the disciplines. The relationship between the

two variables can be fitted with a linear fitting. The ratio between the collaborator

and collaborative papers is in the range of 1.4 to 1.8 across disciplines. Some outliers do

exist towards the high collaborative end, for example, in ACM Computer Science(Figure

5.3 top right), the institutions represented by the two right most dots are MIT (right

most) and Canegie Mellon University. Their papers per collaborator is approaching 2.8,

slightly higher than the average 1.8, which deviated from the dotted line. Even with

these outliers taken into account, this ratio does not vary largely. If the top institutions

formed the ‘collaboration club’, we would observe top collaborative institutions having

much fewer collaborators, (so their vertical position on the diagram would be much

lower). However, these diagrams do not rule out the possibility that the top institutions

collaborating with each other the most, while only collaborating once or twice with

the other institutions, resulting in a high number of collaborative papers as well as

collaborators.

5.1.7 Discussion and Summary of Collaboration vs Productivity

In all of the five disciplines, a close connection between paper count and collaborativity

among the top institutions was clearly observed: a high number of prolific institutions
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Figure 5.3: Institution’s collaborative paper and collaborators. The points on the figure
indicate institutions. Horizontal axis is the total number of collaborative papers the institution
has published, vertical axis is the unique collaborators the institution has worked with for
producing these collaborative papers. The relationship between the number of collaborators
and collaborative papers is approximately linear. Some institutions tail off at the top end,
where there was a smaller number of collaborators for those high collaborative institutions,
such as the right top two institutions in ACM Computer Science diagram. Despite these
outliers, the ratio between collaborative paper and collaborator is very much stable around
1.4 to 1.8 papers per collaborator. This means that a highly collaborative institution also
have a larger number of unique institutions it has collaborated with. The large number of
collaborative papers observed in the top institutions are not a result of these institutions
collaborated frequently themselves, instead, it is more likely that they have collaborated with

a wider range of collaborators
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were found in the top collaborative paper and top size-weighted collaboration tables.

The results from the two Computer Science datasets – ACM and WoS – agrees with

each other in the top institution analysis: 6 out of 10 institutions are the same in the

top paper rank; 7 out of 10 are the same in the collaborative paper rank, and 8 out of 10

are the same in the size-weighted rank respectively. There are also differences between

the two datasets. The number of collaborative papers in ACM is four times fewer than

the WoS dataset, while the total number of papers were the same. The institution’s

percent collaboration (collaborative paper / total paper) is lower in ACM dataset than

in WoS, which was due to the lower number of collaborative papers in ACM dataset.

The increase of collaborative papers from low to high institutions follows a near power

growth rate for all the disciplines examined. The Law and Psychology has the highest

rate of increase, while Computer Science in WoS, Pharmacology and Materials Science

have a slightly slower rate. A power law growth means that either the high collaborativ-

ity institutions collaborate frequently with each other, or they have a large number of

collaborators. Subsequent study showed that the ratio between the collaborative paper

and collaborator remains a small number – with the largest ratio at around 6 papers

per collaborators. This shows that institutions with higher number of collaborative pa-

pers have proportionally higher numbers of collaborators. That is, highly collaborative

institutions do not form a circle of collaborators, so the lower collaborative institutions

have opportunities to collaborate with them.

The correlation analysis between the number of total papers published and the number

of collaborative papers gives positive results for all of the subjects. Computer science,

Pharmacology and Materials Science, which belong to the NSE, have consistently higher

correlation coefficients compared to Psychology and Law. The correlation coefficient

dropped to and below 0.9 in Psychology and Law, while all the rest are in the high 0.9

range. This suggested a stronger relationship in NSE disciplines between the number

of published papers and the collaborated papers than the SSH discipline. These differ-

ences could due to the collaboration patterns and publication practices between these

disciplines.
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A high positive correlation was found between the papers published and size-weighted

collaborations. This correlation coefficient was reduced in size compared to the un-

weighted collaborative paper count (PUBCOLL). Size of the collaboration does not

appear to give positive impact on the productivity.

The correlation between the productivity and percent collaboration is consistently neg-

ative in all subjects examined. A negative correlation indicates that the more papers an

institution publishes, the fewer the collaboration. Despite that, the highly productive

institutions have lower percent collaboration, and they publish more collaborative pa-

pers than the lower productive institutions. This is because they have a proportionately

larger publication output.

Of all the subjects studied, Law has the weakest negative correlation between the pro-

ductivity and percent collaboration. This suggests that Law as a discipline may have a

completely different publication practice and collaboration pattern.

In the disciplines examined, there are significant portions of the institutions which pub-

lish almost only collaborative papers, with a very small number of singly authored

papers. This is suggesting that some institutions have strong barriers to publish papers

alone. A future study can probably verify this from the relationship between rejec-

tion rate and the productivity of the institution: A higher rejection rate of the lower

productive or lower impact institutions for singly authored papers should be observed.

5.2 Productivity versus Impact

Lanjouw and Schankerman [108] studied the relationships between productivity and im-

pact on company patents. They used the ratio between number of patents generated and

resources spent on them as the measurement of productivity; and the revenues generated

from these patents as the measurement of impact. They reported a negative correla-

tion between their productivity and impact measurement of the companies. They also

showed that the amount of resource spent on the patent is a good predictor of the patent

impact. We explore whether the same is true in the process of institutions publishing
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papers. In addition to the impact of the output items, we are also interested to learn

whether the impact of entities, i.e. institutions, is correlated with their productivity.

The productivity variable is the total paper count and the impact variables are as follows:

• CITTOT – Total citation count of institutions’ research in the given field. This

measures the impact of the institution’s research in the domain. This variable is

not normalised.

• CITTOTw – Citation PageRank – fine tuned citation measurement, taking account

of the citation impact of the citing institution. A qualitative improvement of the

citation count metrics.

• CITAV – Citation Per Paper – the number of citations each individual paper of

the institutions receive on average. This measures the mean impact of a given

institution’s research output.

• WRANK – Web based view of the importance of an institution. This gives an

overall position of the institution and represents the institution’s overall quality.

Applying Spearman’s non-parametric correlation algorithm, we obtained the correlation

coefficient between the institutions’ paper and the four impact metrics.

5.2.1 Institution Citation

In Figure 5.4, the pairwise correlation coefficient with the unfiltered citations variables

(CITTOT) were highly positive (around r = 0.9) in all investigated disciplines across

two datasets in both NSE and SSH. The weighted citation variable (CITTOTw) showed

a slightly smaller correlation compared to the un-weighted citations. Despite this, it

demonstrated that the two variations of the impact measurements are robust when

applied at institution level.

The lowest correlation coefficients were found in the SSE disciplines, with Law having the

lowest of all. SSE disciplines are showing some difference compared to NSE disciplines

in the institutional impact measurements.
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PUBTOT
CITTOT

PUBTOT
CITTOTw

PUBTOT
CITAV

PUBTOT
WRANK

CS (ACM)
rho .899 .863 .550 .728
sig. .000 .000 .000 .000
n 1609 1609 1609 1609

CS (WoS)
rho .905 .885 .501 .490
sig. .000 .000 .000 .000
n 3742 3588 3742 3742

Pharmacology
rho .916 .905 .431 .393
sig. .000 .000 .000 .000
n 3251 3251 3251 3251

Materials Science
rho .923 .905 .411 .384
sig. .000 .000 .000 .000
n 3305 3305 3305 3305

Psychology
rho .879 .856 .537 .608
sig. .000 .000 .000 .000
n 2827 2827 2827 2827

Law
rho .852 .815 .441 .571
sig. .000 .000 .000 .000
n 1300 1300 1300 1300

Table 5.9: Spearman’s correlation results (rho) of the productivity vs impact. Five dis-
ciplines from two datasets showed very similar overall correlations: correlations with the
CITTOT(weighted and un-weighted) have similar values, while higher than the CITAV and
WRANK. All four pairs of productivity and impact variables showed positive and significant
correlations. These correlation results means that the more the institutions published papers,
the more the citations they receive, and the higher they have been ranked in the world ranking,
as well as the higher impact their publications are. sig. is the significance for a 2 tailed test;

n is the number of institutions.

The high correlation in both weighted and un-weighted citation metrics means that the

more the institutions have published, the higher their citation impact. However, we

must view this result with caution as these are unfiltered variables, the high correlation

maybe contributed from a common variable (such as collaboration) that presented in

both variables.

5.2.2 Paper Impact

The average citation (CITAV, Figure 5.4 third bar from top in all sub-figures) showed

significant and positive correlations with the number of papers institutions have pub-

lished. This correlation was found in all six figures of the studied disciplines, both NSE

and SSH. Within the WoS dataset (i.e. all figures except first one), Psychology had

the highest correlation of r = 0.537, Materials Science had the lowest of r = 0.411. It

appears that SSH discipline has a higher correlation coefficient than NSE disciplines.
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Figure 5.4: Correlation results of institutional productivity and impact (Visualisation of
table 5.9)

A positive correlation indicates an opposite result as found by Lanjouw and Schankerman[108].

This gives evidence that highly productive institutions have intrinsic factors that attract

citations more than the low productive institutions. Factors such as world leading re-

searchers the top institutions employ and the reputations they have can affect the visi-

bilities of these papers, which can then have a knock on effect to the received citations.

To understand how the institution level productivity and average paper impact unfold

onto the individual researchers; what the relationship between the number of papers

researchers publish and the impact of these published paper is, we analyse the same
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data and conduct correlation at the individual level.

5.2.2.1 Researcher Productivity and Paper Impact

In all of our studied subjects, we found that institution’s total paper output is positively

correlated with the average citations these papers received. In other words, the more the

papers an institution had published, the more the citations each of those papers received.

This gives the opposite result as reported by Lanjouw and Schankerman [108] in their

company’s patent productivity study. They found negative correlations between the

productivity and impact of the patent at the company level. That is, in companies which

have higher numbers of patent filed, their patent impact tend to be lower. According

to their research, it is less useful for companies to file more patents because the impact

of the patents would just get lower, which would result in less revenues than fewer but

higher impact patents.

A further correlation analysis at the researcher level is conducted. We would like to

investigate for researchers whether there is a correlation between the number of papers

they publish and the average citations they receive on their papers.

The authors are first aggregated into groups according to their paper count. Then the

average citations received by the authors who published the same number of papers is

calculated. Finally, the average citations per paper is calculated by dividing the number

of papers. Formula 5.1 describes this calculation.

c̄p =

∑
a c
a

p
(5.1)

c̄p is the average citations per paper received by authors publishing p papers;
∑

a c sums

over the citations for all authors who published p papers, a is the number of authors.

For example, if there are in total 5 authors who published 20 papers in a Computer

Science dataset, each received 40, 45, 30, 69 and 150 citations respectively. To calculate

the average citation per paper for authors published 20 papers is:

c̄20 =
40+45+30+69+150

5

20
(5.2)
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c̄20 = 3.34 (citations per paper) (5.3)

In this example, the average citations received by each paper is 3.34 for authors who

published 20 papers.

This calculation is repeated for each author group. The resultant data looks like table

5.10 using the Materials Science data.

Papers published Avg. citations per paper

1 6.78
2 7.55
3 8.19
4 8.76
... ...

970 8.41
1129 8.36
1154 9.96
1162 8.24

Table 5.10: Sample data for productivity vs impact at the individual level

The correlation coefficient is then calculated between these two variables. This process

is then repeated for each discipline to obtain the disciplinary correlation.

Figure 5.5 shows the correlation results for each discipline at the individual researcher

level. The correlation result is mixed:

WoS Computer Science, Materials Science and Pharmacology show significant and neg-

ative correlation; Psychology and ACM Computer Science show significant and positive

correlation; Law is found to have no correlation between paper productivity and paper

impact at researcher level.

It was surprising to find that ACM and WoS dataset demonstrates such big difference –

one having the highest positive correlation while the other having the biggest negative.

However, due to the factors such as author identification, which is an unsolved problem

of its own, this difference cannot be interpreted any further. Putting the ACM dataset

aside, from the WoS dataset, the NSE gave a negative correlation and Law gave no

correlation at the individual level. Because the institution level correlation is formed by
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Figure 5.5: Paper impact and productivity non-parametric correlation coefficient for in-
stitution level and individual level. Institution level correlates the institutions’ total paper
(PUBTOT) with the mean citation per paper(CITAV), while individual level aggregates the
same productivity authors and uses the mean citation per paper for the authors publishing
same number of papers. The ACM and WoS dataset seems to have dramatic differences as
shown in Computer Science result. In WoS dataset, NSE shows significant negative correlation;
Psychology shows significant positive while Law does not show any correlation for individual

researchers.

these individual authors, the individual level correlation must match up with the insti-

tution level. This suggests that certain types of authors must show negative correlation

while some show positive correlations between their published papers and the citations.

To explore this further, the individual researchers were put into three equal groups

according to their paper count rank. We would like to see whether productivity is related

to the each author’s citation. Due to the number of authors sharing the same low number

paper counts, (e.g. more than half of the authors published 1 paper in Pharmacology

dataset), splitting all authors into three groups would give unhelpful result (because the

lowest group will only contain authors published 1 paper). A threshold of minimum 100

papers was applied to remove the vast majority of the very low productive authors. The

correlation is calculated for researchers in the high and low groups. Figure 5.6 presents

the results.
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Figure 5.6: All the disciplines show significant and positive correlation among the low pro-
ductive authors, meaning that among the low output researcher, a few more paper brings up
citations received per paper. At the high productivity end, the picture inverses in Pharmacol-
ogy and Computer Science: the more paper researchers publishes, the less citation per paper

they are expected to receive.

Firstly, all of them have shown significant positive correlation among low productive

authors, which suggests that for low productive authors, the more the papers they

published, the more the citations they receive for each of their papers. In Law, the

correlation coefficient even went past r = 0.9 in the low productive end, the highest

of all disciplines. However, no significant correlation was found among the highly pro-

ductive authors. In Pharmacology and Computer Science (WoS), negative correlation

was found among the high productive authors, which means highly productive authors

would receive fewer citations per paper when they publish extra papers.

5.2.2.2 Discussion

A positive correlation between the paper number and citation per paper means that a

few more published paper can give the authors an accelerated rate of receiving citations,

making the ratio between citation and papers larger, hence giving a positive correlation.
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According to this correlation, for example, say an author published 1 paper per year

received 2 citations to his paper; another author made more effort and published 2 papers

in the same period received 3 citations to each of his papers (the increase is perhaps due

to the publicity of this extra paper). This would result in totally 6 citations to his work.

As we can see, publishing the extra paper accelerated this person’s citation accumulation.

The increase of the citation is faster than the number of papers, hence the observed

positive correlation.

However, this accelerated citation rate slows down as the author becomes more produc-

tive. We even found negative correlation in the top-tier productive author group. When

the number of papers published per year reach a certain threshold (in our case, when

researcher’s productivity reaches the top-tier as we defined it), the increase in citation

slowed down so much that the rate of the papers published over takes it. Each addi-

tional paper published above this threshold receives lower-than-average citations, hence

it bring down the researcher’s average citation, which is the negative correlation we have

observed.

Using this result, we can also infer the institutions composition of high-low productivity

researchers.(Institution in this context is just a particular combination of researchers

that satisfy the overall correlation we have observed). We have found positive corre-

lations between institutional productivity and paper impact, that is, the more papers

institutions publish, the higher the average citations the papers receive. We also found

that only the low productive authors show such positive correlation, while the high

productive authors show a negative correlation. In order for the positive correlation to

form at the institution level, the most of authors should be low productive, with some

medium productive ones, but it can only have a few high productive authors, so that

the overall correlation would remain positive.

Despite our large sample size, we still need to pay attention to the limitation of this

analysis. The following factors can potentially affect the institution’s productivity, hence

altering the assumptions made regarding the institution’s productivity.
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• An institution’s researcher number. An institution can have a lower publication

output simply due to lower numbers of researchers.

• Productivity varying between individual researchers. For example, publication

rate, publication impact, working hours, the ability of the researcher, the resources

available to the researcher and so on.

• An institution’s research resource. i.e. funding, equipment etc.

• The effort spend on individual publications. For example, more time spent working

on one paper leading to a lower overall paper publication.

5.2.3 Institution Rank

The WRANK used in this analysis is a mixture of four factors, one of which is the

institution’s paper count. This paper count measures the same underlying factor as our

PUBTOT variable. The paper count measure in WRANK contributes to 15% of the

overall ranking score, which gives about r = 0.4 correlation alone, assuming the paper

count in the WRANK highly correlates with PUBTOT used in the current study.

The correlation between the institutions’ WRANK and their total papers gives a sig-

nificant coefficient. In Pharmacology and Materials Science, the correlation fall below

r = 0.4, which is the minimum amount given the overlapping paper count variations

in both variables. The actual meaningful variation of the WRANK as predicted by

the Pharmacology and Materials Science papers is therefore very limited. In the same

WoS dataset, other disciplines did not give exceptionally high correlations. In the ACM

Computer Science the correlation is the highest of r = 0.728.

The correlation between the WRANK and disciplinary productivity is not particularly

high. The WRANK contains the institutional impact data in all disciplines offered by the

institutions, while the data the WRANK is correlating with is in single discipline. Using

one of a few dozen disciplines an institution offers to estimate the entire institutional

output is not appropriate.
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5.3 Collaboration versus Impact

In the literature, the exact aspect of collaboration or impact varies from one another.

These variations change the interpretation of the result. Presser [156] used co-authorship

as proxy to collaboration, and put collaboration into two categories: non-collaborative

as defined by single author papers and collaborative paper as defined by 2+ authors.

The quality of the papers is estimated by the editorial decision of a journal’s review

panel. Narin et al.[137] compared the number of citations received across three types

of collaboration based on the paper’s address line – European country with European

country’s collaboration, European country with non-European country’s collaboration

and single country’s paper. He et al.[93] studied collaboration’s effect on authors, so

his collaboration is measured by the number of collaborators and the affiliation of their

collaborator. i.e. within-university collaborator, within-country collaborator or inter-

national collaborator. The paper impact was measured by the paper’s n-year average

impact factor.

Even though the exact aspect of collaboration and impact is different, the outcomes

indicate that collaboration and impact are positively related. Presser [156] claimed that

collaborative papers are “less bad” than the single authored papers. Narin et al.[137]

found that multiple-country collaborative papers are twice as heavily cited as single

country papers, while He et al. [93] showed a positive correlation between an article’s

impact and its within-university collaborator or international collaborator.

This section examines the relationship between the institutional collaboration and im-

pact for the five disciplines, and presents the result of the analysis.

Our collaboration metrics are:

• Institution Collaborative Paper – Strength of the collaboration

• size-weighted collaboration – Strength and size of the collaboration

• Percent Collaboration – Institution’s percentage of collaborative paper. A measure

of institution’s focus on collaboration.
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Our impact metrics are:

• Webometrics Rank – Ranking of world institutions, according to various metrics.

• Institution Citation Count – Institution’s overall citation impact.

• Citation PageRank – Institution’s citation impact based on the network work

effect.

• Citation Per Paper – Institution’s average paper impact.

Each pair of the collaboration and the impact metrics for the five disciplines from two

datasets are correlated. Figure 5.7 shows the correlations between the impact and the

collaboration metrics. The result of PUBCOLLw is very close to PUBCOLL, therefore

PUBCOLLw is omitted from the figure. Similarly, CITTOTw and CITTOT are also

very close, therefore CITTOTw is also omitted to improve clarity of the figure.
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Figure 5.7: Correlation results of institutional collaboration and impact (Visualisation of
table 5.11). PUBCOLLw and CITTOTw are omitted from the figure to improve clarity.

5.3.1 Ranking and number of collaborated papers

The ranking of institutions showed generally significant high to medium correlations

with the number of institutional collaborative papers. This means that the higher the

institution’s rank, the more the collaborative papers the institutions have published.
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Institutions that have been ranked high in the Webometrics ranking are also the ones

that published more collaborative papers in our datasets. The highest correlation was

observed in ACM Computer Science with r = 0.647, while the lowest is in Materials

Science with r = 0.368.

The Webometrics ranking is a multiple factor variable, with productivity, size, visibility

and rich file all contributing to the final score of the ranking. The positive correlation

found here could be the result of one or several sub-variables this ranking algorithm

considers.

5.3.2 Ranking and percent collaboration

The ranking of institutions show significant negative correlation with the collabora-

tion percentage (purple bar) for all disciplines (except Law). The negative correlation

dropped below r = −0.4 in the Computer Science (ACM) dataset, which has the largest

negative correlation of all. The NSE disciplines, Computer Science (WoS), Pharmacol-

ogy and Materials Science have a very close coefficient of about r = −0.3. As we move

into SSH disciplines, the negative correlation diminishes. Psychology has r = −0.165

and no correlation was found in Law.

An interpretation of the negative correlation between these two variables is: the better

ranked institutions are publishing a smaller proportion of collaborative papers than lower

ranked institutions. From a different perspective, the lower the institution’s rank, the

greater proportion of its paper are collaborated, and the less proportion of its papers

are singly authored.

Although the proportion of the collaborative paper reduces as institutions move higher

in ranking, due to the large total output of the higher ranking institutions, the actual

number of collaborative paper still increases as the ranking increases.
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5.3.3 Citations and collaborated papers

The relationship between Citations and Collaborative Paper (and the omitted size-

weighted collaboration) has the highest positive correlation coefficient in each of the

disciplines. Materials Science has the highest correlations of reaching r = 0.909, while

Law has the lowest significant correlation of r = 0.805. Although the high correlation

indicates strong relationships between the measured variables, it is also an indication

of the amount of information overlap carried with each of the variables. Since it has

already been shown that productivity and collaborative paper have high r = 0.9 range

of correlation, and productivity also has about r = 0.9 correlation with citation counts,

it is therefore expected to find a high correlation between citation and collaborative

papers, simply due to the overlapping information between these variables. In order to

have a deeper understanding of the real relationships between these variables, chapter 6

employs linear regression methodology to remove the effect of one variable from another,

before calculating the correlation coefficient.

5.3.4 Citations and percent collaboration

CITTOT showed the strongest negative correlation with the percent collaboration,

approaching r = −0.5 in Computer Science, Pharmacology and Psychology. CITTOTw

showed very similar results to CITTOT, so it was omitted from the figure for clarity.

All impact metrics – CITTOT, CITTOTw, CITAV and WRANK are showing negative

correlations with PUBCOLL%.

Law is, again, an exception where no significant correlation was found, but the other

SSH discipline – Psychology, however, is demonstrating a significant correlation. This

showed again that Psychology is closer to NSE in its research collaboration and citation

patterns.
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5.3.5 Citations per paper and collaborated papers

The institutions’ average individual paper impact shows more than 0.4 significant cor-

relation with the institution’s collaborative papers in all of the discipline sets. That is,

the more papers collaborated, the better the individual paper’s impact. However, this is

not to be interpreted as the collaboration caused the higher paper impact, or vice versa.

5.3.6 Citations per paper and percent collaboration

Average single paper impact of an institution shows significant negative correlation

with the percent the institution’s collaborative paper in NSE disciplines. A negative

correlation means that the higher percentage the institutions’ collaborative papers are,

the lower the individual paper’s impact.

In SSH, the picture is different, Psychology does not show any correlation between the

two variables; while Law shows a significant but small positive correlation, which is in

contrast with what was found in NSE. This is an evidence that Law and Psychology

have different collaboration strategies, and are different from the NSE disciplines.



140
Chapter 5 Relationships Among Research Productivity, Research Impact and Research

Collaboration

5.4 Chapter Summary

In this chapter, we investigated the pairwise relationships between the three factors

relating to institutional research activities: research productivity, research collaboration

and research impact. Five disciplines across two datasets were analysed and compared.

This chapter used the methodology commonly applied in previous studies to establish

relationships between variables, the results were compared to the previous works, and

our results were mostly consistent with previous works.

However, we found that institutional impact and productivity positively correlate with

each other, which contradicts previous findings between company’s patent impact and

patent productivity. We further investigated the question on the individual level, to see

whether at individual level an author publishes more paper receives more citations. The

result showed large disciplinary differences where Computer Science (ACM) and Psy-

chology demonstrated significant positive correlations; Materials Science, Pharmacology

and WoS Computer Science showed negative correlations, while Law showed no correla-

tion. This means in Law, publishing more papers makes no difference in the number of

citations one would receive on average for each paper. In Computer Science (ACM) and

Psychology, the more an author publishes, the more citations he receives on average for

each paper, making him receiving an increased total citations (total citations = paper

x citations per paper). This implies that researchers in these disciplines should publish

more paper when they can because the extra papers are beneficial to their total citation

impact. In Materials Science, Pharmacology and WoS Computer Science, the more an

author publishes the fewer citations they receive per paper. So researchers in these dis-

ciplines should not aim to publish more papers, instead, should perhaps publish more

higher impact papers.

In order to explain why Law, Materials Science, Pharmacology and WoS Computer Sci-

ence have inconsistent institution and individual level correlation, we further split the

authors into three productivity tiers – high, medium and low – for these disciplines. We

found consistent strong positive correlations for low productive authors while no corre-

lation or negative correlation existed among high productivity author. This indicates
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that low productive authors receive more-than-average citations for each extra paper

they publish. High productive author, on the other hand, may see their citation per

paper reduced when publishing extra papers. (i.e. the extra papers published receive

below-average citations, so lowers the new average citation with this extra paper counted

in.)

This analysis reveals the institution’s composition in terms of high and low productive

authors. At the institution level, a positive correlation was found, same as the low

productive authors group. The high productivity authors give no/negative correlations,

which is opposite of what found at the institution level. So in order for the institution

level’s correlation to remain positive, the majority of the authors need to come from the

low productive group, while the number of high productive authors need to be fewer.

Previous study indicated that the research collaboration at the country level cluster

together, where highly developed countries mostly collaborate with each other, leaving

out the less developed counties [46, 81]. We have not found the same pattern at the

institution level. At the institution level, top institutions in terms of productivity and

collaboration have an equally large number of institution collaborators. Unlike countries,

top institutions do not solely collaborate with a small group of institutions while leaving

out the rest.

The collaboration percentage (the ratio between collaborative papers over total papers)

for institutions showed negative correlation with impact and productivity. This means

that institutions with higher proportion of the papers that are collaborated are generally

less impact and productivity. This could be due to the lower research capabilities of

these institutions that collaboration is one of their only ways to be involved in research

publication.

The weighted variables – Size-weighted collaboration and PageRank weighted citation –

don’t particularly alter the correlation coefficient compared to their original counterpart.

The correlation coefficient of these weighted variables gave consistently smaller values

across subjects.
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The external variable – Webometrics university ranking – showed positive correlation

to productivity and collaboration in all of the disciplines, which to a certain extent,

confirms that to publish more or to collaborate more would increase the institutions’

rank in this league table. However, since the metrics used to compose the league table

includes sub-variable such as ‘number of papers found on web’, there is no surprise that

institutions with more papers published would be ranked higher.

Finally, the un-weighted variables showed strong, positive correlations across all disci-

plines consistently. These three variables also circularly correlate with each other, which

prevent us from understanding the true relationship between any of the pairs. In the

next chapter, we use partial correlation to isolate the circular correlations and attempt

to reveal the true relationships between these variables.
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Chapter 6

Partial Correlations Among

Research Productivity, Research

Impact and Research

Collaboration

In the previous chapter, statistical correlation was applied between each pairs of the

metrics that measure institutions’ productivity, impact and collaborativity. The results

demonstrated that strong relationships exist among them. These are in agreement with

past research [137, 159, 205] and gave positive evidence on the assumptions made by

funding agents and institution policy makers.

However, the strong inter-correlations exist between all pairs also suggested that there

can be common factors presented in these variables. The correlations found in any pair

of the variables may merely reflect the common variable presented, masking the real

correlations between them. This chapter tries to use partial correlation to isolate the

third variable in an attempt to find the true correlations.

Partial correlation calculation among the institutional research collaborativity, produc-

tivity and impact has not been attempted in the scale such as the current study.

145
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This chapter splits into three sections. Section 6.1 interprets the effect partialling,

describes what it means to remove a particular variable from another and gives an

interpretation of the resulting variables after effects have been partialled; section 6.2

presents the correlation outcome for each permutation of the variable pairs for each

discipline; section 6.3 discusses and interprets the correlation results.

6.1 Interpretation of the Factor Partialling

The partialling of a factor can be understood as removing the effect of the factor from a

variable (controlling, removing and partialling out will be used interchangeably in this

thesis). The new variable with the effect removed will not respond to the changes in the

removed factor. That is, the new variable is independent of the removed variable. This

way, the measurements of this new variable can be compared fairly between institutions,

knowing that it is not affected by the variable removed. e.g, institution A published

10 papers and received 100 citations; institution B published 40 papers and received

200 citations. Without removing the productivity effect, institution B received more

citations and hence a better result. However, when the paper count is controlled (e.g.

divide the citations by the number of papers), institution A receives 10 citations per

paper while B receives 5 citations per paper. With productivity removed, A comes out

better than B.

It is often difficult to interpret the remaining variable after the effects have been con-

trolled. The naive way is to understand and read the variable as the removing variable

“per” removed variable. For example, after the collaborative paper effects have been

removed from the total papers at the institution level, the new variable can be inter-

preted as the papers per collaborative paper, that is, the number of papers an institution

publishes for every collaborative paper they publish. This offers us a start point for un-

derstanding the new variable after the partialling. In the following sections, we explain

why one factor may be presented in a variable and give an interpretation of the variables

after the effects have been partialled.
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6.1.1 Factor Partialling Between Productivity and Impact

Institutions with high impact work published are more visible in the field, this is because

the high impact work is published in reputable journals and generally is cited more, so

more researchers have read it. Collaborations and projects opportunities, as a result

of the higher visibility, will find the authors more easily. In addition to the visibility

advantage, researchers with high impact output also make collaborators more willing to

work with them. More collaboration opportunities and more willing collaborators make

the institutions publish more compared to the less visible institutions.

Partialling out the institutions’ impact from their productivity variable adjusts their pro-

ductivity metric (paper count) in a way that those high impact institution’s advantages

are removed. So that the remaining variable can be compare and correlated fairly.

This way, institutions’ past performance will not affect the adjusted productivity of

the institutions. The less productive institutions or smaller institutions are not disad-

vantaged for their high impact research output with this new variable. The smaller

institutions with fewer researchers may publish fewer papers, but their work could be

field leading. Simply compare raw citation number would disadvantage them, resulting

an unfair comparison of their impact.

One productivity variable (PUBTOT ) and four impact variables (CITTOT, CIT-

TOTw, WRANK and CITAV ) are considered in this study. The front three variables

measure the institutions’ overall impact while the last one measures the institutions’

average paper impact. When partialling out impact variables from productivity, all of

the four variables were partialled out one by one from PUBTOT. This process was

completed by an algorithm provided by SPSS. The productivity with the impact effect

removed are represented as PUBTOT – the same symbol without bold face. The four

impact variables with PUBTOT removed are represented as: CITTOT , CITTOTw,

CITAV and WRANK.
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6.1.2 Factor Partialling Between Collaboration and Impact

From the results shown in chapter 4, as well as in previous research [137, 156], insti-

tutional collaboration has been found to have a relationship with the impact of the

institutions. Institutions that made higher research impact and ranked high in the

league tables are in a better position to collaborate. They have more chance to have

the leading experts and necessary equipments that collaborators desired to have in a

collaboration (hence the high impact papers as well as high impact of the institution’s

output), giving them the advantage in producing more collaborative research.

Partialling out the impact variables adjusts the collaborations so that the extra collab-

orations gained due to these high impact effects are removed. The four impact variables

were removed one by one from each of the collaboration variable, resulting: PUBCOLL,

PUBCOLLw and PUBCOLL%.

On the flip side, institutional collaboration also affects institution’s impact. The more

collaborations institutions participate in, the more papers are published by this institu-

tion, so more citations are likely to be received. Collaboration also provides opportunities

for a researcher’s publicity, social network and learning opportunities which all, in one

form or another, leading to an institution’s higher research impact. Partialling out the

collaboration variables removes these potential biases in measuring institution’s research

impact.

6.2 Partial Correlation Results

We apply the partial correlation to control the overlapping variables that may have

increased the correlation coefficients. All three possible permutation of the partial cor-

relations are computed:

• Collaboration vs. Productivity with Impact controlled

• Collaboration vs. Impact with Productivity controlled

• Productivity vs. Impact with Collaboration controlled
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We remove the controlled variable from both variables prior to the computation of the

correlation. For instance, to compute the correlation between collaboration and produc-

tivity with impact controlled, impact is partialled out from both collaboration variables

and productivity variable, before the collaboration variables and productivity variables

are computed for correlation.

6.2.1 Collaboration versus Productivity Controlled for Impact

PUBTOT
PUBCOLL%

-Q

PUBTOT
PUBCOLLw

-Q

PUBTOT
PUBCOLL

-Q

CS (ACM)
rho -.357 .468 .592
Sig. .000 .000 .000
n 1609 1609 1609

CS (WoS)
rho -.134 .587 .706
Sig. .000 .000 .000
n 3588 3588 3588

Pharmacology
rho -.153 .421 .610
Sig. .000 .000 .000
n 3251 3251 3251

Materials Science
rho -.126 .369 .721
Sig. .000 .000 .000
n 3305 3305 3305

Psychology
rho -.446 .474 .586
Sig. .000 .000 .000
n 2827 2827 2827

Law
rho .013 .071 .023
Sig. .706 .020 .450
n 1083 1083 1083

Table 6.1: Correlation coefficient between Productivity and Collaboration, with Impact fac-
tors controlled for. Disciplines except Law held a significant and high correlation between
PUBTOT and PUBCOLL. The non-significant correlation in Law suggests that impact fac-
tors are the primary reason for the high correlations between productivity and collaborativity.

While in the remaining disciplines, impact factors did not play as deep role as in Law.

6.2.1.1 Computer Science

The correlation in Computer Science (Figure 6.1) showed an uniform reduction in all

pairs compared to the unpartialed results. Although the size of the correlation was

reduced, all correlation remain significant at p < 0.01.
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Figure 6.1: Correlation results of institutional productivity and collaboration, with impact
factors controlled. (Visualisation of table 6.1) ** indicates p < 0.01

In ACM dataset, the PUBTOT PUBCOLL correlation was r = 0.592, a reduction from

r = 0.909; the PUBTOT PUBCOLLw was r = 0.468, dropped from r = 0.858; the

direction of the correlation coefficient remained negative for PUBTOT PUBCOLL%,

the size was dropped from r = 0.635 to r = 0.357.

In WoS dataset, the PUBTOT PUBCOLL correlation reduced to r = 0.706 from

r = 0.962; the PUBTOT PUBCOLLw is r = 0.587, a reduction from r = 0.931 with-

out partialling impact; the direction of the correlation remained negative, same as the

uncontrolled correlation before, only the size decreased from r = 0.326 to r = 0.134.

With impact factors controlled, the correlation between the productivity and collabora-

tion proportionately reduced in both datasets in Computer Science. This true correlation

between productivity and collaboration is not as high as it was found in pairwise analy-

sis. Impact as measured by citations, average citations and ranking, is a partial indicator

for productivity and collaboration, this effect of institutional impact is presented in both

productivity and collaboration, and positively affected them.

Both before and after partialling, the two measurements of the collaborative papers (un-

weighted and weighted) demonstrated significant positive correlations. If an institution
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were found with high number of Computer Science collaborative papers, then their total

Computer Science paper output should be high too. However, the casual direction is

not determined.

Comparing the ACM result to the WoS result, ACM dataset showed a smaller corre-

lation size in the positive pairs (PUBTOT PUBCOLLw PUBTOT PUBCOLL), while

larger correlation size in the negative pair (PUBTOT PUBCOLL% ). This could be due

to that fewer university samples were available in the ACM dataset for the relatively

smaller number of collaborative papers, (20,043 collaborative papers in ACM vs 164,553

collaborative papers in WoS) which lead to a less predictability between paper count

and collaboration metrics, giving a smaller correlation coefficient.

6.2.1.2 Psychology

In figure 6.1, the PUBTOT PUBCOLL has reduced from r = 0.931 to r = 0.586 and

PUBTOT PUBCOLLw has reduced from r = 0.872 to r = 0.474, but PUBTOT PUB-

COLL% has gained correlation from r = −0.302 to r = −0.446. All correlation were

significant with p < 0.01.

Impact did not found to be a strong correlating factor to either productivity or collab-

oration in Psychology (as opposed to Law, which impact had strong impact for both

productivity and collaboration). The two positive correlations – PUBTOT PUBCOLLw

and PUBTOT PUBCOLL had demonstrated the similar level of correlation as the NSE

discipline. In this respect, Psychology has aspects of the publication practices that is

closer to NSE than SSH discipline.

The increase of the PUBTOT PUBCOLL% suggests that institutional qualities (institu-

tional citations, ranking and paper impact) have negative impact on the predictability

between paper count and percent collaboration. Fewer cited institutions have larger

chance in Psychology to publish less proportion of collaborated papers than in other

disciplines. However, this result must be viewed with caution as the small correlation

size increase may came from errors.
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6.2.1.3 Pharmacology

For Pharmacology in figure 6.1, each of the correlation coefficient had an uniform reduc-

tion from the previous uncontrolled correlation, maintaining the shape of the bars. The

PUBTOT PUBCOLL reduced from r = 0.976 to r = 0.610; the PUBTOT PUBCOLLw

had a higher reduction than PUBTOT PUBCOLL, from r = 0.947 to r = 0.421. The

size of the negative correlation PUBTOT PUBCOLL% has dropped from r = 0.496 to

r = 0.153. All three correlations were still significant at p < 0.01.

Similar to WoS Computer Science, institutional impact has shown a moderate effect on

the productivity and collaboration in Pharmacology. Impact of the institution plays a

role in Pharmacology, but it is not the primary factor. Institutional productivity is a

stronger predictor for institutional collaboration and vice versa.

6.2.1.4 Materials Science

Materials Science (Figure 6.1) has the highest PUBTOT PUBCOLL correlation in all

disciplines, reaching r = 0.721, however, it has the second lowest PUBTOT PUBCOLLw

correlation of r = 0.369, a drop from one of the highest uncontrolled PUBTOT PUB-

COLLw of r = 0.958. The PUBTOT PUBCOLL% correlation although holding the

negative correlation, it became the smallest of all disciplines with r = −0.126. All

correlations were significant at p < 0.01.

The larger reduction in all three pairs in Materials Science could indicates the stronger

institutional impact’s influence in the institutional productivity and collaboration. In

particular, the largest reduction in size-weighted collaboration reveals that the impact

of the institutions (as measured by citation, rank and paper citation) closely linked to

the size of Materials Science research collaborations. The size of a collaboration (the

number of collaborators in each of the collaboration) and the number of researchers

to contribute to the collaboration are both important factors the institutions have to

consider in Materials Science.
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6.2.1.5 Law

Law (Figure 6.1) is the only discipline investigated that had a drastic correlation reduc-

tion after partialling the impact. The PUBTOT PUBCOLL dropped from r = 0.858

to insignificant; the PUBTOT PUBCOLLw reduced from r = 0.820 to r = 0.071(sig.

at p < 0.05); the correlation r = −0.065 between PUBTOT PUBCOLL% (sig. at

p < 0.05) had disappeared once the impact has been controlled.

These large reductions suggest that the impact is one of the most important factor that

relates to institutions’ productivity and collaboration in Law.

However, the results regarding the collaboration must be viewed with caution. Collabo-

ration is not a popular activity in Law when publishing scientific results. Only less than

one tenth of the papers were collaborated in our dataset, in contrast to nearly half of

the papers were collaborated in NSE. The collaboration patterns demonstrated may not

be a good indicator of the overall institutional publication practice in Law.

6.2.1.6 Productivity and proportion of collaborated papers

Previous studies have demonstrated that high productivity tend to linked with lower

proportion of the collaboration. Katz [105] found that universities with higher number

of paper output, have a lower ratio of collaborative papers over total papers, than those

published fewer. Davidson and Carpenter [52] reported the same finding at the country

level: the more the papers a country publish, the less the percentage of co-authored

papers. The same finding is confirmed by Luukkonen et al. [122]. Schubert and Braun

[167] observed that foreign co-authorship can be approximated by national publication

productivity through a power law in which the exponent is less than one. Big countries

have thus, in general, lower shares of international co-publications than medium-sized

or small countries have.

In this study, Psychology, Pharmacology, Materials Sciences, ACM Computer Science

and WoS Computer Science have all been shown a negative correlation of number paper

and percent collaboration, which means that institutions with higher number of papers,
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their proportion of collaborated papers is lower. This finding is in agreement with the

previous studies, with exception in Law, in which no significant correlation was found.

6.2.1.7 Discussion of Collaboration vs Productivity with Impact Controlled

After the impact variables were partialled out, the correlation coefficient between PUBTOT

and PUBCOLL were reduced. A higher reduction was observed with the weighted col-

laboration variable PUBCOLLw, but they were still significantly positive. A reduction

indicates that the impact was contributing to the correlations between PUBTOT and

PUBCOLL. While impact contributed in Pharmacology, Psychology, Materials Science

and Computer Science moderately, however, it was the most important factor in Law

because the correlation became non-significant after impact was partialled out.

The negative correlations found between PUBTOT and PUBCOLL% before the par-

tialling were confirmed again after impact variables were partialled out. Even though

the size of the correlation was reduced in many disciplines, they remain significant. This

means that regardless of the institution’s impact, the more the institutions published pa-

pers, the less percentage of their papers were collaborated. Despite the collaboration has

been heavily favoured in the recent years, institutions, especially those highly produc-

tive ones, do not seem to collaborate heavily compared to their total output. They still

focus on singly authored papers. On the other hand, the lowly productive institutions

seem to have taken collaboration quite seriously and we observed many low productive

institutions with almost all of their output collaborated.

However, Law is an exception in this regard. Correlations in Law disappeared as the

impact variables have been partialled out, only the PUBTOT and PUBCOLLw cor-

relation remained significant, but very small. This gives an strong evidence that the

removed factor – institutional research impact – was affecting directly with productivity

and collaboration, while the real relationships between institution’s productivity and

collaboration is non-existent.
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PUBTOT
CITTOT

-C

PUBTOT
CITTOTw

-C

PUBTOT
CITAV

-C

PUBTOT
WRANK

-C

Law
rho .091 -.263 .107 .002
sig. .006 .000 .001 .960
n 888 992 888 1047

CS (WoS)
rho .438 .276 -.006 .124
sig. .000 .000 .705 .000
n 3742 3588 3742 3742

CS (ACM)
rho .082 -.074 .361 .202
sig. .000 .003 .000 .000
n 1841 1609 1841 1841

Materials Science
rho .011 -.347 .108 -.046
sig. .528 .000 .000 .009
n 3196 3121 3196 3196

Pharmacology
rho .180 -.184 .095 .145
sig. .000 .000 .000 .000
n 3104 3086 3104 3104

Psychology
rho .364 .056 .122 .088
sig. .000 .005 .000 .000
n 2557 2557 2557 2557

Table 6.2: Correlation coefficient between productivity and impact, with collaboration factors
controlled.

6.2.2 Productivity versus Impact Controlled for Collaboration

6.2.2.1 Computer Science

Figure 6.2, the correlation of the Computer Science datasets showed strong reduction to

the size of the coefficient in general, some even turned negative. In the ACM dataset, the

correlation of PUBTOT with CITTOT , CITAV and WRANK reduced to r = 0.082,

r = 0.361 and r = 0.202 respectively, but they were all significant. The correlation be-

tween PUBTOTandCITTOTw has turned negative to r = −0.074. In the WoS dataset,

the correlation of PUBTOT with CITTOTw, CITTOT and WRANK remained sig-

nificant and positive, with values r = 0.276, r = 0.438 and r = 0.124 respectively. The

correlation of PUBTOTandCITAV has become statistically insignificant.

Although there are large disagreements between the two datasets once the collaborativity

variables have been removed, the correlation with CITTOT and WRANK remained

positive in both dataset, confirming the positive relationship between productivity and

impact in two of the four variables after partialling.
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Figure 6.2: Correlation results of institution productivity and impact, with collaboration
factors controlled (Visualisation of table 6.2) ** indicates p < 0.01

6.2.2.2 Psychology

All four pairs of correlations were still significant and positive but reduced in size com-

pared to the un-partialled results. The size reduction of the correlation coefficient was

large. The correlation of PUBTOT and CITAV has reduced from r = 0.537 to only

r = 0.122; the correlation of PUBTOT and CITTOTw has reduced from r = 0.856 to

r = 0.056; while the PUBTOT WRANK reduced from r = 0.608 to r = 0.088. The

correlation of PUBTOT and CITTOT was the largest, with r = 0.364.

The reduction of the correlations suggested that the effect of removed variables was

presented in either/both of the institutional productivity and impact.

6.2.2.3 Pharmacology

All pairs of correlations were significant in Pharmacology. The correlations of PUBTOT

with CITAV , CITTOT and WRANK were significant and positive, but small, with

r = 0.095, r = 0.180 and r = 0.145 respectively. The PUBTOT and CITTOTw, which

were high and positive before the partialling, has turned negative with r = −0.184.



Chapter 6 Partial Correlations Among Research Productivity, Research Impact and
Research Collaboration 157

6.2.2.4 Materials Science

The correlation of PUBTOT and CITAV was significant and positive, with r = 0.108;

the correlations between PUBTOT and CITTOT were no longer significant, while

CITTOTw and WRANK has significant, but negative correlation with PUBTOT .

The correlation between PUBTOT and CITTOTw has one of the largest negative

correlation of r = −0.347; the correlation between PUBTOT and WRANK was r =

−0.046.

Materials Science is the only discipline that had a negative correlation between PUBTOT

and WRANK. Even though it is not big, it gives indication that after removing Col-

laboration, the higher the institutions were ranked, the lower their published papers in

Materials Science would be.

6.2.2.5 Law

The correlations of PUBTOT with CITTOT and CITAV are significant and positive

with r = 0.091 and r = 0.107 respectively; PUBTOT and CITTOTw had a negative

correlation of −0.263; while no correlation was found between PUBTOT and WRANK.

6.2.2.6 Discussion of Productivity vs Impact with Collaboration Controlled

In this section, we shifted our focus to the relationship between institutional productivity

and impact. Previously, productivity was found to have strong, positive correlations with

impact before collaborativity was controlled. This result was in agreement with works

presented by Presser and He[93, 156].

However, with collaboration variables partialled out, the resulting correlation between

productivity and impact varies from discipline to discipline. Some disciplines’ correlation

turned negative while others remained strong and positive. These complex correlation

changes implies the collaboration’s deep and non-trivial role in the institution’s produc-

tivity and impact. In addition, there is no identifiable SSH and NSE pattern split in the

institutional productivity and impact correlations.
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6.2.3 Collaboration versus Impact Controlled for Productivity

Figure 6.3 shows the correlation result between impact and collaboration with the pro-

ductivity factor controlled. After the partialling of the productivity factor, the correla-

tion coefficient has reduced in all disciplines.

6.2.3.1 Computer Science

Partialling for productivity removed many of the significant and high correlations be-

tween impact and collaboration variables (Figure 6.3 A and B). The three correlation

pairs: CITTOT PUBCOLL%, CITTOT PUBCOLLw and CITTOTw PUBCOLL

in WoS has become non-significant. The other pair of the correlations has reduced

strongly, though still significant.

An interesting change in the correlation was between CITTOTw and PUBCOLL% in

the ACM dataset. The coefficient has turned positive from a negative value, r = −0.481

to r = 0.165.

In fact, the correlation of Webometrics ranking and collaborativity has turned sign too

for both of the datasets (Figure 6.3 D). The correlation with PUBCOLL, PUBCOLLw

had turned negative in both of the Computer Science datasets. They were medium and

positive before partialling the productivity.

The correlation between PUBCOLL% and WRANK maintained the negative correla-

tion, with the size slightly reduced to r = −0.151 in ACM dataset and r = −0.147 in

WoS dataset.

6.2.3.2 Psychology

The correlation between untransformed citation metrics (represented by CITTOT and

CITTOTw in the graph) and untransformed collaboration metrics (PUBCOLL and

PUBCOLLw) has reduced from in range of r = 0.8 down to r = 0.1, with the pair

CITTOTw and PUBCOLL% no longer significant.
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CITAV has shown a significant positive correlation with PUBCOLL and PUBCOLLw,

the size of the correlation has reduced. CITAV PUBCOLL is now r = 0.251 and

CITAV PUBCOLLw is r = 0.100.

The percent collaboration (PUBCOLL%) and citations per institution (CITTOT ) has

turned positive, from r = −0.198 to r = 0.101; the percent collaboration with the other

untransformed citation metrics (CITTOTw) has become insignificant, It was r = −0.173

before partialling the productivity.

The citation per paper (CITAV ) and percent collaboration (PUBCOLL%) has no

significant correlation, same as before partialling the productivity.

WRANK has shown significant and positive correlation with PUBCOLLw and PUBCOLL.

PUBCOLLw and PUBCOLL had positive correlation with WRANK, this correlation

has reduced, with r = 0.042 and r = 0.067 respectively. WRANK PUBCOLL% had

negative correlation before and the correlation has become insignificant after the pro-

ductivity partialling.

6.2.3.3 Pharmacology

The correlation of CITTOT PUBCOLL and CITTOT PUBCOLLw has become in-

significant. It was a significant high positive correlation before the productivity par-

tialling. The correlation of CITTOTw PUBCOLL and CITTOTw PUBCOLLw re-

mained positive and significant, but the size has reduced. It was in the range of r = 0.8

while they are in the range of r = 0.1.

CITAV has shown no significant correlation with PUBCOLL and PUBCOLLw. They

were significant and positive correlations in the range of r = 0.4.

The correlation of PUBCOLL% CITTOT and PUBCOLL% CITTOTw has become

insignificant. They were significant and negative correlation in the range of r = −0.4

before partialling the productivity.
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The correlation between CITAV and PUBCOLL% has shown significant and negative

correlation, same as before partialling the productivity, but the size has reduced to

r = −0.043.

WRANK has shown significant and negative correlation with PUBCOLLw, PUBCOLL

and PUBCOLL%. PUBCOLL and PUBCOLLw had positive correlation withWRANK,

now this correlation has turned negative, with r = −0.168 and r = −0.082 respectively.

WRANK PUBCOLL% had negative correlation before. The correlation was reduced

after the productivity partialling.

6.2.3.4 Materials Science

The correlation between untransformed citation metrics CITTOT and CITTOTw, and

untransformed collaboration metrics PUBCOLL and PUBCOLLw has reduced from

in range of r = 0.9 down to r = 0.2, but these pairs were positive and significant.

CITAV has shown no significant correlation with PUBCOLL, which was significant

and positive before. CITAV and PUBCOLLw had its correlation coefficient reduced

to r = 0.124. It was r = 0.420 before.

The correlation of PUBCOLL% CITTOT and PUBCOLL% CITTOTw has become

insignificant. They were significant and negative correlation in the range of r = −0.4

before partialling the productivity.

The correlation between CITAV and PUBCOLL% has become insignificant, which

was significant and negative before partialling the productivity.

WRANK has shown no significant correlation with PUBCOLLw and has shown neg-

ative correlation with PUBCOLL and PUBCOLL%. PUBCOLL and PUBCOLLw

had positive correlation with WRANK before, WRANK PUBCOLL has turned neg-

ative, with r = −0.036. WRANK PUBCOLL% had negative correlation before. The

correlation was reduced to r = −0.058 after the productivity partialling.
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6.2.3.5 Law

The correlation of CITTOT PUBCOLL and CITTOT PUBCOLLw had almost no

change with the partialling of productivity. All four pairs of the correlation were still in

the range of 0.8.

CITAV has shown significant positive correlation with PUBCOLL and PUBCOLLw.

They were significant and positive correlation in the range of r = 0.5 before the par-

tialling of the productivity. These correlations were reduced to r = 0.295 for CITAV

PUBCOLL and r = 0.308 or CITAV PUBCOLLw.

The correlation of PUBCOLL% CITTOT and PUBCOLL% CITTOTw has turned

significant and negative, PUBCOLL% CITTOT were r = −0.476 while PUBCOLL%

CITTOTw were r = −0.497. Both of these pairs were insignificant before partialling

the productivity.

The correlation between CITAV and PUBCOLL% has become insignificant, which

was significant and positive with r = 0.090 before partialling the productivity.

WRANK has shown significant and positive correlation with PUBCOLLw and PUBCOLL,

with r = 0.477 and r = 0.498 respectively. The correlation was in the range of 0.5 before.

WRANK PUBCOLL% had no correlation before the partialling, but the correlation

is significant and negative, with r = −0.375.

6.2.3.6 Discussion of Collaborativity vs Impact with Productivity Con-

trolled

Before the productivity partialling, CITTOT and CITTOTw were found to strongly

correlate with PUBCOLL and PUBCOLLw in all five of the disciplines. With pro-

ductivity factor controlled, Pharmacology and WoS Computer Science found to have no

correlation left; ACM Computer Science, Materials Science and Psychology had very

small correlations, though the correlations were significant. Law on the other hand, had

all of the strong positive correlations almostunchanged with the productivity controlled.
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This means that institutions publishing in Pharmacology and WoS Computer Science,

the number of papers they have collaborated were not affected or affecting the total

citations they received as an institution, after the productivity has been partialled out.

In ACM Computer Science, Materials Science and Psychology, although significant pos-

itive correlation were found, the size of the correlation was very small. As a result, the

partialled out variable – productivity – is more likely an interesting variable that have

strong correlation with each of these two variables.

Law, however, is an exception, with these correlations almost unchanged(still significant

and positive) after partialling. So productivity is not a major factor presented in either

institutional impact or collaborativity. Law is not a discipline where collaboration is

common, only about 1/10 of the papers were collaborated (while other disciplines have

at least 1/3). When they do collaborate, the papers receive on average almost double

number of citations (see Figure 4.5 and 4.6). So it could be the case that collaboration in

law, despite its infrequency, is a very well recognised and cited when they do collaborate,

leading to the observed positive correlation between collaboration and citation.

When the collaborative paper is normalised by the size of the institution’s output

(PUBCOLL%), the correlation turned negative for four disciplines (except Law) in

previous chapter. Now, with productivity partialled out from the impact metrics, we

revealed a mixed results.

In Law, the higher the institution’s PUBCOLL%, the lower the impact was (CITTOT ,CITTOTw),

and no correlation was found with average paper impact (CITAV ). Materials Science

did not show correlation with (CITTOT ,CITTOTw) at all, while keeping the significant

negative correlation with CITAV .

Conflicting result was also found when impact was measured by CITTOT or WRANK.

In ACM Computer Science, the correlation with CITTOT was positive while it was

negative with WRANK. In Pharmacology, no correlation was found with CITTOT ,

but negative correlation was observed with WRANK. These disagreements could be

rooted at the two different types of impact measurements. Citation is a measurement

based on authors’ judgement of a piece of research’s relevance and influence in the

domain. The citations to the papers approximate the institution’s research influence.
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On the other hand, Webometrics use the institution’s web presence to determine its

impact. The visibility, the popularity of the institution’s research and website was

measured. These differences may have strong impact on the correlation result.

The correlation changes after the productivity partial is quite dramatic. Disciplines

change differently and had opposite result with each other. There is also no clear pattern

split between SSH and NSE after productivity partial.

6.3 Chapter Summary

Following on the results obtained in the chapter 4, we performed a pairwise linear correla-

tion again, but with the unwanted variables partialled out. We started with interpreting

the variable partialling. We gave intuitive meanings to the remaining variables after

partialling to make the interpretation of the results easier.

The results of the partial correlation were then presented. We previously found that

an institution’s number of collaborative papers was highly correlated with the institu-

tion’s impact metrics (total citations, average citations and web rank), but when the

productivity was partialled out, only Law and Psychology still showed the collaborative

paper/impact correlation. The other three disciplines – Computer Science, Pharmacol-

ogy and Materials Science were observed with the collaborative paper/impact correlation

reduced or disappeared.

With the impact variable controlled, the pairwise correlation between the collaborativity

and productivity still presented in four of the five disciplines, but disappears completely

in the case of Law.

The productivity as measured by total paper count was positively correlated with all

impact metrics. The more productive an institution, the higher its impact metrics in all

the disciplines studied (though the effect was weaker in Law). With the collaboration

variables controlled, the total paper count still significantly correlates with total citation

and average citations in 4 out of 5 disciplines, but 3 out of 5 are positive with the impact

measured by rank and 2 out of 5 with impact measured by weighted citation.
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Institutional collaborativity, as measured by percentage of collaborative papers, has

shown disciplinary differences after the partialling. Law, which had weak correlations

between collaboration metrics and productivity metrics before partialling out produc-

tivity, becomes the only discipline that has a very large correlations. Apart from Law,

only Psychology and Computer Science still have sizable positive correlation. Percent

collaboration, which was all negatively correlated with impact metrics, didn’t appear

to be related to citation metrics (citation, weighted citation and average citation) for

disciplines except Law once the productivity is partialled out. But the ranking of the

institutions is showing negative correlations in disciplines, same as before.

We have also noticed that the number of authors involved in each individual collaboration

has little affect with institutional productivity, nor the impact metrics.



Chapter 7

Conclusions

This thesis examined the empirical evidence on the interrelations among research pro-

ductivity, impact and collaborativity.

There were a number of reasons to conduct this research project. For example, insti-

tutions experience substantial competition for the best researchers, research fundings

and reputation. Policy makers have assumed that to publish more research and to pub-

lish collaboratively should have a direct influence on the impact of the research output.

Funders such as JISC and European Framework Programme have placed increasing em-

phasis on collaborative research, their funding calls often include collaboration as one

of the requirements. Yet there was little large scale empirical evidence on the impact of

collaborative research.

In this thesis, I explored inter-institutional collaboration and its effect on the impact

and the productivity of institutions. I first classified nearly half a century’s worth of

article publication data across two datasets – ACM and Web of Science – in terms of

their authors’ institutions. I then used attributes of these articles as metrics for the

institutions’ productivity, impact and collaborativity:

• institutional productivity – measured by publications count.

• institutional impact – measured by citation count, Pagerank weighted citations

and average citations per paper.

167
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• institutional collaborativity – measured by collaborative paper count, size-weighted

collaboration and percent collaboration.

In addition to these derived publication-based impact metrics, I used a published world

university ranking as a further measure of institutional quality (Webometrics ranking –

July 2010 version).

Pairwise linear correlations were calculated among the three factors for institutions

across the globe. All three were highly intercorrelated positively: Institutions with

high paper productivity were also highly collaborative and of high impact. At the same

time, these results represented a circular correlation, making it difficult to interpret the

result. Partial correlation was used to control the third variable and calculate the in-

dependent correlation between the remaining two variables. The results were compared

with previous studies as well as across disciplines. A network visualisation was also used

to visualise the relationships among the variables.

7.1 Overview of Research Findings

7.1.1 Measuring institutional collaborativity, impact and productivity

There is no agreed standard measure of research collaboration, impact or productivity

in the literature. The first objective was to devise a reliable, reproducible measure for

these research activities at the institution level.

7.1.1.1 Research collaborativity

Collaboration is a complex human interaction, and depending on the interpretation,

sometime the entire research community can be counted as one collaboration, which

making measuring collaboration challenging. A phenomenon in research publication –

co-authorship – has been studied intensively in the literature [20, 159] and in more recent

years, it has been used as a proxy to collaboration[15, 118]. The use of co-authorship was

mainly for studying interindividual collaborativity, but the present study builds on them



Chapter 7 Conclusions 169

and uses interinstitutional co-authorships as measures of interinstitutional collaboration.

Three measures of collaborativity based on co-authorship were used for correlational

analysis in this study.

7.1.1.2 Institutional impact

The quality of an institution is difficult to measure due to its multidimensional nature.

An institution’s quality is an aggregation of its facilities, infrastructures, resources, re-

search projects, research outcomes, researchers and so on, but such data is inaccessible

at the global scale. To obtain a reproducible quality measurement, impact based on bib-

liometric as well as webometrics methods was considered. Citation as a paper impact

measure has been debated for its validity, but it was also the earliest, widely used and

generally carries more authority than alternative metrics. The citation was adapted to

use as an impact measure in this study. In addition, a university ranking based on webo-

metrics measures were also incorporated in this study as the forth quality measurements,

providing an second perspective of institutional quality.

7.1.1.3 Research productivity

Research productivity – as a ratio of input and output – is also problematic to measure

and quantify due to lack of data. The input (funding, facility, equipment, the number of

researchers, researcher skill level) of the institution, which resulted the research output

(publication and awards) maybe absent: some are not collected and not obtainable (e.g.

the number of researchers, researcher skill level), some are not released by the authority

(e.g. the amount of funding). These factors can impact strongly on the research output

of any institution. To measure productivity as a ratio of output over input, although

ideal, is unrealistic in large scale study such as this one.

Previous studies[33, 55] used publication counts as an estimate of productivity; pub-

lication counts have also been used as the main metrics in recent UK and Australian

research assessment exercises. We have accordingly adopted publication counts in this

study for measuring institutional productivity.
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Although many efforts have been taken into account while interpreting the results, It

should be noticed that different discipline put different emphasis on various types of

publication (e.g. journal articles, monographs). A biased dataset can leave certain

disciplines disadvantaged in analysis.

7.1.2 Institutional collaboration percentage

The world’s most productive institutions publish about half of their papers indepen-

dently, without any co-authors from other institutions. This is true in natural sciences

and engineering disciplines as well as social science disciplines we have tested (except

Law). For example, the top institutions from Computer Science published as many as

80% of their papers independently. On the other hand, for many of the least productive

institutions – those that only publish a few papers each year – the majority of their pa-

pers were found to be collaborative. With this observation, an institutional policy that

encourages researchers to publish interinstitutional papers instead of single-institution

papers is not a good strategy for increasing the institutional productivity. There can

be many reasons why some institutions are less productive, such as that the institu-

tion’s focus is on teaching; or there is not enough funding for researches; or there is no

equipment to undertake research. Institution would do better to identify the specific

cause for their low productivity, rather than assuming that collaboration is the driver

for productivity.

7.1.3 Collaboration structure

Previous research has shown that country collaborations form core-peripheral structures[46],

where highly collaborative countries collaborate mostly with one another, but rarely with

other countries. We did not find such core-peripheral structures at the institution level.

Those institutions that published many collaborative papers have proportionally higher

numbers of collaborating institutions. This reveals that the collaborative papers were

not a result of frequent collaborations between a few institutions, however. Rather,

they were the result of collaboration with a wide range of institutions. The average
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collaborative papers per collaborator at the institution level varies slightly across dis-

ciplines. Computer Science has the highest ratio of 1.8 papers per collaborator while

Pharmacology has the lowest of ratio of 1.3 papers per collaborator.

7.1.4 Institutional impact and productivity

We found that institutional research impact and institutional research productivity cor-

relate positively with each other, which contradicts previous findings on patent impact

and productivity. (No direct work was conducted on the relationship between an insti-

tution’s productivity and impact). At the institution level, with collaboration factors

partialled out, the average citations received by each paper correlate positively with the

number of papers the institutions published. With this result, it seems that the more

papers the institutions publishes, the higher impact each paper gets. However, this does

not necessarily imply that publishing more having caused the higher citation counts. It

may be more plausible that researchers who publish the higher impact papers publish

more frequently, which in turn leads to the institution level effect.

7.1.5 Individual impact and productivity

The investigation of paper impact and paper productivity at the individual researcher

level revealed a disciplinary difference. In ACM Computer Science and Psychology,

the more papers the researchers published, the more cited the papers were; whereas in

Materials Science, Pharmacology and WoS Computer Science the opposite was found.

No such relationship was found in Law.

We further split the authors into three productivity tiers: high, medium and low for

Materials Science, Pharmacology, WoS Computer Science and Law that showed incon-

sistency between institution level and individual level effects. In the lower productivity

author groups in these disciplines, we found positive correlations between productivity

and impact in all these disciplines. In contrast, in the high productivity author groups,

a negative correlations was found in Pharmacology and WoS Computer Science. This

indicates an interesting phenomenon: for a less productive author, each extra paper
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attracts a more-than-average number of citations while for a more productive author,

the extra paper attracts a less-than-average number of citations. (The former is true

in all of the disciplines investigated while the latter is true in Pharmacology and WoS

Computer Science). For less productive authors, (e.g. those that publish only a few

papers each year) publishing a few extra papers can not only give them the potential

extra citations to these papers, but an increased number of citation to all of their papers.

Highly productive authors in Pharmacology and WoS Computer Science, on the other

hand, may see their average citations per paper reducing when they publish extra papers.

It almost appears as if they have attracted all the citations possible, and extra papers

would not attract any more, but only divides their existing citations. This individual

productivity and impact correlation in fact gives evidence to a seemingly known fact:

most researchers at any institution publish very little, while only a small proportion of

them publish heavily.

7.1.6 Paper count

Out of all the variables covering three factors investigated in this study, raw paper count

carried the most information. Partialling paper count from the other two produces the

largest change in their correlation.

In Computer Science, Pharmacology, Materials Science and Psychology, little or no cor-

relation was found between collaborativity and institutional impact after partialling out

productivity, although the correlations had been significantly positive before partialling.

No correlation means that papers published by the highly collaborative institutions are

not cited more frequently. Law, on the other hand, was found to have strong, positive

correlations, almost as high as before the partialling. The correlation between collabo-

rativity and institutional impact was very weakly affected by productivity in Law, but

productivity carried the most information regarding impact and collaborativity in all

other disciplines. Despite the current climate favouring high collaborativity, our analy-

ses failed to detect strong associated improvements in institutions’ research profiles.
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7.1.7 Collaboration visualisation

Finally, a case study of applying social network analysis to institutional collaboration

was successfully conducted. Several graphs were plotted to visualise the patterns of

institutional collaboration. The relationship between the impact and collaboration can

be clearly observed in the graph (Figure 4.15) for the ACM dataset. An interesting

observation is that the erroneous data can be picked out by eye immediately, which

can then feed back to correct the source data. Research collaboration as seen in ACM

Computer Science was dominated by US, where almost every corner of the graph has

a US institution presented. Institutions from Korea, Japan and Brazil also showed

a homophily effect, where many institutions from these countries collaborate almost

exclusively with institutions coming from the same country. On the other hand, EU

countries do not exhibit homophily; institutions from UK, Spain, France and Germany

have been shown to collaborate with each other. Perhaps this is due to the EU funding

bodies, which explicitly encourage collaborations between the member countries. Despite

the homophily effect, the majority of institutions are connected to each other within very

short steps, so knowledge is channelled through these institutions quickly and efficiently.

7.2 Answers to Research Questions

We now answer the research questions posed in chapter 3. All questions were based on

our central question:

What are the relationships, at the institution aggregation level, among

collaboration, productivity and impact?

This question addresses many aspects, to answer it more clearly, we split into the sub-

questions below.

7.2.1 Relationships between collaborativity and impact

Are higher impact institutions more collaborative?
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Without removing the productivity effects, institutions that published more collabora-

tive papers had higher impact metrics in terms of total citations, weighted citations

and Webometrics rank in all disciplines studied. However, this relationship was found

to be strongly affected by the productivity of the institutions and the effect was differ-

ent in various disciplines. With productivity controlled, Pharmacology and WoS Com-

puter Science were found to have no correlation between impact and collaborativity;

ACM Computer Science, Materials Science and Psychology had very small correlations,

though the correlation was still significant. Law, on the other hand, retained a similar

positive correlation coefficient before and after partialling out productivity.

If we use institutions’ average citations per paper as impact indicator, institutions which

published more collaborative papers also received more average citations to each of their

published papers. Further analysis found that citations and number of collaborative

papers were found to be affected directly by institution’s productivity for certain disci-

plines. With productivity partialled out, the correlation disappeared in Pharmacology

and became negative in ACM Computer Science. That is, in Pharmacology, the insti-

tutions that published high number of collaborative paper did not publish more highly

cited papers, while in Computer Science as indexed by ACM, institutions publishing

more collaborative papers received on average fewer citations per paper. For the rest

of the investigated disciplines – Materials Science, Psychology, Law and WoS Computer

Science, a significant positive correlation was found, yielding a positive answer to this

question.

Do higher impact institutions emphasize on collaborative research?

We have assumed that an institution’s emphasis on collaborative research was reflected

by the proportion of its total papers that were collaborative (percent collaboration).

The answer is no for institutions’ publication in Computer science, Materials Science,

Pharmacology and Psychology, while yes in Law.

Although the percent collaboration showed a negative correlation with citations, weighted

citations and Webometrics rank in all disciplines (except Law), with productivity effects
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partialled out, the same correlation disappeared in WoS Computer Science, Materials

Science, Pharmacology and Psychology, while turned strongly negative in Law.

7.2.2 Relationships between collaborativity and productivity

Do institutions that publish more papers also collaborate more? (and

emphasize on collaborative research?)

Except for Law, the answer to the former question is positive, and the answer to the

latter question is negative for all the disciplines studied here. Paper counts were found

to have high correlation with collaborative paper counts, but a negative correlation with

percent collaboration, both before and after partialling out impact. Paper counts in Law

showed a positive correlation with collaborative paper and a negative correlation with

the percent collaboration before partialling out impact, but none the effect of impact

was removed.

7.2.3 Relationships between productivity and impact

Do institutions that publish large number of papers have higher impact?

Are there disciplinary differences?

Using the publication data without partialling out collaboration, all institutions showed

large correlations between published papers and their citations as well as ranking, which

answers the question affirmatively. However, this relationship was also affected by the

collaborativity of the institutions, especially in Materials Science. With the effect of

collaborativity partialled out, the size of this relationship reduced across disciplines, with

Materials Science no longer significant. The relationship between the number of papers

institutions published and the institution’s impact was discipline and collaborativity

dependent. If we ignored the effect of collaborativity (i.e., without partialling), this

relationship seemed to be positive in all disciplines; but with the collaborativity effect

removed, only Law, Psychology, Pharmacology and Computer Science still showed a

positive relationship.
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Are papers published by high paper-output institutions cited more often

than papers published by low paper-output institutions?

Both before and after partialling out collaborativity, disciplines including Law, Psychol-

ogy, Pharmacology, Materials Science and ACM Computer Science showed significant

and positive correlations. This means that for institutions published more papers, their

papers’ average citation counts were also higher in these disciplines. It should be noted

that publishing more papers would not cause more citations and vice versa. In fact,

it was more plausible that authors who published highly cited papers publishing more

frequently (instead of the other way round). WoS Computer Science did not show this

relationship, either positively or negatively.

7.3 Implications of the Findings for Universities and Sci-

entists

A number of insights regarding publication, citation and collaboration arose from the

findings in this study, but it must be recalled that these findings were based on analyses

of Web of Science and ACM data for only five disciplines. Before these results can be

generalised to scientific research as a whole, more disciplines would have to be examined.

With this in mind, we looked at some possible implications.

7.3.1 Collaborativity does not enhance productivity

Collaborativity correlated positively with productivity, but it did not cause productivity

to increase. Research collaboration can be encouraged by institutions, but not if the ob-

jective was higher productivity. In fact, to do more collaborative research in place of less

non-collaborative research did not improve productivity at all. Institutions that publish

mostly on collaborative work were lower in productivity as well as impact. Institutions

pressuring scientists to collaborate in the hope of improving their research profile should

look at other factors, such as equipment, facilities and resources, which may prove to be

more effective.
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7.3.2 Discipline differences

Different disciplines have different research cultures. Institutions should develop discipline-

specific strategies to improve their activities in research. In social science disciplines,

the institutions leading in research (either published the most papers or been cited the

most) were found to publish many papers collaboratively too. On the other hand, in

engineering and natural science disciplines, leading research institutions were found to

publish many papers non-collaboratively.

Although we were unable to confirm whether the collaborativity was the cause here,

but never the less, it can be used as an indicator. So if institutions with low research

activities find that most of their engineering and natural science papers are collaborative,

they should investigate why their own researchers collaborated for those publications and

what prevent them to publish independently.

7.3.3 More is not always better

Our result have shown that for top productive scientists (top third-tier) in Pharmacol-

ogy and Computer Science, any extra papers they publish would receive below average

citations than their existing papers. As a result, publishing further papers would in

fact make their average citations lower. For the top scientists in these two disciplines,

publishing more is not always better.

On the other hand, we do want to stress that for all the disciplines we studied, for

low productive scientists (bottom third-tier), publishing extra paper gave above average

citations (average citations for their existing papers), hence making their average cita-

tions higher. From a different perspective, low productive scientists were creating new

audiences for each additional publication, perhaps due to the slightly increased visibility

with the additional paper; while top productive scientists may not necessarily attract

enough new audiences to match up their prestige with the additional paper they publish.

Scientists publishing in the range of below 5 papers per year should try their best to

publish more. It is well worth putting in the extra effort.
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7.4 Limitations and recommendations for future studies

This study was limited on the selection of disciplines. There were only two representing

social science and humanity and three representing engineering and nature science. To

have a comprehensive view of the disciplinary differences, more disciplines should to be

studied and compared. When more disciplines involved, it is also a good idea to use only

a sample the entire discipline’s data to reduce the amount of data to be processed. In

addition, the sampling gives the possibility of eye balling the data to remove non-sense

item that may be presented in the source data.

This study used as much as available years of data as possible. However, from several

aspects it was not the best decision made. Firstly, the amount of data to be processed is

massive, it took significant effort to clean the data and the process may introduce pro-

gramming error. 37 years is long and research paradigm shift may have occurred during

this period for certain disciplines. Mash the entire period together would obscure the

result and does not help comparison across disciplines. In addition, windowed citation

should also be used instead of the citation to date used by this study. Citation to date

gives bias towards older publication and may potentially skew the correlation.

A longitudinal analysis can be performed using the same dataset to understand how the

relationship of the three variables evolved over time at the institution level; and are there

highs and lows of these relationships across disciplines, or whether the relationships are

stable over the time.
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[127] W.S. Martins, M.A. Gonçalves, A.H.F. Laender, and N. Ziviani. Assessing the

quality of scientific conferences based on bibliographic citations. Scientometrics,

83(1):133–155, 2010.

[128] Yutaka Matsuo, Junichiro Mori, Masahiro Hamasaki, Takuichi Nishimura, Hideaki

Takeda, Koiti Hasida, and Mitsuru Ishizuka. Polyphonet: An advanced social

network extraction system from the web. Web Semantics: Science, Services and

Agents on the World Wide Web, 5(4):262 – 278, 2007. ISSN 1570-8268. doi:

DOI:10.1016/j.websem.2007.09.002.

[129] Gran Melin. Pragmatism and self-organization: Research collaboration on the

individual level. Research Policy, 29(1):31 – 40, 2000. ISSN 0048-7333. doi: 10.

1016/S0048-7333(99)00031-1. URL http://www.sciencedirect.com/science/

article/pii/S0048733399000311.

[130] Henk F Moed. Cwts crown indicator measures citation impact of a research group’s

publication oeuvre. arXiv preprint arXiv:1003.5884, 2010.

[131] H.F. Moed. Bibliometric rankings of world universities. Centre for Science and

Technology Studies report 2006, 1, 2006.

[132] M. Molloy and B.A. Reed. A critical point for random graphs with a given degree

sequence. Random Structures and Algorithms, 6(2/3):161–180, 1995.

[133] Richard Monastersky. The number that’s devouring science. The Chronicle, 52:

A12, 2005.

[134] James Moody. The structure of a social science collaboration network: Disciplinary

cohesion from 1963 to 1999. American Sociological Review, 69(2):213–238, 2004.

ISSN 00031224.

[135] C.F. Moukarzel. Spreading and shortest paths in systems with sparse long-range

connections. Physical Review E, 60(6):6263–6266, 1999.

[136] G.L. Naber. The geometry of minkowski spacetime. Washington DC American

Geophysical Union Geophysical Monograph Series, 1, 1992.

http://www.sciencedirect.com/science/article/pii/S0048733399000311
http://www.sciencedirect.com/science/article/pii/S0048733399000311


BIBLIOGRAPHY 193

[137] F. Narin, K. Stevens, and E.S. Whitlow. Scientific co-operation in europe and the

citation of multinationally authored papers. Scientometrics, 21(3):313–323, 1991.

[138] Anthony J Nederhof, Rolf A Zwaan, Renger E De Bruin, and PJ Dekker. Assessing

the usefulness of bibliometric indicators for the humanities and the social and beha

vioural sciences: A comparative study. Scientometrics, 15(5):423–435, 1989.

[139] M. E. J. Newman. The structure of scientific collaboration networks. Proceedings

of the National Academy of Sciences, 98(2):404, 2001.

[140] M. E. J. Newman. Scientific collaboration networks. i. network construction and

fundamental results. Physical Review E, 64(1):16131, 2001.

[141] M. E. J. Newman. Scientific collaboration networks. ii. shortest paths, weighted

networks, and centrality. Physical Review E, 64(1):16132, 2001.

[142] M. E. J. Newman. Clustering and preferential attachment in growing networks.

Phys. Rev. E, 64(2):025102, Jul 2001. doi: 10.1103/PhysRevE.64.025102.

[143] M. E. J. Newman. The structure and function of complex networks. SIAM Review,

45:167, 2003.

[144] M. E. J. Newman. Coauthorship networks and patterns of scientific collaboration.

Proceedings of the National Academy of Sciences, 101(90001):5200–5205, 2004.

[145] M. E. J. Newman and D. J. Watts. Renormalization group analysis of the small-

world network model. Physics Letters A, 263(4-6):341 – 346, 1999. ISSN 0375-9601.

doi: DOI:10.1016/S0375-9601(99)00757-4.

[146] M. E. J. Newman and D. J. Watts. Scaling and percolation in the small-world

network model. Phys. Rev. E, 60(6):7332–7342, Dec 1999. doi: 10.1103/PhysRevE.

60.7332.

[147] Byung-Won On. Social network analysis on name disambiguation and more.

In 2008 Third International Conference on Convergence and Hybrid Information

Technology (ICCIT), volume 2, pages 1081–8, Los Alamitos, CA, USA, 2008. IEEE

Computer Society. ISBN 978-0-7695-3407-7.



194 BIBLIOGRAPHY

[148] Tobias Opthof and Loet Leydesdorff. Caveats for the journal and field normal-

izations in the {CWTS} (leiden) evaluations of research performance. Journal

of Informetrics, 4(3):423 – 430, 2010. ISSN 1751-1577. doi: http://dx.doi.

org/10.1016/j.joi.2010.02.003. URL http://www.sciencedirect.com/science/

article/pii/S1751157710000106.

[149] Tobias Opthof and Loet Leydesdorff. A comment to the paper by waltman et al.,

scientometrics, 87, 467481, 2011. Scientometrics, 88(3):1011–1016, 2011. ISSN

0138-9130. doi: 10.1007/s11192-011-0424-8. URL http://dx.doi.org/10.1007/

s11192-011-0424-8.

[150] M. Ozana. Incipient spanning cluster on small-world networks. EPL (Europhysics

Letters), 55:762, 2001.

[151] Lawrence Page, Sergey Brin, Rajeev Motwani, and Terry Winograd. The pagerank

citation ranking: Bringing order to the web. Technical Report 1999-66, Stanford

InfoLab, November 1999. URL http://ilpubs.stanford.edu:8090/422/. Pre-

vious number = SIDL-WP-1999-0120.

[152] Ray J Paul. Measuring research quality: the united kingdom government’s research

assessment exercise. European Journal of Information Systems, 17(4):324–329,

2008.

[153] O. Persson. All author citations versus first author citations. Scientometrics, 50

(2):339–344, 2001.
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