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I. INTRODUCTION

Directional intracellular transport, gene transcription and cell division are examples of important molecular processes that all living organisms require in order to function. Many different biological motors fulfill these roles at a molecular level through the transformation of chemical energy from ATP hydrolysis into mechanical work. This process occurs through a set of sequences of biochemical reactions and coordinated mechanical motions. Biomechanochemical pathways of varying complexity have been suggested for many molecules, for example, for myosin-V.1–8

Single molecule measurements can determine average dynamic quantities of molecular motors such as their velocity as well as their fluctuations or dispersion about these averages. Such results can reveal much about the underlying biomechanochemical pathways which are difficult to measure directly. Analytical techniques for calculating these quantities are important tools to bridge the gap between measured variables and postulated processes. This paper presents novel methods for calculating exact steady states and dynamic properties for spatially hopping systems. Results for n-state systems are presented: single chain, parallel pathway, divided pathway, and divided pathway with a chain. A novel technique for combining multiple system architectures coupled at a reference state is also demonstrated. Four-state examples illustrate the effectiveness and simplicity of these methods. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4746392]
A novel and mathematically straightforward method for calculating dynamic quantities for any biochemical pathway with any distribution of stepping sizes is presented. Explicit and exact expressions for the steady-state probabilities, average velocity, and dispersion relation are given. These all depend on a set of variables $C_{ij}$ that can be determined in an intuitive graphical manner from the system architecture. The ability to calculate results for any generalized structure in such a straightforward manner distinguishes this method from all others; these methods enable the derivation of general formulas for specific system structures reducing potentially expensive calculations. The structure of the system is preserved in the calculations allowing existing general results to be analyzed and modified; we demonstrate a method of combining several general architectures together by coupling them at a reference state. For smaller systems the dispersion relation that is usually complicated can be written down simply thus reducing the level of mathematical complexity. The methods and expressions presented here are therefore powerful tools in investigating the steady states and dynamic properties of theoretical models for molecular motor stepping cycles.

The calculation of steady-state probabilities and dynamic properties using this graphical method presented in Secs. II and III, respectively. An expression for the dispersion relation is given in terms of variables $C_{ij}$ in Sec. III. Methods to simplify the calculation of the $C_{ij}$ for large systems are shown in Sec. IV as well as a technique to obtain them from component structures coupled at a reference state. Examples of arbitrary-sized single chain, parallel pathway, and divided pathway are derived and extended to the novel divided pathway with a chain model using the combing technique in Sec. V. Example 4-state models also demonstrate these methods in Sec. VI. The paper concluded with a discussion in Sec. VII.

II. GENERAL STEADY-STATE PROBABILITIES

We consider a system of $n$ states, each representing a biomechanical state of a molecule, described by $n$ master equations whose form is determined by the proposed set of biochemical pathways. In matrix form, we have

$$
\mathbf{P}(t) = \mathbb{M}\mathbf{P}(t),
$$

where $\mathbb{M}$ is a $n \times n$ transition rate matrix and the $i$th component of the vector of state occupancy probability $\mathbf{P}(t)$ is $P_i(t)$. This can be written as

$$
\frac{dP_i}{dt} = \sum_j \{W_{ji}P_j - (W_{ij} + \delta_i)P_i\},
$$

where the transition rate from state $i$ to state $j$ is denoted by $W_{ij}$ and the detachment rate (the rate at which molecules leave the pathway) from state $i$ is given by $\delta_i$. We have $W_{ij} = 0$ if there is no possible transition between state $i$ and state $j$. A system with non-zero detachment rates can be renormalized into a system without detachments using a procedure outlined by Kolomeisky and Fisher. Therefore, only systems without molecular detachment ($\delta_i = 0$) are considered in this article.

Thus in the steady state,

$$
\sum_j \{W_{ji}P_j - P_iW_{ij}\} = 0 \forall j.
$$

A molecular motor can be assumed to pass through a repeating sequence of biomechanical changes to achieve motion. There is therefore a periodicity to the system with the transition from one period to another carrying some notion of direction: forwards moves to the next period and backwards moves to the previous. For example, the master equations for states along a single chain (nearest-neighbor coupled states) are of the form

$$
\frac{dP_i}{dt} = u_{i-1}P_{i-1} + w_{i+1}P_{i+1} - [u_i + w_i]P_i
$$

with forwards transition rates denoted by $u_i$ and backwards transition rates denoted by $w_i$ and state $n \equiv 0$ and indices being taken modulo $n$. This is exactly the system studied by Derrida.12

We now introduce some useful definitions.

A *branch* is a sequence of states with only nearest-neighbor transitions between them.

A *coupling state* is a state that connects two or more branches.

A *rate path* from $a$ to $b$ is a product of rates along the directed path from $a$ to $b$. For the system described in Eq. (4), $u_3u_4u_2$ is a rate path from $a$ to $a + 3$. A rate path from $a$ to $b$ is *closed* if it also contains a rate path from $b$ to $a$.

A *rate tree* of $b$ is a product of state-unique reaction rates (only one from each state) that contains a rate path from each state in itself to $b$.

A *configuration* of $b$ is a non-unique rate tree of $b$ containing one rate from every state in the system except $b$ and a configuration* of $b$ is a non-unique rate tree of $b$ containing one rate from every state including $b$. A configuration cannot contain any closed rate paths; however, a configuration* of $b$ must contain exactly one closed rate path.

In the single chain $n = 4$ example above, a configuration of state 1 is $u_2u_3u_0$, another configuration is $u_1u_2u_0$. The remaining two are $w_1w_2w_0$ and $w_2w_3w_0$. This is shown in Figure 1. Note that $u_2u_3u_0$ is not a configuration of state 1 because it does not contain a rate path from 0 or 3 to 1. In this example, a configuration* of state 1 is simply a configuration multiplied by either $u_1$ or $w_1$.

A *rate path reversal* is a rate path within a rate tree with forwards rates changed into backwards rates so that the rate tree retains its properties. In the previous example, $w_2u_3u_0$

![Figure 1](https://example.com/figure1.png)
and $w_2u_3u_0$ are rate path reversals of $u_2u_3u_0$ but $u_2u_3w_0$ is not.

If $Q_i$ is the sum of all possible configurations for state $i$ and $Q^*_i$ is the sum of all possible configurations* for state $i$, then

$$Q^*_i = \sum_j W_{ji} Q_j \quad (5)$$

and

$$Q^*_i = Q_i \sum_j W_{ij}, \quad (6)$$

with both giving a relation between a sum over all configurations* of $i$ and a sum over all configurations of $i$. The first relation being a sum over each state $j$ of $Q_j$ multiplied by the reaction rate from $j$ to $i$, gives a rate tree for $i$ that contains a rate from every state—a sum over all configurations* of $i$.

The second being a sum over all configurations of $i$ state multiplied by a sum over rates from $i$ to every other state, also gives a sum over all configurations* of $i$.

Thus

$$\sum_j [W_{ji} Q_j - W_{ij} Q_i] = 0 \forall i. \quad (7)$$

In the single chain $n = 4$ example, taking indices modulo 4,

$$\sum_j W_{ji} Q_j = u_{i-1} Q_{i-1} + w_{i+1} Q_{i+1},$$

$$= u_{i-1}(u_iu_{i+1}u_{i+2} + w_iu_{i+1}u_{i+2})$$

$$+ u_{i-1}(w_iu_{i+1}u_{i+2} + w_iu_{i+1}u_{i+2})$$

$$+ w_{i+1}(u_{i+1}u_{i+2} + u_{i+1}u_{i+2})$$

$$+ w_{i+1}(u_{i+1}u_{i+2} + u_{i+1}u_{i+2}),$$

$$= (u_i + w_i)(u_{i-1}u_{i+1}u_{i+2} + u_{i-1}u_{i+1}u_{i+2})$$

$$+ u_{i-1}w_{i+1}u_{i+2} + w_{i+1}u_{i+1}u_{i+2},$$

$$= Q_i(u_i + w_i),$$

$$= Q_i \sum_j W_{ij}. \quad (8)$$

Equation (7) shows that the $Q_i$ satisfy Eq. (3). Therefore, the sum of all possible configurations for state $i$ is the non-normalized steady-state probability for state $i$ and so

$$P_i = N Q_i, \quad (9)$$

and therefore have the solution

$$\frac{P_i}{N} = \prod_{j=i+1}^{i-1} u_j + w_{i+1} \sum_{j=i+2}^{i-1} u_j + \cdots + w_j, \quad (10)$$

a forwards rate path from $i + 1$ to $(i$ modulo $n)$ plus all its path reversals, where $e_1 = \prod_{j=1}^{n-1} u_j$. This is exactly the solution shown by Derrida.\textsuperscript{12}

The probabilistic steady-state can be found using this method for any closed system. Physically, this informs us as to where in the biochemical pathways the molecules tend to dwell.

### III. Dynamic Properties

The probabilistic steady state allows the calculation of the dynamic properties of the system. Again we have a periodic system with $n$ states and a rate from state $i$ to state $j$ is denoted by $W_{ij}$. However, now physical distances between states must also be specified. State $i$ is a distance $d_i$ from reference state 0 and the total physical distance over the whole period is $d$ (Figure 2).

We want to calculate the average velocity $v$ and the dispersion $D$ of molecules in the system and so we consider the movement of molecules in physical space along a periodically repeating lattice of physical sites. The probability of being in the $i$th site on the $n$th cycle is denoted by $p_{i,n}$. Each site is connected to $n - 1$ sites forwards and $n - 1$ sites backwards, assuming that a molecule cannot jump a cycle length or longer for simplicity. For example, site (0, $s$) is connected to each site $(i, s)$ and $(i, s - 1)$ for all $i \neq 0$. The forwards and backwards transition rates from site $i$ to site $j$ are $u_{ij}$ and $w_{ij}$, respectively. The distance from site $(0, s)$ to site $(i, s)$ is denoted by $d_i$ and $d_0 = 0$. This system is shown in Figure 2.

The site occupancy probabilities $p_{i,s}$ are given by

$$\frac{dp_{i,s}}{dt} = \sum_{j=0}^{n-1} (w_{ji} p_{j,s} + u_{ji} p_{j,s+1})$$

$$+ \sum_{j=0}^{i-1} (w_{ji} p_{j,s+1} + u_{ji} p_{j,s})$$

$$- \sum_j (u_{ij} + w_{ij}) p_{i,s}. \quad (11)$$

![FIG. 2. The periodic 1D lattice of sites in physical space, ordered in terms of their distances (labeled $d_i$) from the reference state (0, s). The possible site transitions from state $(i, s)$ are shown by the arrows.](Image)
Here each \( s \) is associated with one repeat of the physical-space lattice, and \( \sum_{i} p_{n,i} = P_i \). Note that when \( i = 0 \), \( \sum_{j=0}^{n-1} \) is defined to give 0 and similarly when \( i = n - 1 \) for \( \sum_{j=i+1}^{n} \).

**A. Velocity**

The average displacement of a molecule along the track is given by

\[
\langle x \rangle = \sum_{s} \sum_{i} p_{i,s} (ds + d_i)
\]

\[
= \sum_{i} (dX_i + d_i P_i),
\]

where \( X_i = \sum_{s} p_{i,s} \).

Assuming that the system is in its steady state, we have \( \frac{dp_{i,s}}{dt} = 0 \) and so

\[
v = \frac{d\langle x \rangle}{dt},
\]

\[
= d \sum_{i} \frac{dX_i}{dt}.
\]  

(12)

Therefore, Eq. (A3) gives that

\[
v = d \sum_{i} \sum_{j=0}^{i-1} (u_{ji} P_j - w_{ji} P_j),
\]

exactly as expected from flux balance.\(^9\) Note the velocity is independent of the \( d_i \) and only depends on the total step size \( d \).

**B. Dispersion**

The dispersion is defined to be

\[
D \equiv \frac{1}{2} \lim_{t \to \infty} \frac{d}{dt} (\langle x^2 \rangle - \langle x \rangle^2).
\]

(15)

Therefore, from Eq. (A23)

\[
D = d^2 \sum_{i} \sum_{j=0}^{i-1} \frac{1}{2} (u_{ji} + w_{ji}) P_j
\]

\[
+ \frac{d^2}{Q_0} \sum_{i} \sum_{j=0}^{i-1} (w_{ji} - u_{ji}) \sum_{k \neq 0} G_{ik} C_{jk}
\]

\[
+ \frac{dv}{Q_0} \sum_{i} \sum_{j \neq 0} G_{ij} C_{ij},
\]

(16)

with

\[
G_i = \frac{v}{d} P_i - \sum_{j=i+1}^{n-1} u_{ji} P_j + \sum_{j=0}^{i-1} w_{ji} P_j,
\]

and the \( C_{ij} \) are the sum over all configurations of state \( i \neq 0 \) given a non-zero rate from 0 to \( j \) and divided by that rate. It can be deduced from this definition that

\[
Q_0 = \sum_{j \neq 0} W_{j0} C_{jk}, \quad \forall k \neq 0,
\]

(18)

\[
Q_i = \sum_{k \neq 0} W_{ik} C_{jk} \quad i \neq 0,
\]

(19)

which give the steady-state probabilities \( P_i \) once normalized.

Equations (14) and (16) are general under the assumptions that the states lie on a 1D physical lattice and that it is not possible for a molecule cannot jump a cycle length or longer. Only the \( C_{ij} \) need to be calculated for each individual system as general explicit equations have been derived in terms of them for the state-occupancy probabilities (Eqs. (18) and (19)), the velocity (Eq. (14)), and the dispersion (Eq. (16)). Systems with high degrees of symmetry can greatly simplify these calculations as shown in Sec. IV.

The randomness ratio is given by

\[
r = \frac{2D}{dv}.
\]

(20)

Note that assuming that the transition rates are independent of the substeps \( d_i \), the velocity, dispersion, and therefore randomness ratio are also.

**IV. CALCULATING THE \( C_{ij} \)**

Equations (14) and (16) give general expressions for the velocity and the dispersion respectively for any 1D hopping system assuming a molecule cannot jump one repeat or more of the lattice of physical sites. The \( C_{ij} \) must be derived for any individual system structure; however, analysis of the architecture can greatly simplify the calculation.

Each term of a given \( C_{ij} \) must obey three rules. First, it must contain a rate path from \( j \) to \( i \) not through 0. Second, for any state \( a \neq 0 \), \( i, j \) it must contain exactly one rate path from \( a \) to \( i \) or \( a \) to 0. Third, it must contain exactly one transition rate from each state except 0 and \( i \)–from which there should be none.

For illustrative purposes, the \( C_{ij} \) for the three smallest completely general systems are given. The \( n = 2 \) system has

\[
C_{11} = 1,
\]

the \( n = 3 \) system has

\[
C_{11} = W_{20} + W_{21},
\]

\[
C_{12} = W_{21},
\]

\[
C_{21} = W_{12},
\]

\[
C_{22} = W_{10} + W_{12},
\]

and the \( n = 4 \) system has

\[
C_{11} = (W_{20} + W_{21})(W_{30} + W_{31} + W_{32})
\]

\[
+ W_{23}(W_{30} + W_{31}),
\]

(21)

\[
C_{12} = W_{21}(W_{30} + W_{31} + W_{32}) + W_{23}W_{31},
\]

(22)

\[
C_{13} = W_{31}(W_{20} + W_{21} + W_{23}) + W_{32}W_{21},
\]

(23)
Each rate $W_{ij}$ shown as a non-zero rate from 0 to 3 shown as a dashed arrow. The algebraic interpretation is displayed below the graphical one. Note that to satisfy the definition of a configuration of 1 there is a rate path from any state to state 1. Each $C_{0i}$ can be interpreted in this manner.

\[
C_{21} = W_{12}(W_{30} + W_{31} + W_{32}) + W_{13}W_{32},
\]

(24)

\[
C_{22} = (W_{10} + W_{12})(W_{30} + W_{31} + W_{32}) + W_{13}(W_{32} + W_{30}),
\]

(25)

\[
C_{23} = W_{32}(W_{12} + W_{10} + W_{13}) + W_{31}W_{12},
\]

(26)

\[
C_{31} = W_{13}(W_{20} + W_{21} + W_{23}) + W_{12}W_{23},
\]

(27)

\[
C_{32} = W_{23}(W_{10} + W_{12} + W_{13}) + W_{21}W_{13},
\]

(28)

\[
C_{33} = (W_{10} + W_{13})(W_{20} + W_{21} + W_{23}) + W_{12}(W_{20} + W_{23}).
\]

(29)

The calculation of $C_{13}$ is explained as an example in Figure 3.

It is also possible to consider arbitrary-sized systems in terms of branched states and coupling states. Considering a branch $k$ of states with nearest neighbor interactions and defining $u^k$ as the rate from $i$ to $i+1$ and $w^k$ as the rate from $i$ to $i-1$, the following notation is useful when writing down configurations:

\[
\Lambda^k_a = \prod_{i=a}^b u^k_i,
\]

(30)

\[
\Pi^k_a = \prod_{i=a}^b w^k_i,
\]

(31)

\[
\Xi^k_a = \Lambda^k_a \left(1 + \sum_{j=a}^b \prod_{i=a}^j w^k_i \right),
\]

(32)

and define that each expression becomes unity if no rates are included, for example $\Xi^a_a^{-1} = 1$.

$\Lambda^k_a$ and $\Pi^k_a$ represent a path and a reversed rate path, respectively, between $a$ and $b$ on branch $k$. $\Xi^k_a$ represents the sum of all possible rate path reversals between states $a$ and $b$ on branch $k$. This is shown graphically in Figure 4. Multiplying several of these components together and ensuring the indices do not overlap gives the properties of all the terms. For example, $\Xi^a_a \Xi^b_b$ represents the sum of all combinations of path reversals between $a$ and $b$ and between $b+1$ and $c$ on branch $k$. $\Xi^a_a \Xi^b_{b+1}$ represents the sum of all combinations of path reversals between $a$ and $b$ on branch $k$ and all combinations of path reversals between $c$ and $d$ on branch $k'$.

A given $C_{ij}$ is written in terms of the rates from coupling states and rates from states on a branch. Coupling-state rates appear explicitly in the equations, while branch-state rates can be grouped together using relations (30), (31) and (32). For example, considering the simplest system architecture of only one branch and no coupling states known as the single chain (Figure 5(a)), we have

\[
C_{ij} = u_j \Lambda_{i+1}^{j-1} \Xi_{i+1}^{j-1}, \quad i > j,
\]

(33)

\[
C_{ij} = u_j \Pi_{i+1}^{j-1} \Xi_{i+1}^{j-1}, \quad i < j,
\]

(34)

with the $i = j$ case given by Eq. (33) with $u_j \Lambda_{i+1}^{j-1} \rightarrow 1$. In this notation $C_{ij}$ must be written as three separate equations because the relative locations of states $i$ and $j$ are important. A system with two branches and one coupling state defined to be the reference state 0, the parallel pathway (Figure 5(b)), has

\[
C_{ij}^k = u_j^k \Lambda_{j+1}^{i-1} \Xi_{i+1}^{j-1} \Xi_{i+1}^{j-1} \Xi_{i+1}^{j-1}, \quad i > j,
\]

(35)
\[ C_{ij}^k = u_{ij}^k \Pi_{i+1}^{j-1} k \Xi_{j+1}^{i-1} m_{i+1}^{n-1} k' \Xi_{i+1}^{m-1}, \quad i < j, \]  

with \( k \in \{1, 2\} \) and the \( i = j \) case given by Eq. (35) with \( u_{ij}^k \Lambda_{i+1}^{j-1} \to 1 \). The case where the \( j, k \) state lies on a different branch to the \( i, k' \) state (i.e., \( k \neq k' \)) has \( C_{(i,k)j(k,k')} = 0 \) because no configurations of \( i \) given a rate \( W_{0,i(k,j)} \) exist as there is no rate path from \( j, k \) to \( i, k' \) that does not pass through 0.

Note that each expression can be derived from the other; in changing the order of \( i \) and \( j \), \( i \geq j \iff i < j \), three transformations must be applied:

\[ u_{ij}^k \leftrightarrow u_{j i}^k, \]  
\[ k \Xi_{j}^{i}, k \Lambda_{j}^{i}, \Pi_{j}^{i}, \leftrightarrow k' \Xi_{j}^{i}, k' \Lambda_{j}^{i}, \Pi_{j}^{i}, \]  
\[ k \Lambda \leftrightarrow k \Pi, \]  

namely the rate from the \( j \)th state changes direction, the \( i \)s and \( j \)s in the indices of the grouped branch terms are swapped and \( \Lambda \) and \( \Pi \) are swapped. In this manner only a few expressions for the \( C_{ij} \) need to be written down, the rest can be deduced from these.

Introducing another coupling state adds another level of complexity. For a given \( C_{ij} \), states \( i \) and \( j \) can now be this coupling state and not just branch states and so more than three expressions are required to fully define all the \( C_{ij} \). For a system with two branches and two coupling states, defining one of the coupling states as the reference state 0 and denoting the other by \( m \) we have the divided pathway, \( P_{C_{ij}} \). For \( 0 < j < i < m \),

\[ C_{ij} = u_{ij}^k \Pi_{j+1}^{i-1} k \Xi_{j+1}^{i-1} m_{i+1}^{n-1} k' \Xi_{i+1}^{m-1} \]
\[ + \Xi_{i+1}^{m-1} \left( u_{ij}^k \Lambda_{i+1}^{j-1} k' \Xi_{i+1}^{m-1} \right), \]  
(40)

however it is much simpler to consider this in graphical form as in Figure 6. The case where \( 0 < j = i < m \) is recovered by sending \( u_{ij}^k \Lambda_{i+1}^{j-1} \to 1 \). The case \( 0 < i \leq j < m \) is given by applying transformations given by relations (37), (38) and (39) and an additional \( u_{ij}^m \leftrightarrow u_{jm} \) transformation to take into account the extra coupling state.

In this manner all the \( C_{ij} \) for the general \( n \)-state divided pathway can be written down. This is presented in Appendix C.

### A. Modifying system structures

The method discussed in this article preserves the structure of a given architecture within the calculations. This allows solutions for one architecture to be deduced from solutions to another, for example by modifying the structure of the system.

Modifying the single chain model into the parallel pathway model is akin to adding additional single chains into the system coupled at 0. Note that the parallel chain results given in Eqs. (35) and (36) are the single chain results multiplied by the product of each additional branch of the configuration of state 0 restricted to that branch.

Therefore, defining \( S Q_{0}^{k} \) to be the sum of all configurations of 0 restricted to the single chain branch \( k \) and \( SC_{ij}^{k} \) to be the single chain \( C_{ij} \) restricted to branch \( k \), gives the parallel pathway \( PC_{ij}^{k} \):

\[ PC_{ij}^{k} = SC_{ij}^{k} \prod_{k \neq k'} S Q_{0}^{k'} . \]  
(41)

Further results can be derived using these ideas. For example the divided pathway with an additional single chain coupled at 0 (Figure 5(d)) would have

\[ D+S C_{ij} = DC_{ij} S Q_{0}, \quad i, j \in D \text{ section}, \]  
(42)
\[ D+S C_{ij} = SC_{ij} D Q_{0}, \quad i, j \in S \text{ section}, \]  
(43)
\[ D+S C_{ij} = 0, \text{ otherwise}, \]  
(44)

where \( D \) represents the divided pathway, \( S \) represents the single chain, \( ^{D}C_{ij}, ^{S}Q_{0} \) are the \( C_{ij} \) and the \( Q_{0} \), respectively, for just the divided pathway section and \( ^{S}C_{ij}, ^{S}Q_{0} \) are the \( C_{ij} \) and the \( Q_{0} \), respectively, for just the single chain section.

In general for two structures \( A \) and \( B \) coupled only at the reference state, the \( ^{A+B}C_{ij} \) for the combined structure can be written in terms of individual component structure variables

\[ ^{A+B}C_{ij} = ^{A}C_{ij} B Q_{0}, \quad i, j \in A \text{ section}, \]  
(45)
\[ ^{A+B}C_{ij} = B C_{ij} ^{A} Q_{0}, \quad i, j \in B \text{ section}, \]  
(46)
\[ ^{A+B}C_{ij} = 0, \text{ otherwise}. \]  
(47)

In this manner one can derive results for the probabilistic steady state and dispersion for arbitrarily large and highly complex systems by splitting them into individual component systems coupled at the reference state and computing the \( C_{ij} \).
for each system individually. This is a very useful tool for investigating complex underlying biochemical pathways of a molecular motor.

V. GENERALIZED SYSTEM ARCHITECTURES

Many biologically inspired systems suggest that there is at least one state shared between all the forwards mechanochemical cycles, for example with myosin-V.1–5, 7, 8 Defining this state to be 0 we can use this as a boundary of the periodic lattice of physical sites. Systems that do not have this property require a minimum of 3 branches and 4 coupling states and for simplicity we will not consider these here. Therefore, physical sites (0, s) are connected to 2n − 2 other sites (i ≠ 0, s) are connected to n − 1 other sites. This is similar to the system in Figure 2 except sites (i ≠ 0, s) only have possible transitions to other sites (j ≠ i, s) and (0, s + 1). The equation for the velocity can now be simplified to

\[ v = \frac{d}{dt} \sum_{i \neq 0} [u_{i0} P_i - w_{0i} P_0], \]  

(48)

and the equation for the dispersion can also be simplified to

\[ D = \frac{d^2}{dt^2} \sum_{i} (u_{i0} P_i + w_{0i} P_0) \]

\[ - \frac{d^2}{dt^2} \sum_{i} u_{i0} \sum_{j \neq 0} G_{ij} C_{ij} \]

\[ + \frac{dv}{dt} \sum_{i} \sum_{j \neq 0} G_{ij} C_{ij}, \]  

(49)

with

\[ G_i = \frac{v}{d} P_i + w_{0i} P_0, \]  

for \( i \neq 0. \)  

(50)

From now on we will only consider systems of this type. There are many different classes of \( n \)-state system architectures, each defined by the conditions on the transition rates.

A. Single chain model

A single chain model is a system with only nearest neighbor transitions as shown in Figure 7(a). The state occupancy probabilities \( P_i \) are governed by \( n \) master equations

\[ \frac{d P_0}{dt} = u_{n-1} P_{n-1} + w_1 P_1 - (u_0 + w_0) P_0, \]  

(51)

\[ \frac{d P_1}{dt} = u_0 P_0 + w_2 P_2 - (u_1 + w_1) P_1, \]  

(52)

\[ \vdots \]

\[ \frac{d P_{n-1}}{dt} = u_{n-2} P_{n-2} + w_0 P_0 - (u_{n-1} + w_{n-1}) P_{n-1}. \]  

(53)

The steady state of the system is given by the methods in Sec. II. In this case it is exactly the result shown by Derrida

\[ Q_i = \frac{P_i}{N} = e_i \left( 1 + \sum_{j=i+1}^{n-1} \prod_{j=i+1}^{n} \frac{w_j}{u_j} \right), \]  

(54)

where \( N \) is the normalizing factor so that the probabilities sum to unity and

\[ e_i = \prod_{i=0}^{n-1} u_i, \]  

(55)

Therefore,

\[ Q_i = \frac{1}{n} \sum_{i=1}^{n-1} \]  

(56)

with indices being taken modulo \( n \) as state \( 0 \equiv n. \)

Equation (48) gives the velocity of the system

\[ v = \frac{d}{dt} [u_{n-1} P_{n-1} - w_0 P_0], \]  

(57)

and Eq. (49) gives the dispersion of the system

\[ D = \frac{d^2}{dt^2} (u_{n-1} P_{n-1} + w_0 P_0) \]

\[ - \frac{d^2}{dt^2} \sum_{j \neq 0} G_{n-1,j} + \frac{dv}{dt} \sum_{i} \sum_{j \neq 0} G_{ij}, \]  

(58)

with

\[ G_i = \frac{v}{d} P_i + w_{0i} P_0, \]  

for \( i \neq 0, \)  

(59)
and
\[ C_{ij} = \Lambda^j_i \Xi^{j-1}_i \Xi^{i-1}_{i+1}, \quad i \geq j, \]  
\[ C_{ij} = \Pi_{i+1}^j \Xi^{j-1}_i \Xi^{i-1}_{j+1}, \quad i < j. \]  
(60) (61)

This is exactly the result shown by Derrida.  

B. Parallel pathway model

The parallel pathway model is a simple modification to the single chain model. In this section we demonstrate how the single chain solution can be modified to give us the parallel pathway result. For the parallel pathway model with an arbitrary number of branches (enumerated by superscript \( \kappa \)), the architecture is shown in Figure 7(b) and the steady state is given by
\[ Q_0 = \frac{P_0}{N} = \sum_k \Xi^\kappa - 1_i \]  
(62)
\[ Q^\kappa_i = \frac{P^\kappa_i}{N} = \Xi^{i-1}_i \sum_{k \neq \kappa} \Xi^\kappa - 1_i \]  
(63)

Equation (48) gives the velocity
\[ v = d \sum_k \left[ u^k_{n\ell - 1} P^k_{n\ell - 1} - w_{\ell 0}^k P_0 \right], \]  
(64)

The dispersion is given by Eq. (49)
\[ D = \frac{d^2}{2} \sum_k \left( u^k_{n\ell - 1} P^k_{n\ell - 1} + w_{\ell 0}^k P_0 \right) \]  
\[ - \frac{d^2}{Q_0} \sum_k u^k_{n\ell - 1} \sum_{j \neq 0} G^j_k C^k_{n\ell - 1,j} \]  
\[ + \frac{dv}{Q_0} \sum_i \sum_{j \neq 0} G^j_k C^k_{ij}, \]  
(65)

with
\[ G^k_i = \frac{v}{d} P^k_i + w_{\ell 0}^k P_0, \quad \text{for } i \neq 0, \]  
(66)

where
\[ C^k_{ij} = \Lambda^j_i \Xi^{j-1}_i \Xi^{i-1}_{i+1} \prod_{k \neq \kappa} \Xi^\kappa - 1_i \]  
(67)

for \( i \geq j \), and
\[ C^k_{ij} = \Pi_{i+1}^j \Xi^{j-1}_i \Xi^{i-1}_{j+1} \prod_{k \neq \kappa} \Xi^\kappa - 1_i \]  
(68)

for \( i < j \).

Restricting to only two branches, \( k \in \{1, 2\} \), the resulting dispersion gives exactly the result shown by Kolomeisky.  

Our result is general for any number of parallel branches.

C. Divided pathway and divided pathway with a chain

The generalized divided pathway is shown in Figure 7(c). The divided pathway with a chain is constructed by coupling a single chain to the reference state shown schematically in Figure 5(d).

The velocity, dispersion, and the \( G^k_i \) relations for both of these systems are the same as those for the parallel pathway system (although the \( C_{ij} \) are different) and are given by Eqs. (64), (65) and (66), respectively. For the divided pathway \( k \in \{1, 2\} \) where each \( k \) represents a different divided branch and the \( C_{ij} \) are given in Appendix C. For the divided pathway with a chain \( k \in \{1, 2, 3\} \) where the additional \( k = 3 \) branch represents the single chain and the \( C_{ij} \) are derived from those of the single chain and the divided pathway using the method given in Sec. IV A.

The steady-state probabilities are calculated from the \( C_{ij} \) using Eqs. (18) and (19).

VI. FOUR STATE MODEL EXAMPLE

Biologically interesting models for molecular motors exist that involve relatively few states.  

Our more intuitive framework gives the dispersion much more readily than existing approaches for systems with smaller number of states.  

The generalized \( n = 4 \) system is shown in Figure 8 and has unnormalized probabilities
\[ Q_0 = W_{10} C_{1k} + W_{20} C_{2k} + W_{30} C_{3k}, \quad \forall k \neq 0, \]  
(69)
\[ Q_1 = W_{01} C_{11} + W_{02} C_{12} + W_{03} C_{13}, \]  
(70)
\[ Q_2 = W_{01} C_{21} + W_{02} C_{22} + W_{03} C_{23}, \]  
(71)
\[ Q_3 = W_{01} C_{31} + W_{02} C_{32} + W_{03} C_{33}, \]  
(72)

from Eqs. (18) and (19), with normalized probabilities given by \( P_i = Q_i / \sum_j Q_j \).

Equation (48) gives the velocity and the dispersion is given by Eq. (49) with the \( C_{ij} \) as given in Eqs. (21)–(29).

A. Single chain

A toy 4-state single chain model with no backwards steps is shown in Figure 9 and has
\[ Q_0^S = u_{31}^S e_{31}^S, \]  
(73)
\[ Q_1^S = u_{01}^S e_{11}^S, \]  
(74)

FIG. 8. A general 4-state system.
B. Divided pathway with a jump

The toy 4-state divided pathway model with a jump and no backwards steps is shown in Figure 10. When \( u_d = 0 \), this is a divided pathway model. For simplicity, rates are chosen so that \( u_{12} = u_{20} \) and \( u_{13} = u_{30} \). For both of these systems,

\[
Q_0^D = u_0^D C_{21}^D + u_2^D C_{31}^D, \tag{88}
\]

\[
Q_1^D = u_0^D C_{11}^D, \tag{89}
\]

with \( P_{ij}^S = N^S Q_{ij}^S \) and \( N^S = 1/\sum_j Q_{ij}^S \). Equation (48) gives the velocity

\[
v^S = d u^S_p P_{ij}^S. \tag{77}
\]

The dispersion is given by Eq. (49)

\[
D^S = \frac{d^2}{2} u^S_n P_{n-1}^S - \frac{d v^S}{Q_0^S} u^S_{n-1} \sum_{j \neq 0} P_{ij}^S C_{n-1,j}^S + \frac{v^S v^S}{Q_0^S} \sum_i \sum_{j \neq 0} P_{ij}^S C_{ij}^S, \tag{78}
\]

with

\[
C_{11}^S = u_2^S u_3^S, \tag{79}
\]

\[
C_{12}^S = 0, \tag{80}
\]

\[
C_{13}^S = 0, \tag{81}
\]

\[
C_{21}^S = u_1^S u_3^S, \tag{82}
\]

\[
C_{22}^S = u_1^S u_3^S, \tag{83}
\]

\[
C_{23}^S = 0, \tag{84}
\]

\[
C_{31}^S = u_1^S u_2^S, \tag{85}
\]

\[
C_{32}^S = u_1^S u_2^S, \tag{86}
\]

\[
C_{33}^S = u_1^S u_2^S. \tag{87}
\]
C. Combining model structures

A divided pathway with a jump and a single chain (and no backwards stepping) is shown in Figure 11. As described in Sec. IV A, we can deduce the unnormalized probabilities to be

\[ Q_0 = Q_0^D Q_0^S, \]
\[ Q_{1s} = Q_0^D Q_{1s}^S, \]
\[ Q_{2s} = Q_0^D Q_{2s}^S, \]
\[ Q_{3s} = Q_0^D Q_{3s}^S, \]
\[ Q_{1o} = Q_0^S Q_{1o}^D, \]
\[ Q_{2o} = Q_0^S Q_{2o}^D, \]
\[ Q_{3o} = Q_0^S Q_{3o}^D, \]

with \( P_i = N Q_i \) with \( N = 1/\sum_j Q_j \). Equation (48) gives the velocity

\[ v = N \left[ \frac{v^S}{N^S} + \frac{v^D}{N^D} \right]. \]

The dispersion is given by Eq. (49)

\[
D = \frac{d^2}{2} \left( u_3^S P_{3s} + u_2^D P_{2s} + u_1^D P_{1s} \right) - \frac{dv}{Q_0} \sum_{j \neq 0} P_j \left( u_3^S C_{3s}^j + u_2^S C_{2s}^j + u_1^D C_{1s}^j \right) + \frac{v^2}{Q_0} \sum_{j \neq 0} P_j \sum_i C_{ij},
\]

with

\[ C_{ij} = C_{ij}^D Q_0^S, \quad i, j \in DJ \text{ section}, \]
\[ C_{ij} = C_{ij}^S Q_0^D, \quad i, j \in S \text{ section}, \]
\[ C_{ij} = 0, \quad \text{otherwise}, \]

where \( DJ \) represents the divided pathway with a jump and \( S \) represents the single chain.

VII. DISCUSSION

We have presented a method to calculate measurable quantities of molecular motors described by discrete stochastic models. The approach is based on the work of Derrida\(^12\) that gives dynamic properties for a general \( n \)-state single chain model. Derrida’s work has in the past been extended to other system structures\(^13,14,16\) and in each case the velocity and dispersion were rederived. However, our method—extending the work by King and Altman\(^17\)—gives explicit expressions for the completely general steady-state probabilities, velocities, and dispersions in terms of variables \( C_{ij} \) that depend on the system structure.

The expressions for the average velocity and dispersion were derived without any constraint on the distance between physical stepping sites. It was shown that the resulting equations were independent of the substep size \( d_i \) (assuming that the transition rates are also) and only depend on the total step size \( d \). While apparent for systems without detachment, this was not obvious \textit{a priori} for systems with unequal detachments between successive substeps. The renormalization procedure\(^16\) maps a system with detachment to one without by scaling reaction rates and steady-state probabilities. Thus our results still hold with rescaled rates and probabilities and so the velocity and dispersion are independent of the substep sizes \( d_i \) regardless of detachment rates.

We have shown that the \( C_{ij} \) are derivable in a simple graphical manner from the structure of a proposed system and have written them down explicitly for several example structures. Our approach gives general \( n \)-state system expressions for multiple system structures. Modifications of the generalized structure and their effect on the \( C_{ij} \) have been explored. Results for a simple 4-state system demonstrate the simplicity of the calculations relative to other methods. Results for two separate 4-state systems can be combined in a simple manner to give the dispersion and velocity of an 8-state system.

We have given generalized results for the single chain, parallel pathway, and divided pathway systems and have used a technique for combining structures coupled at the reference state to derive the novel divided pathway with a chain results.

Alternative methods of calculating the dynamic properties exist. Tsygankov et al.\(^9\) provide a flux-balance method to calculate the velocities for any system and Chemla et al.\(^11\) use matrix methods to calculate the velocities and dispersions from a given system. However none can provide results for general model structures or solutions that can be interpreted in such a simple graphical way.

Our methods provide powerful theoretical tools for investigating how the underlying transition rates of a molecular motor affect its dynamic properties. The dynamic properties of smaller models can now be calculated simply. Large and highly complex models can be classified by their structure and our methods can give the steady-state probabilities and dynamic properties readily without the need to perform computationally expensive calculations.

This work can aid in the investigation of many biochemical systems. For example, the stepping mechanism of the linearly processive motor protein myosin-V is not understood in detail.\(^2,3,5,8,20-30\) Our results allow the calculation of dynamic
properties for different postulated system architectures, thus can help to distinguish between them on the basis of the fit to experimental data.
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APPENDIX A: CALCULATION OF DYNAMIC QUANTITIES

In this appendix, we show how to calculate the expressions for the velocity (Eq. (14)) and dispersion (Eq. (16)).

1. Velocity

Multiplying Eq. (11) by \( s \), summing over \( s \) and defining \( X_i = \sum_s s p_{i,s} \), gives

\[
\frac{dX_i}{dt} = \sum_{j=1}^{N-1} (W_{ji} X_j - W_{ij} X_i) + \sum_{j=1}^{N-1} u_{ij} p_j - \sum_{j=1}^{N-1} w_{ji} p_j,
\]

and so

\[
\frac{dX_i}{dt} = \sum_j (W_{ji} X_j - W_{ij} X_i) + \sum_{j=1}^{N-1} u_{ij} p_j - \sum_{j=1}^{N-1} w_{ji} p_j,
\]

(A2)

recognizing that \( W_{ij} = u_{ij} + w_{ij} \) when mapping the physical-space system onto the state-space one.

Therefore,

\[
\sum_i \frac{dX_i}{dt} = \sum_i \sum_{j=1}^{N-1} (u_{ji} - w_{ji}) p_j.
\]

(A3)

Substituting this into Eq. (13) gives the expression for the velocity in Eq. (14).

2. Dispersion

The the dispersion is given by

\[
D \equiv \frac{1}{2} \lim_{t \to \infty} \frac{d}{dt} \left[ \langle x^2 \rangle - \langle x \rangle^2 \right].
\]

The mean squared displacement is given by

\[
\langle x^2 \rangle = \sum_s \sum_i p_{i,s} (dx + dt)^2 = \sum_i \left( d^2 \alpha_i + 2dd_i X_i + d_i^2 P_i \right),
\]

(A5)

where \( \alpha_i = \sum_s s^2 p_i \). Therefore, using Eq. (13), we have

\[
D = \sum_i \left[ d^2 \left( \frac{d\alpha_i}{dt} + 2dd_i \frac{dX_i}{dt} - 2vdX_i - 2vdP_i \right) \right]
\]

at steady state.

Similarly to Eq. (A2), we have

\[
\frac{d\alpha_i}{dt} = \sum_j (W_{ji} \alpha_j - W_{ij} \alpha_i) + \sum_{j=1}^{N-1} [w_{ji}(P_j - 2X_j) + u_{ji}(P_j + 2X_j)]
\]

and hence

\[
D = d^2 \sum_i \sum_{j=1}^{N-1} [w_{ji}(P_j - 2X_j) + u_{ji}(P_j + 2X_j)]
\]

\[
+ 2 \sum_i \left( dd_i \frac{dX_i}{dt} - vdX_i - vdP_i \right).
\]

(A8)

Therefore to calculate the dispersion, we must first find the \( X_i \).

Assuming a constant velocity solution \( X_i = g_i t + h_i \), the balance of constant terms in Eq. (A2) gives solutions for the \( h_i \) in terms of the \( g_i \). Constant terms also sum to give a normalization condition for the \( g_i \):

\[
\sum_i g_i = \sum_i \sum_{j=0}^{N-1} (u_{ji} - w_{ji}) P_j.
\]

(A9)

Linear with time terms in Eq. (A2) are the same as the governing Eq. (3) for the steady-state probabilities \( P_j \). Therefore, \( g_i \propto P_j \) and normalizing gives

\[
g_i = P_i \sum_{j=0}^{N-1} (u_{jk} - w_{jk}) P_j.
\]

(A10)

Using \( g_i = P_i v/d \), it can be seen that

\[
D = \frac{d^2}{2} \lim_{t \to \infty} \sum_i \sum_{j=0}^{N-1} [w_{ji}(P_j - 2X_j) + u_{ji}(P_j + 2X_j)]
\]

\[
- d \lim_{t \to \infty} v \sum_i X_i,
\]

\[
= d^2 \sum_i \lim_{t \to \infty} \left( \sum_{j=0}^{N-1} [u_{ji} X_j - w_{ji} X_j] - \frac{v}{d} X_j \right)
\]

\[
+ d^2 \sum_i \sum_{j=0}^{N-1} \frac{1}{2} [u_{ji} P_j + w_{ji} P_j].
\]

(A11)

Only the \( h_i \) remain to be determined in order to calculate \( X_i \). Writing \( h_i = A_i h_0 + B_i \), the constant terms in Eq. (A2) give

\[
g_i = \sum_j (W_{ji} (A_j h_0 + B_j) - W_{ij} (A_i h_0 + B_i))
\]

\[
+ \sum_{j=0}^{N-1} u_{ji} P_j - \sum_{j=0}^{N-1} w_{ji} P_j.
\]

(A12)
matching up powers of \( h_0 \) give two equations

\[
0 = \sum_j [W_{ji} A_j - W_j A_i], \tag{A13}
\]

\[
g_i = \sum_j [W_{ji} B_j - W_j B_i] + \sum_{j=1}^{n-1} u_{ji} P_j - \sum_{j=0}^{n-1} w_{ji} P_j. \tag{A14}
\]

Equation (A13) gives \( A_j = P_j / P_0 \) and \( B_0 = 0 \). Therefore, the dispersion in Eq. (A11) can be written in terms of the \( B_i \),

\[
D = d^2 \sum_i \left( \sum_{j=0}^{i-1} [u_{ji} B_j - w_{ji} B_j] - \frac{v}{d} B_i \right)
+ \frac{d^2}{P_0} \sum_i \left( \sum_{j=0}^{i-1} [u_{ji} P_j - w_{ji} P_j] - \frac{v}{d} P_i \right)
+ d^2 \sum_i \frac{1}{2} \sum_{j=0}^{i-1} [u_{ji} P_j + w_{ji} P_j].
\]

\[
= d^2 \sum_i \sum_{j=0}^{i-1} \left[ u_{ji} B_j - w_{ji} B_j + \frac{1}{2} (u_{ji} P_j + w_{ji} P_j) \right]
- d v \sum_i B_i, \tag{A15}
\]

with the only undetermined quantities being \( B_i \). It should be noted that this expression is the steady-state dispersion and thus independent of the initial condition.

Equation (A14) can be written

\[
G_i = \sum_j W_{ji} B_j - \sum_j W_j B_i, \tag{A16}
\]

with a suitably chosen \( G_i \). Therefore, \( \sum_i G_i = 0 \).

This can be written

\[
G = \mathbb{M} B \tag{A17}
\]

with \( B_0 = 0 \). \( \mathbb{M} \) is a singular matrix as \( \mathbb{M} P = 0 \) with \( \sum P_i = 1 \). Equation (A17) cannot be solved explicitly for an arbitrarily sized system by standard matrix methods.

We have \( B_0 = 0 \) and \( \sum_i G_i = 0 \) and choose ansatz

\[
B_i = -\sum_{j \neq i} G_j C_{ij} \frac{Q_0}{Q_0}, \quad i \neq 0, \tag{A18}
\]

where again \( Q_0 \) is the sum over all configurations of state 0 with the \( C_{ij} \) chosen so that

\[
C_{ij} = \frac{Z_{ij}}{W_{ij}}, \quad i \neq 0, \tag{A19}
\]

where the \( Z_{ij} \) are the sum over all configurations of state \( i \) that include a rate \( W_{ij} \).

Equation (A16) and (A18) require that the \( C_{ij} \) satisfy

\[
G_i Q_0 = \sum_k G_k \left[ \sum_j W_{ij} C_{ik} - \sum_j W_j C_{jk} \right]. \tag{A20}
\]

where again \( Q_0 \) is a sum over all configurations of state 0. Note that the \( k = 0 \) term in the summation is 0 by definition of the \( C_{ij} \).

For \( i = 0 \), we have

\[
\sum_k G_k \left[ \sum_j W_{0j} C_{0k} - \sum_j W_{0j} C_{jk} \right]
= -\sum_k G_k \sum_j W_{0j} C_{jk},
= -\sum_k G_k Q_0, \text{ from Eq. (B2)}
= G_0 Q_0, \tag{A21}
\]

since \( \sum_i G_i = 0 \). For \( i \neq 0 \), we have

\[
\sum_k G_k \left[ \sum_j W_{ij} C_{ik} - \sum_j W_{ij} C_{jk} \right]
= G_i \sum_j [W_{ij} C_{ij} - W_{ij} C_{jk}],
+ \sum_{k \neq i} G_k \sum_j [W_{ij} C_{ik} - W_{ij} C_{jk}],
= \frac{G_i}{W_{0i}} \sum_j [W_{ij} Z_{ij} - W_{ij} Z_{ji}],
+ \sum_{k \neq i} \frac{G_k}{W_{0k}} \sum_j [W_{ij} Z_{ik} - W_{ij} Z_{jk}],
= G_i Q_0, \tag{A22}
\]

using Eqs. (B7) and (B14). Thus the choice of the \( C_{ij} \) in Eq. (A19) satisfies Eq. (A20) and therefore the ansatz (A18) is correct.

The dispersion in terms of the \( C_{ij} \) is therefore

\[
D = d^2 \sum_i \sum_{j=0}^{i-1} \frac{1}{2} (u_{ji} + w_{ji}) P_j
+ \frac{d^2}{Q_0} \sum_i \sum_{j=0}^{i-1} [w_{ji} - u_{ji}] \sum_{k \neq 0} G_k C_{jk}
+ \frac{d v}{Q_0} \sum_i \sum_{j \neq 0} G_i C_{ij}, \tag{A23}
\]

with

\[
G_i = \frac{v}{d} P_i - \sum_{j=0}^{i-1} u_{ji} P_j + \sum_{j=0}^{i-1} w_{ji} P_j, \tag{A24}
\]

as given in Eqs. (16) and (17).

The \( C_{ij} \) are the sums over all configurations of state \( i \neq 0 \) given a rate from 0 to \( j \) and dividing through by that rate. Only these need to be calculated to give the state-occupancy probabilities, the velocity (Eq. (14)) and the dispersion (Eq. (16)). Systems with high degrees of symmetry can greatly simplify the calculation of the \( C_{ij} \).
APPENDIX B: CONFIGURATIONAL METHODS

We shall define \( Z_{ik} \) and \( Z_{ik}^* \) to be the sum over all configurations and configurations* respectively of state \( i \) that include a \( W_{0k} \). Thus we have \( Z_{i0} = Z_{0i} = Z_{i0}^* = Z_{0i}^* = 0 \) for all \( i \). In the example shown in Figure 1, \( Z_{ik} = 0 \) for \( k \neq 1, 3 \), \( Z_{13} = u_0u_3u_1w_2 \) and \( Z_{11} = u_0(u_2u_3 + w_2u_3 + w_2w_3) \).

It can be deduced that the sum over all configurations of \( i \neq 0 \) satisfies

\[
Q_i = \sum_{k \neq 0} Z_{ik}, \quad i \neq 0. \tag{B1}
\]

Then \( Q_0 \) satisfies

\[
Q_0 = \sum_{j \neq 0} W_{j0} Z_{jk}, \quad \forall k \neq 0 \tag{B2}
\]
as required for the derivation of Eq. (A21). This can be seen by considering each element of the summation in turn. Each element \( j \) is the sum over all possible configurations of 0 containing the rate \( W_{0j} \). Summing over all \( j \) must therefore give the sum over all configurations of 0, \( Q_0 \).

Denote a rate path from \( a \) to \( b \) that does not pass through state 0 by \( W_{a \rightarrow b} \) and from \( a \) to \( b \) that does pass through state 0 by \( W_{a \rightarrow 0 \rightarrow b} \). The corresponding closed rate paths are \( \overline{W}_{a \rightarrow b} \) and \( \overline{W}_{a \rightarrow 0 \rightarrow b} \), respectively.

A configuration* contains exactly one closed rate path by definition. Denote the sum over all configurations* of \( j \) that include a rate \( W_{0j} \) given that each term contains a \( \overline{W}_{ji} \) by \( Z_{ji}^*(\overline{W}_{ji}) \) and similarly for \( Z_{ji}^*(\overline{W}_{j \rightarrow i \rightarrow 0}) \) and \( Z_{ji}^*(\overline{W}_{j \rightarrow 0 \rightarrow i}) \).

By definition, \( Z_{ij} \) is the sum over all configurations of \( i \) that include a non-zero rate \( W_{0i} \). Therefore for any \( j \neq 0, i \), each term contains either a \( W_{j \rightarrow i} \), or a \( W_{j \rightarrow 0 \rightarrow i} \). \( Z_{ij} = \sum W_{ij} \) is therefore the sum over all configurations* of \( i \) that include a non-zero rate \( W_{0i} \) given that each term contains either a \( \overline{W}_{i \rightarrow j} \) or a \( \overline{W}_{i \rightarrow 0 \rightarrow j} \) (Figure 12) and so

\[
\sum_j W_{ij} Z_{ij} = Z_{ij}^*(\overline{W}_{i \rightarrow j}) + Z_{ij}^*(\overline{W}_{i \rightarrow 0 \rightarrow j}), \tag{B3}
\]
as a configuration* contains exactly one closed rate path.

\( Z_{ij} \) is the sum over all configurations of \( j \) that include a non-zero rate \( W_{0j} \). Therefore, as configurations cannot contain closed rate paths, each term must contain a \( W_{i \rightarrow j} \). Thus, each term in \( \sum_j W_{ij} Z_{ij} \) must contain a \( \overline{W}_{i \rightarrow j} \), and so \( \sum_j W_{ij} Z_{ij} \) is the sum over all configurations* of \( i \) that include a non-zero rate \( W_{0i} \) given that each term contains a \( \overline{W}_{i \rightarrow j} \) and so

\[
Z_{ij}^*(\overline{W}_{i \rightarrow j}) = \sum_j W_{ij} Z_{ji}. \tag{B4}
\]

Each term in \( \sum_j W_{j0} Z_{ji} \) must contain a \( \overline{W}_{i \rightarrow 0 \rightarrow j} \) and so \( \sum_j W_{j0} Z_{ji} \) is the sum over all configurations* of \( i \) that include a non-zero rate \( W_{0i} \) given that each term contains a \( \overline{W}_{i \rightarrow 0 \rightarrow j} \) and so

\[
Z_{ij}^*(\overline{W}_{i \rightarrow 0 \rightarrow j}) = \sum_j W_{j0} Z_{ji}. \tag{B5}
\]

![FIG. 12. The two possible classes of closed rate paths within the sum over all configurations* of \( i \) that include a rate \( W_{0i} \), \( Z_{ij}^* \). Each element of \( Z_{ij}^* \) either has a closed rate path from \( i \) to \( j \) through 0 (\( \overline{W}_{i \rightarrow 0 \rightarrow j} \), dotted) or not through zero (\( \overline{W}_{i \rightarrow j} \), dashed).](image)

Using the above and then Eq. (B2),

\[
\sum_j W_{ij} Z_{ji} = \sum_j (W_{j0} + W_{ji}) Z_{ji} = W_{0i} Q_0 + \sum_j W_{ji} Z_{ji}. \tag{B6}
\]

Therefore,

\[
\sum_j [W_{ij} Z_{ji} - W_{ji} Z_{ij}] = W_{0i} Q_0. \tag{B7}
\]
as required for the derivation of Eq. (A22).

Using the same argument used to show relation (7), it can be seen that

\[
Z_{ik}^* = \sum_{j \neq 0, k} W_{ji} Z_{jk}, \tag{B8}
\]

\[
Z_{ik}^* = Z_{ik} \sum_{j \neq 0, k} W_{ij}, \tag{B9}
\]

for \( i \neq 0, k \). Therefore,

\[
\sum_{j \neq 0, k} [W_{ij} Z_{ik} - W_{ji} Z_{jk}] = 0, \quad \forall i \neq 0, k. \tag{B10}
\]

Using the relations between \( Q_i \) and \( Z_{ij} \) in Eqs. (B1) and (B2), Eq. (7) gives

\[
W_{0i} \sum_{j \neq 0} Z_{ij} - W_{0i} Q_0 + \sum_{j \neq 0, k \neq 0} [W_{ij} Z_{ik} - W_{ji} Z_{jk}] = 0, \tag{B11}
\]

for all \( i \neq 0 \). Equations (B7) and (B10) then simplify this to

\[
\sum_{j \neq 0} [(W_{0j} + W_{ji}) Z_{ij} - W_{ji} Z_{ij}] = 0. \tag{B12}
\]
Each component of the sum over \( j \) contains a unique element \( W_{0j} \) and thus
\[
(W_{0i} + W_{ij})Z_{ij} - W_{ji}Z_{jj} = 0, \quad (B13)
\]
for all \( i, j \neq 0 \).

Therefore using Eqs. (B10) and (B13),
\[
\sum_j (W_{ij}Z_{ik} - W_{ji}Z_{jk}) = 0, \quad \forall i \neq 0, k, \quad (B14)
\]
as required for the derivation of Eq. (A22).

**APPENDIX C: DIVIDED PATHWAY \( C_{ij} \)**

The divided pathway\(^4\) (see Figure 5(c)) has two coupling states and three branches. For a given \( C_{ij} \), states \( i \) and \( j \) can represent a coupling state and not just branch states. There are 14 different expressions for the \( C_{ij} \), however it is sufficient to write down six and describe the transformations needed to produce the others.

The first five are given by
\[
C_{ij} = u_j \Lambda_{j+1}^{-1} \sum_{i}^{l} \left[ w_m \Pi_{m+1}^{-1} k \frac{Z_{ij}^{-1}}{Z_{ij+1}} \frac{k'}{k'} \right],
\]
for \( 0 < j < i < m \),
\[
C_{ij} = u_j \Lambda_{j+1}^{-1} \sum_{i}^{l} \left[ w_m \Pi_{m+1}^{-1} k \frac{Z_{ij}^{-1}}{Z_{ij+1}} \frac{k'}{k'} \right],
\]
for \( 0 < j < i = m \),
\[
C_{ij} = u_m \sum_{j}^{l} \left[ \Lambda_{j+1}^{-1} k \frac{Z_{ij}^{-1}}{Z_{ij+1}} \frac{k'}{k'} \right],
\]
for \( 0 < j < m < i \) with \( i \) on branch \( k \),
\[
C_{ij} = u_k \sum_{j}^{l} \left[ k \frac{Z_{ij}^{-1}}{Z_{ij+1}} \frac{k'}{k'} \right],
\]
for \( 0 < j < m < i \) and
\[
C_{ij} = u_{k} \sum_{j}^{l} \left[ \Lambda_{j+1}^{-1} k \frac{Z_{ij}^{-1}}{Z_{ij+1}} \frac{k'}{k'} \right],
\]
for \( 0 < m < j < i \).

The next five terms \( 0 < i \leq j < m, 0 < i \leq j = m, 0 < i < m < j, 0 < i = j < m, 0 < m < i \leq j \) are given by applying four transformations. The transformations given by relations (37), (38), and (39) and an additional \( u_{k} \rightarrow w_{m} \) transformation to take accounting the extra coupling state.

The cases where \( 0 < j = i < m, 0 < i = j = m, 0 < m < j = i \) are given by Eqs. (C1), (C2), and (C5), respectively, with \( u_{k} \Lambda_{j+1}^{-1} \rightarrow 1 \).

The last term for \( m < i, j \) with \( i \) on branch \( k \) and \( j \) on branch \( k \) is
\[
C_{ij} = u_{m} u_{k} \sum_{j}^{l} \left[ \Lambda_{j+1}^{-1} k \frac{Z_{ij}^{-1}}{Z_{ij+1}} \frac{k'}{k'} \right],
\]
for \( m < i, j \).

