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Abstract—Expressions are derived for the coverage probability and average rate of both multi-user multiple input multiple output (MU-MIMO) and single input multiple output (SIMO) systems in the context of a fractional frequency reuse (FFR) scheme. In particular, given a reuse region of $\frac{1}{3}$ (FR3) and a reuse region of $1$ (FR1) as well as a signal-to-interference-plus-noise-ratio (SINR) threshold $S_{th}$, which decides the user assignment to either the FR1 or FR3 regions, we theoretically show that: 1) the optimal choice of $S_{th}$ which maximizes the coverage probability is $S_{th} = T$, where $T$ is the target SINR required for ensuring adequate coverage, and 2) the optimal choice of $S_{th}$ which maximizes the average rate is given by $S_{th} = T'$, where $T'$ is a function of the path loss exponent, the number of antennas and of the fading parameters. The impact of frequency domain correlation amongst the OFDM sub-bands allocated to the FR1 and FR3 cell-regions is analysed and it is shown that the presence of correlation reduces both the coverage probability and the average throughput of the FFR network. Furthermore, the performance of our FFR-aided MU-MIMO and SIMO systems is compared. Our analysis shows that the $(2 \times 2)$ MU-MIMO system achieves 22.5% higher rate than the $(1 \times 3)$ SIMO system and for lower target SINRs, the coverage probability of a $(2 \times 2)$ MU-MIMO system is comparable to a $(1 \times 3)$ SIMO system. Hence the former one may be preferred over the latter. Our simulation results closely match the analytical results.
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I. INTRODUCTION

Orthogonal frequency division multiple access (OFDMA) based systems maintain orthogonality among the intra-cell users, but the radical OFDMA system deployments relying on a frequency reuse factor of unity suffer from inter-cell interference. As a remedy, inter-cell interference coordination (ICIC) schemes have been designed for minimizing the co-channel interference [1]. Fractional reuse frequency (FFR) [2] constitutes a low complexity ICIC scheme, which has been proposed for OFDMA based wireless networks such as IEEE 802.16 WiMAX [3] and 3GPP LTE [4].
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Explicitly, FFR is a combination of frequency reuse 1 (FR1) and frequency reuse $\frac{1}{3}$ (FR3). FR1 allocates all the frequencies to each cell, leading to a unity spatial reuse, hence results in a low-quality coverage due to the excessive inter-cell interference. On the other hand, FR3 allocates a fraction of $\frac{1}{3}$ of the 48 frequencies to each cell and therefore reduces the area-spectral efficiency, but improves the SINR. FFR strikes an attractive trade-off by exploiting the advantages of both FR1 and FR3 by 50% relying on FR1 for the cell-centre users i.e. for those users who would experience less interference from the other cells, because they are close to their serving base station (BS). By contrast, FR3 is invoked for the cell-edge users i.e. for those users who would experience high interference afflicted by the co-channel signals emanating from the neighbouring cells in case of FR1, because they are far from their serving BS. Typically, there are two basic modes of FFR deployment: static and dynamic FFR [1]. In this paper, we consider the more practical static FFR scheme, where all the parameters are configured and kept fixed over a certain period of time [5]. Fig. 1 depicts a typical frequency allocation in the context of the FFR scheme for the adjacent cells, where $F_1$, $F_2$ and $F_3$ each use $x\%$ of the total sub-carrier bandwidth, hence $F_1$ uses $(100 - 3x)\%$ of the spectrum.

FFR schemes have been lavishly studied using both system level simulations and theoretical analysis [6]–[11]. The optimization of FFR relying on a distance threshold1 or SINR threshold2

1Based on a pre-determined distance from the BS, the subscribers are divided into cell-centre as well as cell-edge users and hence here the design parameter is a distance threshold ($R_{th}$).

2Based on a pre-determined SINR, the subscribers are divided into cell-centre as well as cell-edge users and here the design parameter is the SINR threshold ($S_{th}$)
has been studied using graph theory in [6] and convex optimization in [7]. Specifically, it has been shown in [7] that the optimal frequency reuse factor is FR3 for the cell-edge users. The average cell throughput of an FFR system was derived in [8] as a function of the distance threshold. It was shown in [9] that there exists an optimal radius threshold for which the average rate becomes maximum. The performance of FFR and soft frequency reuse (SFR) has been studied in [12] under both fully loaded and partially loaded scenarios. An algorithm was proposed in [13] for enhancing the network capacity and the cell-edge performance for a dynamic SFR deployment relying on realistic irregularly shaped cells. A fuzzy logic based generic model was proposed for deriving different frequency reuse schemes in [14]. As a further development, an FFR based 3-cell network-MIMO based tri-sector BS architecture was presented in [15]. FFR and SFR are compared in the presence of correlated interferers in [16]. The optimal configuration of FFR is determined in [17] for a high-density wireless cellular network. The authors of [18] have proposed a distributed and adaptive solution for interference coordination based on the center of gravity of users in each sector. An optimal FFR and power control scheme which can coordinate the interference among the heterogeneous nodes is proposed in [19].

An analytical framework of calculating both the coverage probability (CP) and the average rate of FFR schemes was presented in [10] and [11] for homogeneous single input single output (SISO) and MIMO heterogeneous networks, respectively, using a Poisson point process (PPP). However, the authors of [10], [11] assumed having an unplanned FFR network, where the cells using the same frequency set are randomly allocated. Hence, two cells using the same frequency for the cell-edge users may in fact be co-located [10], [11]. However, in case of FFR based deployments the regions using the same frequency are typically planned to be as far apart as possible and our focus is on these types of deployments. An FFR-aided distributed antenna system (DAS) and an FFR-aided picocell was studied in [20] and [21]. While, an FFR-aided femtocell has been extensively studied in [22]–[26].

However, most of the work based on FFR has considered the conventional SISO case. To the best of our knowledge, no prior work has analytically derived the optimal SINR threshold for FFR, when the number of antennas is high at the transmitter and/or at the receiver. Hence, in this work, we derive both the CP and the average achievable rate expressions of FFR in the presence of both MU-MIMO as well as of SIMO systems and derive the optimal SINR threshold corresponding to the desired CP and throughput. Furthermore, the performance of FFR-aided MU-MIMOS is compared to that of FFR in the presence of a SIMO system.

The key benefit of MU-MIMO is their ability to improve the spectral efficiency, which has been extensively studied in a single-cell context in the presence of AWGN [27]–[29]. However, it has been shown in [30], [31] with the help of simulation, that the efficiency of MU-MIMOS is significantly eroded in a multi-cell environment due to interference, especially in the cell-edge region. FFR is capable of significantly improving the cell-edge coverage since it uses FR3 for the cell-edge users. Hence we study FFR-aided MU-MIMOS and quantify their average throughput as well as coverage probability.

Furthermore, we carefully examine the correlation of the sub-bands \( F_0, F_1, F_2 \) and \( F_3 \) in Fig. 1 used in the FFR system considered. All prior work on FFR has assumed that the sub-bands experience independent fading, which is mathematically convenient, but practically not realisable. Indeed, when we consider practical transmission block based modulation such as OFDM, the channel’s delay spread is assumed to be confined to the cyclic prefix of the OFDM symbol. Such a limited-duration OFDM is user-dependent, it is virtually impossible to ensure that the sub-bands \( F_i \) in Fig. 1 are independent for each user scheduled in the downlink. Therefore, in our analysis we will specifically take into account the correlation of the sub-bands. For FFR-aided MU-MIMO and SIMO systems, the expressions of \( CP \) and average rate are derived and the following new results are presented:

(a) The optimal SINR threshold that maximizes the CP of 148 FFR is derived when a given \( T \). We show that the optimal \( S_h \) (denoted by \( S_{opt,c} \)) is \( S_h = T \) for both the MU-MIMO and SIMO system, and if we choose the SINR threshold 151 to be \( S_{opt,c} \), then the achievable CP of FFR is higher than that of FR3. The improvement of the FFR CP over 153 that of FR3 is due to the resultant sub-band diversity gain 154 achieved by the systems when a user is classified as either 155 a cell-centre or a cell-edge user.

(b) The optimal SINR threshold that maximizes the average rate of FFR is derived. We show that the optimal \( S_h \) (denoted by \( S_{opt,r} \)) is equal to \( T \) for both MU-MIMO and SIMO systems, where \( T \) is a fixed SINR value, which depends on the system parameters such as the path loss exponent, the number of antennas, the fading parameters, etc. 162

(c) The correlation of the sub-bands always degrades both the CP and the average rate of the FFR-aided MU-MIMO and SIMO systems.

(d) The performance of FFR-aided MU-MIMO and SIMO systems is compared. It is shown that system designer may choose the \( (2 \times 2) \) MU-MIMO system over \( (1 \times 3) \) SIMO system of FFR scheme as MU-MIMO achieves significant gain in average rate over SIMO.

We will demonstrate that our analytical results are in close agreement with the simulation results. Moreover, it is shown that at optimal SINR, the FFR achieves significantly high gain in CP, than that of average rate with respect to FR1 and hence this scheme would be more useful when coverage gain is essentially required. Therefore, FFR-aided MU-MIMO provides both high average rate and satisfactory CP for a lower value of \( N_o \).

II. SYSTEM MODEL

A homogeneous macrocell network relying on hexagonal tessellation and on an inter cell site distance of 2\( R \) is considered,
Here, $d$ from the BS. We assumed that the users are at least at a distance $\geq \alpha$.

The standard path loss model of interfering BS, while $N_{t}$ denotes all the interfering BSs, excluding the nearest $\psi$ system located at

is equipped with $N_{r}$ receive antennas, while the BS is equipped with $N_{t}$ transmit antennas and that $N_{t} = N_{r}$. Our focus is on the $\psi$ downlink and hence $N_{t}$ transmit antennas are used for transmission, while the $N_{r}$ receive antennas at the UE are used for reception. We also assume that all $N_{t}$ transmit antennas at the BS are utilized to transmit $N_{t}$ independent data streams to its own $N_{r}$ users. A linear minimum mean-square-error (LMMSE) receiver is considered. In order to calculate the post-processing SINR of this LMMSE receiver, it is assumed that the $(N_{r} - 1)$ closest interferers can be completely cancelled using the antennas at the receiver. For example, in the MU-MIMO case, the user will not experience any intra-tier interference emanating from the serving BS as $N_{t} = N_{r}$. In the SIMO case each user is equipped with $N_{r}$ antennas. The SINR $\eta_{r}(r)$ of a user in the MU-MIMO system and the SINR $\eta_{t}(r)$ of a user in the SIMO system located at $r$ meters from its serving BS are given by

$$\eta_{t}(r) = \frac{g_{r}r^{-\alpha}}{\sigma_{l}^{2} + I_{r}}, \quad I_{r} = \sum_{i \in \psi} \sum_{j=1}^{N_{t}} h_{ij}d_{i}^{-\alpha}$$  

and

$$\eta_{r}(r) = \frac{g_{r}r^{-\alpha}}{\sigma_{l}^{2} + I_{r}}, \quad I_{r} = \sum_{i \in \psi} h_{ij}d_{i}^{-\alpha},$$  

respectively, where the transmit power of a BS is denoted by $P$. Here $\psi$ is the set of interfering BSs in the FR1 network and $\psi_{r}$ denotes all the interfering BSs, excluding the nearest $(N_{r} - 1)$ interferers, while $N_{t}$ denotes the number of transmit antennas.

The standard path loss model of $\|x\|^{-\alpha}$ is assumed, where $\alpha \geq 2$ is the path loss exponent and $\|x\|$ is the distance of a user from the BS. We assumed that the users are at least at a distance $d$ away from the BS. The noise power is denoted by $\sigma_{l}^{2}$.

Here, $r$ and $d_{i}$ are the distances from the user to the serving BS and to the $i^{th}$ interfering BS, respectively, while $g$ and $h_{i}$ denote the corresponding channel fading power, which are independent and identically exponentially distributed (i.i.d.) with a unit mean, i.e., $g \sim \exp(1)$ and $h_{i} \sim \exp(1)\psi$. In MU-MIMO case, $h_{ij}$ is the channel’s fading power from the $j^{th}$ antenna of the $i^{th}$ interfering BS to the user and it is i.i.d. with a unit mean. Without loss of generality we have considered a user in the $0^{th}$ cell of Fig. 2 in our analysis.

Similar to [10], the subscribers are classified as cell-centre users and cell-edge users based on the SINR at the mobile station. If the calculated SINR of a user is lower than the specified SINR threshold $S_{th}$, the user is classified as a cell-edge user. Otherwise, the user is classified as a cell-centre user. Typically, FFR divides the whole frequency band into a total of $(1 + \delta)$ parts, where $F_{0}$ is allocated to all the cells for the cell-centre users, as seen in Fig. 1. One of the $(1, \cdots, \delta)$ parts is assigned to the cell-edge users in each cell in a planned fashion. The users are assumed to be uniformly distributed in a cell and all resource blocks are uniformly shared among the users. The transmit power is assumed to be fixed. If we have $\eta_{t}(r)$ or $\eta_{r}(r) \geq S_{th}$ for a user, then the user will continue to experience the same fading power, i.e., $g$ and $h_{i}$ from the user to the serving BS and to the $i^{th}$ interfering BS, respectively. However, if we have $\eta_{t}(r)$ or $\eta_{r}(r) < S_{th}$ for a user, the user is allocated another sub-band (from the set of sub-bands assigned to cell-edge users) and it experiences a new fading power, i.e., $\hat{g}$ and $\hat{h}_{i}$ from the user to the serving BS and to the $i^{th}$ interfering BS, respectively.

Based on the coherence bandwidth of the OFDM system, and the bands associated with $F_{0}$ to $F_{3}$ in Fig. 1 is is possible that $\hat{g}$ and $\hat{h}_{i}$ are either correlated with or independent of $g$ and $h_{i}$, respectively. Note that $g$, $\hat{g}$, $h_{i}$, and $\hat{h}_{i}$ are the channel gains in the frequency domain and the term correlation is used for referring to frequency domain correlation in this paper. The correlation depends both on the particular user’s channel conditions and on the instantaneous coherence bandwidth with respect to the FFR frequency bands. To better understand the impact of correlation among the sub-bands on the FFR system’s performance, in this paper, we consider the following two extreme cases:

**Case 1:** $g$ and $\hat{g}$ are independent and also $h_{i}$ as well as $\hat{h}_{i}$, are independent for all $i$.

**Case 2:** $g$ and $\hat{g}$ are fully correlated and also $h_{i}$ as well as $\hat{h}_{i}$, are fully correlated for all $i$.

In reality these channel output powers may be partially correlated, but the analysis of partial (arbitrary) correlation is quite complicated and hence it is beyond the scope of this work. However, the analysis of the above two extreme cases we believe, is sufficient for understanding the impact of correlation among the sub-bands.

III. COVERAGE PROBABILITY ANALYSIS OF FFR

In this section, we first derive the $C_{P}$ of both the MU-MIMO and SIMO system considered, which is defined as the probability that a randomly chosen user’s instantaneous SINR $\eta_{r}(r)$ is higher than $T$. This defines, the average fraction of users having an SINR higher than the target SINR. The coverage probability is determined by the complement of an exponentially distributed function of the SINR over the network. The
Similarly, the CP_r of a cell-edge user who is at a distance of \( r \) meters from the BS in the FFR-aided MU-MIMO case \( P_{F,e}(r) \) is given by

\[
P_{F,e}(r) = P \left[ \hat{\eta}(r) > T | \eta(r) < S_{th} \right] = \frac{P \left[ \frac{gr-a}{l+\sigma^2} > T, \frac{gr-a}{l+\sigma^2} < S_{th} \right]}{P \left[ \frac{gr-a}{l+\sigma^2} < S_{th} \right]}
\]

Here, the cell-edge user will experience the new interference term of \( \hat{h} = \sum_{j=1}^{N_t} \hat{h}_j d_i^{-a} \) and the new channel power \( \hat{g} \), i.e. a 290 new SINR \( \hat{\eta}(r) \) due to the fact that the cell-edge user is now a 291 FR3 user. Basically, \( \hat{\eta}(r) \) denotes the SINR experienced by the 292 user at a distance of \( r \) meters from the BS in a FR3 system and 293 is given by

\[
\hat{\eta}(r) = \frac{\hat{g} r^{-a}}{\hat{l} + \sigma^2}, \quad \hat{l} = \sum_{i=\phi}^{N_t} \hat{h}_j d_i^{-a}.
\]

Since both \( g \) and \( \hat{g} \) as well as \( h_i \) and \( \hat{h}_i \) are assumed to be i.i.d, 295 \( P_{F,e}(r) \) can be simplified to

\[
P_{F,e}(r) = P \left[ \frac{\hat{g} r^{-a}}{\hat{l} + \sigma^2} > T \right] = P_3(T, r).
\]

Let us now derive the \( P_r \) of a user in the FFR-aided 297 MU-MIMO system, which can be written as

\[
P_F(r) = P_{F,c}(r) P[\eta(r) > S_{th}] + P_{F,e}(r) P[\eta(r) < S_{th}].
\]

Here, the first term denotes the \( P_r \) contributed by the cell- 299 centre users, while the second term denotes the contribution of 300 the cell-edge users. By using the expression in (7) for \( P_{F,e}(r) \) 301 and the expression in (9) for \( P_{F,e}(r) \), (10) can be simpli- 302 fied to

\[
P_F(r) = \prod_{i} \left( \frac{1}{1 + \max(T, S_{th}) r^{a} d_i^{-a}} \right)^{N_t} e^{-\max(T, S_{th}) r^{a} \sigma^2} + P_3(T, r) - P_3(T, r) P_1(S_{th}, r).
\]

\textbf{Lemma 1:} The optimum \( S_{th} \) (denoted by \( S_{opt,c} \)) that max- 303 imizes the FFR-aided coverage probability is \( S_{th} = T \), and when 304 the SINR threshold is set to \( S_{opt,c} \), the coverage probability of 305 FFR becomes higher than that of FR3.

\[
S_{opt,c} = \arg \max \quad P_F(r) = \prod_{i} \left( \frac{1}{1 + \max(T, S_{th}) r^{a} d_i^{-a}} \right)^{N_t} e^{-\max(T, S_{th}) r^{a} \sigma^2} + P_3(T, r) - P_3(T, r) P_1(S_{th}, r).
\]

\textbf{Proof:} See Appendix A for the proof.

\section{Case 2: \( g \) and \( \hat{g} \) are Completely Correlated as Well as \( h_i \) and \( \hat{h}_i \) are Also Completely Correlated for all \( i \)}

Note that the centre CP_r is the same for both the above 311 Case 1 and for this case, since a user does not change its sub- 312 band, when it becomes a cell-centre user because if \( \eta(r) \geq S_{th} \) 313 for a user, then it will continue to experience the same fading 314 power. However, the edge CP_r is different in Case 1 as well as 315 Case 2, and in this scenario the CP_r, \( P_{F,e}(r) \) of a cell-edge user, 316
who is at a distance of $r$ meters from the BS in our FFR network is given by

$$P_{F_e}(r) = P\left(\hat{\eta}(r) > T \mid \eta_l(r) < S_{th}\right) \frac{P\left\{\hat{\eta}(r) > T, \eta_l(r) < S_{th}\right\}}{P\left\{\eta_l(r) < S_{th}\right\}}.$$  \hspace{1cm} (12)

Substituting the value of $P_{F_e}$ and $P_{F_c}$ from (7) and (12) into Eq. (10), the CP, $P_3(r)$ in our FFR network can be written as

$$P_F(r) = \prod_{i \in \psi} \left(1 + \max\{T, S_{th}\} r^\alpha d_i^{-\alpha} \right)^{N_i} e^{-\max\{T, S_{th}\} r^\alpha d_i^{-\alpha}}$$

$$+ P\left\{\hat{\eta}(r) > T, \eta_l(r) < S_{th}\right\}.$$  \hspace{1cm} (13)

Recall that $\eta_l(r)$ and $\hat{\eta}(r)$ represent the SINR experienced by a user in an FR1 and an FR3 system, respectively. Note that even though $g$ and $\hat{g}$ as well as $h_l$ and $\hat{h}_l$ are completely correlated, $\eta_l(r)$ is not the same as $\hat{\eta}(r)$, because the set of interferers are different in the denominator of the $\eta_l(r)$ and $\hat{\eta}(r)$ expressions given in (2) and (8), respectively, i.e., $\psi$ corresponds to the set of interferers in the FR1 network, while $\psi$ corresponds to the set of interferers in the FR3 network. Since $g$ and $\hat{g}$ are completely correlated and $h_l$ and $\hat{h}_l$ are also completely correlated for all $i$, we use the following transformation to further simplify $P_F(r)$:

$$P\left\{\hat{\eta}(r) > T, \eta_l(r) < S_{th}\right\} = P\left\{\hat{\eta}(r) > T, \hat{\eta}(r) < \tilde{S}_{th}\right\}.$$  \hspace{1cm} (14)

Basically instead of marking a user as a cell-edge user based on the FR1 SINR $\eta_l(r)$, we mark them on the basis of the FR3 SINR $\hat{\eta}(r)$ by introducing a new SINR threshold $\tilde{S}_{th}$. In other words, we introduce a new SINR threshold $\tilde{S}_{th}$ for ensuring that if for any user we have $\eta_l(r) < S_{th}$, then for the same user we have $\hat{\eta}(r) < \tilde{S}_{th}$ and vice-versa. The threshold $\tilde{S}_{th}$ is computed using the relationship of $P\{\eta_l(r) < S_{th}\} = P\{\hat{\eta}(r) < \tilde{S}_{th}\}$. This ensures that the same user is marked as a cell-edge user for both the FR1 and FR3 reuse patterns FR1 and FR3. Now, using the transformation given in (14), $P_F(r)$ can be simplified to

$$P_F(r) = \prod_{i \in \psi} \left(1 + \max\{T, S_{th}\} r^\alpha d_i^{-\alpha} \right)^{N_i} e^{-\max\{T, S_{th}\} r^\alpha d_i^{-\alpha}}$$

$$+ P\left\{\hat{\eta}(r) > T\right\} - P\left\{\hat{\eta}(r) > \tilde{S}_{th}\right\}. \hspace{1cm} (15)$$

In this case, to obtain the optimum $S_{opt,C}$, we consider the following two possibilities: (i) $S_{th} \geq T$, (ii) $S_{th} < T$.  

(i) $S_{th} \geq T$: In this scenario, $CP_F(r)$ can be expressed in terms of $T$ as:

$$P_F(r, S_{th} \geq T) = \prod_{i \in \psi} \left(1 + S_{th} r^\alpha d_i^{-\alpha} \right)^{N_i} e^{-S_{th} r^\alpha d_i^{-\alpha}}$$

$$+ P_3(T, r) - P_3\left\{\tilde{S}_{th}, r\right\}. \hspace{1cm} (16)$$

Since we have $P_3\left\{\tilde{\eta}_c, r\right\} = P_3(S_{th}, r)$ and $P_3(S_{th}, r) = \prod_{i \in \psi} \left(1 + S_{th} r^\alpha d_i^{-\alpha} \right)^{N_i} e^{-S_{th} r^\alpha d_i^{-\alpha}}$, hence

$$P_F(r, S_{th} \geq T) = P_3(T, r). \hspace{1cm} (17)$$

(ii) $S_{th} < T$: In this case $P_F(r)$ can be formulated in terms of $T$ as:

$$P_F(r, S_{th} < T) = \prod_{i \in \psi} \left(1 + T r^\alpha d_i^{-\alpha} \right)^{N_i} e^{-T r^\alpha d_i^{-\alpha}}$$

$$+ P_3(T, r) - P_3\left(\max\{\tilde{S}_{th}, T\}, r\right). \hspace{1cm} (18)$$

Note that when $S_{th} < T$, $\tilde{S}_{th}$ may be higher or lower than $T$. When $S_{th} > T$,$$P_3\left(\max\{\tilde{S}_{th}, T\}, r\right) = P_3(S_{th}, r) = P_3(T, r) > P_3(T, r). \hspace{1cm} (19)$$

since $S_{th} < T$. And when $S_{th} < T$, we have:

$$P_3\left(\max\{\tilde{S}_{th}, T\}, r\right) = P_3(T, r) > P_3(T, r). \hspace{1cm} (20)$$

Hence, we arrive at:

$$P_F(r, S_{th} < T) = \prod_{i \in \psi} \left(1 + T r^\alpha d_i^{-\alpha} \right)^{N_i} e^{-T r^\alpha d_i^{-\alpha}}$$

$$+ P_3(T, r) - P_3\left(\max\{\tilde{S}_{th}, T\}, r\right) < P_3(T, r). \hspace{1cm} (21)$$

Comparing the FFR CP, for $S_{th} \geq T$ and $S_{th} < T$ given by (17) and (21), respectively, it becomes apparent that $P_F(r, S_{th} \geq T) > P_F(r, S_{th} < T)$. In other words, when the fading is fully correlated across the sub-bands, the optimal choice of the SINR threshold is $S_{th} \geq T$ and at the optimal SINR threshold the FFR 358 scheme succeeds in achieving the FR3 CP. Unlike for Case 1, the FR3 CP is better than the FR3 CP, since there is no sub-band diversity gain, when a user moves from the cell-centre to the cell-edge region.

In order to find the CP, for a typical user, we have to calculate the probability density function (pdf) of $r$, which is the distance 364 between the 0th BS (serving BS) and the desired user. To calculate this pdf, we model the cell shape by an inner circle within a hexagonal cell and assume that the users are uniformly distributed. Therefore, the pdf $f_R(r)$ of $r$ is given by

$$f_R(r) = \begin{cases} \frac{2c}{\pi c^2}, & r \leq R \\ 0, & r > R. \end{cases} \hspace{1cm} (22)$$
sub-band, respectively. Let us now derive the average rate for the planned FFR-aided MU-MIMO case.

A. Average Rate in the FR1 and FR3 Systems

The average rate of a user at a distance \( r \) is \( E[\ln(1 + \eta_i(r))] \).

By exploiting the fact that for a positive random variable \( X = \ln(1 + \eta_i(r)) \) we have \( E[X] = \int_{r>0} P(X > r)dr \), the rate \( R_1(r) \) can be rewritten as

\[
R_1(r) = \int_{r>0} P[\ln(1 + \eta_i(r)) > r]dr = \int_{r>0} P[\eta_i(r) > e^r - 1]dr
\]

which follows from (3) and (4). Let us now determine the average rate of the FR1 system, where spatially averaged rate can be rewritten as

\[
R_1 = \int \prod_{i \in \psi} \left( \frac{1}{1 + (e^r - 1)r^\alpha d_j^{-\alpha}} \right)^{N_i} df_k(r)dr. \tag{23}
\]

The average rate of FR3 can be obtained in a similar fashion, which is given by

\[
R_3 = \int \prod_{i \in \phi} \left( \frac{1}{1 + (e^r - 1)r^\alpha d_j^{-\alpha}} \right)^{N_i} df_k(r)dr. \tag{25}
\]

B. Average Rate of the FFR System, When the Sub-Bands are Independent

**Lemma 2:** The average rate of the FFR-aided MU-MIMO 396 system is given by

\[
R_j = \int \prod_{i \in \psi} \left( \frac{1}{1 + \max\{e^r - 1, S_{th}\}r^\alpha d_j^{-\alpha}} \right)^{N_i} df_k(r)dr + \frac{1}{3} \prod_{i \in \phi} \left( \frac{P[\eta_i(r) < S_{th}] \ln(1 + T')}{(1 + (e^r - 1)r^\alpha d_j^{-\alpha})^{N_i}} \right) df_k(r)dr. \tag{26}
\]

**Proof:** See Appendix B for the proof.

Similarly, the average rate of the FFR-aided SIMO system is given by

\[
R_j = \int 0 \int \prod_{i \in \psi} \left( \frac{1}{1 + \max\{e^r - 1, S_{th}\}r^\alpha d_j^{-\alpha}} \right)^{N_i} df_k(r)dr + \frac{1}{3} \prod_{i \in \phi} \left( \frac{P[\eta_i(r) < S_{th}] \ln(1 + T')}{(1 + (e^r - 1)r^\alpha d_j^{-\alpha})^{N_i}} \right) df_k(r)dr. \tag{27}
\]

C. Optimum Value of the SIR Threshold \( S_{opt,R} \), When the Sub-Bands are Independent

The optimum value of \( S_{th} \) (denoted by \( S_{opt,R} \)) for which the average rate of the FFR system is maximized is derived and it is shown to be a function of both the number of antennas and of the path loss exponent.

**Lemma 3:** The value of \( S_{th} \) which maximizes the average rate of the FFR system is \( S_{opt,R} = T' \), where \( T' \) can be obtained as the solution of equation given in (28), shown at the bottom of page 408, where \( K(r) \) is defined later in (47).

**Proof:** See Appendix C for the proof.

Note that the optimal \( S_{th} \) of the SIMO scenario can be derived by following the method of the MU-MIMO case and it is derived by the fact that the number of transmit antennas is reduced, \( S_{opt,R} \) increases. Intuitively, as the number of transmit antennas decreases, the interference experienced by the user would decrease as the interference from the other cell decrease. Thus, the average SINR of all users increases. Hence, the optimal SINR threshold increases in order to balance the ratio of cell-edge users and cell-centre users. Similarly, as the number of receive antennas increases, the average SINR increases in SIMO scenario, because more antennas are capable of celling more of the closest interferers. Hence, \( S_{opt,R} \) increases 427

\[
\int 0 \left( \frac{K(r) - \ln(1 + T') \sum_{i \in \psi} \left( \prod_{j \in \psi} \left( 1 + T'\alpha d_j^{-\alpha} \right)^{N_i} \right) df_k(r)dr \right) = 0, \tag{28}
\]

\[
\int 0 \left( \frac{K(r) - \ln(1 + T') \sum_{i \in \psi} r^\alpha d_j^{-\alpha} \left( \prod_{j \in \psi} \left( 1 + T'\alpha d_j^{-\alpha} \right) \right) df_k(r)dr \right) = 0, \tag{29}
\]
in order to balance the ratio of cell-centre users and cell-edge users. Furthermore, as the path loss exponent decreases, the average SIR of all the users decreases and hence $S_{\text{opt,R}}$ decreases.

D. Average Rate of the FFR System, When the Sub-Bands are Completely Correlated

In this subsection first we derive the average rate $R_f(r)$ of the FFR system for the MU-MIMO case. The average rate of the FFR system given in (39) can be rewritten as

$$R_f(r) = R_c(r)P[\eta_f(r) > S_{th}] + \frac{1}{3}R_c(r)P[\eta_f(r) < S_{th}]. \quad (30)$$

Note that the first term $R_c(r)P[\eta_f(r) > S_{th}]$ denotes the average rate contributed by the cell-centre users and it is the same regardless, whether the fading of the bands is correlated or independent across the sub-bands. Similar to the average rate of the FFR system given in (39), the factor $\frac{1}{3}$ is introduced in the second term, since a frequency reuse factor of $\frac{1}{3}$ is invoked for the cell-edge users. In other words, only one third of the cell-edge frequency ($F_1 + F_2 + F_3$) is used for the cell-edge users and hence the factor $\frac{1}{3}$ multiplies the second term of (30). Now, using the expression of $R_c(r)$ in (42), $R_c(r)P[\eta_f(r) < S_{th}]$ can be written as

$$R_c(r)P[\eta_f(r) < S_{th}] = \int_{r>0} P[\eta_f(r) > e^l - 1, \eta_f(r) < S_{th}] \, dt \quad (31)$$

Using the transformation in (14), $R_c(r)P[\eta_f(r) < S_{th}]$ can be simplified to

$$R_c(r)P[\eta_f(r) < S_{th}] = \int_{r>0} P[\eta_f(r) > e^l - 1] - P[\eta_f(r) > \max(e^l - 1, \tilde{S}_{th})] \, dt \quad (32)$$

Using the result of (25), $R_c(r)P[\eta_f(r) < S_{th}]$ can be further simplified to

$$R_c(r)P[\eta_f(r) < S_{th}] = \int_{r>0} \prod_{i \in \phi} \frac{1}{1 + (e^l - 1)^{r^d} d_i^{-\alpha}} - \prod_{i \in \phi} \frac{1}{1 + \max(e^l - 1, \tilde{S}_{th})^{r^d} d_i^{-\alpha}} \, dt. \quad (33)$$

Finally, substituting back (41) as well as (33) into (30) and then averaging over the spatial dimension, the average rate of the FFR system is given as

$$R_f = \int_{0 \leq r < 1} \prod_{i \in \phi} \frac{1}{1 + \max(e^l - 1, \tilde{S}_{th})^{r^d} d_i^{-\alpha}} - \prod_{i \in \phi} \frac{1}{1 + \max(e^l - 1, \tilde{S}_{th})^{r^d} d_i^{-\alpha}} \, df_{\text{fr}}(r). \quad (34)$$

V. SIMULATION RESULTS

In this section, we provide the simulation results in order to verify our analytical results. In the simulations, we have considered the classic 19 cell system associated with a hexagonal structure having a radius of 1000 meters. A LTE system having 459 a 10 MHz bandwidth, 50 physical resource blocks (PRB) and 460 25 users is considered for each cell. The users are assumed to be uniformly distributed in a cell and similarly, all resource blocks are uniformly shared among users. In other words, if there are 463 $K$ users and $R$ resource blocks then each user is assigned $\frac{R}{K}$ re-source blocks. For each user we generate the channel fading 465 power corresponding to its own channel as well as that corre-466 sponding to the 18 interferers and then compute the SIR per user 467 per PRB. If a user having an SIR higher than $S_{th}$ over 25 or more 468 than 25 PRBs, then the user is considered to be a cell-centre 469 user, otherwise it is classified as a cell-edge user. For the 470 analytical CP$\gamma$ computation, (11) and (15) are used for the inde-471 pendent and correlated cases, respectively. Fig. 4 shows the 472 variation of CP$\gamma$ as a function of the SIR threshold for FR1, 473 FR3, and the FFR case using both our analytical expressions in 474 (11) and (15) and simulations. Observe in Fig. 4 that the ana-475 lytical results match the simulation results. It can be seen that 476 for the independent fading case, the CP$\gamma$ reaches its maximum, 477 when $S_{th} = T$ and it becomes higher than the FR3 CP$\gamma$. How-478 ever, for the fully correlated case, the CP$\gamma$ becomes maximum, 479 when $S_{th} \geq T$ and it is equal to the FR3 CP$\gamma$. 480

Note that all our results are based on considering Rayleigh 481 fading. However, the results seem to be valid for general fading. 482 For example, Fig. 5 shows the variation of CP$\gamma$ as a function 483 of the SIR threshold by considering Nakagami-m fading 484 using simulations. The CP$\gamma$ is shown for the FR1, FR3 and 485 FFR scenarios for the different values of the Nakagami shape 486 parameter $m$. Similar to the Rayleigh fading scenario, the CP$\gamma$ 487 reaches its maximum, when $S_{th} = T$ and it becomes higher than 488 the FR3 CP$\gamma$. Interestingly, as the Nakagami shape parameter 489 increases, the gap between the optimal FFR CP$\gamma$ and FR3 CP$\gamma$ 490
Fig. 4. Coverage probability of FR1, FR3 and FFR evaluated for (11) and (15) with respect to SINR Threshold $S_{th}$. Here, $T = 0$ dB, $\alpha = 3.2$ and $N_t = N_r = 1$.

Fig. 5. Coverage probability of FR1, FR3 and FFR for different value of shape parameter for Nakagami-m fading. Here, $T = 0$ dB, $\alpha = 3$ and $N_t = N_r = 1$. It decreases and it almost becomes negligible, when the shape parameter is in excess of $m = 5$.

Fig. 6 depicts the CP$_r$ of the FFR-aided MU-MIMO and SIMO systems at the optimal value of $S_{th}$ with respect to the target SINR. The CP$_r$ of FR1 is also plotted for reference. It can be observed in Fig. 6 that the FR1 CP$_r$ is significantly lower than that of FFR-aided MU-MIMO. The CP$_r$ of the FFR-aided SIMO case is higher than that of the FFR-aided MU-MIMO scenario.

Fig. 7 plots the average rate of both the FFR and FR1 systems versus the SINR threshold. For plotting the analytical result, (26) and (34) are used for the independent and correlated case, respectively. Observe that the simulation results closely match the analytical results. Firstly, it can be seen that the FFR achieves the maximum value of the average rate at 3.3 dB, which is the $S_{opt,R}$ value, as shown in Fig. 3 for a $(1 \times 1)$-antenna system. Secondly, it can be observed in Fig. 7 that the average rate is reduced, when the sub-bands are correlated. Furthermore, it is interestingly, the optimal SINR threshold of the correlated case is nearly the same as the optimal SINR threshold of the independent fading case. Although, we have considered continuous log-shaped curve mapping between the SINR and the data rate in practical scenarios, the mapping is given by discrete curves associated with different modulation and coding schemes (MCSs). Therefore, we have also provided the average rate versus the SINR threshold based on the specific MCS level using simulation results as shown in Fig. 8. The mapping between SINR and data rate is based on Table 10.1 of the [34]. It can be observed that the value of $S_{opt,R}$ is the same as observed in Fig. 7. Furthermore, the optimal SINR threshold of the correlated case is nearly the same as the optimal SINR threshold of the independent fading scenario.
Let us now compare the average rate achieved by the MU-MIMO and SIMO scenarios at the optimal SINR thresholds. Fig. 9 plots the average rate achieved by the MU-MIMO and SIMO scenarios versus the number of antennas. It is interesting to note that the average rate achieved by the MU-MIMO case is significantly higher than that of the SIMO case. For example, the average rate achieved by the (2 x 2) MU-MIMO case is 5.6 bits/Hz and 4.56 bits/Hz, respectively. In other words, the (2 x 2) MU-MIMO system achieves a 22.5% higher rate than the (1 x 3) SIMO system. However, the overall CP rate achieved by the SIMO case is higher than that of the MU-MIMO case. Now a natural question arises, which of the systems should be chosen by the system designer? To maximize both CP rates as well as average rate simultaneously, the system designer would have to choose one of these two expressions. Now the question arises as to which expression is more appropriate? In order to answer this, we first discuss the benefit of FFR. We see from Figs. 3 and 4 that FFR provides 48% gain in CP rate and 8.5% gain in average rate with respect to FR1 at the optimal $S_{th}$. In other words, FFR provides significantly high gain in CP rate and hence this scheme would be more useful when coverage gain is essentially required. Therefore, FFR-aided MU-MIMO provides both high average rate and satisfactory CP rate, since due to MU-MIMO average rate is high and due to FFR scheme CP rate is satisfactory. It can be also noted from Fig. 4 that when $S_{th}$ is higher than the optimal $S_{th}$, the loss in CP rate is negligible, while when $S_{th}$ is lower than the optimal $S_{th}$, there is significant change in CP rate. Hence, for the lower target SINR scenario, i.e., $T < T'$, the system designer should choose the optimal $S_{th}$ corresponding to average rate ($S_{th} = T'$). On the other hand, for higher target SINR scenario, i.e., $T > T'$, the system designer should choose optimal $S_{th}$ corresponding to CP rate ($S_{th} = T$).

VI. CONCLUSION

We have derived expressions for both the CP rate and average rate of MU-MIMO and SIMO systems based on a planned FFR deployment. The impact of frequency-domain correlation between the sub-bands allocated to the FR1 and FR3 regions on the average rate and on the CP rate was analysed in detail, since any practical OFDMA system will typically experience frequency-domain correlation. We analytically determined the optimal SINR threshold, which maximizes the CP rate, and also determined the optimal SINR threshold (denoted by $S_{th}^{opt}$, which maximizes the average rate for both the MU-MIMO and SIMO systems considered. It was shown that for the optimal choice of the SINR threshold, the CP rate of the FFR system is higher than that of its FR3 counterpart. The value of $S_{th}^{opt}$ increases when the number of antennas is reduced in a MU-MIMO, where it is assumed that the number of transmit antennas is equal to the number of receive antennas, i.e., $N_t = N_r = N_a$. However, it increases when the number of receive antennas increases in the SIMO scenario. Furthermore, the performance of FFR of the MU-MIMO system and SIMO system are compared. It was shown that $(N_a \times N_r)$-element FFR-aided MU-MIMO achieves a significantly higher average rate than $(1 \times 2N_a - 1)$-element SIMO counterpart, but MU-MIMO achieves a lower coverage quality than its SIMO counterpart. However its average rate improvement is more significant than its CP rate reduction, especially for a lower value of $N_a$ and for a lower target SINR. Hence a (2 x 2) system is preferred over a (1 x 3) system.

A natural extension of this work is to study the FFR-aided MU-MIMO and SIMO system in the context of the cellular uplink [35], [36]. In this study, we have assumed having a fixed transmission power and that the resource blocks are
equitably shared by the users. Our future work could consider unequal transmit powers and the unequal allocation of the resource blocks as well as the study of both FFR-aided MU-MIMO and SIMO systems. Moreover, although strict FFR was considered in the paper, it would also be of substantial interest to study dynamic FFR-aided MU-MIMO and SIMO systems.

APPENDIX A

To obtain the $S_{opt,C}$, we consider the following three possibilities: (i) $S_{th} < T$, (ii) $S_{th} = T$, (iii) $S_{th} > T$.

(i) $S_{th} < T$: Let $S_{th} = T - \Delta$, where $\Delta > 0$, then $P_f(r)$ can be expressed as in terms of $T$

$$P_f(r, S_{th} < T) = \prod_{i \in \psi} \left(\frac{1}{1 + T e^{r d_i^{\alpha}}}\right) N_i \exp\left(-Te^{r d_i^{\alpha}}\right)$$

$$+ P_3(T, r) - P_3(T, r)P_1(T - \Delta, r). \quad (35)$$

(ii) $S_{th} = T$: In this case $P_f(r)$ in terms of $T$ can be formulated as

$$P_f(r, S_{th} = T) = \prod_{i \in \psi} \left(\frac{1}{1 + T e^{r d_i^{\alpha}}}\right) N_i \exp\left(-Te^{r d_i^{\alpha}}\right)$$

$$+ P_3(T, r) - P_3(T, r)P_1(T, r). \quad (36)$$

(iii) $S_{th} > T$: Let $S_{th} = T + \Delta$, where $\Delta > 0$, then $P_f(r)$ in terms of $T$ is given by

$$P_f(r, S_{th} > T) = \prod_{i \in \psi} \left(\frac{1}{1 + (T + \Delta) e^{r d_i^{\alpha}}}\right) N_i \exp\left(-(T + \Delta)e^{r d_i^{\alpha}}\right)$$

$$+ P_3(T, r) - P_3(T, r)P_1(T + \Delta, r). \quad (37)$$

Let us now compare the FFR CP, for $S_{th} < T$ and $S_{th} = T$ given by (35) and (36), respectively. Since we have $P_1(T - \Delta, r) > P_1(T, r)$, this implies that $P_f(r, S_{th} < T) < P_f(r, S_{th} = T)$.

Similarly, we compare the FFR-aided CP, for $S_{th} = T$ and $S_{th} > T$ given by (35) and (37), respectively. Since $P_1(T + \Delta, r) < P_1(T, r)$, this implies that $P_f(r, S_{th} = T) > P_f(r, S_{th} > T)$.

Thus, FFR achieves the maximum achievable CP, when $S_{th} = T$.

Note that when one chooses the SINR threshold to be $S_{opt,C}$ then the CP, of FFR is higher than that of FR3 since we have $CP_F(r, S_{th} = T) = P_1(T, r)(1 - P_3(T, r)) + P_3(T, r) > P_3(T, r)$. The reason for this behaviour is as follows: only users having a low SINR (low fading gain for the desired signal and/or high fading gain for the interfering signal) move to the cell-edge region and they experience a new independent fading gain at the cell-edge region. In other words, the increase in FFR CP over the FR3 CP is due to the sub-band diversity gains which is achieved by the system, when the users move from the cell-centre to the cell-edge.

APPENDIX B

Since a cell-centre user is associated with $\eta(r) > S_{th}$, the average rate $R_c(r)$ of the cell-centre users of the FFR system can be written as $R_c(r) = E[\ln(1 + \eta(r))|\eta(r) > S_{th}]$. Similarly, since a cell-edge user has $\eta(r) < S_{th}$, the average rate $R_e(r)$ of (36) the cell-edge users in the FFR system can be written as $R_e(r) = E[\ln(1 + \eta(r))|\eta(r) < S_{th}]$. Now, the average rate $R_f(r)$ of the FFR system can be written as

$$R_f(r) = R_c(r)P[\eta(r) > S_{th}] + \frac{1}{3}R_e(r)P[\eta(r) < S_{th}]. \quad (39)$$

Here the first term denotes the average rate contributed by the cell-centre users, while the second term denotes the contribution of the cell-edge users. Recall that the frequency reuse $\frac{1}{3}$ is 639 invoked for the cell-edge users. In other words, only one third of the cell-edge frequency ($F_1 + F_2 + F_3$) is used for the cell-edge users and hence the factor $\frac{1}{3}$ is multiplied in the above expression. Using the methods outlined in Section IV-A, $R_c(r)P[\eta(r) > S_{th}]$ can be written as

$$R_c(r)P[\eta(r) > S_{th}] = \int_{t > 0} P[\ln(1 + \eta(r)) > t, \eta(r) > S_{th}] dt \quad (40)$$

Using (3) and (4), this can be further simplified to

$$R_c(r)P[\eta(r) > S_{th}] = \int_{t > 0} \frac{1}{1 + \max(e^{t - 1}, S_{th})} \exp\left(-Te^{r d_i^{\alpha}}\right) \frac{1}{\sqrt{T}} dt. \quad (41)$$

Again, similar to Section IV-A, we can write $R_e(r)$ as

$$R_e(r) = \int_{t > 0} P[\ln(1 + \hat{\eta}(r)) > t, \hat{\eta}(r) < S_{th}] dt \quad (42)$$

Since $g$ and $\hat{g}$ are i.i.d as well as $h_1$ and $\hat{h}_1$ are also i.i.d, hence $R_e(r)$ can be written as

$$R_e(r) = \int_{t > 0} \frac{1}{1 + (e^{t - 1})e^{r d_i^{\alpha}}} \exp\left(-(T + \Delta)e^{r d_i^{\alpha}}\right) \frac{1}{\sqrt{T}} dt. \quad (43)$$

Finally substituting back (41) and (43) into (39) and after averaging over the spatial dimension, the average rate of the FFR system is given by

$$R_f = \int _{0}^{R} \left( \prod_{i \in \psi} \left(\frac{1}{1 + \max(e^{t - 1}, S_{th})e^{r d_i^{\alpha}}}\right) N_i \right) \frac{1}{3} \int_{S_{th}}^{R} \frac{P[\eta(r) < S_{th}]}{1 + (e^{t - 1})e^{r d_i^{\alpha}}} dt. \quad (44)$$
The average rate expression can be written as
\[ R_f = \int_0^R \int_{\theta=0}^{\psi} \left( \prod_{j \in \psi} \left( \frac{1}{1 + \max(\epsilon^l - 1, S_{th}) r^\alpha d_j^{-\alpha}} \right)^{N_i} \right) d\theta dR_f + \frac{1}{3} \int \prod_{j \in \psi} \left( \frac{1}{1 + \max(\epsilon^l - 1, S_{th}) r^\alpha d_j^{-\alpha}} \right)^{N_i} dR_f dr. \] (45)

To maximize the rate \( R_f \), we have to differentiate \( R_f \) with respect to \( S_{th} \). In order to do that we split the first part of the integral \( R_f \) as given in (46), shown at the bottom of the page. Using Leibniz’s rule, while differentiating 659 \( R_f \) with respect to \( S_{th} \), we obtain (48), shown at the bottom of 660 the page. Simplifying \( \frac{dR_f}{dS_{th}} \) and equating it to zero, one obtains 661 \( \frac{dR_f}{dS_{th}} \) as given in (48). The solution of the integral given in (48) 662 gives the optimal \( S_{th} \), namely \( S_{opt,R} \), but obtaining \( S_{opt,R} \) in 663 (48) gives a closed form is a challenging problem, as the distances \( d_{ij} \) are also a function of \( r \). Hence, we find the value of \( S_{opt,R} \) by 665 solving (48) numerically (using Mathematica or Matlab). 666

Note that the optimal value of \( S_{th} \) is calculated at the time of 667 network planning with the aid of Mathematica (or Matlab) 668 to obtain the numerical values off line. We have investigated 669 \( S_{opt,R} \) as a function of the path loss exponent, of the number of 670 transmit antennas, etc.

\[ \text{Note that the optimal value of } S_{th} \text{ is calculated at the time of network planning with the aid of Mathematica (or Matlab) to obtain the numerical values off line. We have investigated } S_{opt,R} \text{ as a function of the path loss exponent, of the number of transmit antennas, etc.} \]
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Abstract—Expressions are derived for the coverage probability and average rate of both multi-user multiple input multiple output (MU-MIMO) and single input multiple output (SIMO) systems in the context of a fractional frequency reuse (FFR) scheme. In particular, given a reuse region of \( \frac{1}{3} \) (FR3) and a reuse region of \( \frac{1}{2} \) (FR1) as well as a signal-to-interference-plus-noise-ratio (SINR) threshold \( S_{th} \), which decides the user assignment to either the FR1 or FR3 regions, we theoretically show that: 1) the optimal choice of \( S_{th} \) which maximizes the coverage probability is \( S_{th} = T \), where \( T \) is the target SINR required for ensuring adequate coverage, and 2) the optimal choice of \( S_{th} \) which maximizes the average rate is given by \( S_{th} = T' \), where \( T' \) is a function of the path loss exponent, the number of antennas and of the fading parameters. The impact of frequency domain correlation amongst the OFDM sub-bands allocated to the FR1 and FR3 cell-regions is analysed and it is shown that the presence of correlation reduces both the coverage probability and the average throughput of the FFR network. Furthermore, the performance of our FFR-aided MU-MIMO and SIMO systems is compared. Our analysis shows that the \((2 \times 2)\) MU-MIMO system achieves 22.5\% higher rate than the \((1 \times 3)\) SIMO system and for lower target SINRs, the coverage probability of a \((2 \times 2)\) MU-MIMO system is comparable to a \((1 \times 3)\) SIMO system. Hence the former one may be preferred over the latter. Our simulation results closely match the analytical results.

Index Terms—Author, please supply index terms/keywords for your paper. To download the IEEE Taxonomy go to http://www.ieee.org/documents/taxonomy_v101.pdf.

I. INTRODUCTION

Orthogonal frequency division multiple access (OFDMA) based systems maintain orthogonality among the intra-cell users, but the radical OFDMA system deployments relying on a frequency reuse factor of unity suffer from inter-cell interference. As a remedy, inter-cell interference coordination (ICIC) schemes have been designed for minimizing the co-channel interference [1]. Fractional frequency reuse (FFR) [2] constitutes a low complexity ICIC scheme, which has been proposed for OFDMA based wireless networks such as IEEE WiMAX [3] and 3GPP LTE [4].
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Based on a pre-determined distance from the BS, the subscribers are divided into cell-centre as well as cell-edge users and hence here the design parameter is a distance threshold \( R_{th} \).

Based on a pre-determined SINR, the subscribers are divided into cell-centre as well as cell-edge users and here the design parameter is the SINR threshold \( S_{th} \).

Explicitly, FFR is a combination of frequency reuse 1 (FR1) and frequency reuse \( \frac{1}{3} \) (FR3). FR1 allocates all the frequencies to each cell, leading to a unity spatial reuse, hence results in a low-quality coverage due to the excessive inter-cell interference. On the other hand, FR3 allocates a fraction of \( \frac{1}{3} \) of the 47 frequencies to each cell and therefore reduces the area-spectral-efficiency, but improves the SINR. FFR strikes an attractive trade-off by exploiting the advantages of both FR1 and FR3 by 50% relying on FR1 for the cell-centre users i.e. for those users who would experience less interference from the other cells, because they are close to their serving base station (BS). By contrast, 50% FR3 is invoked for the cell-edge users i.e. for those users who would experience high interference afflicted by the co-channel 55 signals emanating from the neighbouring cells in case of FR1, by 50% because they are far from their serving BS. Typically, there are two basic modes of FFR deployment: static and dynamic FFR [1]. In this paper, we consider the more practical static FFR scheme, where all the parameters are configured and kept fixed over a certain period of time [5]. Fig. 1 depicts a typical 61 frequency allocation in the context of the FFR scheme for 62 adjacent cells, where \( F_1 \), \( F_2 \) and \( F_3 \) each use \( x\% \) of the total 63 spectrum, hence \( F_1 \) uses \((100 - 3x)\% \) of the spectrum.

FFR schemes have been lavishly studied using both system level simulations and theoretical analysis [6]–[11]. The optimization of FFR relying on a distance threshold\(^{1}\) or SINR threshold\(^{2}\)
has been studied using graph theory in [6] and convex optimization in [7]. Specifically, it has been shown in [7] that the optimal frequency reuse factor is FR3 for the cell-edge users. The average cell throughput of an FFR system was derived in [8] as a function of the distance threshold. It was shown in [9] that there exists an optimal radius threshold for which the average rate becomes maximum. The performance of FFR and soft frequency reuse (SFR) has been studied in [12] under both fully loaded and partially loaded scenarios. An algorithm was proposed in [13] for enhancing the network capacity and the cell-edge performance for a dynamic SFR deployment relying on realistic irregularly shaped cells. A fuzzy logic based generic model was proposed for deriving different frequency reuse schemes in [14]. As a further development, an FFR based 3-cell network-MIMO based tri-sector BS architecture was presented in [15]. FFR and SFR are compared in the presence of correlated interferers in [16]. The optimal configuration of FFR is determined in [17] for a high-density wireless cellular network. The authors of [18] have proposed a distributed and adaptive solution for interference coordination based on the center of gravity of users in each sector. An optimal FFR and power control scheme which can coordinate the interference among the heterogeneous nodes is proposed in [19].

An analytical framework of calculating both the coverage probability (CP) and the average rate of FFR schemes was presented in [10] and [11] for homogeneous single input single output (SISO) and MIMO heterogeneous networks, respectively, using a Poisson point process (PPP). However, the authors of [10], [11] assumed having an unplanned FFR network, where the cells using the same frequency set are randomly allocated. Hence, two cells using the same frequency for the cell-edge users may in fact be co-located [10], [11]. However, in case of FFR based deployments the regions using the same frequency are typically planned to be as far apart as possible and our focus is on these types of deployments. An FFR-aided distributed antenna system (DAS) and an FFR-aided picocell was studied in [20] and [21]. While, an FFR-aided femtocell has been extensively studied in [22]–[26]. However, most of the work based on FFR has considered the conventional SISO case. To the best of our knowledge, no prior work has analytically derived the optimal SINR threshold for FFR, when the number of antennas is high at the transmitter and/or at the receiver. Hence, in this work, we derive both the CP and the average achievable rate expressions of FFR in the presence of both MU-MIMO as well as of SIMO systems and derive the optimal SINR threshold corresponding to the desired CP and throughput. Furthermore, the performance of FFR-aided MU-MIMOS is compared to that of FFR in the presence of a SIMO system.

The key benefit of MU-MIMO is their ability to improve the spectral efficiency, which has been extensively studied in a single-cell context in the presence of AWGN [27]–[29]. However, it has been shown in [30], [31] with the help of simulation, that the efficiency of MU-MIMOS is significantly eroded in a multi-cell environment due to interference, especially in the cell-edge region. FFR is capable of significantly improving the cell-edge coverage since it uses FR3 for the cell-edge users. Hence we study FFR-aided MU-MIMOS and quantify their average throughput as well as coverage probability.

Furthermore, we carefully examine the correlation of the sub-bands \(F_0, F_1, F_2\) and \(F_3\) in Fig. 1 used in the FFR system considered. All prior work on FFR has assumed that the sub-bands experience independent fading, which is mathematically convenient, but practically not realisable. Indeed, when we consider practical transmission block based modulation such as OFDM, the channel’s delay spread is assumed to be confined to the cyclic prefix of the OFDM symbol. Such a limited-duration (typically less than 20% of the useful OFDM symbol duration) impulse response will result in correlation amongst the adjacent frequency domain OFDM sub-channels. More explicitly, unless the sub-bands \(F_0, \ldots, F_3\) are spaced apart by more than the reciprocal of the delay spread, correlation will exist. Since the delay 140 spread experienced in the downlink is user-dependent, it is virtually impossible to ensure that the sub-bands \(F_1\) in Fig. 1 are independent for each user scheduled in the downlink. Therefore, in our analysis we will specifically take into account the correlation of the sub-bands. For FFR-aided MU-MIMO and SIMO systems, the expressions of CP and average rate are derived and the following new results are presented:

(a) The optimal SINR threshold that maximizes the CP of 148 FFR is derived for a given \(T\). We show that the optimal \(S_{th}\) (denoted by \(S_{opt,c}\)) is \(S_{th} = T\) for both the MU-MIMO and SIMO system, and if we choose the SINR threshold 150 to be \(S_{opt,c}\), then the achievable CP of FFR is higher 152 than that of FR3. The improvement of the FFR CP over 153 FR3 is due to the resultant sub-band diversity gain 154 achieved by the systems when a user is classified as either 155 a cell-centre or a cell-edge user.

(b) The optimal SINR threshold that maximizes the average 157 rate of FFR is derived. We show that the optimal \(S_{th}\) (denoted by \(S_{opt,r}\)) is equal to \(T'\) for both MU-MIMO and SIMO systems, where \(T'\) is a fixed SINR value, which depends on the system parameters such as the path loss exponent, the number of antennas, the fading parameters, etc. 162

(c) The correlation of the sub-bands always degrades both 163 the CP and the average rate of the FFR-aided MU-MIMO and SIMO systems.

(d) The performance of FFR-aided MU-MIMO and SIMO systems is compared. It is shown that system designer 166 may choose the \((2 \times 2)\) MU-MIMO system over \((1 \times 3)\) 168 SIMO system of FFR scheme as MU-MIMO achieves 169 significant gain in average rate over SIMO.

We will demonstrate that our analytical results are in close agreement with the simulation results. Moreover, it is shown 172 that at optimal \(S_{th}\), the FFR achieves significantly high gain in 173 CP, than that of average rate with respect to FRI and hence this 174 scheme would be more useful when coverage gain is essentially 175 required. Therefore, FFR-aided MU-MIMO provides both high 176 average rate and satisfactory CP for a lower value of \(N_t\).

II. SYSTEM MODEL

A homogeneous macrocell network relying on hexagonal 179 tessellation and on an inter cell site distance of \(2R\) is considered, 180
as shown in Fig. 2. Both a MU-MIMO and a SIMO system is
181 considered. We assume that in the MU-MIMO case each user
183 is equipped with $N_r$ receive antennas, while the BS is equipped
184 with $N_t$ transmit antennas and that $N_r = N_t$. Our focus is on the
185 downlink and hence $N_t$ transmit antennas are used for transmission,
186 while the $N_r$ receive antennas at the UE are used for reception. We also assume that all $N_t$ transmit antennas at the BS
188 are utilized to transmit $N_t$ independent data streams to its own $N_t$
189 users. A linear minimum mean-square-error (LMMSE) receiver
190 [32] is considered. In order to calculate the post-processing
191 SINR of this LMMSE receiver, it is assumed that the $(N_r - 1)$
192 closest interferers can be completely cancelled using the antennas at the receiver.
194 For example, in the MU-MIMO case, the
196 user will not experience any intra-interference emanating
197 from the serving BS as $N_t = N_r$. In the SIMO case each user
198 is equipped with $N_r$ antennas. The SINR $\eta_i(r)$ of a user in the
199 MU-MIMO system and the SINR $\eta_r(r)$ of a user in the SIMO
200 system located at $r$ meters from its serving BS are given by
201
$$\eta_i(r) = \frac{g_r - \alpha}{\alpha^2 + I_i}, \quad I_i = \sum_{i \in \psi} \sum_{j=1}^{N_t} h_{ij}d_{ij}^{-\alpha} \tag{1}$$

202 and

$$\eta_r(r) = \frac{g_r - \alpha}{\alpha^2 + I_r}, \quad I_r = \sum_{i \in \psi} h_{ir}d_{ir}^{-\alpha}, \tag{2}$$

205 respectively, where the transmit power of a BS is denoted by $P$.
206 Here $\psi$ is the set of interfering BSs in the FR1 network and $\psi_r$
207 denotes all the interfering BSs, excluding the nearest $(N_r - 1)$
208 interferers, while $N_t$ denotes the number of transmit antennas.
209 The standard path loss model of $\|x\|^{-\alpha}$ is assumed, where
210 $\alpha \geq 2$ is the path loss exponent and $\|x\|$ is the distance of a user
211 from the BS. We assumed that the users are at least at a distance
212 of $d$ away from the BS. $^4$ The noise power is denoted by $\sigma^2$.
213
214 Here, $r$ and $d_i$ are the distances from the user to the serving BS
215 and to the $i^{th}$ interfering BS, respectively, while $g$ and $h_t$ denote
216 the corresponding channel fading power, which are independent
217 and identically exponentially distributed (i.i.d.) with a unit mean, i.e., $g \sim \exp(1)$ and $h_t \sim \exp(1)\sqrt{\ell}$.
218 In MU-MIMO case, $h_{ij}$ is the channel’s fading power from the $j^{th}$
219 interfering BS to the user and it is i.i.d. with a unit mean.
220 Without loss of generality we have considered a user in the $0^{th}$
221 cell of Fig. 2 in our analysis.
222
223 Similar to [10], the subscribers are classified as cell-centre
224 users and cell-edge users based on the SINR at the mobile station.
225 If the calculated SINR of a user is lower than the specified
226 SINR threshold $S_0$, the user is classified as a cell-edge user. Otherwise, the user is classified as a cell-centre user. Typically, FFR divides the whole frequency band into a total of $(1 + \delta)$
227 sub-bands, where $F_0$ is allocated to all the cells for the cell-centre
228 users, as seen in Fig. 1. One of the $(1, \cdots, \delta)$ parts is assigned
229 to the cell-edge users in each cell in a planned fashion. The
230 users are assumed to be uniformly distributed in a cell and all re-source blocks are uniformly shared among the users. The transmit power is assumed to be fixed. If we have $\eta_i(r)$ or $\eta_r(r)$ $\geq S_0$, for a user, then the user will continue to experience the same fading power, i.e., $g$ and $h_t$ from the user to the serving BS and to the $i^{th}$ interfering BS, respectively. However, if we have $\eta_i(r)$ or $\eta_r(r) < S_0$, for a user, the user is allocated another sub-band (from the set of sub-bands assigned to cell-edge users) and it experiences a new fading power, i.e., $g$ and $h_t$ from the user to the serving BS and to the $i^{th}$ interfering BS, respectively.
231
232 Based on the coherence bandwidth of the OFDM system, and the bands associated with $F_0$ to $F_3$ in Fig. 1 is possible that $g$ and $h_t$ are either correlated with or independent of $g$ and $h_t$, respectively. Note that $g$, $g$, $h_t$, and $h_t$ are the channel gains in the frequency domain and the term correlation is used for referring to frequency domain correlation in this paper. The correlation depends both on the particular user’s channel conditions and on the instantaneous coherence bandwidth with respect to the FFR frequency bands. To better understand the impact of correlation among the sub-bands on the FFR system’s performance, in this paper, we consider the following two extreme cases:
234
235 Case 1: $g$ and $g$ are independent and also $h_t$ as well as $h_t$, are independent for all $i$.
236
237 Case 2: $g$ and $g$ are fully correlated and also $h_t$ as well as $h_t$, are fully correlated for all $i$.
238
239 In reality these channel output powers may be partially corre-lated, but the analysis of partial (arbitrary) correlation is quite complicated and hence it is beyond the scope of this work. However, the analysis of the above two extreme cases we believe, is sufficient for understanding the impact of correlation among the sub-bands.
241
242 III. COVERAGe PROBABILITY ANALYSIS OF FFR
243
244 In this section, we first derive the $CP_r$ of both the MU-MIMO and SIMO system considered, which is defined as the probability that a randomly chosen user’s instantaneous
245 SINR $\eta_i(r)$ is higher than $T$. This defines, the average fraction of users are having an SINR higher than the target SINR. The coverage probability is determined by the complementarity cumu-lative distribution function of the SINR over the network. The
CP of a user who is at a distance of $r$ meters from the BS in a FRI-aided MU-MIMO scenario is given by

$$P_1(T, r) = P[\eta_i(r) > T] = P\left[ g > \frac{T^\alpha l_i + T^\alpha \sigma^2}{\bar{P}} \right],$$  \hspace{1cm} (3)$$

where $l_i$ is defined in (2). Since $g \sim \text{exp}(1)$, $h_{ij} \sim \text{exp}(1)$, and $h_{ij}$ are i.i.d., $P_1(T, r)$ is given by

$$P_1(T, r) = E_{h_{ij}}\left[e^{-\frac{T^\alpha l_i - T^\alpha \sigma^2}{\bar{P}}}\right] = \prod_{i \in \psi} \frac{1}{1 + T^\alpha d_i^{-\alpha}} N_i e^{-\frac{T^\alpha \sigma^2}{\bar{P}}},$$ \hspace{1cm} (4)$$

where $\psi$ is the set of interfering BSs in a FRI network. Similarly, the CP of a user located at a distance of $r$ meters from the BS in a FR3 network can be expressed as

$$P_3(T, r) = \prod_{i \in \Phi} \frac{1}{1 + T^\alpha d_i^{-\alpha}} N_i e^{-\frac{T^\alpha \sigma^2}{\bar{P}}},$$ \hspace{1cm} (5)$$

where $\Phi$ is the set of interfering cells in the FR3 scheme, which is a function of the frequency reuse plan. Also, the CP of a user in the SIMO-based FRI network and in a FR3 network can be expressed as

$$P_1(T, r) = \prod_{i \in \psi} \frac{1}{1 + T^\alpha d_i^{-\alpha}} e^{-\frac{T^\alpha \sigma^2}{\bar{P}}} \quad \text{and}$$

$$P_3(T, r) = \prod_{i \in \Phi} \frac{1}{1 + T^\alpha d_i^{-\alpha}} e^{-\frac{T^\alpha \sigma^2}{\bar{P}}}. \hspace{1cm} (6)$$

Here, $\Phi_c$ denotes the set of interfering cells in the FR3 scheme excluding the nearest $(N_r - 1)$ interferers. Let us now derive the CP of FFR for both the independent and correlated cases.

**Case 1:** $g$ and $\hat{g}$ are Independent as Well as $h_i$ and $\hat{h}_i$ are Also Independent for all $i$

The CP, $P_{F,c}(r)$, of a cell-centre user who is at a distance of $r$ meters from the $0^\text{th}$ BS in a FFR-aided MU-MIMO scenario is given by

$$P_{F,c}(r) = P[\hat{\eta}_i(r) > T|\eta_i(r) > S_{th}] = P\left[ \frac{g_{rf} - a}{l_i + \alpha} > T | \frac{g_{rf} - a}{l_i + \alpha} > S_{th} \right].$$ \hspace{1cm} (7)$$

Similarly, the CP of a cell-edge user is at a distance of $r$ meters from the BS in the FFR-aided MU-MIMO case $P_{F,e}(r)$ is given by

$$P_{F,e}(r) = P\left[ \frac{g_{rf} - a}{l_i + \alpha} > T, \frac{g_{rf} - a}{l_i + \alpha} < S_{th} \right].$$ \hspace{1cm} (8)$$

Here, the cell-edge user will experience the new interference term of $\hat{h}_i = \sum_{j=1}^{N_i} \hat{h}_j d_i^{-\alpha}$ and the new channel power $\hat{g}$, i.e. a 290 new SINR $\hat{\eta}(r)$ due to the fact that the cell-edge user is now a 291 FR3 user. Basically, $\hat{\eta}(r)$ denotes the SINR experienced by the 292 user at a distance of $r$ meters from the BS in a FR3 system and is given by

$$\hat{\eta}(r) = \frac{\hat{g}_{rf} - a}{l_i + \alpha}, \quad \hat{\eta}(r) = \sum_{i \in \Phi} N_i \hat{h}_j d_i^{-\alpha}. \hspace{1cm} (9)$$

Since both $g$ and $\hat{g}$ as well as $h_i$ and $\hat{h}_i$ are assumed to be i.i.d, $P_{F,c}(r)$ can be simplified to

$$P_{F,e}(r) = P\left[ \frac{g_{rf} - a}{l_i + \alpha} > T \right] = P_3(T, r).$$ \hspace{1cm} (10)$$

Let us now derive the CP, $P_{F,c}(r)$ of a user in the FFR-aided 297 MU-MIMO system, which can be written as

$$P_F(r) = P_{F,c}(r) P[\eta_i(r) > S_{th}] + P_{F,e}(r) P[\eta_i(r) < S_{th}].$$ \hspace{1cm} (11)$$

Here, the first term denotes the CP contributed by the cell- 299 centre users, while the second term denotes the contribution of 300 the cell-edge users. By using the expression in (7) for $P_{F,e}(r)$ 301 and the expression in (9) for $P_{F,e}(r)$, (10) can be simpli- 302 fied to

$$P_F(r) = \prod_{i \in \psi} \frac{1}{1 + \max(T, S_{th}) \tau d_i^{-\alpha}} N_i e^{-\frac{\max(T, S_{th}) \tau^2}{\bar{P}}}$$

$$+ P_3(T, r) - P_3(T, r) P_1(S_{th}, r).$$ \hspace{1cm} (12)$$

**Lemma 1:** The optimum $S_{th}$ (denoted by $S_{opt,c}$) that maximizes the FFR-aided coverage probability is $S_{th} = T$, and when $S_{th}$ is set to $S_{opt,c}$, the coverage probability of 306 FFR becomes higher than that of FR3.

**Proof:** See Appendix A for the proof. \hspace{1cm} \Box

**Case 2:** $g$ and $\hat{g}$ are Completely Correlated as Well as $h_i$ and $\hat{h}_i$ are Also Completely Correlated for all $i$

Note that the centre CP is the same for both the above 311 Case 1 and for this case, since a user does not change its sub- 312 band, when it becomes a cell-centre user because if $\eta_i(r) \geq S_{th}$ 313 for a user, then it will continue to experience the same fading 314 power. However, the edge CP, is different in Case 1 as well as 315 Case 2, and in this scenario the CP, $P_{F,c}(r)$ of a cell-edge user, 316
who is at a distance of \( r \) meters from the BS in our FFR network is given by

\[
P_{F}(r) = \frac{P[\hat{\eta}(r) > T, \eta(r) < S_{th}]}{P[\hat{\eta}(r) > T, \eta(r) < S_{th}]}.
\]

(12)

Substituting the value of \( P_{F,E} \) and \( P_{F,C} \) from (7) and (12) into Eq. (10), the CP, \( P_{F}(r) \) in our FFR network can be written as

\[
P_{F}(r) = \prod_{i \in \psi} \left( \frac{1}{1 + \max\{T, S_{th}\}r^{\alpha}d_{i}^{-\alpha}} \right)^{N_{t}} e^{-\max\{T, S_{th}\}r^{\alpha}d_{i}^{-\alpha}}
\]

\[
+ P[\hat{\eta}(r) > T, \eta(r) < S_{th}].
\]

(13)

Recall that \( \eta(r) \) and \( \hat{\eta}(r) \) represent the SINR experienced by a user in an FR1 and an FR3 system, respectively. Note that even though \( g \) and \( \hat{g} \) as well as \( h_{1} \) and \( \hat{h}_{1} \) are completely correlated, \( \eta(r) \) is not the same as \( \hat{\eta}(r) \), because the set of interferers are different in the denominator of the \( \eta(r) \) and \( \hat{\eta}(r) \) expressions given in (2) and (8), respectively, i.e., \( \psi \) corresponds to the set of interferers in the FR1 network, while \( \hat{\psi} \) corresponds to the set of interferers in the FR3 network. Since \( g \) and \( \hat{g} \) are completely correlated and \( h_{1} \) and \( \hat{h}_{1} \) are also completely correlated for all \( i \), we use the following transformation to further simplify \( P_{F}(r) \):

\[
P_{F}(\eta) = \prod_{i \in \psi} \left( \frac{1}{1 + \max\{T, \eta\}r^{\alpha}d_{i}^{-\alpha}} \right)^{N_{t}} e^{-\max\{T, \eta\}r^{\alpha}d_{i}^{-\alpha}}
\]

\[
+ P[\hat{\eta}(r) > T, \eta(r) < S_{th}].
\]

(14)

Basically instead of marking a user as a cell-edge user based on the FR1 SINR \( \eta(r) \), we mark them on the basis of the FR3 SINR \( \hat{\eta}(r) \) by introducing a new SINR threshold \( S_{th} \). In other words, we introduce a new SINR threshold \( S_{th} \) for ensuring that if for any user we have \( \eta(r) < S_{th} \), then for the same user we have \( \hat{\eta}(r) < S_{th} \) and vice-versa. The threshold \( S_{th} \) is computed using the relationship of \( P[\eta(r) < S_{th}] = P[\hat{\eta}(r) < S_{th}] \). This ensures that the same user is marked as a cell-edge user for both reuse patterns FR1 and FR3. Now, using the transformation given in (14), \( P_{F}(r) \) can be simplified to

\[
P_{F}(r) = \prod_{i \in \psi} \left( \frac{1}{1 + \max\{T, S_{th}\}r^{\alpha}d_{i}^{-\alpha}} \right)^{N_{t}} e^{-\max\{T, S_{th}\}r^{\alpha}d_{i}^{-\alpha}}
\]

\[
+ P[\hat{\eta}(r) > T, \eta(r) > S_{th}].
\]

(15)

In this case, to obtain the optimum \( S_{opt,c} \), we consider the following two possibilities: (i) \( S_{th} \geq T \), (ii) \( S_{th} < T \).

(i) \( S_{th} \geq T \): In this scenario, \( P_{F}(r) \) can be expressed in terms of \( T \) as:

\[
P_{F}(r, S_{th} \geq T) = \prod_{i \in \psi} \frac{1}{1 + S_{th}r^{\alpha}d_{i}^{-\alpha}} e^{-S_{th}r^{\alpha}d_{i}^{-\alpha}}
\]

\[
+ P_{3}(T, r) - P_{3}(S_{th}, r).
\]

(16)

Since we have \( P_{3}(S_{th}, r) = P_{1}(S_{th}, r) \) and \( P_{3}(S_{th}, r) = \prod_{i \in \psi} \left( \frac{1}{1 + S_{th}r^{\alpha}d_{i}^{-\alpha}} \right)^{N_{t}} e^{-S_{th}r^{\alpha}d_{i}^{-\alpha}} \), hence

\[
P_{F}(r, S_{th} \geq T) = P_{3}(T, r).
\]

(17)

(ii) \( S_{th} < T \): In this case \( P_{F}(r) \) can be formulated in terms of \( T \) as:

\[
P_{F}(r, S_{th} < T) = \prod_{i \in \psi} \left( \frac{1}{1 + T r^{\alpha}d_{i}^{-\alpha}} \right)^{N_{t}} e^{-T r^{\alpha}d_{i}^{-\alpha}}
\]

\[
+ P_{3}(T, r) - P_{3}(\max(S_{th}, T), r).
\]

(18)

Note that when \( S_{th} < T \), \( S_{th} \) may be higher or lower than \( T \). When \( S_{th} > T \),

\[
P_{3}(\max(S_{th}, T), r) = P_{3}(S_{th}, r) = P_{1}(S_{th}, r) > P_{1}(T, r)
\]

(19)

since \( S_{th} < T \). And when \( S_{th} < T \), we have:

\[
P_{3}(\max(S_{th}, T), r) = P_{3}(T, r) > P_{1}(T, r).
\]

(20)

Hence, we arrive at:

\[
P_{F}(r, S_{th} < T) = \prod_{i \in \psi} \left( \frac{1}{1 + T r^{\alpha}d_{i}^{-\alpha}} \right)^{N_{t}} e^{-T r^{\alpha}d_{i}^{-\alpha}}
\]

\[
+ P_{3}(T, r) - P_{3}(\max(S_{th}, T), r) < P_{3}(T, r).
\]

(21)

Comparing the FFR CP, for \( S_{th} \geq T \) and \( S_{th} < T \) given by (17) and (21), respectively, it becomes apparent that \( P_{F}(r, S_{th} \geq T) > P_{F}(r, S_{th} < T) \). In other words, when the fading is fully correlated across the sub-bands, the optimal choice of the SINR threshold is \( S_{th} \geq T \) and at the optimal SINR threshold the FFR scheme succeeds in achieving the FFR CP. Unlike Case 1, the FFR CP is not better than the FR3 CP, since there is no sub-band diversity gain, when a user moves from the cell-centre to the cell-edge region.

In order to find the CP, for a typical user, we have to calculate the probability density function (pdf) of \( r \), which is the distance between the cell-centre (serving BS) and the desired user. To calculate this pdf, we model the cell shape by an inner circle within a hexagonal cell [33], and assume that the users are distributed uniformly. Therefore, the pdf \( f_{R}(r) \) of \( r \) is given by

\[
f_{R}(r) = \begin{cases} \frac{N_{t}}{2\pi}, & 0 \leq r \leq R \\ 0, & r > R. \end{cases}
\]

(22)

IV. AVERAGE RATE

In this section, we derive the average rate of both the FFR-aided MU-MIMO as well as of its SIMO counterpart and find the optimum value of \( S_{th} \) (denoted by \( S_{opt,h} \)) for which the 372 average rate is maximum. The average rate of the system is given by \( R = E[\ln(1 + \text{SINR})] \). In order to derive the average rate \(^{5}\) for the FFR system, we have to consider its sub-band allocation. Since the users are uniformly distributed, the specific sub-band allocated to the cell-centre users and cell-edge users are given by \( [9], [10] N_{c} = N_{F}P_{F,c} \) and \( N_{e} = \frac{N_{t} - N_{c}}{3} \), where \( P_{F,c} \) denotes the specific fraction of cell-centre users, while \( N_{c}, N_{e} \) and \( N_{t} \) denote the total band, cell-centre sub-band and cell-edge

\(^{5}\)An interference limited system is assumed for simplicity, which implies ignoring the effects of noise. However, the derivation of the average rate can be readily extended to the case, where the thermal noise is also considered.
sub-band, respectively. Let us now derive the average rate for the planned FFR-aided MU-MIMO case.

A. Average Rate in the FR1 and FR3 Systems

The average rate of a user at a distance r is \( E[\ln(1 + \eta_i(r))] \).

By exploiting the fact that for a positive random variable \( X = \ln(1 + \eta_i(r)) \) we have \( E[X] = \int_{r>0} P(X > t)dt \), the rate \( R_1(r) \)

which follows from (3) and (4). Let us now determine the average rate for the FFR system, where spatially averaged rate \( R_1 \) can be expressed as

\[
R_1(r) = \int \left[ P[\ln(1 + \eta_i(r)) > t]\right] dt = \int P[\eta_i(r) > e^t - 1]dt
\]

\[
= \int \prod_{r>0/j \in \psi} \left( \frac{1}{1 + (e^t - 1)r^\alpha d_j^{-\alpha}} \right)^{N_i} dt,
\]

The average rate of FR3 can be obtained in a similar fashion, which is given by

\[
R_3 = \int \prod_{r>0/j \in \psi} \left( \frac{1}{1 + (e^t - 1)r^\alpha d_j^{-\alpha}} \right)^{N_i} dt.
\]

B. Average Rate of the FFR System, When the Sub-Bands are Independent

Lemma 2: The average rate of the FFR-aided MU-MIMO system is given by

\[
R_f = \int_0^R \left( \prod_{j \in \psi} \left( \frac{1}{1 + \max\{e^t - 1, S_{th}\}r^\alpha d_j^{-\alpha}} \right)^{N_i} + \frac{1}{3} \prod_{j \in \psi} \left( \frac{P[\eta_i(r) < S_{th}]}{1 + (e^t - 1)r^\alpha d_j^{-\alpha}} \right)^{N_i} \right) df_R(r) dr.
\]

Proof: See Appendix B for the proof.

Similarly, the average rate of the FFR-aided SIMO system is given by

\[
R_f = \int_0^R \left( \prod_{j \in \psi} \left( \frac{1}{1 + \max\{e^t - 1, S_{th}\}r^\alpha d_j^{-\alpha}} + \frac{1}{3} \prod_{j \in \psi} \left( \frac{P[\eta_i(r) < S_{th}]}{1 + (e^t - 1)r^\alpha d_j^{-\alpha}} \right)^{N_i} \right) df_R(r) dr.
\]

C. Optimum Value of the SIR Threshold \( S_{opt,R} \), When the Sub-Bands are Independent

The optimum value of \( S_{th} \) (denoted by \( S_{opt,R} \)) for which the average rate of the FFR system is maximized is derived and it is shown to be a function of both the number of antennas and of the path loss exponent.

Lemma 3: The value of \( S_{th} \) which maximizes the average rate of the FFR system is \( S_{opt,R} = T' \), where \( T' \) can be obtained as the solution of the equation given in (28), shown at the bottom of the page, where, \( K(r) \) is defined later in (47).

Proof: See Appendix C for the proof.

Note that the optimal \( S_{th} \) of the SIMO scenario can be derived by following the method of the MU-MIMO case and it is \( S_{opt,R} = T' \), where \( T' \) can be obtained as the solution of the equation given in (29), shown at the bottom of the page, where for the MU-MIMO case that as the number of transmit antennas is reduced, \( S_{opt,R} \) increases.

Intuitively, as the number of transmit antennas decreases, the interference experienced by the user would decrease as the interference from the other cell decrease. Thus, the average SINR of all users increases. Hence, the optimal SINR threshold increases in order to balance the ratio of cell-edge users and cell-centre users. Similarly, as the number of receive antennas increases, the average SINR increases in SIMO scenario, because more antennas are capable of cancelling more of the closest interferers.
in order to balance the ratio of cell-centre users and cell-edge users. Furthermore, as the path loss exponent decreases, the average SIR of all the users decreases and hence $S_{\text{opt},R}$ decreases.

\[ R_f = R_c(r)P[\eta_l(r) > S_{th}] + \frac{1}{3}R_e(r)P[\eta_l(r) < S_{th}]. \]  

Note that the first term $R_c(r)P[\eta_l(r) > S_{th}]$ denotes the average rate contributed by the cell-centre users and it is the same regardless, whether the fading of the bands is correlated or independent across the sub-bands. Similar to the average rate of the FFR system given in (39), the factor $\frac{1}{3}$ is introduced in the second term, since a frequency reuse factor of $\frac{1}{3}$ is invoked for the cell-edge users. In other words, only one third of the cell-edge frequency $F_1 + F_2 + F_3$ is used for the cell-edge users and hence the factor $\frac{1}{3}$ multiplies the second term of (30). Now, using the expression of $R_e(r)$ in (42), $R_e(r)P[\eta_l(r) < S_{th}]$ can be written as

\[ R_e(r)P[\eta_l(r) < S_{th}] = \int_{t > 0} P[\hat{\eta}_l(r) > \epsilon e^{-1}, \eta_l(r) < S_{th}] \, dt. \]

Using the transformation in (14), $R_e(r)P[\eta_l(r) < S_{th}]$ can be simplified to

\[ R_e(r)P[\eta_l(r) < S_{th}] = \int_{t > 0} P[\hat{\eta}_l(r) > \epsilon e^{-1}] \]

\[ - P[\hat{\eta}_l(r) > \max(\epsilon e^{-1}, \hat{S}_{th})] \, dt. \]

Using the result of (25), $R_e(r)P[\eta_l(r) < S_{th}]$ can be further simplified to

\[ R_{e}(r)P[\eta_l(r) < S_{th}] = \int_{t > 0} \prod_{i \in \psi} \frac{1}{1 + (\epsilon e^{-1}) r^2 d_i^{-\alpha}} \]

\[ - \prod_{i \in \psi} \frac{1}{1 + \max(\epsilon e^{-1}, \hat{S}_{th}) r^2 d_i^{-\alpha}} \, dt. \]  

Finally, substituting back (41) as well as (33) into (30) and then averaging over the spatial dimension, the average rate of the FFR system is given as

\[ R_f = \int_{0}^{R} \prod_{i \in \psi} \frac{1}{1 + \max(\epsilon e^{-1}, \hat{S}_{th}) r^2 d_i^{-\alpha}} \]

\[ - \prod_{i \in \psi} \frac{1}{1 + \max(\epsilon e^{-1}, \hat{S}_{th}) r^2 d_i^{-\alpha}} \]  

\[ dt. \]  

V. SIMULATION RESULTS

In this section, we provide the simulation results in order to verify our analytical results. In the simulations, we have considered the classic 19 cell system associated with a hexagonal structure having a radius of 1000 meters. A LTE system having a 10 MHz bandwidth, 50 physical resource blocks (PRB) and 25 users is considered for each cell. The users are assumed to be uniformly distributed in a cell and similarly, all resource blocks are uniformly shared among users. In other words, if there are $K$ users and $R$ resource blocks then each user is assigned $\frac{R}{K}$ resource blocks. For each user we generate the channel fading and the SIR of the cell-centre users and cell-edge users. The FFR3, and the FFR case using both our analytical expressions in (11) and (15) and simulations. Observe in Fig. 4 that the analytical CP$_r$ computation, (11) and (15) are used for the independent and correlated cases, respectively. Fig. 4 shows the variation of CP$_r$ as a function of the SIR threshold for FR1, FR3, and the FFR case using both our analytical expressions in (11) and (15) and simulations. Note that all our results are based on considering Rayleigh fading. However, the results seem to be valid for general fading. For example, Fig. 5 shows the variation of CP$_r$ as a function of the SIR threshold by considering Nakagami-m fading using simulations. The CP$_r$ is shown for the FR1, FR3 and FFR scenarios for the different values of the Nakagami shape parameter $m$. Similar to the Rayleigh fading scenario, the CP$_r$ reaches its maximum, when $S_{th} = T$ and it becomes higher than 488 for the FR3 CP$_r$. Interestingly, as the Nakagami shape parameter increases, the gap between the optimal FFR CP$_r$ and FR3 CP$_r$ decreases.
Fig. 4. Coverage probability of FR1, FR3 and FFR evaluated for (11) and (15) with respect to SINR Threshold $S_{th}$. Here, $T = 0$ dB, $\alpha = 3.2$ and $N_t = N_r = 1$.

Fig. 5. Coverage probability of FR1, FR3 and FFR for different value of shape parameter for Nakagami-m fading. Here, $T = 0$ dB, $\alpha = 3$ and $N_t = N_r = 1$.

Fig. 6. Coverage probability of both FR1 and of FFR-aided MU-MIMO and SIMO case evaluated for (11) versus the target SINR $T$. Here we have $\alpha = 4$ and $S_{th} = T$ dB, $\delta = 3$.

Fig. 7. Average rate of FR1 and FFR versus the SINR threshold. Here we have $\alpha = 4$, $N_t = N_r = 1$. The theoretical results are plotted from Eq. (26) and (34).

Fig. 8 plots the average rate of both the FFR and FR1 systems versus the SINR threshold. For plotting the analytical result, (26) and (34) are used for the independent and correlated case, respectively. Observe that the simulation results closely match the analytical results. Firstly, it can be seen that the FFR achieves the maximum value of the average rate at 3.3 dB, which is the $S_{opt,R}$ value, as shown in Fig. 3 for a $(1 \times 1)$-antenna system. Secondly, it can be observed in Fig. 7 that the average rate is reduced, when the sub-bands are correlated. Furthermore, interestingly, the optimal SINR threshold of the correlated case is nearly the same as the optimal SINR threshold of the independent fading case. Although, we have considered continuous log-shaped curve mapping between the SINR and the data rate, in practical scenarios, the mapping is given by discrete curves associated with different modulation and coding schemes (MCSs). Therefore, we have also provided the average rate versus the SINR threshold based on the specific MCS level using simulation results as shown in Fig. 8. The mapping between SINR and data rate is based on Table 10.1 of the [34]. It can be observed that the value of $S_{opt,R}$ is the same as observed in Fig. 7. Furthermore, the optimal SINR threshold of the correlated case is nearly the same as the optimal SINR threshold of the independent fading scenario.
since the gain in average rate is significant and the CP, degradation for (2 × 2) MU-MIMO is low for lower target SINRs.

Finally, we have two different expressions for optimal SINR threshold for both the cases, one corresponding to CP, (Sth = T) and other corresponding to average rate (Sth = T'). To maximize both CP, as well as average rate simultaneously, the system designer would have to choose one of these two expressions. Now the question arises as to which expression is more appropriate? In order to answer this, we first discuss the benefit of FFR. We see from Figs. 3 and 4 that FFR provides 48% gain in CP, and 8.5% gain in average rate with respect to FR1 at the optimal Sth. In other words, FFR provides significantly high gain in CP, and hence this scheme would be more useful when coverage gain is essentially required. Therefore, FFR-aided MU-MIMO provides both high average rate and satisfactory CP, since due to MU-MIMO average rate is high and due to FFR scheme CP, is satisfactory. It can be also noted from Fig. 4 that when Sth is higher than the optimal Sth, the loss in CP, is negligible, while when Sth is lower than the optimal Sth, there is significant change in CP, Hence, for the lower target SINR scenario, i.e., T < T', the system designer should choose optimal Sth corresponding to average rate (Sth = T'). On the other hand, for higher target SINR scenario, i.e., T > T', the system designer should choose optimal Sth corresponding to CP, (Sth = T).

VI. CONCLUSION

We have derived expressions for both the CP, and average rate of MU-MIMO and SIMO systems based on a planned FFR deployment. The impact of frequency-domain correlation between the sub-bands allocated to the FR1 and FR3 regions on the average rate and on the CP, was analysed in detail, since any practical OFDMA system will typically experience frequency-domain correlation. We analytically determined the optimal SINR threshold, which maximizes the CP, and also determined the optimal SINR threshold (denoted by Sth,opt), which maximizes the average rate for both the MU-MIMO and SIMO systems considered. It was shown that for the optimal choice of the SINR threshold, the CP, of the FFR system is higher than that of its FR3 counterpart. The value of Sth,opt increases, when the number of antennas is reduced in a MU-MIMO, where it is assumed that the number of transmit antennas is equal to the number of receive antennas, i.e., Nt = Nr = Na. However, it increases when the number of receive antennas increases in the SIMO system. Furthermore, the performance of FFR of the MU-MIMO system and SIMO system are compared. It was shown that (Na × Nr)-element FFR-aided MU-MIMO achieves a significantly higher average rate than (1 × 2Na − 1)-element SIMO counterpart, but MU-MIMO achieves a lower coverage quality than its SIMO counterpart. However its average rate improvement is more significant than its CP, reduction, especially for a lower value of Na and for a lower target SINR. Hence a (2 × 2) system is preferred over a (1 × 3) system.

A natural extension of this work is to study the FFR-aided MU-MIMO and SIMO system in the context of the cellular uplink [35], [36]. In this study, we have assumed having a fixed transmission power and the resource blocks are...
equitably shared by the users. Our future work could consider unequal transmit powers and the unequal allocation of the resource blocks as well as the study of both FFR-aided MU-MIMO and SIMO systems. Moreover, although strict FFR was considered in the paper, it would also be of substantial interest to study dynamic FFR-aided MU-MIMO and SIMO systems.

APPENDIX A

To obtain the $S_{opt,c}$, we consider the following three possibilities: (i) $S_h < T$, (ii) $S_h = T$, (iii) $S_h > T$.

(i) $S_h < T$: Let $S_h = T - \Delta$, where $\Delta > 0$, then $P_f(r)$ can be expressed as in terms of $T$

\[
P_f(r, S_h < T) = \prod_{i \in \psi} \left( \frac{\alpha}{\text{Tr} \sigma d_i^{-\alpha}} \right)^{N_i} e^{-\frac{\sigma d_i^{-\alpha}}{T}} + P_3(T, r) - P_3(T, r)P_1(T - \Delta, r).
\]

(ii) $S_h = T$: In this case $P_f(r)$ in terms of $T$ can be formulated as

\[
P_f(r, S_h = T) = \prod_{i \in \psi} \left( \frac{\alpha}{\text{Tr} \sigma d_i^{-\alpha}} \right)^{N_i} e^{-\frac{\sigma d_i^{-\alpha}}{T}} + P_3(T, r) - P_3(T, r)P_1(T, r).
\]

(iii) $S_h > T$: Let $S_h = T + \Delta$, where $\Delta > 0$, then $P_f(r)$ in terms of $T$ is given by

\[
P_f(r, S_h > T) = \prod_{i \in \psi} \left( \frac{\alpha}{\text{Tr} \sigma d_i^{-\alpha}} \right)^{N_i} e^{-\frac{\sigma d_i^{-\alpha}}{T}} + P_3(T, r) - P_3(T, r)P_1(T + \Delta, r).
\]

Let us now compare the FFR CP for $S_h < T$ and $S_h = T$ given by (35) and (36), respectively. Since we have $P_1(T - \Delta, r) > P_1(T, r)$, this implies that $P_f(r, S_h < T) < P_f(r, S_h = T)$.

164 Similarly, we compare the FFR-aided CP for $S_h = T$ and $S_h > T$ given by (37) and (38), respectively. Since $P_1(T + \Delta, r) < P_1(T, r)$, this implies that $P_f(r, S_h = T) > P_f(r, S_h > T)$. Thus, FFR achieves the maximum achievable CP, when $S_h = T$.

Note that when one chooses the SINR threshold to be $S_{opt,c}$, then the CP of FFR is higher than that of FR3 since we have $CP_{FF}(r, S_h = T) = P_1(T, r)(1 - P_3(T, r)) + P_3(T, r) > P_3(T, r)$. The reason for this behaviour is as follows: only users having a low SINR (low fading gain for the desired signal and/or high fading gain for the interfering signal) move to the 24 cell-edge region and they experience a new independent fading gain at the cell-edge region. In other words, the increase in FFR CP over the FR3 CP is due to the sub-band diversity gains which is achieved by the system, when the users move from the 28 cell-centre to the cell-edge.

APPENDIX B

Since a cell-centre user is associated with $\eta_j(r) > S_h$, the average rate $R_c(r)$ of the cell-centre users of the FFR system can be written as $R_c(r) = E[\ln(1 + \eta_j(r))|\eta_j(r) > S_h]$. Similarly, $R_e(r)$ of cell-edge users in the FFR system can be written as $R_e(r) = E[\ln(1 + \hat{\eta}(r))|\eta_j(r) < S_h]$. Now, the average rate $R_f(r)$ of the FFR system can be written as

\[
R_f = R_c(r)P[\eta_j(r) > S_h] + \frac{1}{3}R_e(r)P[\eta_j(r) < S_h]. \tag{39}
\]

Here the first term denotes the average rate contributed by the 637 cell-centre users, while the second term denotes the contribution of the cell-edge users. Recall that the frequency reuse factor $\frac{1}{3}$ is deployed for the cell-edge users and hence the factor $\frac{1}{3}$ is multiplied in the above expression. Using the methods outlined in Section IV-A, we have

\[
R_c(r)P[\eta_j(r) > S_h] = \int \int \int P[\ln(1 + \eta_j(r)) > t, \eta_j(r)] > S_h] \ dt.
\]

Using (3) and (4), this can be further simplified to

\[
R_c(r)P[\eta_j(r) > S_h] = \int \int \int \left( \frac{1}{1 + \max\{\epsilon^t - 1, S_h\}} \right)^{N_i} \ dt.
\]

Again, similar to Section IV-A, we can write $R_c(r)$ as

\[
R_c(r) = \int \int \int \left( \frac{1}{1 + \max\{\epsilon^t - 1, S_h\}} \right)^{N_i} \ dt.
\]

Since $g$ and $\hat{g}$ are i.i.d as well as $h_i$ and $\hat{h}_i$ are also i.i.d, hence $R_c(r)$ can be written as

\[
R_c(r) = \int \int \left( \frac{1}{1 + \max\{\epsilon^t - 1, S_h\}} \right)^{N_i} \ dt.
\]

Finally substituting back (41) and (43) into (39) and after averaging over the spatial dimension, the average rate of the FFR system is given by

\[
R_f = \int \int \left( \frac{1}{1 + \max\{\epsilon^t - 1, S_h\}} \right)^{N_i} \ dt. \tag{44}
\]
Consider the average rate expression as:

\[ R_f = \int_0^R \int_{t>0} \left( \prod_{i \in \Phi} \left( \frac{1}{1 + \max(e^t - 1, S_{th}) r^\alpha d_j^{-\alpha}} \right)^{N_i} \right) \, dt \, dr \]

\[ \quad + \frac{1}{3} \prod_{i \in \Phi} \frac{P[\eta_i(r) < S_{th}]}{(1 + (e^t - 1)r^\alpha d_j^{-\alpha})^{N_i}} \, dR_f(r) \, dr. \]  

(45)

To maximize the rate \( R_f \), we have to differentiate \( R_f \) with respect to \( S_{th} \). In order to do that we split the first part of the integral \( R_f \) as given in (46), shown at the bottom of the page. Simplifying \( \frac{dR_f}{dS_{th}} \) and equating it to zero, one obtains \( \frac{dR_f}{dS_{th}} \) as given in (48). The solution of the integral given in (48) provides the optimal \( S_{th} \), namely \( S_{th, opt} \), but obtaining \( S_{th, opt} \) in 663 a closed form is a challenging problem, as the distances \( d_i \) are also a function of \( r \). Hence, we find the value of \( S_{th, opt} \) by 665 solving (48) numerically (using Mathematica or Matlab). 666 Note that the optimal value of \( S_{th} \) is calculated at the time of 667 network planning with the aid of Mathematica (or Matlab) 668 to obtain the numerical values off line. We have investigated 669 \( S_{th, opt} \) as a function of the path loss exponent, of the number of 670 transmit antennas, etc.

Leibniz’s rule states that if \( f(x, \theta) \) is a function such that \( \frac{d}{d\theta} f(x, \theta) \) exist, and it is continuous, then we have:

\[ \frac{d}{d\theta} \left( \int_{a(x)}^{b(x)} f(x, \theta) \, dx \right) = \int_{a(x)}^{b(x)} \frac{d}{d\theta} f(x, \theta) \, dx + f(b(x), \theta) \frac{d}{d\theta} b(x, \theta) - f(a(x), \theta) \frac{d}{d\theta} a(x). \]
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\[ \frac{dR_f}{dS_{th}} \]  

(48)
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