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1 Executive Summary

This report presents the final experimental phaselacted as part of the 3D-LIVE project.
Technical progress that lead to this final phastuaes new developments and refinements
to existing work based on lessons learned fromipusvexperimental work (see deliverable
D4.1). These early experimental outcomes guidedesyent enhancements to the 3D-LIVE
scenarios and the updates to the system protadtyjpleis final phase of investigation (LIVE
3), the experimental focus has been refined andesdrated on those aspects of the 3D-
LIVE UX that most closely aligned with the qualibf tele-immersive experience in a
shared, mixed reality environment (according to ris@ommendations received during the
Interim Review Meeting).

LIVE 3 experiments were carried out between M26 M of the project. User groups

were engaged in a series of experiments that wevesetl to capture data intended to
provide evidence of (anticipated) improvementshim principal dimensions of an immersive
UX. Overall, we successfully conducted a totaltoke trials (one per scenario), engaging
60 participants across 27 experimental runs irl.tota

In our analysis of the experimental data captuvesl,compare and contrast the QoE and
QoS data generated within and between user grougpsseenarios, scoped with specific
experimental objectives. As well as reporting oe tinain user trials, we additionally
describe comparisons between high-end, immersiRedi8plays and an evaluation of a
network sensitive, adaptive compression algoritbnfull body reconstruction data (part of
task T3.6). Our analysis reveals generally goodrdoy good QOE responses from our
participants in many aspects of their experienee;results provide validation of the 3D-
LIVE platform as a system capable of deliveringopanpelling, mixed reality Tl experience.
We identify specific QoS influences and game desigpects that impact positively or
negatively to overall UX in this context and makecommendations for future
improvements of the 3D-LIVE platform. In additiome propose heuristics for mixed reality
system design and implementation. Finally, we ptevan analysis of the 3D-LIVE co-
creation methodology and its positive contributibmshe project, and offer suggestions for
its application in other domains.
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2 Introduction

2.1 Summary of project

The 3D-LIVE project aims at developing and expentirgg on a User Driven Mixed
Reality and Immersive (Twilight) platform connecterd EXPERIMEDIA facilities (FIRE
test-beds) in order to investigate the Future feerFl) capacity to support Real-Time
immersive situations as well as evaluating bothQuality of Experience (QoE) and Quality
of Services (QoS) when users are fully immersed kiture Internet (oS and 1oT) based
live (sport) mixed environments. The main objectivensists in exploring 3D/Media
technologies and Internet of Things in real anduair environments in order to engage
remotely connected users in experimentally drivierg, mixed reality scenarios. The
combination of FIRE test-beds and Living Labs woeltchble both researchers and users to
explore Future Internet capacities to enter thee-Timersive application market and to
establish new requirements for Internet technolagg infrastructure. It is expected that
combining both FI technology and Tele-Immersion keawill promote and accelerate the
creation and adoption of innovative sportive evdrgsed Fl Services by user communities
(e.g. sport practitioners).

2.2 Purpose, Scope and Structure

The purpose of this document is to provide the eeamith a report of the concluding

experimental work that has been carried out in wagkage 4 of the 3D-LIVE project. This

report’s scope relates to the final phase of tgsth the project’'s technology platform

prototypes for the golfing, jogging and skiing saeos — these activities are described in
tasks T4.3 and T4.4 of the DoW. In this documentresew the user experience (UX)

assessment methodology; design changes and tecimmpavements that were made in

light of the LIVEZ2 findings: see sections 3 andrdllowing this, we document the execution
of the user trials (section 5) and provide an asialgf those trial (section 6) in order to
evaluate final system prototypes. In addition te thVE3 user trials, we also describe the
experimental evaluation of the network adaptatienvise (NAS) conducted as part of task
T3.6; see section 7. Finally, we draw together l#ssons learned from the experimental
activities conducted for 3D-LIVE and present thgauot our work has had on the direction
of future work for tele-immersive, mixed realitystgms.
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2.3 Related 3D-LIVE documents

D1.2 Study and Create the Holistic User Experience Model

D4.1 Report on the experimentation and evaluations of the 3D-LIVE Tele-Immersive
Environment

D3.4 Final prototype of the 3D-LIVE Platform

D54 Dissemination and exploitation activity report
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Approach adopted and rationale of the activities

LIVE 3 experiments activities benefited from thepexence accumulated during the
previous rounds of experimentation.

The approach undertaken consisted of the follownrreptual steps:

1.

Updated of specific sporting scenario for the tegpurposes. As usual, the scenario
were broken down into scenario elements, bringogether homogenous activity
relevant to a specific phase of the experience.

Focus on the tele-immersiveness part of the UX mdéalowing a suggestions
coming from the EC reviewing team, whose objectiiaes to help us in streamlining
the huge amount of information collected during tpeevious rounds of
experimentation, we have been focusing on those gfathe model (and relevant
metrics) which in our opinion best describe thatt jmé experience related to tele-
immersiveness.

Instantiation of the UX model (focused on tele-ingieeness) on each specific
scenario element, prescribing beforehand the @&ffieatetrics as far as QoEs are
concerned and proposing a mapping between expeQmEs and QoSs and
definition of the relevant evaluation methodology;

Planning of the experiments, defining the strat@diiservations in each case and the
objective of each specific runs (or group of runsyich as how UX changes
depending if LE or HE set-ups are selected;

Execution of the experiments;

Evaluation of the experiments, including the assesd of the proposed solutions,
the feedback on the designed system and relevaiirés, the feedback on the
scenarios as well as the lessons learnt in terradated design approach.

The present deliverable is indeed organised logieaicording to what established above.

3D LIVE Consortium Dissemination: Public 8/170
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UX assessment methodology

The starting point for the task T4.2 was the updaig definition of the methodology to be
used to assess the User eXperience.

4.1 Focus on tele-immersiveness — Twilight Model

The focus of the 3D LIVE project was to create a&pegience for users, so that they could
experience the Twilight Zone, and feel themselyles immersed in the mixed environment
supported by the 3D LIVE platform. The focus wasréfore to understand which element
of the designed UX model are directly related te fheling of being immersed in the
sporting action. The objective of that was twofold:

On one hand, to specifically understand which elegmef the User Experience are
more directly related to tele-immersiveness;

On the other hand, to identify which metrics have most influence and impact on
the design of the 3D LIVE systems, so that theeetorstreamline their capture and
consequent analysis.

In order to achieve that, the elements of the pgeddJX model was re-evaluated and the
original model was divided in two sections:

One relevant to the tele-immersiveness construadsedements, so that to find out
the Twilight metrics. Since the main objective betUX design for Tl platform

design was declared to make the users feel likg #re transported in a new
dimension where it is hard to discriminate betweslity and virtuality, we decided
to identify what is the relevance of each spedifi€¢ construct and element of the
available UX model with respect of feeling immersed new dimension. In other
words, we asked ourselves which UX elements andtnats contribute directly to
the feeling of being in the Twilight Zone,;

The second relevant to the remainder of constraot$ elements. Although not
directly contributing to the Twilight experience l{igh is however a concept which
applies to these particular sporting applicatiorigi® supported by a Tl platform),
they were anyway extremely useful for the evaluatd the experience as a whole,
to provide additional information for the developggstem. This set reflects more
general concept and evaluation criteria for UX d@nely are deemed to be easily

3D LIVE Consortium Dissemination: Public 9/170
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extended to other domains, where UX design is redui

The subdivision between tele-immersiveness and cthestructs and elements can be better
seen later in this chapter, where the differertaimses of the UX model were reported.

In summary, the main Twilight” Constructs on whisle focused for an optimal definition
and appraisal of the experience were:

Social Behaviour, in terms of “Interactions” andi€¢3”. The more you interact and
feel “tied” or connected with the other users, higher degree of immersion is likely
to be happening

Empathical Behaviour, in terms of Response and vaele “Degree of
help/encouragement” and “Degree of support”. Weeliel that this is an extremely
important metric, as it complements the mere sdméhlaviour and relates the level
of understanding of the other users to the podsiloffered by the system;

Emotional Behaviour, in terms of appraisal of tihysiological state”. This metric
measures the level of involvement of a single uder,higher the involvement, the
higher is the level of immersion

Performance related behaviour, in terms of Ergomenfrealism and clearness).
Immersion can be obtained only when realism androkss are achieved, and it is
very important to understand the key parametertevd the experience of the users
is related to the use of realistic sensors andamts:

Exploratory Behaviour, in terms of “Degree of imsien” and “Focus” (Level of
Concentration). When immersed in a new sportingeggpce, the level of
immersion is also determined by the “Degree of immo&” (which is quite self-
explanatory, meaning with it the subjective assesgran how the user perceive the
experience with respect to a reference real sa@nand by the “Focus” (or level of
concentration), which is a measure of how muchTele Immersive environment
facilitate the concentration of the users, incregu$iis/her focus and therefore his/her
ability to perform in the twilight environment,

Actual use, in terms of Frequency and Intensityr @sumption in the UX model
was that if the frequency and intensity of usetagh, this is a good indicator that
the user can be considered as immersed in the ierper In our model, the
frequency of use clearly indicates how many times aser is happy/willing to
interact with the system, as an indicator of his/kdeep involvement in the
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experience, while the intensity of use reflects uker ability/willingness to explore
all the features offered by the twilight environrhefd good level of immersion is
achieved if both these indicators show high valfmsthe same phase of the
experience.

4.2 Scenario updates and identification of scenario eheents

Based on the outcomes of the previous experimentads, the scenarios for the three
sporting application were refined, in order to eetteflect users expectation while at the
same time, propose more credible and smoothertasivor the users.

In order to better focus on the user experience)(@&ch scenario was divided into phases,
or scenario elements, for which all the possibléivdies where duly identified and
characterised in terms of applicable UX metrics.

In terms of the golfing scenario, the following sado elements were defined:
» Hitting the ball and evaluation of the shots;

* Walking and talking between remote and indoor pisgad selection of the best ball
to proceed with the game.

In terms of the jogging scenario, the followingsaeo elements were defined:
» Entering the game and reaching the selected pbimnterest;
» Coordinating a quick race to the finish line
In terms of the skiing scenario, the following saeo elements were defined:
* Meeting and greeting users
* Entering the race;
* Racing;
* End of the race: review;
4.3 Qualification of scenario elements in terms of UXlements

The UX Model provides the designer of the expermetie “template” on which to describe
the different facets of the experience. In ordeddahat, it needs to be instantiated, in order
to correctly depict the specific experience we neegiddress.

Scenarios were broken down into phases, the seecaltenario elements. Each scenario
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elements is has a specific focus and characteristithe game and is described by a specific
set of QOE metrics. We instantiated the UX modeldach of the scenario elements (or
phase), so that to be sure to capture all the Idetaicharacterise the experience for that
specific phase (it is worth noting that you may dadlifferent constructs to deal with
depending upon the different needs of the useasectto a different phase of the game).

To instantiate the UX model, this meant that, fackeof the scenario elements we focused,
we needed:

* To select the main constructs and attached QoEiamnetmong the one offered by
the UX model,

* To identify the way how the metrics can be apprdiisethat specific scenario (by
means of both objective and subjective — i.e. gomsaires — means).

Finally, QoE metrics were linked to QoS, to allowr fsensitivity analysis, should
technological parameters vary. In the following t&etg we present the assessment
objectives for each of the experiments using the rdddel, scenario elements and related
QoS data.

4.4 ldentification of assessment objectives

Experimentation objectives and processes were eg@dei capture the impact on user
experience based on the changes to the scenantesadtion design and technical
implementations. The outcomes of these objectivd®en combined, serve to provide us
with evidence that allows us to:

» Assess tele-immersiveness of user experience dgangg-play
» To compare different scenarios (LE/HE) and techgie®involved

* To technically validate the final 3D-LIVE prototyp@nd identify future engineering
directions

As already noted, we have chosen to focus morewrron selected elements of the 3D-
LIVE UX model (see D1.2 for a detailed discussidthe UX model criteria and constructs)
that underpin tele-immersive experiences. Spedljicthese criteria and constructs are:

» Social behaviour: Interaction and Ties responses
» Empathical behaviour: Help and Support responses

* Emotional behaviour: Physiological states (levélarousal)
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* Performance gains: Hedonic and Ergonomic responses
» Exploratory behaviour: Immersion and Focus response

The range of 3D-LIVE scenarios allowed us to stgatly address our objectives using the
range of deployment configurations made possibléhby8D-LIVE platform. In each of the
updated use-case scenarios we formed the follomegping:

oS merrics |
o[ GoEmetrics | 4 Qosmerics |
vl QoE construct
M ot metrics | v Qosmetrics |
QoE criteria ;
[ atmers | Seemario
A QoE construct
s Qo metrics | element

W  Scenario
element

Figure 1: QoE, QoS and scenario element mapping

For the purposes of evaluating the general usghdftthe 3D-LIVE platform and its
potential future use we also includd@chnology Adoptiorirom the UX model in our
assessment of user experience. In the followingsecwe describe this mapping for each
of the scenarios and outline the 3D-LIVE platforaplbyed used to realise the experimental
trial.

Golfing specific experiment focus

The golfing scenario is a two player only game tidés an outdoor golfer on the Laval

course with an indoor user in a LE environmentimBcated, our focus for this experiment
was on the UX related to taking and evaluating staotd the social behaviour supported
during the walking periods in-between shots. Fas tieasons we specifically chose to
examine the social interactions during siieking andwalking phases.

Jogging specific experiment focus

In the case of the jogging scenario, we were abledploy both high-end and low-end
indoor platforms, using an indoor CAVE environméniOulu, Finland and a low-end set-
up, including full body reconstruction capture, Thessaloniki, Greece. Our outdoor user
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followed a short track around the streets of Ouity centre. In earlier (LIVE 2)
experimentation, it was clear that our users emdie competitive element of the jogging
scenario. In the updated design of this case veagtinened the social element of preparing
for a race by jogging together to a point of ing¢r@nd coordinating the race start together,
then running as fast as possible to the race We.used this mid-point phase both to
strengthen the social UX phase but also to see {hany) differences could be found
related to performanckehaviour/ergonomicsvhen changing the quality of the full body
reconstruction QoS half-way through the race (sed@n 5.6 for more information).

Skiing specific experiment focus

In contrast to the earlier skiing experiments caeld for this project, the LIVE 2
experimentation scenario, this trial presenteduseth a significantly changed scenario in
terms of its location, scope and user experienege Hooth outdoor and indoor users were
provided with a virtual reconstruction of SchladgigPlanai | black slope; the scenario was
updated with three new social elements; and a eéahdocus from ‘following-the-leader’
to a racing game-play was put in place. Again,as @ the drive to improve the social UX
aspects of the system, we focussed on social balraduring themeeting start of race
racing andend of racgphases.

In the table below we summarise the UX model/saefmaetrics mappings.
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Project N. 318483

Date 08/04/2014

QoE Criteria Construct Metrics QoE metric type Related element of Scenario Related QoS
Social Interaction Degree of Likert Scale Golfing: Striking & walking phases Video analysis : actual social
Behaviour interaction Jogging: All phases interaction count and
Skiing: Meeting; start; race; end duration
Ties Connectedness Likert Scale Golfing : Striking & walking phases Number of sensory channels
Jogging : All phases used
Skiing : Meeting; start; race; end
Empathical Response Degree of Likert Scale Golfing: Whilst users compare shots | Video analysis : actual social
Behaviour (nature) help/encouragement Jogging: All phases interaction count and
Skiing: All phases duration
Degree of support Likert Scale Golfing: Whilst users compare shots | None
Jogging: All phases
Skiing: Meeting; start; race; end
Emotional Response Physiological state Semantic Golfing: All phases Overall level of interaction in
Behaviour (nature) differential Scale Jogging: All phases game (as a % of game time)
Skiing: All phases
Performance Hedonic Pleasure Semantic Golfing : All phases None (post game evaluation)
Gains differential Scale Jogging : All phases Skiing: count of false starts

Skiing : All phases
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Challenge Semantic Golfing : All phases None (post game evaluation)
differential Scale Jogging : All phases
Skiing : All phases
Motivation Semantic Golfing : All phases Post experience evaluation
differential Scale Jogging : All phases and motivation for new
Skiing : All phases experience
Ergonomics | Clearness Likert Scale Golfing: All phases
Jogging: Group vs Race phases
Skiing: All phases
Realism Likert Scale Golfing: All phases Number of sensory channels
Jogging: Group vs Race phases / Resolution
Skiing: All phases Kinect Full reco PSNR
Exploratory Immersion Degree of immersion | Likert Scale Golfing: Striking and walking phases | Position and animation of
Behaviour Jogging: All phases remote avatars :
Skiing: All phases Skeleton confidence,
jerkiness. Full reco PSNR.
Avatar positioning: GPS
accuracy.
Focus Degree of Likert Scale Golfing: Striking phases Golfing: comparison of
Concentration Jogging: All phases actual strike performance vs
Skiing: All phases real world shot.
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Technology Intention Usefulness Likert Scale After the completion of the game
Adoption to use
Friendliness Likert Scale After the completion of the game
Confidence Likert Scale After the completion of the game Application frame rate
Usability Likert Scale After the completion of the game
Intention Likert Scale After the completion of the game
Actual Frequency Log: Number Golfing: Video analysis: Count of
use of usage Jogging: While running together game interactions with other
Skiing: Start/race/end users
Intensity Log: Duration Golfing:
of a session Jogging: While running together
Skiing: Start/race/end
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4.1 Representation of UX (in terms of radar graph)

For each user and for each scenario element, we tierefore identified a set of QoE
metrics. QOE metrics can be assessed by directoaie{levaluating the response of the users
in an “objective” way) or by indirect methods (qtiesnaires based on Likert Scale, for
instance). In this document, we present QOE mefocsa specific scenario element as
aggregations in radar style charts, to providerdhstic overview of UX. QOE metrics for a
specific scenario element can be aggregated foe msers, to evaluate the stability of the
responses.

Different radars obtained from the experimentat{gorresponding for instance to two
different groups of users, one using LE equipmeauat another using HE equipment) can be
compared, to evaluate how the use of more sopaistidechnologies influences the quality
of the experience perceived by the users.

Social Behaviour
(Interaction)
7

Exploratory Social Behaviour
Behaviour (focus) (Ties)
B Full Scale
Exploratory Empathical B Evaluation

Behaviour

Ammersios) Behaviour (Support)

Performance Gain: erformance Gains
(Realism) (Clearness)

Figure 2: Example of UX evaluation radar
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4.2 Technical updates summary

All of the 3D-LIVE prototypes were updated and imyed for LIVE 3 deployment. Readers
interested in a detailed description of these charage referred to deliverable D.34. For the
sake of brevity, in the table below, we summaribesé changes using the matrix
representation of changes to the 3D-LIVE platforapabilities and function used in
technical deliverable documentation (D3.4).
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ID Requirement Priority [Solution proposed Action taken Technical outcomes

R2-1 [Integrate a HUD for 1 The Recon Snow?2 goggles will be See R0-19 The Recon Ski goggles (Snow2) was
outdoor skiers integrated in the 3DLive Ski application. integrated, allowing users to see avatars,

a small display will allow users to see race positions, performances of players
their friends, the rules and the status of and even the virtual mountain.
the game

R2-2 |Improve skeleton 1 Replace OpenNI with Microsoft Kinect |Replaced OpenNI with Microsoft Kinect SDK in 3Dlive [The animation quality of the avatars was
capturing quality and SDK and develop Skeleton Filters Capturer. Additionally developed skeleton filters. substantially improved.
motion mapping This allows smoother animations and more natural

postures, even when the user is not properly facing
the Kinect (hands in the back for instance).

This also allows us to include robust Head tracking to
improve the immersion while using HMDs.

R2-3 |The jogging activity 1 Review the jogging activity recognition [Reviewed and updated the Jogging evaluation Updated algorithm was made more
evaluation algorithm algorithm algorithm. Additionally, added support in 3DLive robust; jogging speed estimation also
should map scores in a Capturer for Kinect v2.0 for improved body tracking |significantly improved.
more natural way. Speed and thus
recognition should be superior activity recognition results.
improved.

R2-4 |Race on a challenging 1 The World Cup black slope of the IT INNOV and ARTS reshaped the skiing scenario with [The new slope has been integrated. A

slope like World Cup
slopes

Schladming resort should be integrated
in the 3DLive game instead of the
garden slope

the support of Schladming 2030. IT Innovation
provided a new high accuracy 3D model of the slope,
and several 3D models of the buildings at the bottom
of the Planai | station. ARTS integrated this model in
the rendering engine and added the required
content to feel on the real slope: trees around,

raw model from the GISS in Austria was
provided and transformed into a Unity3D
terrain. Trees, buildings and necessary
details in the environment were
modelled to provide enough realism for
the Schladming users.
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missing buildings, lift. In addition to that a shader
displaying procedural snow on this new terrain was
used.

R2-5 |[EOS application For a low-end use the wide area EOS not used in LIVE 3 Ski
considered as optional weather data is enough and including
service. EOS set-up added additional

complexity/set-up time for end users.
R2-6 |Avoid unexpected app The exit of the app should not be The Unity3D java activity has been updated in order |A security has been implemented to
exit allowed (via coding) and a case should |to force native functions not to happen when users |avoid click on "return" button, then a
be use to protect the user from touch the return button on Android. Moreover a protection case was used to avoid
unexpected push on the "Home" button|case has been attached to the smart phone to solve |clicking on the "home" button. It worked
of the Android smartphone the problem of "pressing the Home button" well, we did not record any other
disconnection/exit issue.

R2-7 |ERS to match the local Unfortunately, the Open Weather Map No way to improve this part of the
weather of the golf closest station from the golf course in Golfing scenario in Laval, there is not
course not in Laval, so the weather sufficient data resolution (with specific

interpolation can sometimes be wrong. reference to low-level atmosphere)
covered by Open Weather Map data.

R2-8 |Avoid inconsistencies We identified that despite our tests, Same as R0-14 Carbon shafts were used. Detections
and misdetections of the iron golf clubs are too ferromagnetic worked better at the beginning of the
shots outdoors and disturb the IMU sensor. Only day. But after a few strikes some

carbon golf clubs can be used here problems appeared: sensors drifting /
sensors not providing accurate data.
EXEL S1 not appropriate for this purpose
R2-9 |The Overall setup must A standard configuration for the The deployment configuration has been

be easy and quick

deployment and IP addresses should be
used to limit the configuration time
before starting the experience. Joining
the game must be quick. Settings will

decided and pre-configured in the apps.
A simple start and GO allowed users to
joing the game without waiting time
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R2-10 |Voice latency must be Either a work on background threads or |See R0O-1 Mumble was finally used, as we did not
very low, and not disturb changing the voice plugin could solve manage to implement background tasks
the framerate of the the issue. Finally we propose to Unity3D to handle voice compression
apps normalise the voice service and use and transmission on multiple platforms.

mumble for the three scenarios. Mumble was a good option, it is stable,
efficient and do not disturb the game at
all. We recovered a high framerate in our
apps.

R2-11 |Make a clear 2D map of Update the map view with the latest The map view was updated by ARTS, and rotated 90° [The users did not complain anymore and
the golf course for the map representation available. Rotate understood easily where their balls were
golfers to understand the map 90°, in order to have a "bottom on the course, by reading this 2D map.
where their balls are on to top" representation, instead of "left
the course. to right" representation of the course.

R2-12 |Harmonise the 3D The capture frame-rates between the trained model |The speed estimation worked flawlessly
reconstruction and of the activity recognition module and the actual in Jogging LIVE 3
activity subject in-game were inconsistent when 3d
recognition/speed reconstruction was enabled. Make them consistent.
estimation module. When 3d reconstruction was enabled, capturing

frame rates would drop to nearly ~12 fps instead of
~30fps. Moving the reconstruction process in a
separate thread enabled the skeleton capturing to
be performed in 30fps and be consistent with the
activity recognition trained model.
R2-13 [Minimize delays of the Review the RabbitMQ queue In this typical issue of a producer-consumer problem |No more delays were reported from

3D reconstructed user’s
transmission to a level
that allows real-time

characteristics for 3D reconstruction
transmission

where the producer produces packets at higher rates
than the consumer can consume, there was a need
to update the 3D Reconstruction Network receiver

users during LIVE 3 experiments
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to use a RabbitMQ queue with network
characteristics suitable for real-time tele-immersion.
Thus, 3D Reconstruction Network receiver was
updated to use a RabbitMQ queue that drops all
received frames but the last one.

R2-12 |Add ECC logging Update the application code to support |Updated 3DLive Capturer code to support logging Logging capabilities were successfully
capabilities ECC metric logging to files ECC metrics to log file. integrated
to 3DLive Capturer

R2-13 [Automate the calibration Update the visual quality evaluation Updated 3D Reconstruction’s Visual Quality The calibration process was successfully
process and enhance the algorithm and fix sync issues Evaluation algorithm accordingly, fixed the capturing |automated (no more manual calibration
synchronisation synchronization issues, and integrated it in 3DLive steps involved) and sync issues were
between Kinect & Capturer. eliminated.

Camera.

R2-14 [3D reconstruction needs Update the 3D reconstruction rendering |Updated Unity3D reconstruction rendering script to |3D Reconstruction’s rendering was made
to map the actual user code to reflect correct user orientation |mirror 3D Reconstruction accordingly. consistent with user orientation.
orientation.

R2-1 |[Develop a more robust Review the application code to fix the |[Fixed a memory leak in 3DLive Capturer code The 3DLive Capturer application did not

capturing platform to
avoid system crashes
and enhance the user
experience

bug

suffer from the same error again
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5 LIVE 3 Experimentation: Activities performed

5.1 Introduction

LIVE 3 experimentation was scheduled towards the @n2014 with a view to capturing
user experience and related system performancéeoffibal versions of the 3D-LIVE
prototypes, staggered across the final 4 monthiseoproject.

~ ~ ~ - ~ ~ - -
JAN FEB SEP ocT NOV DEC JAN FEB
WHOWZ WD OWE W OW2 WE W W2 WD W W W2 W WA WS WHOW2 W2 WA W W2 WD WA WS WI W2 W3 WM W1 w2 owE wd
30-LIVE meetings 17 | 18 . ‘ 20 | n
LIVE 3 GOLFING LIVE 3 GOLFING experiment Iﬂ
LIVE 3 GOLFING data analysis
JD-LIVE System updates
LIVE 3 JOGGING LIVE 3 JOGGING experiment zl
LIVE 3 JOGGING data analysis
ID-LIVE System updates
LIVE 3 SKIING LIVE 2 SKIING experiment [ show
LIVE 3 SKIING data analysis
JBNE st ot EEEEE [ 1]

Figure 3: LIVE3 schedule

This final phase of experimentation culminatedha tealisation of a significantly updated
skiing scenario, a new slope location and novedl@ar/indoor user experiences. During this
time the project also hosted two major dissemimatiactivities: coverage of the
experimentation by the BBC and, directly after @kpentation, live demos presented at the
Wearable Technologies Conference, Munich. The impéc¢his dissemination activity is
discussed later in this section; for further infatran on dissemination activities please refer
to D5.3.

Table 3: LIVE3 experiment schedule

Experiment Execution dates (2014-2015)
LIVE 3 Golfing 27"-30" October, 2014
LIVE 3 Jogging 4"™-6" November, 2014

LIVE 3 Skiing 28"-30" January, 2015




3D LIVE - 3D Live Interactions through Visual Environments Project N. 318483

D4.2 Second report on the experimentations of the 3D-LIVE TIE Date 08/04/2014

Over the course of this final experimental phase, 3D-LIVE prototypes were continuously
refined, and in the case of the skiing scenarigni§cantly updated both in terms of the
scenario design and the technical implementatiorthé sections that follow, we present
changes made to each of the 3D-LIVE scenarios amdotypes and describe the
experimental objectives and activities respectively

5.2 Experimental design updates

As with our earlier experiments, the experimentathndology required coordinated action
between small groups of geographically disparafgeement coordinators and participants.
Over the course of LIVE1 and LIVE2 we gained nunosrosights into successful patterns
for executing these experiments: these lead to lh wmelerstood workflow which was
applied to the final evaluations (for more inforioat on these methods and a detailed
deployment architecture, please see D4.1, sectlonGiven this, the design of the
experimental design and process received only mipdates relating to the workflow since
the design of some of the scenarios had changedoVérall process for experimentation is
shown in the figure below.

IVieer & greet User briefing & ) ____ QoE - Interview &
user consent '— Capturc de bricfing

Rest and check
User OK
Make ready
A1 vE System & dat a
l rheck
sansors
---------------- SR A | et et h et eh b a1 i et eh ettt £t s bbb ee et es st bbbt s assbstestsssassessa] | TEAT dOWR
LIVE system AD-I IMF system
Resland check

—
T \( N;:;‘flrlzﬂsy System & data
’L check
SEN501s
Users OK

Mee: & greet
sers User LIIE[IIIH& _____ QoL Interview &
A&E consent Capture de-briefing

Figure 4: LIVE experimentation workflow

Qutdoor Venue

Run game

Indoar vVenue

A more detailed view of each of the workflows useéach of the experiments can be found
in appendix 10. A summary of the experimental raldspted by partners is provided in the
table below.
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Table 4: 3D-LIVE experiment roles

Role type Responsibilities

Experiment coordinator Handles the over-all coordination of an experimental run
(IT INNOV) through communication with managers and technicians.
Technical coordinators Coordinates the deployment, configuration and initialisation of
(ARTS/CYBER) all 3D-LIVE modules (indoors & outdoors).

Outdoor user managers Manages users who are to take part in the outdoor interactions

(IT-INNOV/ARTS/CYBER) with the 3D-LIVE system. User briefing, consent and de-briefing

was required.

Indoor user managers Manages users who are to take part in the indoor interactions

(IT-INNOV/ARTS/CYBER/CERTH) with the 3D-LIVE system. User briefing, consent and de-briefing

was required.

In some cases, a project partner (or person) wadlpt more than one role if it was
practical or necessary to do so.

5.3 User participation
User profiling

Selection and engagement with users for the fiRpeementation phase was a refinement
of the profiles defined in LIVE 2, with a view t@pturing the views of users that had a
significant level of experience in the specific gpbe scenario supported. Our recruitment
profile therefore selected from:

» People who actively practice one of the 3D LIVEhates, up to a professional
level.

» People who practice the sport and who could beasted experiences that introduce
new kinds of technologies and interactions.

To ensure that the different categories were caveard to manage differences in terms of
culture or skills of the users and to maximize ysanticipation in each of the experiment
venues, partners of the project started to involsers in their respective country.

Consequently French, Greek, Finish and Austriarplegegome of whom were professionals
in their field, were involved in the process.
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Flyers were designed and distributed to communiehataut the project around 3D-LIVE
partners’ organizations, and the website was ugdaiemaintain a link between project
members and users. In addition to this, profestsoaad other venue based stakeholders
who were already aware and engaged with the projese contacted and invited to
participate in evaluating the latest update of3BeLIVE platform.

5.4 Sampling methods

Building on the proven capability of the observa@iband instrumentation methodology
used in LIVE 2, we adopted a similar observationathodology for LIVE 3, namely:

* Automated capture (using EXPERIMEDIA’'s EXPERImMonjto
* On-line and paper based questionnaire methods
« In-situ 3¢ party observations (including still and video iraamppture)

QoS data relevant to the focussed elements of ¥enddel were captured from 3D-LIVE
technical components using the EXPERimonitor fraomwgame server logs were also
stored. All users were presented with questionedin@at provided us with (anonymised)
profile data before the experiment began and the @sponses to their experience at the
conclusion of the trial. Further information regagl the realisation of these methods is
provided in D4.1, section 4 and so will not be &pd here.

5.5 Golfing experiment execution

Golfing LIVE 3 at-a-glance

Date 27"-30" October, 2014
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Locations Indoors and outdoors: Laval, France
Users 9 outdoor players, 9 indoor players (members of the Laval golf
course)
3D-LIVE components Outdoor 3D-LIVE app; golf club motion sensors; Unity game server;

EOS outdoor client app; ERS server; ECC server; Indoor 3D-LIVE

app; Kinect motion capture.

Experimental runs 9 games

Method

The scenario location was the same used in the I\dhd LIVE 2 experimentation — a
single hole at the start of the course, see figetew.

Figure 5: Laval golf course game area

Over the course of 4 days, we carried out a sefigames with golfers from the Laval golf
course (some of whom were professional level pEy&oordination of the experiment was
conducted from the IT Innovation UK site whilst tieehnical management of the 3D-LIVE
system was run from ARTS, France. In this casewdoor user (a member from the Laval
golf course volunteered to take on this role) wasompanied by an outdoor user manager
(from ARTS) whilst an indoor user (members of thevél Golf Course or local students
recruited by the 3D-LIVE project) engaged with tj@me indoors at the ARTS site. The
experimentation programme was as follows:

* Day 1: Deployment and technical testing
 Day 2: Games 1-3

» Day 3: Games 4-8

« Day4: Game 9
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Data capture

System performance data, taken from instrumentedufes of the 3D-LIVE system was
captured by the ECC during each game. A summarthefQoS focussed on for this
experiment in real-time during the game is sumredrigh the table below (for a full
description of all 3D-LIVE metrics, see appendix B)

Table 5: Golfing LIVE3 core QoS metrics

Module instrumented Attributes observed

1 x Kinect motion capture Skeleton confidence (%)
Skeleton quality (mm)

Skeleton Jerkiness X, Y & Z (mm)

Effect Query Service Effect query rate (requests/minute)

Effect type requests (count)

Outdoor low-end application Frame-rate (fps)
and Screen resolution (X x Y pixels)
Indoor low-end application Sensor channels (count)

Game interactions: shot sent/received

GPS accuracy (outdoor user)

Outdoor voice chat module Speaker volume (dB)
and Voice data packets received (count)
Indoor voice chat module Voice data bytes received (count)

Voice data packets sent (count)

Voice data bytes sent

Voice chat metrics Voice chat packet data sent (bytes)

Voice chat packet data received (bytes)
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Technical observations

During these technical trials we were able to ruoasimof the games smoothly for the
majority of the time. After some teething problemish accessing the 3D-LIVE platform
using a new 4G connection, users were able toyeaster the game. Our main problems
arose close to the green where we frequently I&tcénnection to the game server.
Although this did cause disruption to game playyas possible to resume the game quickly
once players reconnected to the network. We al¢ednthat, during game play, accurate
environment conditions were not always possibletfay reasons: 1) the wide area current
weather conditions captured from the OWM serviceengroviding high level atmosphere
data that was mismatched with the ground-level (e/litewas foggy) and 2) the use of the
4G internet dongle stopped the Android device franoviding high precision GPS data to
the EOSClient software, meaning that it could nmotvwle location data for the environment
samples it was capturing.

User feedback (informal)

When network connectivity was stable, it was cliwat users enjoyed the game and were
engaged with each other — this was particularlg ttiusers who knew each other. Activity
recognition and prediction of shots played by teers were mapped well most of the time,
and even when some errors occurred, this did nexemt most users from completing
games.
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5.6 Jogging experiment execution
N\ ¥ '

Jogging LIVE 3 at-a-glance

Date 4"-6™ November, 2014

Locations Outdoor and HE Indoor users: Oulu, Finland. Indoor LE + full body

reconstruction users: Thessaloniki, Greece.

Users 10 outdoor users; 10 indoor HE users; 10 indoor LE users.

3D-LIVE components Outdoor 3D-LIVE app; RealXtend game server; ERS server; ECC
server; 2 x Indoor 3D-LIVE app; 2 x Kinect motion capture; Full

body reconstruction

Experimental circuits 10

Method

As with earlier LIVE jogging experimentation, wertvally and physically placed our users
in a subset of Oulu city, providing them a relatvghort route to cover that was expected to
take approximately 13 minutes to complete if wadkin
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Figure 6: Oulu running course for LIVE 3

In this experimental deploymembordination was run at IT Innovation, UK. Techiica
control was managed by CYBER (who control the gasreice in this case, implemented in
RealXtend). Indoor users were situated at the CYBHER(outdoors and within the high-end
CAVE environment) and also at CERTH'’s site, usirigwend configuration that included
full-body reconstruction. Experimental monitoringok place at IT Innovation via the
EXPERImonitor web based service, whilst other okm#wnal data (including video
footage) was captured at the indoor sit€Bis experiment took place over three days,
following this programme:

» Day 1: Technical set; testing and runs 1-3
* Day 2: Runs 4-8
 Day 3: Run 9-10

In these trials we took the opportunity to condsete preliminary tests of varying the
quality of the full body reconstruction stream haHy through the run. Half the experiments
we ran began [1,3, 5, 7, 9] with a high quality fubdy reconstruction then switch to a low
guality stream after all users had met at the mag-point and the race proper had begun; in
the other half [2, 4, 6, 8, 10] we switched theltuaettings around.
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Data capture

Automatic collection of quality of service data wagended from the LIVE 1 profile with
the addition of metrics that captured events me¢pto full body reconstruction performance
and motion data propagation times between usesurAmary of the QoS metrics selected
for analysis in this experiment is presented be(tw a full description of all 3D-LIVE
metrics, see appendix B).

Table 6: Jogging LIVE3 core QoS metrics

Module instrumented Attributes observed

Kinect motion capture Skeleton confidence (%)
Skeleton quality (mm)
Skeleton Jerkiness X, Y & Z (mm)

Full body reconstruction rate (fps)

Full body reconstruction Average reconstruction compression time (milliseconds)
Average reconstruction compression ratio (Raw : compressed)
Average reconstruction frame rate

Reconstruction streaming frame rate (fps)

Reconstruction vs reference RGB instance PSNR (dB)

Reconstruction vs reference RGB sequence PSNR (dB)

Effect Query Service Effect query rate (requests/minute)

Effect type requests (count)

Outdoor user application Outdoor location (longitude, latitude)
Virtual location (x,z coordinates)
GPS accuracy (m)

GPS update interval (seconds)

Display frame rate (fps)
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2 x Indoor user application Virtual locations (longitude, latitude)

Display frame rate (fps)

Number of avatar collisions (count)

Avatar skeleton update throughput (updates/second)
Average skeleton data propagation time (milliseconds)
GPS propagation delay (milliseconds)

GPS propagation delay to display (milliseconds)

Full body reconstruction receiving frame rate

Technical observations

During these trials we were pleased to find thaeweountered few technical problems with
the exception of a few crashes related to the paifuthe Kinect capturer software — this
issue was identified, recovered and fixed. Otheswiser motion capture was considered to
be good with no problems related to the use otréedmill. We did note that, in one case,
for an indoor users with baggy running trousers, dkiatar skeleton reconstruction process
was hindered, causing unexpected leg orientatiotmefavatar in the virtual world. At the
beginning of the trails we found that, for a velgvs indoor user from Greece, the game
engine’s physics sub-system did not allow the =irwatar to mount the pavement due to a
lack of inertia. Connectivity with the outdoor useas generally good and there was only
one occasion when this was lost (the impact of was that the outdoor user position was
not always updated and voice was disrupted).

User feedback (informal)

Conditions were very cold for the outdoor user afmil, some of our outdoor runners,

patience ran a little thin when delays caused blrtieal problems at start-up (and the late
arrival of other indoor participants in Greece). spige this, we observed positive

interactions between most of the users during thas. In particular, we noted that at the
mid-way point where players paused to organisedhe to the end, users took the time to
look around at their surroundings and discussdbk &nd feel of their virtual environment —

which was a significant improvement in social iatgion for this scenario.
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5.7 Skiing experiment execution

Skiing LIVE 3 at-a-glance

Date Jan 28"-30"

Locations Schladming Austria (outdoors and indoor HE), Thessaloniki, Greece
(indoor LE).

Users 6 Outdoor users; 6 HE indoor users; 6 LE indoor users

3D-LIVE components Outdoor 3D-LIVE HUD app; Outdoor 3D-LIVE game app; Unity

game server; ERS server; ECC server; Indoor HE and LE 3D-LIVE
apps; Oculus Rift HUD; Kinect motion capture; full body

reconstruction.

Experimental runs 8 races (3 users per race)

2 indoor races

2 BBC races (3 users)

Method

Over the course of the three days at Schladmingseteup a new 3D-LIVE game

deployment and evaluated a series of races witts fisen a variety of backgrounds. For the
first time, the project experimentally deployed gaplayers with head-up displays: outside
we used the Recon Snow 2 goggles whilst for thé-kigd, indoor user an Oculus Rift
headset displayed the virtual slope. All users vgetaup to race down Schladming’s Planai |
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black slope (also used for World Cup skiing events)

Figure 7: Planai | Black run for LIVE 3

The HE indoor user was situated in a hotel roonr tteaactual slope whilst the LE indoor
user was situated in Thessaloniki, Greece. Paaintgowere recruited from a small pool of
professional and expert skiers at Schladming (wiah a chance to experience both the
indoor and outdoor configurations) whilst amatelaryprs (who had little or no experience
of skiing) took part in Greece. At the same time hested two media organisations who
turned up to film and report on our experimentatiathese were the BBC and Schladming’s
local media company who were invited by our hoStshladming 2030. They too were
interested in actually trying out the 3D-LIVE syste(as part of their reporting).
Experimentation activities followed this programme:

* Day 1: Technical set-up and testing
* Day 2: Experiments 1-3 + 2 x BBC trial runs
» Day 3: Experiments 4-7 + 2 x indoor races

The overall workflow for this final skiing experimewas similar to the LIVE 2 pattern, but
included more scenario elements, based on the eghd#X design. Main components of
game-play for each race was formed of these eleament

* Meet and greet the usersAll players met in a specially defined meeting egnear
the bottom lift) where they could see and hear edbhr. After the players had said
hello and were ready to begin, the outdoor userddvavalk to the lift.

» At the race start point. Once the outdoor user had reached the pre-desitaeting
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point (having ascended to the first exit point loa $ki lift) he would use the outdoor
3D-LIVE HUD and mobile applications to navigatette virtual start line (whilst

chatting to the other users, whom would come ingwvin the virtual world as he

approached). Once everybody was in the same pliysiteal space the outdoor
user would start the race using the Snow 2 wristilmntroller; a short count-down
would initialise the beginning of the race.

* The race. Users would then proceed down the slope as fatiegscould. Indoor
users had the option of trying to slalom througtueal gates to avoid time penalties.

» The end of the raceOnce all users had completed the race (by enténmdfinish
zone’) they were able to review their racing tinssd rank. User avatars were
placed on a virtual podium to indicate their pasiti

Data capture

During this experiment, we focussed on a subs#iefange of QoS data available from the
3D-LIVE UX model. In the table below, we summar@e QoS focus (for a full description
of all 3D-LIVE metrics, see appendix B).

Table 7: Skiing LIVE3 core QoS metrics

Module instrumented Attributes observed

2 x Kinect motion/FBR capture | Skeleton confidence (%)

Skeleton quality (mm)

Skeleton Jerkiness X, Y & Z (mm)

Average FBR compression time (seconds)

Average FBR compression ratio (rational number:1)
Average FBR compression frame rate (fps)

Average FBR frame rate (fps)

Average FBR streaming frame rate (fps)

Compressed FBR vs reference RGB (instantaneous PSNR) (dB)

Compressed FBR vs reference RGB (sequence PSNR) (dB)
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Outdoor LE app Display frame rate (fps)

GPS accuracy (m)

Indoor HE/LE applications Frame-rate (fps)
Screen resolution (X x Y pixels)
Sensor channels (count)

FBR received frame rate (fps)

Game events Nominal labels (start of race; in race; end of race) [time-stamped]

Technical observations

As arguably the most technically complex deploymient3D-LIVE, this skiing platform
was the most challenging to set up, so we factoredsignificant amount of time to test the
configuration and game conditions. During the técdinpreparation, we discovered that
outdoor connectivity dropped out completely justsale the lift where the outdoor player
exit to make their way to the start line. Fortuhat®s connectivity was recoverable a little
way down the mountain on the way to the start lszeywe were able to determine a position
where the outdoor application software could bemeected to the game server and game
play could be smoothly resumed. Taking this extreetto prepare for the most complex 3D-
LIVE game paid off: we were able to run a seriegxgferiments smoothly and this allowed
us to focus on comments from our participants irgletb their individual experiences.

During experimental game play we encountered alsmahber of technical problems,
mostly after the end of the race. For example, o@ occasion the indoor user full body
reconstruction capturer crashed and, outdoors,igeo¥ered on a couple of occasions that
the user was either unexpectedly disconnected frmrgame or no longer able to use the
Snow 2 HUD as it had shutdown unexpectedly. Thesges notwithstanding, this final 3D-
LIVE prototype was sufficiently robust to allow ts run 8 experiments in a coherent and
largely predictable manner.

User feedback (informal)
Here are some in-game, direct quotations from sarsi

Outdoors, BBC technical correspondent:
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“This is incredible ... the experience is quite irgen.. it's amazing”

Outdoors, experiment participant:
“Wow this is amazing! ... | see the mountains onather side”
Indoors Schladming, experiment participant:
“I will destroy you now!”
Indoors Thessaloniki, experiment participant:
“You are lucky, because | am on a bad day...”

Indoors, BBC technical correspondent:

“It's just like you're on the slope”

It was clear that our users really enjoyed the 3WH_skiing experience, both indoors and
outside. This is striking as it is important to exdhat the media presence and filming
activities that were included during our experiméays introduced very long delays before
races could be run. Under normal conditions, we ldv@xpect most users’ attitude to be
significantly negatively influenced by these dafs.with our LIVEZ2 findings, we noted that
some game players (especially the outdoor usernhdidengage in social chat very much
during the actual race since their focus was piign@n navigating down a challenging
slope: we discuss their perceptions of sociabil#tter in the analysis chapter of this
document. There was a clear sense of competitigeaesl evidence that users were
integrating their personal experience with otharsnd) the newly created social phases of
the game (at the start of the race and at the end).
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6 Analysis of the Golfing Scenario

6.1 Golfing
6.1.1 Summary of indoor QoE/QoS

The quality of service measured for the indoor gslfshows that from the technical point of
view, some components provided a good performamu some others still require
improvement. For instance, the frame-rate of th@ieqtion was in average 46.6 frames per
second which is acceptable but could be furtherawgd for an indoor deployment; indeed
we expect to eventually reach a stable value dp8@or a smoothest experience. It has been
identified that the issue is caused by the usehef\oice-Chat plug-in inside Unity3D;
optimising the voice component would likely achiexg goal.

In terms of the UX modehteractivity mapping, the measurements related to the skeleton
information reported a confidence between 0.9 ad duality of 3.7; and a jerkiness of
around 8.0, meaning the skeleton animating the dndavatar was most of time very
accurate and corresponding to the actual movenoétite user. This has been confirmed on
the video analysis performed after the experimesisre the poses of the avatars seem very
natural and correct compared to the actual us@stés The number of queries to the ERS
shows the number of updates of the actual weath#re virtual environment and one can
see that sufficient updates were performed to keapimum of consistency of the virtual
world with the real world.

More than the technical components observed, tieoteractions frequency and duration
give us an indication of the number of interacti@msl their duration in the game. The
duration is in fact the percentage of interactitme compared to the duration of the game.
Depending on users this value evolves from 3.3%3®&% with an average of 7%. This
shows the flow of the game has yet to be fully mpted to allow maximum user
interaction; this improvement may have a varying@ased impact depending on the people
engaged, since interactivity levels are variable.
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Table 8: QoS Metrics results for the indoor golfers
.| QoS_Interacti| QoS_Interacti| QoS_Interacti|QoS_Interacti|QoS_Interacti|QoS_Interacti
QoS_lInteracti| . . . . . R . . . .
itv Soeed F vity_Range_V | vity_Range_V | vity_Mapping | vity_Mapping | vity_Mapping | vity_Mapping
vity_opeed_ oicelnteractio|oicelnteractio|_SkeletonCon|_Skeleton_qu| _Skeletonler | _Skeletonler
ramerate . . .
nFrequency | nDuration fidence ality kX kY
AV IN 46.6 53.8 7.0 0.9 3.7 7.2 8.9
MAX IN 108.4 134.0 13.6 1.0 3.8 14.5 17.3
MIN IN 33.1 17.0 3.3 0.9 3.5 3.2 3.6
QoS_lInteracti|QoS_Interacti|QoS_Interacti|QoS_Interacti| QoS_Vividnes ..
X R X R X A X A QoS_Vividnes
vity_Mapping | vity_Mapping | vity_Mapping | vity_Mapping| s_Breadth_N s_Depth_Res
_SkeletonJer | _ERSQueryCo|_ERSQueryRa | _ERSSentCou [umSensoryCh| — qutio_n
kZ unt te nt annels
AV IN 8.0 176.3 3.4 151.0 3.0 1280x800
MAX IN 14.2 237.0 5.1 203.0 3.0
MIN IN 4.1 27.0 1.9 23.0 3.0

Looking at the user experience, we focused on twemario elements strike phasesand
walking phases- these were the foci for ogocial behaviourand exploratory behaviour
observations; we present summary statistics faetlvenstructs in the tables below for these

phases.

During strike phases

Table 9: Indoor - Strike Phases QoE

Social Social Exploratory Exploratory

Behaviour Behaviour Behaviour Behaviour

(Interaction) |(Ties) (Immersion) (Focus)
Average 5.13 4.44 4.13 5.63
Min 2 2 1 2
Max 7 7 7 7

During walking phases

Table 10: Indoor - Walking Phase QoE

Social Social Exploratory

Behaviour Behaviour Behaviour

(Interaction) |(Ties) (Immersion)
Average 4.44 3.69 3.35
Min 1 1 1
Max 7 6 6

Studying the Social Behaviour

Scores reported fosocial behaviourwere 5.13 about thmteractionsand 4.44 about the
ties which are quite acceptable values. Indoor golfeported a good senseinferactions
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andties according to these results. The users felt coedett outdoor golfers and had the
feeling it was easy to interact with them or to erstiand the interactivity during the strike
phases. However, it seems that during the walkhegges indoor users reported marginally
lower interactionsandties values (4.44 for interactions and 3.69 for ti@d)is means that
they had the feeling it was harder to communicai@ t interact with them during that
phase. They felt less connected, as if the outdeatar got closer only during strike phases.

These results were interesting for the projectualty the application is designed to reduce
the number of interactions during strikes in orttetet users concentrate more when they
prepare their stroke, and then the gameplay wasloleed with a view to offering the
opportunity to comment on their past or future shadring walking phases. It seems that
users are willing to get more engaged in soci@radtions when there is a true interaction
with the game, when they actually have to strilelihlls.

Studying Exploratory Behaviour

Examining theexploratorybehaviourscores (split intammersionandfocusevaluation), the
same applies: scores are higher during the stitesgs than during the walking phases.
During strike phases thenmersionreported was 4.13, and this value represents the w
users felt on the real remote golf course, the ey felt immersed with their remote
partner. This shows clearly that the level of imsiman is acceptable for indoor users in this
configuration but the immersion is less prominentwialking phases showing a score of
3.35. However thdocus evaluation which only concerns the strike phaseprted very
positive value of 5.63. Indeed, indoor users hadfdeling they were able to control what
they were doing, training for the strike, and cohthe power of their strikes to adjust the
distance they were willing to reach. The processtoke phases indoors is very satisfying
for users.

Social Behaviour

(Interaction)
8

6

W Full Scale

Explorator M Evaluation
P ) y Social Behaviour
Behaviour ~——

(Immersion) (Ties)

INDOOR - WALKING PHASE

Figure 8: Indoor Golf QOE during walking phases
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Figure 9: Golf QoE during strike phases

6.1.2 Summary of outdoor QoE/QoS

Overall, the QoS measured for outdoor golfers mlewis outcomes on remaining technical
issues and positive evaluation on components uB®sel.frame-rate of the application was

not as high as expected; this was caused by thentuvoice-chat plugin and is not a

solution we can envisage for a commercial deploynrethe future as it impacts rendering

performance each time users interact. The voi@antions are varying depending on users
from 4.7% to 12.6% with an average of 9.2% time parad to the duration of the game.

This is still a positive result but still depictssanificant difference depending on users
engaged in the game.

The analysis performed on the GPS used reportédhthaverage accuracy of our GPS was
3 meters for an average update rate of 2 secortddewAspeeds in the golfing scenario, this
means the avatar represented in the game had argfyedh rate and the ability to be as
accurate as the GPS signals. This also meansahbalfl positioning the accuracy is high
enough on the fairway, but the GPS inputs cannotidsa reliably account when golfers
reach the green area.
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Table 11: QoS results for the outdoor golfer
.| QoS_Interacti| QoS_Interacti| QoS_Vividnes . QoS_Vividnes [QoS_Vividnes
QoS_Interacti| . X QoS_Vividnes . .
ity Speed F vity_Range_V |vity_Range_V | s_Breadth_N < Depth Res s_SpatialCons|s_SpatialCons
vity_opeed_ oicelnteractio|oicelnteractiojlumSensoryCh| — P e istency_GPSA | istency_GPSR
ramerate . olution
nFrequency | nDuration annels ccuracy efreshRate
AV OUT 17.2 57.3 9.2 3.0 1920x1128 3.1 2127.1
MAX OUT 60.3 132.0 12.6 3.0 33 2606.0
MIN OUT 5.7 27.0 4.7 3.0 3.0 1830.0

Looking at the user experience, we focused on wema&io elements the same way we did

for indoor golfers — strike phases and walking plkas for which we observed tlsecial
behaviourandexploratory behaviouelements.

Table 12: Outdoor - Strike Phase QoE

Social Social Exploratory Exploratory
Behaviour Behaviour Behaviour Behaviour
(Interaction) |(Ties) (Immersion) [(Focus)
Average 3.75 4.25 3.68 5.81
Min 1 2 1 4
Max 7 6 6 7
Table 13: Outdoor - Walking Phase QoE
Social Social Exploratory
Behaviour Behaviour Behaviour
(Interaction) |(Ties) (Immersion)
Average 4.56 4.13 3.33
Min 2 2 1
Max 7 6 6

Studying the Social Behaviour

During strike phases outdoor users reported averalges of around 3.75 in termssaicial
interactions This is what we expected because the game is nwadkisable or reduce
interactions and keep the concentration of usees maximum for the strikes. Users were
not able to interact and talk with one another aitlile remote player was getting ready for
the stroke. An interesting outcome here aretitgvalues, which remains quite high (4.25)
though outdoor golfers had only one way to remasmnected to indoor golfers: the
augmented reality view. Indeed, thanks to 3D-LIMUgmented reality, they were able to see
the indoor striking the ball. Furthermore it sedimat people felt the presence of the remote
player through the avatar animated on the AR viéthe tablet during strike phases. This
result contrasts with some informal remarks we ahatering experiments: at the end some
outdoor golfers proposed to remove the AR functionbecause it takes too much time to
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play in a synchronous manner on the golf coursehuag the activity of the indoor player.

During walking phases, correctly anticipated irstbase, evaluation @&cial interactions
presents higher scores (4.56 in average). Usersrtegb they appreciated talking and
interacting a lot with their remote partner whilealiiing to the impact point of balls.
Practically, during this phase only the audio iatéions are possible between the two
players, which could explain why people felt theyoged more the social interactions, but
on the other hand they felt less connected withrdmote player: the feeling of being
connected with the remote player on the same sheoedse, evaluated with thiges
construct, decreases a bit in the walking phasehne@ a score of 4.13 instead of 4.25 for
strike phases.

Studying the Exploratory Behaviour

During strike phases thexploratory behaviouwas evaluated through two constructs —
immersionandfocus— as we did for indoor golfers. The immersion mgd by outdoor
golfers was average (a score of 3.68). Bringingviiteal world to the real world, rendering
the avatar of the indoor player in augmented ne#bit instance, had a mediocre impact as
they did not have the right impression that theoordavatar was actually standing on the
real course. Whilst outdoor golfers had mixed pgtioas of immersion of a shared virtual
golf course, looking at thimcus golfers reported they were able to control tieractions
with the game, the control of their strikes to fefftte game objectives.

During the walking phases, augmented reality wadsused as the indoor player’s avatar is
virtually following the outdoor user, meaning thataoor should look back to see any
representation of the remote user. Consequentlyfeekng of immersion in one shared
space was limited to the audio conversation betwsayers, and the scores reported for
immersiornwas 3.33.
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Figure 10: Outdoor QoE during walking phases
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Figure 11: Outdoor QoE during walking phases

6.1.3 Comparison of indoor vs outdoor QoE

In Figure 12 one can see that the results, in tefnggiality of experience, are quite similar
between the two configurations. Tkecial behaviourevaluation provided medial scores
from 4 to 5. These scores are acceptable despitg la¢tenuated by the problem in the
ability they had to communicate. Looking at theomfial UX results and the QoS data, it
shows that the implemented voice chat plug-in cdulstencies and frame-rate issues with
the outdoor application and users had some diffesisometimes to talk with one another.

In terms ofexploratory behavioyrthe two different constructs’ evaluation providesty
different scores. Fommersionthe score hovers around the middle of the rangsnmg
both indoor users and outdoor users felt partimtiynersed with their partner. The GPS
accuracy reported was around 3 meters, which te gaiod; we believe the sense of sharing
one shared environment could be yet improved wigindr resolution positioning on the
green (when it becomes technically available). R#igg thefocusconstruct, representing
the ability of the users to control their activitythe virtual environment, while striking the
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ball for instance, the scores reported were betiiee. interesting point is that indoor users
reported almost the same scores than outdoor Ud@ssmeans that the system provided an
accurate enough set of technologies and interflacegolfers to focus on their goal, control
the power of their strikes depending on the disgtandheir target.

The performance gaingealismperceptions reported in the game was 4.21 fordndsers
and 3.92 for outdoor users. This construct focuseginly on the realism of the
representations of the virtual course and the rerpayer. One can see that the graphical
rendering of the indoor player was representativet could be improved further) for
outdoor players though he was fully animated withigh quality skeleton. Indoor users
perceived the representation of the course realstiough but the evaluation of avatar
realism was varying a lot depending on users (scivogn 1 to 6). If we compare this score
to the skeleton quality reported, the rationaleifeéhhese results is related to the switch
between live animations and pre-recorded ones.pfeégecorded animations’ quality was
not high and users did complain about it whereay thd not about live animations.

Finally theemotional behaviouof players was evaluated after the experimentpBesome
negative aspects reported, all users mentionedyagamd emotional response with values
starting from 4.8 and up to 6.5 about the overaflegience. This puts the scenario in a
position of real potential success if correctivearts proposed by users are taken.

Table 14: Summary of average QOE results for outdacand indoor golfers

Social
Behaviour

Social
Behaviour

Exploratory
Behaviour

Exploratory
Behaviour

Performance
Gains

Emotional
Behaviour

(Interaction) [(Ties) (Immersion) [(Focus) (Realism)
Indoor 4.79 4.07 3.74 5.63 4.21 5.6
Outdoor 4.16 4.19 3.51 5.81 3.92 5.52
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Figure 12: Comparison of QoE results Indoor/Outdoorfor the Golf scenario

Figure 13: Comparison of QoS frame-rates between @oor and outdoor apps
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Figure 14: Comparison of Social interactions metris between Indoor/Outdoor for the golf scenario
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6.1.4 Summary of findingswith respect to experimental objectives

Based on this analysis, we can summarize our fgedior the golfing use-case comparing
the added value provided by our scenario elemdiatsthe setups deployed. Regarding the
scenario elements and deployments we will listraam findings in order to think about an
improved platform or potential product.

Indoor technical findings:

- Very good skeleton quality: more use in the sceneauld lead to better sense of
immersion.

- Sufficient environment data to maintain virtual gomment
- Voice delays impacted social behaviour UX, whichlddhave been higher

Outdoor technical findings:

- Framerate could be optimised, reducing occasiosaljgtions to interactivity
- Generally good GPS accuracy: consistency high dnoug
- Voice delays impacted social behaviour UX, whichlddhave been higher

Scenario Elements findings:

Walking phases Strike phases
Indoor -  Lower sense of immersion and | - High sense of Focus. Full control over the
sense of being able to control their swings/strikes
avatar

- Acceptable immersion
- Medium social interactions, we . .
! - Good Social Behaviour. Users feel

expected more  during - walking connected to outdoor users sharing the

phases same activity.
- More attention of users could

improve this phase.

Outdoor |- Lower sense immersion and |- High sense of Focus. Full control over the
feelings of being in a shared virtual swings/strikes
world. Use of AR avatar to be

- Better immersion, AR presentation to be
revisited.

revisited.
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- Good social interactions and ties - Good connectedness with other user, but

less interactions

- Time too long during strike phases

watching the indoor golfer

Higher QoE during strike phases for the indoor golérs:
» Better immersion, better social behaviour.

» Users feel more connected to remote players dugtinige phases, interact more or
less with the same intensity but feel they intexdcehore.

* They feel they have more control on their actidtying strike phase.
* They feel their avatar react better to their movetmi@uring strike phases
QOE for the outdoor golfers:

» Less sense of immersion on the two scenario elen&uifers finally reported they
might prefer an asynchronous game with indoor users

» Users feel more connected to remote players duvalging phases,
* They feel they have full control on their actividuring strike phase.

Indoor application could:

* Focus on strikesjike in golf video games. No walking phase as usarsot control
and do not feel interest in interactions duringkived phases.

* Implement smoother transitions between predefinatilime skeleton animations
to keep a high feeling of control and immersion.

» Have arealistic environment matching real golf course, and raalestatars.

Outdoor application could:

* Be transparent for the golfer. An asynchronous application, reporting scores of
remote users but that do not interfere with thaiglcgame on the real course, is
suggested.

» Change the Augmented Reality process. The realrginramersion reported thanks
to AR could be improved; we could even considerae@ng this feature from some
game phases in the future.
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* Have arealistic animation of remote avatars if AR is included.

To put it in a nutshell, we learned in the golfisgenario that the voice service must not
interfere with the application and that the augreémnteality display consumes too many
resources in our deployment. In terms of scenajidfers outdoor must play their game

without being overly dependent on indoors useodns must have a continuous feedback
of the outdoor user, but focus on strikes to stayersed and engaged in the game.

6.2 Jogging
6.2.1 Summary of indoor HE QoE/QoS

Quality of service measured for the jogging scenancluded interactivity speedand
mappingmetrics. The observed frame-rate in the applicatvas close to 60 fps in average,
which is good and means the rendering was not rstliby other tasks running. The
receiving rate of full body reconstruction mesh wasying from 5.2 to 7.3fps with an
average value of 6.0 fps. In a perfect case, thlisevshould be equal to the streaming rate of
the indoor LE application. Here the values aretddwer (streaming at 6.9fps in average),
meaning some 3D frames were occasionally droppettheénnetwork. Regarding metrics
representing skeleton quality, one can see thdidemte on the bones was 0.9 in average.
The jerkiness of the avatar is a bit higher thaothrer scenarios with values around 20mm,
but anyways the skeleton is smoothed thanks & jitters before the streaming.

Table 15: QoS of the indoor HE jogging configuratio

A Q?S_Interactl QoS_Interacti|QoS_Interacti|QoS_Interacti[QoS_Interacti|QoS_Interacti
QoS_Interacti| vity_Speed_ | . . . R . R X R . .
i vity_Mapping | vity_Mapping | vity_Mapping | vity_Mapping | vity_Mapping
vity_Speed_F |BodyReconstr
. . |_SkeletonCon|_Skeleton_qu| _Skeletonler | _SkeletonJer | _Skeletonler
ramerate |uction_Receiv ) .
X fidence ality kX kY kz
ing Rate
AV HE 56.5 6.0 0.9 3.7 17.7 26.9 24.0
MAX HE 58.2 7.3 0.9 3.8 34.1 56.2 47.5
MIN HE 504 5.2 0.8 3.5 133 12.9 143

Looking at the quality of experience, two scenaiements were studied to compare the
perception of tele-immersion of users: first uskeasl to run as a group to the mid-point,

where they stop to coordinate a race, and thenttadya competitive run to the end.
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Table 16: QoE Indoor HE Joggers - Running as a grquto the mid-point

Social Social . Performance |Exploratory
. . Empathical . .
Behaviour Behaviour . Gains Behaviour
. ] Behaviour . .

(Interaction) |(Ties) (Realism) (Immersion)
Average 3.944 4.44 3.56 3.52 4.36
Min 1 1 1 1 1
Max 7 7 7 6 6

Table 17: QoE Indoor HE Joggers - Running to the edh

Social Social . Performance |Exploratory
. . Empathical . .
Behaviour Behaviour . Gains Behaviour
. ] Behaviour . .

(Interaction) |(Ties) (Realism) (Immersion)
Average 3.94 4.15 3.67 4.11 4.04
Min 1 1 1 1 1
Max 7 7 7 6 7

Studying the Social Behaviour

Interactions scores reported by indoor HE joggees identical for the two scenario
elements. They did not experience any differend@envay they interacted during the game
before and after the meeting point. However theneotedness with remote players
evaluated thanks to thies score, seems to be higher during the first phakere users are
running together (4.44 for while running as a gréaphe mid-point / 4.15 while running to
the end). The offset is not very clear but can cteppie fact users feel more connected when
they have a common objective to achieve as a team.

Studying Empathical Behaviour

The empathical behavioucorresponds to the feeling to be supportive aroetencouraged
by other players during the game. For both scergldments the average scores of indoor
HE users are medium (3.56 and 3.67), meaning thexg wndecided regarding the remote
users’ engagement in their own activity or theilimgness to encourage other users.

Studying Performance Gains

Theperformance gainseported by indoor HE users is higher in the sdqumase while they
need to run free to the end. Thealism of the environment and the other players was
perceived a bit higher whereas perceptions of thality of the player’'s full body
representation was not evident in those phase 85while running as a group to the
midpoint / 4.11 while running to the end). Lookiimgdetails at the scores provided by each
HE user, all reported average good scores forghksm of the environment but all reported
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lower scores for the realism of the full reconstedcplayer.

Studying Exploratory Behaviour

Feelings of immersion reported by HE users wasdrigh the first phase, while joggers are
running as a group. This shows the same kind afetairon as forsocial behaviourand
here the score is 4.36 in average while running goup and 4.04 while running to the end.
We are going to compare this result with the scpresided by LE runners, and see if there
is a similar correlation reported.

Socigl Behaviour
{Interaction)
7

Exploratory
Behaviour
{Immersian)

Social Behaviour

(Ties)
W FullScale

mEvaluation

Performance mpzthical
Gzins (Realism) Behaviour

INDOOR HE - RUNNING AS A GROUP TO THE MID-POINT

Figure 15: Indoor HE QoE while running as a group
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INDOORHE - RUNNING TO THE END

Figure 16: Indoor HE QoE while running free to theend

6.2.2 Summary of indoor LE QoE/Qo0S

The values displayed in the table below are theltesf QoS measurements on the indoor
low-end (LE) deployment. The main difference in thember of metrics is the fact Full
Body Reconstruction meshes were observed and valuéiseir quality, compression rates,
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transmission rates were reported to the EXPERIronnit

In terms of frame-rate of the application, theransunusual phenomenon appearing here. It
seems the frame-rates of the applications were i@ky starting from 12.2fps for the
minimum average value of one indoor LE user antbug?.7fps for another indoor LE user.
These values may impact the UX of indoor runnergadises inferior to 25fps cause visible
latencies in the rendering.

In terms of the full body reconstruction rate amdnpression rates, the values are identical
and reaching the highest values the module camrétameans that the performances of this
module were at its maximum during Jogging LIVE Bdathat the compression time
required to compress packets did not interferdhenftll reconstruction pipeline. However
values concerning streaming are very close buttdolier. We further investigate the
maximum rate we can get while transmitting suchkptsc using the RabbitMQ protocol
without decreasing framerate in section 7. Theetkal quality and confidence values are
very good; as are the mapping of the skeletonnfdoor LE users. Confidences values were
close to 100%, and jerkiness was less than 10nmawarage.

Table 18: QoS data summary for indoor LE joggers

QoS_Interacti|QoS_Interacti|QoS_Interacti| QoS_Interacti| QoS_Interacti QoS Interacti
QoS_lInteracti| vity_Speed_F|vity_Speed_F | vity_Speed_F | vity_Speed_ | vity_Speed_F| . ~ .
. vity_Mapping
vity_Speed_F ull Body ull Body ullBody |BodyReconstr| ull Body SkeletonCon
ramerate |Reconstructio| Compresion | Streaming |uction_Receiv|Reconstructio|™ fidence
n Rate Rate Rate ing Rate n time
AV LE 19.7 7.3 7.3 7.2 6.9 0.1 0.9
MAX LE 32.7 8.2 8.1 8.0 7.7 0.1 1.0
MIN LE 12.2 6.3 6.3 6.3 5.5 0.0 0.7
S_Interacti
Q_o -n erz.a ! QoS_Interacti
. . . .| vity_Mapping| . . -
QoS_Interacti|QoS_Interacti|QoS_Interacti|QoS_Interacti Full vity_Mapping [ QoS_Vividnes
vity_Mapping | vity_Mapping | vity_Mapping | vity_Mapping i . _Full s_Depth_Full
Reconstructio . .
_Skeleton_qu| _SkeletonlJer | _SkeletonlJer | _SkeletonJer RGB Reconstructio|Reconstructio
n
ality kX kY kz s n RGB Instant n Ratio
equence PSNR
PSNR
AV LE 1991.2 5.9 9.0 11.5 16.0 16.0 515
MAX LE 5591.3 15.0 17.6 16.5 16.6 16.6 723
MIN LE 776.2 0.9 1.2 2.3 13.8 139 42.4

The Quality of Experience reported by indoor LEgegs was based on the same model than
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for indoor HE joggers, as shown in tabldsrpre. L'origine riferimento non e stata
trovata.] and [Errore. L'origine riferimento non é stata trovata.].

Table 19: Indoor LE joggers QoE data summary - Runing as a group

Social Social . Performance |Exploratory
. . Empathical . .
Behaviour Behaviour . Gains Behaviour
. ] Behaviour . .

(Interaction) |(Ties) (Realism) (Immersion)
Average 4.55 4,93 4.05 5.17 54
Min 1 2 1 3 3
Max 7 7 7 7 7

Table 20: Indoor LE joggers QoE data summary - Runing to the end

Social Social . Performance |Exploratory
. . Empathical . .
Behaviour Behaviour . Gains Behaviour
. ] Behaviour . .

(Interaction) |(Ties) (Realism) (Immersion)
Average 4.8 49 4.4 5.17 5.3
Min 1 2 1 3 3
Max 7 7 7 7 7

Studying Social Behaviour

Curiously indoor LE joggers reported very differémds of scores abowsbcial behaviour
indicators. Some users had the feeling to intesatt and liked it much, so the scores
reached the top value of 7, and conversely songejsgeported the lowest scores of 1 or 2.
Moreover the scores are not really different betwdee two scenario elements studied.
Overall the averagénteractions evaluation is quite high and acceptable for thrgeta
scenario, and the connectedness reported by usergh theties scores was seen as good
by indoor LE users.

Studying Empathical Behaviour

It seems that indoor LE users got the feeling tleegouraged remote users or were
encouraged by remote users as they reportesdngathical behaviouof 4.4.

Studying Performance Gains

The realism perceived by indoor LE users is vetgresting. Actually indoor LE users were
fully reconstructed in three dimensions in the gaand therealismthey were evaluating
was the realism of their own representation. Theescthey reported in the questionnaire
were quite high and very similar for the two scem@hases. We are going to compare the
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indoor users a bit later in this section.

Studying Exploratory Behaviour

In the same wayexploratory behaviouand sense ammersionreported by indoor LE users
was very high compared to the deployed configunatitey were experiencing, indeed a
simple screen was used in the low-end configurafidre main difference was on the full
reconstruction impact: indoor LE users saw theinaepresentation in the virtual world. A
score of 5.4/5.3 respectively for the two scenatements depict a good immersion inside

the game.
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INDOORLE - RUNNING AS A GROUP TO THE MID-POINT

Figure 17: Indoor LE joggers QOE - running as a grop
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6.2.3 Summary of outdoor QoE/QoS

Outdoor joggers had less equipment and technolegiesedded in their deployment for the
Jogging LIVE3 experiments. Consequently only a fe@asurements were available; we
focused on the overall speed of the applicationthrdspatial consistency metrics, provided
by GPS measurements.

One can see in Table 21 that the framerate ofgpbcation was high enough for an outdoor
application. Conversely the GPS accuracy availabke city town with high buildings was
around 13 meters for an average update rate afetdnds.

Table 21: QoS data summary for outdoor joggers

QoS_Vividnes|QoS_Vividnes

QoS_Interacti . .
s_SpatialCons | s_SpatialCons

vity_Speed_F | X
istency_GPSA |istency_GPSR
ramerate
ccuracy efreshRate
AV OUT 24.4 13.6 1667.7
MAX OUT 26.6 14.3 2019.1
MIN OUT 224 12.3 1415.6

The constructs used to determine the user experiehoutdoor joggers were similar to the
constructs used for indoor joggers apart fromgédormance gaingas no real rendering of
avatars and virtual world was performed outside.

Table 22: Outdoor joggers QoE data summary - Runnig as a group

Social Social . Exploratory
. . Empathical .
Behaviour Behaviour . Behaviour
. . Behaviour )

(Interaction) |(Ties) (Immersion)
Average 3.5 3.23 2.75 4.4
Min 1 1 1 1
Max 6 6 5 7

Table 23: Outdoor joggers QoE data summary - Runnig to the end

Social Social . Exploratory
. . Empathical .
Behaviour Behaviour . Behaviour
Rk ] Behaviour .

(Interaction) |(Ties) (Immersion)
Average 3.55 3.13 2.45 4.4
Min 1 1 1 7
Max 6 6 5

Studying Social Behaviour

Outdoor users reported an averageractionsscore of 3.5 for the two scenario elements
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with various scores from 1 to 6 depending on udeis.clear that there was wide range of
responses from our users; however this is eviddmere that at least some had many
interactions with remote players and enjoyed itr #w ties the values are similar and

scores vary from 1 to 6 with an average value dft8.3.2 respectively for the two scenario
elements. The connectedness with others could Ipeoirad for outdoor joggers in this

configuration.

Studying Empathical Behaviour

As we expected, as outdoor users did not feel asemied to other joggers during this
experiment, thempathical behavioureported was comparatively low; scores vary from 1
to 5 for an average value of 2.45.

Studying Exploratory Behaviour

The exploratory behavioureported by outdoor joggers is very interestingehéndeed,
outdoor users had a wide range of sense of comhexi@hers; did not interact a great deal,
but the perceivednmersionscores go from 1 to 7 and the average value & ZHis means
that the relatively low level of equipment deployaliowed at least some users to feel
immersed in the same running experience than ingdggers.
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Behaviour
(Immersion)

Social Behaviour  MFullscae
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Empathical OUTDOOR- RUNNING AS A
Behaviour GROUPTO THE MID-POINT

Figure 19: Outdoor joggers QoOE - Running as a group
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Figure 20: Outdoor joggers QoE - Running to the end

6.2.4 Comparison of indoor HE vsindoor LE QoE

If we compare only the indoor HE and LE experienagtgresting things appear to us. First
of all, all the scores reported are higher in the donfiguration, as shown in thgrore.
L'origine riferimento non e stata trovata.. In terms ofsocial behaviourand empathical
behaviour results vary too much depending on users to iiyeattrend, but in terms of
realism andimmersion we can identify that users utilizing the most iersive rendering
device (theoretically with HE setup) reported a dovimmersion and realism than users
utilizing a simple screen. The only difference betw those users was the point of view of
the full body reconstruction. Indeed, indoor LE ngsgee their own reconstruction whereas
indoor HE see the full reconstruction of a remdsgyer, and see themselves as an avatar.

This should be more investigated in a specific expent, but we can draw the hypothesis
than seeing our own reconstruction in an envirortmetfeport us in that environment and
increase our feeling of immersion (see sectiorl$.6.

In terms oftechnology adoptiomo important differences between the two sethpsstill a
better adoption with simpler and lighter setup jtong a better emotional behaviour after
the experience to users.

Table 24: Comparison QoE - Indoor LE vs Indoor HE

Social Social . Performance |Performance |Exploratory .
. . Empathical i i . Emotional
Behaviour Behaviour . Gains Gain Behaviour . Technology
) ) Behaviour R A . Behaviour .

(Interaction) |(Ties) (Realism) (Hedonic) (Immersion) Adoption
Indoor LE 4.68 4.92 4.23 5.17 5.97 5.35 5.73 5.36
Indoor HE 3.94 4.3 3.62 3.82 4.73 4.2 4.93 4.27
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6.2.5 Comparison of indoor vs outdoor QoE

If we compare the three setups of the 3D-LIVE platf deployed in Jogging LIVE3, one
can see that the indoor user experience reportazivezl higher scores than outdoors for
most of the scores apart fraemploratory behaviourThe feeling of immersion was reported
higher by outdoor runners than indoor HE runners. &dnnot really compare the outdoor
and indoor setups in terms of immersion as theigordtion is totally different, but these
results show that outdoor runners feel they araingna race and that their position in the
virtual world is consistent with the game. Howetlezir connection with other users was not
as good as compared with indoors. Outdoor usersrtexp lowersocial and empathical
behaviours, which suggests that the only audiarimétion is not sufficient to immerse users
enough to make them interact much.

Generally, theemotional behaviouwas quite high; people enjoyed the jogging platf@end
preferred it indoors than outdoors. The figuresolwekhow that théechnology adoption
reported was higher for indoor users in general,dmeeptable for outdoor users as well,
running a simple app.

Table 25: Comparison QoE - Indoor vs Outdoor

Social Social . Performance |Performance |Exploratory .
) . Empathical ) ) N Emotional
Behaviour Behaviour Behaviour Gains Gain Behaviour Behaviour Technology
(Interaction) |(Ties) (Realism) (Hedonic) (Immersion) Adoption
Indoor LE 4.68 4.92 4.23 5.17 5.97 5.35 5.73 5.36
Indoor HE 3.94 4.3 3.62 3.82 4.73 4.2 4,93 4.27
Outdoor 3.53 3.18 2.6 3.9 4.4 3.75 4.03
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Figure 21: Summary of Jogging Live 3 QoE
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6.2.6 Summary of findings with respect to experimental objectives

Based on this analysis, we can summarize our fggdfor the jogging use-case comparing
the added value provided by our scenario elementgel as the platforms deployed. Here
we outline the scenario elements, deployments astribe our main findings for tele-

immersive jogging applications.

Indoor technical findings:

Very good skeleton quality (>0.9)

Good full body reconstruction quality and streamratge (6fps remote site, 7.3fps

local site)

Application running smoothly

Voice running without noticeable delays

Outdoor technical findings:

Good frame rate

GPS accuracy needs improvement: avatars path tomecrequired to provide

consistent path.

Voice service running well

Scenario Elements findings:

Running as a group

Running free to the end

Indoor

- Good immersion for HE runners,

far better for LE runners

- Medium social interactions for HE
runners, better interactions for LE

runners

- Medium realism for HE runners,

Very good realism for LE runners

- Similar empathical behaviours

- Similar scores. Immersion a bit lower for
HE users while not running as a group

anymore but Realism a bit higher.

Overall QoE: Better for Low-End users than
High-End Users.
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Overall QoE: Better for Low-End users
than High-End Users; the main
difference here was that LE users see
their own reconstruction in the game
while HE see the reconstruction of the

remote indoor runner.

Outdoor | - Lower scores in terms of Social | - Similar scores
Behaviour and Exploratory
Behaviour

Overall QoE: Good feeling of
consistency of positioning in the
shared world but poor immersion with

remote users.

Higher Quality of Immersion running as a group:

* Immersion seems a bit higher for the HE users whifaing as a group. No change
for the LE users depending on scenario elements.

Higher Quality of Realism running free

* Realism is a bit higher for HE users while runninge to the end. No correlation
identified here

QoE: Better for LE users than HE users. Hoeial interactionsperceived as well as the

realism and the feeling of immersion and engagenmetite game were all reported higher
by LE runners. The main difference is the represtét of the user as a full reconstructed
human instead of an avatar.

Indoor application could:

* Focus orself-representationf the user in the virtual environment
* Improve therealismof the virtual environment

Outdoor application could:
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* Add an easy to acceB=edbaclof remote users (smart glasses)

To put it in a nutshell, technically the applicaitsoare running smoothly without stability
issues. In terms of scenario, the experience isfgalg for indoor joggers but outdoor
runners definitely miss a feedback of remote users.

6.3 Skiing

The skiing LIVE3 experimentation programme repom@dtwo sets of experiments. One of
these was the full LIVE3 deployment including user§chladming and in Thessaloniki. In
that experiment indoor skiers there were two vemest of the setup: one using Full Body
Reconstruction, and one using an Oculus Rift (dlesdras HE version below). The second
experiment was conducted in France and involved ardet of indoor users to compare the
QOE of users running both the LE setup (using thel@ Rift and Wii balance Board) and
the HE setup (using a CAVE). During that experimenthird indoor user was skiing from
Greece to get a full body reconstructed playehéngame, but his QoE was not observed.

6.3.1 Summary of indoor LE QoE/QoS

In the skiing LIVE3 experiments, the QoS measumdHe indoor user focused more on the
quality of his skeleton and his full body reconstion. The results below show that we
achieved good performance in the reconstructioth@fmoving humans and the streaming
provided a mesh of a good quality (8.18 fps in tdeonstruction, meaning 8 new meshes
per second). At run-time we found that the compoesBame rate falls moderately to 6.12
fps here meaning we lose some performance in tmepeEssion time required before
sending the frames. After the compression the siirgh framerate has been also changes
the overall throughput as it is affected by netwtrdasmission delays. This final rate was
more or less as expected given the overall capalaifithe system; the frame rate of the
rendering of full body reconstruction in the reaegsapplication was 4.6 fps. The skeleton
quality reported by the capturer was very good ek, &s the average confidence is 0.94 and
the jerkiness is about 2.5mm.
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Table 26: QoS data for indoor LE skiers
QoS_Interactivi |QoS_Interactivity_Spe
ty_FrameRate |ed_Full Body QoS_Interactivity_Spee
full Reconstruction d_Full Body QoS_Interact |QoS_Intera
QoS_Interactivity |reconstruction [Rate(reconstruction Reconstruction time QoS_Interactivity |QoS_Interactivi |ivity_Mappin | ctivity_Ma
_Speed_Reconstr [rendered in average compression |(average reconstruction|_Mapping_Skelet |ty_Mapping_Sk |g_SkeletonJe |pping_Skel
uction Framerate |Unity3D ratio) compression time) onConfidence eleton_quality |rkX etonJerkY
AV INLE 8.18 4.6 52.33 0.06 0.94 1488.31 2.39 2.34
MAX INLE 14.38 5.36 67.02 0.08 1 1901.52 3.26 3.65
MIN INLE 5.06 2.9 45.1 0.03 0.79 935.29 0 0
QoS_Interactivity_Map |QoS_Interactivity_Map QoS_Compress
ping_Full ping_Full ed
Reconstruction RGB Reconstruction RGB QoS_Compressed|Reconstruction
Sequence PSNR ( Instant PSNR ( Reconstruction vs|vs Reference  |QoS_Reconst [QoS_Recon
QoS_Interactivity [QoS_Interactivi |[Reconstruction vs Reconstruction vs Reference RGB |RGB Camera ruction struction
_Mapping_Skelet |ty_Mapping_Sk |Reference RGB Camera|Reference RGB Camera |Camera Instantaneous |Compression|Streaming
onlerkY eletonlerkz Sequence PSNR) Instantaneous PSNR) Sequence PSNR |PSNR FrmeRate FrameRate
AV INLE 2.34 2.65 14.63 14.313 14.26 14.16 6.12 4.913
MAX INLE 3.65 3.78 20.44 17.39 19.54 17.38 9.04 5.98
MIN INLE 0 0 0 0 0 0 4.43 3.41

6.3.2 Summary of indoor HE QoE/QoS

The indoor HE configuration reported fewer metrigs,the metrics regarding the quality of
the full reconstruction were applicable only in the setup. In here we observed only the
frame rate of the application, the frame rate efriendering of full body reconstruction and
the quality of the skeleton captured. In termsraifirfe rate of the application, we noticed that
using the Oculus Rift here reduced the performanicihe application and the frame rate
was around 23fps in average. This is not as higiopsed, but can be easily optimized in the
3D environment or the computer chosen to rendemagication. Within the Oculus Rift,
the rendering of the full reconstruction was achtkwat 2.57fps on average; so here find
there is a need to further optimise the last pathe rendering pipeline to ensure the final
rendering rate is maximised. In this lower framie i@ase, we might expect to see an impact
on users’ perception of the realism of remote udeysking at the skeleton captured at this
site, the values are still very good with an averagnfidence of 0.95 and jerkiness around
4mm.
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Table 27: QoS Data for Indoor HE (Oculus Rift) skies

Project N.

Date

318483

08/04/2014

QoS_Interactivity

QoS_Interactivi
ty_FrameRate
full
reconstruction

QoS_Interactivity_Map

QoS_|Interactivity

QoS_Interactivi

QoS_Interact
ivity_Mappin

_FrameRate of |rendered in ping_SkeletonConfiden|QoS_Interactivity_Map |_Mapping_Skelet [ty_Mapping_Sk [g_Skeletonle
the XX App Unity3D ce ping_Skeleton_quality |onJerkX eletonlerkY rkz
AV INHE 22.77 2.57 0.95 3.71 3.75 3.47 4.08
MAX INHE 26.45 5.35 0.98 3.8 5.42 5.32 6.43
MIN INHE 18.82 0 0.92 3.62 2.08 2.34 2.3

Looking at the quality of experience, only thecial behaviouwas observed depending on
scenario elements. Howevekploratory emotionaland empathicalbehaviour as well as
performance gainand technology adoptiowere observed for the overall experience.

Looking at Social Behaviour

The scores reported for each scenario elementhwinreat the meeting poinat the race
starting point during the raceand at the end of the racavere very similar in terms of
social interactionsandties. Here we see that all the scores are high andngaground 5.
The interesting bit here relates to one of our stigations: how will the users perceive the
social interactions during the race? Actually LIVE&geriments made us think that the race
should be the moment where social interactionspgisar. In LIVE3, users reported high
values ofsocial interactionsand ties during this phase as well as during thergphases.
This could mean that theglt the abilitythey had to interact even if they didn’t actually
interact significantly at the time, and do not Itise connectedness with remote skiers. This
may be because the indoor sporting activity is easylet users having usual interactions.

7
6
5
4 M At the meeting point
3 M At the race starting point
Duringthe race
2 M At the end of the race
1
U]
Sonlziil Bei'tav our Social Behaviour (Ties) INDOORHE - SOCIAL
(Interaction) BEHAVIOUR

Figure 22: Indoor HE (Oculus Rift) Social Behaviourdepending on scenario elements
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Looking at the overall experience, one can sedadarE 22 that the QoE reported was very
good.

Looking at Social Behaviour

The social behaviourscore about the overall experience is 6.4. Thiseves very positive
and let us think that indoor HE skiers felt verynoected with remote skiers at different
locations.

Looking at Emotional Behaviour

The emotional state of the indoor HE skiers atteréxperience is 4.83, which is good. The
Head Mounted Displays like Oculus Rift can creatkreess and discomfort; however it
seems that users felt very positive after trying 8D-LIVE setup.

Looking at Empathical Behaviour.

Theempathical behaviourefers to the feeling to be encouraged, suppdoyegmote skiers
and reversely to be able to support and encoutega.tThe score reaches a value of 6.67.
The value is very high and shows that users wedlgdngaged in the race.

Looking at Exploratory Behaviour

When consider thexploratory behaviouwe look at thefocus andimmersionconstructs.
Focus refers to the easiness to control the activitytioé player inside the virtual
environment. Here the score reported was 4.4, wisickcceptable but means it could be
improved. Foimmersion refering to feeling of being inside the virtuabrid, the capacity
to have movements reproduced in the vritual envirem and intreact inside it, reaches a
score of 5.25. This values is very positive andwshthe added value of the improvements
made in terms of rendering and activity tracking.

Looking at the Performance Gains

The realism of the virtual environment, avatars fuidreconstructed was evaluated through
this QOE construct. Users reported an average sifot.9. Skiers in Schladming were used
to the slope and were able to understand easilyanthey were located on it, recognized the
different landmarks. Overall they enjoyed the mgaliof the environment, the avatars and
the full reconstructed humans. This score can h@awed by the improvement of the 3D

world, and the advances in the research about sét@tion of moving humans.
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Figure 23: Overall QoE of indoor HE skiers
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Figure 24: Skiing Skeleton Jerkiness Indoors
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Figure 25: Skiing Skeleton Confidence Indoors
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Figure 26: Reconstruction Framerate inside indoor lent applications

6.3.3 Summary of outdoor QoE/QoS

A streamlined selection of metrics were observedtlo® outdoor client, focusing on
performance of the application through the frante,rand spatial consistency provided by
the GPS of the Smartphone. The frame rate of thdoou application (the software that
drives the game logic and connectivity with othlyprs) was very consistent and matched
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expectations in the final version of the prototyparying between 30 and 60 fps with an
average value of 39fps.

The GPS accuracy reported by the sensor insidehbiee was around 7 meters and varied a
lot depending on the position and speed of the skighe slope. The value is higher than in
LIVE 2; this must be due to the new slope topoldgying to higher speeds and different
satellites coverage. However the refresh rate medswas around 1.3 seconds, which
allowed frequent updates in the positioning of th&door avatar on the slope and
predictions in his trajectory.

Table 28: QoS of outdoor skiers
QoS_Vividness_

QoS_Interactivity
_FrameRate of

SpatialConsiste
ncy_GPSAccurac

QoS_Vividness_Spatial
Consistency_GPSRefres

the XX App y hRate
AV OUT 39.12 6.95 1303
MAX OUT 64.52 10.07 1563
MIN OUT 30.84 431 995

Looking at the quality of experience, only thecial behavioumwas observed depending on
scenario elements. Howevemotionaland empathicalbehaviour;performance gaingnd
technology adoptiowere observed for the overall experience of outd&ers.

Looking at Social Behaviour

Outdoor skiers reported scores similar to the indmores. Actually the only difference is
about the race phase, where as we expectedntiactionsandties are lower. At the
meeting point and the end of the race, users amesented as avatars in the mask. At the
starting point and during the race, only pins repre¢ the users. It seems that this did not
really impact thesocial behaviouiof outdoor users. We can see that during “stagieses,
where the physical activity is limited (meetingarstand end of the race) outdoor skiers
don’t care about the way users are representedoimal interactions and ties. However as
we expected, during the “dynamic” phase which &sridce, the social interactions and ties
decrease. What we did not expect is such a higlewvail social behaviour during the race:
indeed 4.42 for interactions and 4.33 for tiess teems still high during a phase which is
not appropriate for social interactions: skiers fametling down the slope at high speeds and
cannot interact much at the same time. So the gewad for the platform here is that skiers
still feel connected even if they do not socialiteract much during the race.
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Figure 27: Outdoor Social Behaviour depending on snario elements

The figure below shows the overall QoE of outddders reported after their experience —
here the values are goquerformance gainshows a medium score.

Looking at the Social Behaviour

Theties reported by the outdoor skiers after their 3DLISIE experience reach a score of
5.75, which is very high compared to past experisie®utdoor skiers reported a good
feeling of connection with remote skiers during tiverall experience.

Looking at the Empathical Behaviour

Empathical behavioureceives a score of 4.4 in average by outdoorskieferring to the
sense of encouragement and engagement in the gdaimeotiver players. Such a value
confirms that for this kind of scenarios, whereigbmteractions are made difficult during
the main activity decreases the engagement witlotemsers but keep skiers focusing on
their actual main activity.

Looking at the Performance Gains

The realism reported by outdoor skiers got a meduatne of 3.6. Actually the realism

inside the mask application was not our targettdugardware constraints, but this medium
value depicts a good appreciation of the rendedh@vatars and mountains inside the
Recon Snow2 Head-Up Display. Realism could cenaiel improved, but it was acceptable
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in LIVE 3 prototype.

Looking at the Emotional Behaviour

The score of themotional behavioyrepresenting the state of outdoor users’ frammaiatl
after the experiments, is 5.33. Outdoor skiers lyeahjoyed the 3D-LIVE outdoor
configuration, as they were pleased, surprisedcaatienged by this mixed reality setup.

Social Behaviour
(Ties)
7

Performance M Full Scale
Gain (Realism) M Evaluation

Empathical
Behaviour

Emotional
Behaviour  UTDOOR- AFTER THE EXPERIENCE

Figure 28: Overall QoE of outdoor skiers

6.3.1 Comparison of indoor vs outdoor QoE

In the 3D-LIVE skiing LIVE 3 experiments, both inoloand outdoor deployments generated
high scores in the evaluation of quality of expece If we compare the overall results in
terms of QoE for indoor HE and outdoor skiers irhl&dming, the results are very

interesting and summarize what we identified ingh&vious sections.

The social behaviouevaluated got the same scores around 5 in bofiigooations. It does
seems that it may not matter too much if the usé@mndoors or outdoors, the interactions are
shown to be consistent in both cases. The only dgference is explained by the race phase
where outdoor skiers cannot easily talk while gkifiast, thought they remain strongly
connected to the others.

The performance gaingrealism) of the virtual scene and the avatatevier in the outdoor
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application. This is what we expected as the outdpplication displays a simplified scene
compared to the indoor application and only avatarsepresent indoor players. Since the
outdoor player did not themselves in the virtuars; we were not able to ask detailed
guestions relating to their sense of immersiont(pathe exploratory behaviouconstruct)

in a virtual environment since their point of view always rooted in the real world.
Consequently skiers reported a lower realism ia tainfiguration, with still an acceptable
value. Theperformance gaingHedonic) reported is very high in both configizas with
similar scores (6.63 indoors and 6.39 outdoorsierSkad much fun and enjoyed the race in
the simulator and on the real slope though the restpee is totally different.

The emotional behavioyrreporting the users’ state of mind at the endhef experience,
reported higher values in the outdoor configuratimem the indoor, with high scores in both
(4.83 indoors and 5.33 outdoors). The outdoor appbin seems to generate more pleasure
and satisfaction to skiers than the indoor appboatperhaps thanks to the skiing activity
itself.

Empathical behaviours the only construct for which values are realliferent between
outdoor and indoor skiers. Looking at the differeogénario elements, this seems correlated
to the fact that the race phase does not allowoauntdkiers to focus on remote users’
interactions due to a hard physical activity.

Seeing the different scores presenting the usegreqce of both outdoor and indoor users,
the final construct was about tkechnology adoptioof the users - the 3D-LIVE platform
gets high scores here. Users think this kind sysierseful for gaming and sporting
purposes, and that it is almost ready for a depywmrhe scores deéchnology adoption
were in average 5.63 for indoor users, and 5.22tddoor users. If a platform like 3D-
LIVE is designed for skiing applications, it may @@ highly motivated audience.
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Figure 29: Overall QoE of outdoor skiers

6.4 Summary of findings with respect to experimental ofectives

Based on this analysis, we can summarize our fgediar the skiing use-case comparing the
added value provided by our scenario elements #saw¢he setups deployed. For each of
the scenario elements and setups we will list oamnfindings and recommendations for
tele-immersive skiing applications.

Indoor technical findings:

- Very good skeleton quality, providing good senseaifg in the virtual world.

- Frame rate sometimes limited due to Oculus Rif¢gration, which could disturb
user experience in some areas, So rendering optiimizis suggested.

- Lower values in reconstruction rendering frame raléch may impact perceptions
of performance gains could also benefit from optation.

Outdoor technical findings:

- Frame rate very good for outdoor application

- GPS accuracy: 7m due to high speeds. Constrairajectory correction and
prediction algorithms mitigated this; a refreskeraf 1.3s to feed this algorithm was
used.

- No more voice delays, communications clear betwesens.
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Scenario Elements findings:

All phases After the Experience
Indoor - Very good social behaviour | - Users reported a very good Quality of
perceived for all the scenario their Experience in all the dimensions
elements. observed. We can see that the

empathical behaviour and social

behaviour were specifically high.

- The Emotional Behaviour could be
improved, Oculus Rift might have
disturbed some skiers after several

minutes of use

- Focus, corresponding to the naturalness
of the control of the skier could be

improved as well.

Outdoor | Social Behaviour a bit lower during | - Need to improve the Realism in the
race phases: Head’s up display perceived by users.
As expected, outdoor user must focus | - Very good Ties and sense of
on his activity during the race. The connectedness with other users.

interesting score: even if he does not | _ Very good emotional behaviour after this

interact, the scores are high and the .
outdoor experience.

skiers feel connected.

Indoor findings:
* The overall QoE seems better with an Oculus Riftemthan a CAVE setup.
Outdoor findings:

* The HUD view is very immersive for outdoor usersoudtill feel connected during a
race even when they do not socially interact.
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Indoor application could:

* Improve the graphicsand thecontrol for the skier

Outdoor application could:

* Improve the graphics inside the HUD and investigate further ways to ewea
engagement with users together during the racesi@enusing AR checkpoints or
mini games on the slope.

To put it in a nutshell, technically the indoor &pation could be optimized as the Oculus
Rift integration takes much more resources. Theaart application runs very well and we
should explore the limitations of the HUD, to impeothe graphics inside. In terms of
scenario, skier really enjoyed the experience esidd outside, the application displays to
the skiers what they need at the appropriate timdedr skiers might prefer an Oculus Rift
deployment rather than a CAVE deployment.

6.4.1 Comparison of indoor deployments QoE out of LIVE 3

In addition to the main LIVE3 skiing experimentatj@n additional session was executed in
France to compare the impact of two indoor deplaysiea very high-end prototype
including a pro ski simulator, and a version withVa Fit board and an Oculus Rift. The
application running was the same and a third indser joined the game from Greece with
his body fully reconstructed in the game.

The same questionnaires used for the main LIVEA tmere distributed to the users in
France, whom were randomly selected to try the wemfigurations. Twelve users

experimented the system, including VR experts andces, four females and height males
aged from 26 to 50.

Results are presented below, where in fFigure 3@aeethe aggregated QoE depending on
each scenario element. Scores in this figure maxdifferent dimensions and summarize the
overall QoE score. The values are quite high amilasi to the scores obtained in LIVE3 ski
experiments. The interesting point here is that lthet QOE has been obtained for the
OculusRift+WiiFitBoard version, which is a simphlegrsion compared to the very High-End
deployment CAVE+ProSkiSimulator.
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Figure 30: Comparison overall QoE between indoor wers using CAVE+ProSkiSimulator /
OculusRift+WiiFitBoard

We tried to identify the overall quality of experee by dimension instead scenario element;
this is summarized in the results in the figureolel The Oculus Rift version got again
better evaluations on almost all the dimensions ®hly dimension the CAVE version
reported a better score is tieploratory behaviour: immersion
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Figure 31: Comparison overall QoE by scenario elenties between indoor users using
CAVE+ProSkiSimulator/OculusRift+WiiFitBoard

6.5 Comparison of LIVE 3 with LIVE 2

Comparison of Quality of Experience between LIVER &IVE3 can lead us to interesting
thoughts. In reviewing the Golfing QoE profiles,skems that golfers evaluated slightly
better social behaviourand performance gainsn LIVE2, whereas a bettezxploratory
behaviourand emotional behaviouwere reported in LIVE3. Between LIVE2 and LIVE3
the technical work carried out concerned mainly nbleustness of the activity recognition
features (expecting an impact @xploratory behaviourfocug and the scenario itself,
splitting the game into more phases to better wtded the score and the status of each
player (here anticipating an impact on the oveeatiotional behavioyr It seems that we
succeeded in increasing bakploratoryandemotional behaviouof golfers.
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Figure 32: Comparison LIVE2/LIVE3 QoE for Indoor Go Ifers
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Figure 33: Comparison LIVE2/LIVE3 QoE for Outdoor G olfers

If we observe the results for the Skiing scenasie,cannot compare outdoor experience as
only a few outdoor users participated in LIVE2 agd trials. However, we can instead
compare the overall experience of indoor skierghls case, the results are positive as we
can see in the figure below. For most of the dinmrss evaluated, a significant
improvement has been reported thanks to the numeetechnical and conceptual
improvements made on the platform. The most impressore is noted for thempathical
behaviour in LIVE3 this dimension got 2.5 points more tharLIVE2. The only dimension
that did receive a lower score in LIVE3 is #motional behaviourThis dimension actually
reports the state of mind of skiers after the eepee, and this time indoor skiers were
wearing an Oculus Rift, which can lead to cybekmsgss; this could be one of the reasons
for the lower score in LIVE3.
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Figure 34: Comparison LIVE2/LIVE3 QoE for indoor skiers

Studying the different reported QoE scores fromJibgging evaluations, we can see that the
results are varying depending on the configuratiéios the LE indoor users, the experience
seems quite similar in LIVE2 and LIVE3 with somesftive variations for most of the
dimensions. User perceptions of realism and tedgyobhdoption were slightly higher in
LIVE2 but no significant technical changes to remug or physical hardware in the final
jogging prototype to potentially account for thigage in attitude.
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Figure 35: Comparison LIVE2/LIVE3 QoE for indoor Lo w-End Joggers
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For the HE indoor users the same is not true -dingensions have better scores in LIVE3:
the empathical behaviouand theexploratory behaviourThis change can be linked at least
in part to the enhancements made to the actividggeition and speed estimation of indoor
runners between LIVE2 and LIVE3. However the otldémensions received a better
evaluation in LIVE2. The constructges, hedonic gainsand technology adoptionsvere
reported higher in LIVE2.
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Figure 36: Comparison LIVE2/LIVE3 QoE for indoor Hi gh-End Joggers

Studying the results in LIVE2 and LIVE3 for outdaonners, we can see that the results are
similar but for theexploratory behaviouandemotional behaviourThe immersion reported
was 2.5 points higher in the LIVE3, which is a vergsitive evaluation, however the
emotional state of outdoor joggers at the end efrtm was 1.2 points lower in LIVES.
Perhaps users who already knew the concept feltensed easier in the race and get
engaged in the new scenario instructions, butlfingdt disappointed by the lack of new
features between LIVE2 and LIVE3.
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Figure 37: Comparison LIVE2/LIVE3 QoE for Outdoor J oggers

6.6 Heuristics for mixed reality system design

Through this (and the previous) experimental plesthe project we have learned a great
deal that relates specifically to the provisionaotele-immersive experience for golfing,
jogging and skiing scenarios — as they were imabarel implemented. Whilst we note that
the particular scenarios, technologies and expatsnexamined in this project may have
many special characteristics that are not readilyegalizable, it was possible to identify a
number of interesting factors from the qualitat{femd some quantitative) data that offer
support for the definition of heuristic rules toidg Tl design and development practice in
the future. In order to formulate these heuristiege first aggregated significant
experimental evidence (from LIVE3 and also LIVERat aligned with the 3D-LIVE UX
model (as described in the analysis sub-sectioogedb
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In the figure above we visualise those factors Watdiscovered to impact UX constructs
exploratory behavioursperformance gainsand social behaviourseither positively or
negatively. Evidence for the other UX constru@mpathicandemotional behavioursand
alsotechnology adoptionwere also sought, but we found that the useroresgs in these
cases were difficult to differentiate or correlatea specific 3D-LIVE component, QoS
metric, or platform configuration since they ofteither converged to median or were
uniformly quite high. For this reason, we suggésit the main influential constructs that
most significantly characterise user experience ainmixed

Riyh pusitive fmpuct

Figure 38: Impacts on UX in a Tl environment

environment like 3D-LIVE are formed of these prpadi UX model constructs:

* Exploratory behaviours
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o0 Level of immersion
o Level of focus
» Performance gains
o Hedonic experience (pleasure/challenge/motivation)
o Ergonomics (level of realism/clearness)
» Social behaviours
o Degree of interaction (with others)

o Level of ties (with others)

Summary of impacts for exploratory behaviours

Exploratory behaviours broadly suggest the levelhahersion our users felt during game
play. We show in Figure 38 that the most significiattors we have found that influence
these feelings relate to the physical behavioudscamtext of users. Timely and high quality
motion capture and activity recognition are impottdere as it binds user's bodily
behaviour with actions and events in the virtualrldioThis factor is also linked with
ensuring that the game design includes meaningitilsiggnificant actions that are “shared’
between users (i.e., events such as taking a gotfa passing a skiing competitor). Here
we proposed that high quality, meaningful actiohattcan be shared between users
enhances their sense of immersion. Also relatatisofunction of immersion is the degree
to which accurate spatial positioning (provided®§S data) impacts game-play. This data
provides overall positioning of the user within thevironment and the current 3D-LIVE
implementation has been shown to be sufficient &ntain consistent game play when the
update rate is high enough to support error came@dequately (however, poor resolution
GPS data can negatively impact UX in small areash @as on the golfing green). Finally,
we find that variance of full body reconstructioata quality did not have a significant
impact either way on exploratory behaviour durisgng play; changes in image quality of a
remote user by another were not noticeable herend&here that overall frame-rate for the
reconstruction process is relatively low — due he tigh computational demands; the
performance related to the compression and trasgmi®f this data is discussed further in
section 7).
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Summary of impacts for performance gains

High quality motion capture, activity recognitiomcaavatar animation also plays a very
important role in user’s perception of their indival performance gainsThis aspect of UX
characterises their engagement with the challenfjése game and the implicit pleasure of
realising their achievements through a clear urtdedéng of their actions in a realistic
environment. Here we argue that timely and accumaggar animation positively reinforces
users’ perceptions of their influence in a virtaalironment towards a personal goal. Visual
realism appears to play a significant role in th@pping between the real and virtual for
low-end (LE) users who do not benefit from a digplhat effectively encloses them in
virtual world. Here the realistic rendering of tlvironment and, in particular, of
themselveseems to contribute positively to their user eigmere. Conversely, aspects of
system performance that degrade rendering qualitgh( as a poor frame rate or low levels
of realism) can acts to reduce user ratings henale8ly, from a game design point of view,
user’s sense of challenge and motivation will lbuced where periods of interaction levels
(waiting and watching) are introduced.

Summary of impacts for social behaviours

Social behavioursepresent those aspects of a shared experienoh &he determined by
communicative interactions that reinforce the seoasdelonging to a group. From the
perspective of promoting social behaviours withie Tl user group, a balance must be
struck in game design between designing too mamggd where interaction is either too
low and or too high. In the former case, perioddou¥ levels of interaction provide no
notable events that can be discussed; in the Mategre game interactions demand a very
high level of focus and concentration there is roft® resource left for the user to engage
socially with others. Therefore a carefully desdyigame format that supports opportunities
for social interaction and reflection of game egantimportant — and must be maintained by
a good quality audio channel: the effect of lateacwyoise in this case is strongly negative.

UX driven heuristics derived from the 3D-LI VE project

With these observations in mind, we present a &gmodel that integrates UX inputs
(combined to result in an immersive experience ghared Tl environment) with important
game design constructs and supporting QoS goadeew.
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Figure 39: 3D-LIVE TI mixed reality UX model

In this model we see how the three primary UX congmis are supported by game design
level foci; these in turn are realised by QoS goiddat should be realised by the
underpinning technology. From this we offer thddaing heuristics:
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Tl design heuristics

Elicit meaningful actions and events from your domexperts and users early

Deriving actions and events that are immediatelyogeisable and usually co-
experienced in the real-world are important ancfargsapturing user engagement in
terms of immersive actions (which are also meatongthers).

Design your Tl scenarios such that users are ablealance their focal attention on
interaction with the ability to compare their aat® with othersProviding the right
level of balance interactive focus, that includes edfective mapping of human
actions to meaningful virtual actions, allows userdocus on the challenges and
personal accomplishments of the game.

Provide moments for shared reflectiolsers should be provided time in the game
where they can communicate their experiences (mghaniactions; performance)
with others. This communication should be suppotigdoth the ability to share
consistent spatial co-location with natural momeintsthe activity where social
interaction can be allowed to flow.

T1 QoS heuristics

Provide the best motion capture and activity reatign possible Here you should
optimise and prioritise the related QoS such thamast accurately supports those
actions and events in the game design that haventt®# meaning and impact to
users.

Provide rapid updates for spatial datblighly accurate positioning data from GPS
sources is not always possible; the effects ofdhigr can be mitigated somewhat by
maximising sampling rate and providing error caticecwhere possible.

Aim for a high level of visual realismEspecially for users that do not interact within
an ‘encompassing’ visual display such as a CAVHrenment or head-up display,
providing a realistic graphical environment andt@yral of themselves is important.

Keep latency dowrin particular, we stress the need to maintairaticuous audio
stream between users so that moments of reflecdarbe shared without disrupting
UX. There may be occasions when this audio QoSdcbel sacrificed (to some
degree) for higher levels of visual consistencyirdyiparts of a Tl scenario where
both user focus and physical interaction is high.
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6.6.1 Future experimental hypotheses

For further research work in immersive and tele-emsive platforms we propose a list of
hypothesis to experimentally investigate on furtiser groups within more controlled
environments in order to provide further evidere@support the 3D-LIVE findings:

Perceived tele-immersion is higher when users aopming an activity rather than
observing the activity of remote player.

Perceived tele-immersion is higher when users Bee bwn reconstruction instead of
an avatar in the virtual environment.

Perceived tele-immersion is higher when users afestireir reconstruction presented in
1st person instead of 3rd person view.

Perceived tele-immersion while users see their geconstruction is significantly
impacted by the frame-rate of full body reconstiarct

Perceptions of the presence of other users is higmea CAVE environment than
compared to wearing a HUD device.

When using a HUD display, perceptions of user preseis higher when users are
rendered using full body reconstruction rather tl@mventional avatar presentations.
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7 Network Adaptation Service experimentation

In addition to the LIVE 3 user trials conductedila¢ selected scenario venues, a series of
experiments supporting the design and evaluatiagheofNetwork Adaptation Service (NAS)
developed as part of T3.6. Due in part to the rege®f some of the experimental
investigation (which forms part of the design basisthe NAS and needed much more
controlled experimental conditions) and also duprtgect resource and timing constraints,
these experiments were conducted outside of theesabthe LIVE 3 user trials. Instead, the
experiments were focussed purely on the impactetvork related QoS factors on the
delivery of full body reconstruction data and tHality of the NAS to provide adaptive
behaviour to optimise performance of the 3D reaoicibn at run-time.

Details relating to the architecture and implemeota of the NAS are described in
deliverable D3.3; here we briefly revisit the 3xoastruction pipeline and then go on to
specify the experimental process taken to undeddtas factors that impact the throughput
of full body 3D reconstruction frames in a distiied, networked environment.

Our approach to developing the NAS was a synthesisnodel-based and empirical
methods. These were comprised of three main phgsesperimentation under laboratory
based, controlled experiments to define pipelindopmance characteristics, ii) design and
implementation of an adaptive compression procemsi ii) ‘real-world network'
experimental evaluation of the adaptive processguai sub-set of the 3D-LIVE platform
updated to include real-time adaptive mesh commess

7.1 Phase 1: Pipeline performance modelling

In the first phase, our objectives were to deteentire performance characteristics of the Tl
pipeline in a controlled environment so that anpaida algorithm could be defined based on
observable traits of the system process. We begateteloping an abstracted view of the
reconstruction pipeline, in its simplest form (i.ene sender of reconstructed 3D data to one
receiver); this is composed of two 'local' phased an intermediate network transmission
phase, see Figure 40. In the first local phasgovad represents a frame inter-arrival time
(an aggregate of the time required for multi Kindata sets to be captured and then fused
into a single 3D model). The integrated 3D modehen compressed (adaptively using the
NAS) at node p1 before entering the network trassion phase.
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Figure 40: Full body reconstruction abstract pipelhe

Transmission across the network is approximatetivoynetwork data carrying step8 and

A3 and a data distribution processing operationiethrout on a message brokering server
(RabbitMQ in this case) during which 3D frame detaouted to the appropriate target.
Finally, phase three represents the receptioneofitia by the machine that renders the 3D
mesh to the end user (nodes p3 and p4). The procgssed above provided us with a
conceptual foundation upon which to develop an adapnethod to respond to varying
network conditions.

Performance of in-memory processes of the pipelias addressed first: nodes, pul, u3,

A and p4 were approximated using normal distrimstiaccaptured from empirical
observations of 3D frame data throughput on "seradet ‘receiver' machines. In order to
constrain the problem space, we defined three 4eveBD reconstruction quality (with an
inversely correlated compression level) that wdutdapplied at the compression step (see
table below).

Table 29: Full body reconstruction quality levels

Quality level Average bytes/frame Std. dev bytes/frame
High 244391.52 17013.72
Medium 192811.64 15219.44
Low 163358.56 17013.72

Frame inter-arrival rate\(), representing the arrival of a ‘raw' 3D framed(éherefore not

compressed to a certain quality level) was benckethat an average rate of 155.3ms per

frame. Message brokering process time was modelledsimilar fashion by passing pre-
3D LIVE Consortium
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recorded 3D data frames through the RabbitMQ sesperating on a local machine and
calculating the normal delay distribution. A sumgnaf the in-process benchmarks for these
components of the pipeline are summarized in theetdelow, showing performance

measures for corresponding 3D frame quality.

Table 30: Full body reconstruction pipeline constats

Pipeline node High quality Medium quality Low quality
ul average (ms) 91.77 91.62 91.48

u2 average (ms) 1.6198 1.4994 1.4294

u3 average (ms) 30.77 28.56 28.8

u4 average (ms) 333 333 333

Our results show that the in-memory performanceadtaristics for 3D frame data carried
at our pre-defined quality levels can be treatedragffective constant within the pipeline
model.

7.2 Phase 2: BonFIRE emulation experimentation

Transmission time modelling required an infrastnoetthat would allow experimenters to
control the performance characteristics of a plasietwork. In this case, we used the
BonFIRE experimental facilifyto replicate the TI pipeline described above. BREF

! http://www.bonfire-project.eu/
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provides experimenters control over a number dédg#ht configurable parameters including
latency; bandwidth; packet loss and router queue.sihe large number of possible
experimental permutations (given variable 3D fradea sizes and potential network
conditions) required us to reduce our initial pesbl space by selecting two primary
variables experimental variables to manipulatewnsgt bandwidth and latency.

Table 31: BonFIRE experimental levels

Level Bandwidth (Mbps) Latency (ms)
High 100 40
Medium 60 25
Low 20 15

A series of experiments were then conducted in lwiaie manipulated network bandwidth
and latency conditions whilst sending 3D frame dat@ugh the pipeline at eithéow,
mediumor high quality levels.

Bandwidth High Medium Low Low Low

High Medium High Medium
Latency Low Low Laow Medium Medium Medium High High High
Natwork cendition levels

BonFIRE 3D frame network throughput
varying bandwidth and latency conditions

Frames/second
(%] - [5,] o

%)

u Low qua ity Avg. th-oughput u Medium quality Avg. throughput = High quality Avg. throughput

Figure 41: BonFIRE FBR performance results with repect to varying latency and bandwidth
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Our BonFIRE results seemed to indicate that aviailaetwork latency played the most
significant role on the overall throughput of 3Carfrtes with bandwidth impacting as a
secondary factor. Varying the quality of 3D frametput (and thus effective data size)
results in a consistent change of throughput wittandwidth and latency boundaries. We
note that this is generally true with the exceptanwo medium latency conditions (see
figure above) where the trend in inverted by a nmaigdegree. Combined with the in-
memory constants derived from the earlier expertaten, the BonFIRE network
performance provided us with some indicators abth& general behaviour of the
reconstruction pipeline and proceed with the desigopompression adaptation scheme that
could optimise throughput based on available ndiveapabilities (principally latency and
bandwidth metrics).

7.3 Real-world network experimentation

The NAS was developed to integrate with the 3D-LIg&mne platform; we took steps to
replicate a real-world deployment pattern whilstthé same time applying as many
reasonable controls over extraneous influenceysters behaviour as possible. To realise a
real-world network deployment, we set up a 3D-LIWit body reconstruction environment
in Thessaloniki, Greece; a reconstruction recegaane client in Laval, France; the NAS
adaptation service in Southampton, United Kingdowh the RabbitMQ server in Germany.
To further mitigate against unexpected and diffidol repeat real-world conditions, we
created a static, physical model that would beinantusly reconstructed at run-time. This
constraint provides us with the ability to hodd constant at run-time. The experiment
procedure and metrics data capture was managed t&@on-line experimentation system
"EXPERImonitor'.

Experimentation began with a benchmarking prodeasdllowed us to configure the NAS
to work within the real-world conditions available us. The NAS was set up with two
network metric monitoring instruments per usemm@ughput sampler (based dterf) and

a latency sampler (based pimg). Using NAS sampling, we were able to take benachma
values for the best currently available network dibons between the two 3D-LIVE
machines, there were:

Table 32: NAS experiment benchmarking

3D-LIVE machine Latency to Rabbit Throughput from/to Rabbit

Sender 48.45 ms (average) 12.48Mbits

3D LIVE Consortium Dissemination: Public 93/170



3D LIVE - 3D Live Interactions through Visual Environments Project N. 318483

D4.2 Second report on the experimentations of the 3D-LIVE TIE Date 08/04/2014

Receiver 50.8 ms (average 8.398 Mbits (average)

In order to establish some influence over netwankditions between the two users, we used
Microsoft's Network Emulator for Windows ToolkifNEWT) to locally constrain network
traffic on a single machine (on the sender side)lsivimainlining optimum network
conditions on the receiver end. A series of pralamy, exploratory tests using NEWT to
change a number of network behaviours whilst sthegrtive reconstruction data were
conducted. During this testing we were unable micate (within reasonable parameters)
the impact latency appears to impose on overalfrabe throughput within the BonFIRE
environment. It was not until we introduced delay®ver 350 milliseconds that we started
to see any change to the overall throughput; wertbed that, at least using network
emulation tools in real-world networks, only offseéhe arrival of in-coming or out-going
3D frames. This lead us to select the bandwidtthagrincipal factor to investigate as an
impact on the transmission of FBR data betweersuserce the NAS rule engine is flexible
and extensible, we were able to re-configure ibéorespond to through-put observations
accordingly.

Our exploration of this influence was conducteéhat bandwidth levels at varying levels of
FBR frame data compression. The results provideditisenough data to create a rule set
that would allow us define a trial NAS rule setgbd on bandwidth metrics) and a nominal
threshold below which full body reconstruction wabdde considered non-viable (this was
set a 3fps for the purposes of verifying NAS bebaki and shoulahot be considered as a
baseline for acceptable user experience).

2 From Microsoft Research, ASIA. See https://blogrohml/2010/01/14/network-emulator-toolkit/
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Figure 42: Configured NAS rules based and benchmaikg performance

Figure 42 visualises the rule set that developedudbsequent run-time evaluation trials (see
below). The three classification boundaries werg@pmed to the benchmarking results and
the resultant ranges where quality can be tradefbogpeed indicated. In this simple case,
we can see that in high-bandwidth scenarios, highity FBR frames can be sent at close to
maximum performance. As available bandwidth drdpghest quality FBR frames can be
maintained, but at the cost of a reduced frame-Fitelly, in low bandwidth conditions,
quality is initially limited and is then droppeda@jether once frame rate falls below 3fps.

Run-time evaluations

Once calibrated to real-world network conditionsl an updated rule-set, the NAS was
integrated with the 3D-LIVE gaming platform to Jgrisystem adaptation responses to
available network resources. Using the three baditimevels as use-cases, we ran the NAS
and reconstruction streaming processes and pesibdissued commands to either increase
the speed or the quality of the full body recondinn. During this time we observed the
rate at which FBR frames arrived at the receiveée sind also noted the NAS responses to
demands for change in quality of speed.
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NAS responses and FBR frame rate over time
comparing high, medium and low bandwidth conditions
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Figure 43: NAS responses and frame rate changes ovane in varying bandwidth conditions

Figure 43 visualises FBR receiving frame rate clkangver time in each of the three
experimental bandwidth levels tested; we indich&epoints in each series where changes in
quality of speed were requested with diamond marleerd selectively highlight points
where these changes impact frame rate. Under geldaindwidth scenario, the full range of
guality is available at the maximum rate at whi@RFrames can be reconstructed by the
sending machine: in this case there was no advandaiggeducing the quality of frames sent.

Under medium bandwidth conditions we see a mucaretecase that demonstrates where
dynamically sacrificing quality at run-time can guze improvements in FBR frame
throughput. In the table below we enumerate the@oS medium bandwidth markers,
comparing QoS change requests with NAS compressmmmendations.
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Table 33: NAS QoS requests and compression respoase

Marker QoS request NAS compression response
1 Quality+ Medium
2 Quality+ Low
3 Quality+ Low
4 Speed+ Medium
5 Speed+ High
6 Speed+ High

Marker and highlight 1 show the first change in Qdfanging from an initial \textit{low
guality} setting to a medium quality - the NAS resps correctly with a reduction from
high to medium compression. At a medium bandwidirel this change of quality can be
sustained at the maximum reconstruction frame Highlight 2 (and marker 2) shows the
point where we make a further QoS request for gualnd in this case compression goes
down, but so too does FBR receiving frame rate. Hext QoS change request
(marker/highlight 3) shows that the system hashreddhe “floor' of its QoS range and we
see no change in performance or quality. Finalhythés series, marker/highlight 4 begins a
QoS change in the opposite direction towards imgmoents in speed which eventually
return to the “ceiling' frame rate.

A similar pattern for the low bandwidth scenario was also observed, but to a smaller degree. Highlight
indicates the point where we request an increase speed from an initial starting point of medium
quality (NAS rules prevent high quality FBR reconstuction in this case). The low bandwidth series
continues with attempts to increase speed: here th¢AS starts to recommend avatar skeleton data as an
alternative (FBR streaming is continued in any cageAt the last highlight in Figure 43: NAS responsge

and frame rate changes over time in varying bandwith conditions

Figure 43 we show the first request for an improgetrin quality - here there was a short
delay before changes in frame rate by the receveee observable.

Our results confirmed that the NAS responded wite &ppropriate mesh compression
recommendations which were affected by the 3D-LME body reconstruction service in
real-time in three varying levels of network cagi&i
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8 Discussion

8.1 Summary of experimental outcomes

Here we summarise the outcomes of the 3D-LIVE arpamtation as a whole and then
proceed with a look at specific scenarios and teediution within the technical lifecycle of
the project. The principal achievements of the e@rpental work for this project are:

* The successful execution of 9 primary experimebnfgE1l, 2 and 3) with end-users
to evaluate UX with a series of 3D-LIVE prototypes.

» The effective application of the 3D-LIVE UX evaliat methodology that captured
important user feedback using a rich array of olze@nal techniques.

* Integration with a continuous cycle of improvemenft 3D-LIVE design and
technical development using an iterative approdatoecreation; development; and
experimental evaluation that was bound to useredrrequirements.

* A comparative analysis of experimental observatibas lead to an understanding of
UX factors related to different 3D-LIVE platform miigurations and the generation
of design heuristics for future system creation.

» Validation of the final 3D-LIVE prototypes as arfegftive tele-immersive platform
through evaluation of system behaviour by end-ysetdch was generally very
positive by the end of the project.

Through experimentation, over the course of thgeptpwe gained a substantial body of
knowledge relating not only to what is technicdiasible in the deployment of a mixed
reality, Tl environment in the real world, but alstat actually ‘works’ for end-users. The
application of our UX methodology allowed us firtd develop a foundation for
requirements and system design and then progréssiaek (via the traceability matrix, see
below) and refine those requirements as new knayelebecame available through
experimentation. Our analysis of observations fitbm user trials allowed us to compare
indoor and outdoor user experience that was suggday both ‘low end’ and ‘high end’
technical configurations and drawn conclusions m#igg the relative value of these set-ups
and offer guidelines for designing with these congrs in the future. We believe this work
provides a substantial body of evidence that ve#sl&D-LIVE as a Tl platform.
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Scenario specific outcomes

In the table below we provide a high-level summ#rg QOE evaluation for the three
technical deployment ‘tiers’ in the 3D-LIVE platfar (indoor high-end (HE), indoor low-

end (LE) and outdoors) for each of the three 3DH Btenarios:

Golf Jogging Ski
Indoor HE | N/A Acceptable QoE High QoE
High QoS performance | Consistently very good QoE
put users in a good scores here leading to a high
quality CAVE quality UX. Considerations of
environment, but this CAVE deployment costs
did not significantly (compared to Oculus Rift)
push their UX ratings should be considered however.
above average.
Indoor Good QoE High QoE High QoE
LE High scores in UX model | Good levels of sense of | Very good QoE for these users,
during striking part of immersion contributed | most notably for the Oculus
game play; other less to by high quality Rift deployment. Optimisation
active areas could be motion and full body of the Oculus Rift rendering
improved. For some reconstruction of the would be beneficial.
players, some form user directly in the
asynchronous, semi- virtual environment.
immersive application
design might be
preferred.
Outdoor Acceptable QoE Mixed QoE High QoE
Some strong Tl UX Users felt positioning Very good QoE and sense of
components (such as was consistent with the | connectedness with other
social interactions and race; some scored users. Improvements to the
ties) but other areas social behaviour highly | HUD graphics fidelity could
need improvement — however others did enhance UX here.
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before wider not. A much richer
acceptance. virtual environment

rendering is needed

here.

Overall we see that the final skiing scenario, Whised the most advanced 3D-LIVE
prototype provided the highest consistent qualityegperience scores for all criteria
described in the 3D-LIVE UX model. This is unsugang since it benefitted from the sum
of expertise and technical refinements generated the course of the project and was the
most developed both in terms of UX design and teeahnmplementation. In the other
scenarios, we find that advances and improvemen@oiS that support high-quality, real-
time reproduction of users and actions in meaning@&me events generally lead to higher
levels of UX. Where support for these elementsowelr, QOE responses from our users
generally become much more mixed.

8.2 Traceability matrix review & future work

To respond to user needs and requirements, we prap®sed to end users an iterative
design methodology. During each iteration of call@bive work with end users, we
considered a variety of user feedback to geneeafeirements on the imagined experience.
After each iteration we have evaluated the workedand tracked new requirements for the
next experimentations loop. Readers are referrededraceability matrix in appendix J for
the full requirements trace that guided developnaeming the project (a full discuss of this
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matrix is provided in other technical deliverablsse D3.2 and D3.4). For brevity, we have
highlight elements of the traceability matrixelow with respect to improvements in UX in

terms of aprogression through the projeand b)future work

Progression through the project

UX Model criteria

QoS component/Matrix IDs

Experiment driven change

Performance gains

Exploratory behaviour

Social behaviour

Technology Adoption

Skeleton capture and activity

recognition quality/R0-2,R0-9, R1-2,

R1-5, R1-6, R2-2, R2-12, R2-13

Skeleton mapping and occlusions fixed for LIVE

2. Improved consistency for LIVE 2.

Social, empathic and

emotional behaviours

Voice communication/R0-1, RO0-4,

RO-34, R1-4, R2-10

Control over voice streaming introduced in LIVE
2. Switch to Mumble voice chat to improve
performance in LIVE 3, particularly reduced

latency.

Technology Adoption

Game set-up time/R0-3, R0-32, R2-
9

Automatic calibration process included for LIVE
2; further speed-ups in set-up time performed

for LIVE 3.

Performance gains

Avatar animation/R0-5

Improved pre-defined animation for LIVE 2.

Performance gains

Improved graphical realism/R0-6,

Improved for LIVE2 and LIVE3.

% Note: this is not an exhaustive list from the éoility matrix.
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RO-7, RO-23, R2-11

Performance gains Enhanced game-play R0-10,11,12, | Improved game-play set-up for LIVE 2.

. RO-15, RO-16, RO-18, RO-25, R2-4 Enhanced scenarios to increase immersion and
Exploratory behaviour
social components in LIVE 3.

Technology adoption

Performance gains Full body reconstruction realism | Improved for LIVE 2.

enhancements R0-13

Performance gains Improvements to UX (particularly | Recon Snow 2 HUD introduced for LIVE 3.

. visualisation) for outdoor users RO-
Exploratory behaviour

20, 21, 22, R1-1, R2-1

Futurework

As part of our concluding analysis of the 3D-LIVEorm, we also suggest the following
improvements/extensions for the platform.

- IMU sensors body tracking. 3D-LIVE originally tatge to achieve outdoor body
tracking. Existing solutions were too expensive tedently products appeared on
the market, providing low-cost solutions.

- Work on HUD capabilities for tele-immersive appticas. 3D-LIVE has proven the
added value of this technology for tele-immersikeapplications. But this must be
investigated in other fields of applications.

- Golf activity recognition: improve the sensors kiag outdoor / find another
existing open solution to avoid misdetections akes parameters.

- Physiologic sensors: heart-rate sensors have bésgrated for the Jogging scenario
but have not been experimented yet. It would bdulise have the feedback from
joggers on this feature and compare QoE.

- Full Body Reconstruction: Work on both the recomstion and streaming
algorithms and protocols to enhance the qualityhefremote reconstruction.

8.3 Impact on TI design perspective

In this final phase of user driven, experimentahleation we were able to enhance the
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understanding of user experience in mixed reat#ye-immersive environments from a
number of important perspectives:

- Influential QoE constructs
- Game and scenario design
- Important QoS criteria

We have identified three key UX QoE criteria thathen supported by good design
decisions, combined to characterise immersive UXTin environments: exploratory
behaviours performance gainsand social behaviours Our development and
experimentation with the 3D-LIVE environment hawh that design decisions should
carefully consider the shaping wieaningful actions and eventhe balancing of user focal
attentionon game interactions; and the provision of timesfwared reflectiorof interactive
events. Finally we offer recommendations for QoiSrjires for mixed reality Tl system like
3D-LIVE; these relate to thprovision of motion capture and activity recogniticapid
spatial data updateshe value of high levels of visual realisiine importance okeeping
visual and audio latency lawin addition to the full LIVE 3 user trials we hawalso
compared experiences specific indoor technologid0s compared with CAVE) and
evaluated an adaptive data compression method@odysystem prototype (the Network
Adaptation Service) for the optimisation of full dyo reconstruction streams in a TI
environment.

8.4 UX methodology review

The real-world experimental context of the 3D-LIM#fatform and the rapidiesign
prototypeevaluationmethodology adopted provided the consortia with riiost flexibility
with which to refine the system design and evalaateal user experience. The strengths of
this approach are:

Rapid and direct feedback of actual use in botbratory and real-world settings

Set-up of a complex, distributed prototype systeamageable

Rich set of observations for qualitative assessmokbitX

Trials can be conducted at a cost consummate egthurces available in the project

In designing and executing the LIVE3 trials, wefoeussed the design and reduced the
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number of experimental observations (compared WitH=2) to focus more narrowly on
aspects of UX that relate particularly to immersiom Tl environment. As a result we were
able to follow up on specific improvements defireexda result of earlier experimental work
and gather a rich array of QoE data. Our approdchtegically addressed those UX
constructs that were found lacking from earlier BWE trials and sought to understand
these improvements by catching a rich set of Qogeations from relatively small user
groups. Whilst taking this approach has yieldedumlmer of important findings, we also
recognise the following limitations of this methdalyy:

» Current experimental data cannot drive significsatistical analysis

* Real-world contexts and complexity of interrelatexystem modules make
independent variables very difficult to control

 The large number of variations in experimental d¢omas present a enormous
challenge to systematically evaluate

Nevertheless, we believe that on balance, our agprbas revealegkal-world behaviours
that provides evidence validating many of the desigd technical decisions taken in this
project. Furthermore, this exploratory work has teca number of important experimental
hypothesis that could be perused in more contratbegerimental conditions to advance
understanding of specific UX factors (see sectidnlf.

8.5 Feedback on the adopted UX methodology

At the end of the different cycles of UX designradahe overall 3D LIVE life cycle, we are
in a position of assessing the benefits which veetdeved by deploying it as well as what
could be done next, to make sure that the methgglabbadaptable to other contexts, such
as other FIRE domains or similar (such as Livingd)a

In this section, we have therefore offer the reaser distinct views: one reporting the
internal feedback from our experience got in thplementation of the 3D LIVE project; the
second relevant to the outcomes of the involvenoéngxternal stakeholders, who were
interviewed on the proposed methodology as wethagperceived applicability to different
and/or adjacent contexts.

8.5.1 Results and lessons learnt on 3D LIVE UX methodolggand UX design
process

The specific outcomes of the 3D LIVE projects aesatibed in details in the different
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deliverables. In this section, we would like to decspecifically on the overall ‘grand’

results as well agessons learntwhich can be directly associated to the use ofUbe

methodology and UX design process for the desidrutifire Internet applications.

Among the others, we can reasonably say that teeotiSD LIVE UX model and UX
design process allowed us to achieve:

Much better definition of user scenarios Users were engaged and involved in the
design process since the beginning. The initialagegent with the users was
achieved on the basis of initial use scenariosclwkwere derived internally on the
basis of the different views represented insidedbresortium’s partner group. The
adopted strategy has been to make the users foty®i scenarios, irrespectively
from technology, in order for them to predict, amate and explore the experience
before actually trying it first-hand. By doing thige developed scenarios which
truly represented their needs and, therefore, #sgd team could focus only on
what really mattered, resulting in significant seg8 on the design efforts. Future
activities could therefore focus on the assessmkastich savings originated by the
3D LIVE UX approach, in order to support the adoptof UX based techniques on
regular basis in Future Internet contexts.

Excellent engagement of users, on the basis of coete and understandable
scenarios. Quite related to the previous point, the adoptidnunderstandable
scenarios allowed to engage users on topics thed.nEhis was key as users,
although some of them could be technology savvyewet always able to discuss
the technological details. We regarded them astdolyy agnostic. The opportunity
of focussing only on the scenarios and having wieguested explanation of the
supporting technology made the selected usersnéegiart of the development
process, as it was evidenced by the request ofgbapdated on 3D LIVE
development. While a sort of animation and motmatactivity was a bit outside the
scope of the work for 3D LIVE, we believe that fidgwactivities could benefit from
an optimised community support activity, which abuver improve the users
engagement level (i.e. organisation of social evemd feedback). Potential legal
issues will need to be sorted out, in case useedfack and/or input brings to the
achievement of additional IPR.

Capability of performing sensitivity analysis. One of the advantages of the 3D
LIVE UX model is that it allows for the experien@ssociated to each scenario
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element to have a fixed although subjective waypafametrising the experience.
While the debate on the absolute values of theiosetan be endless, it is worth
noting that the real interest is in the variatioh tke subjective assessment of
experience. This allows to have fair comparisonwben alternative solutions

proposed (i.e. High End vs Low End configuratioaryl to take rational decisions
based on that. This approach can be also usedi@n tw perform sensitivity analysis
with respect to different target groups, in ordeibetter align the offer to targeted
groups. Savings can be achieved on the basis sftiséy analysis, the amount of

which are of course depending upon the specifie.Chise availability of this feature

would also allow a better planning of the desigforeéf which can be effectively

supported by such decision mechanisms to solvgulediemmas.

Increased credibility of the designed applicationsThe adoption of the 3D LIVE
UX approach can be also seen as an initial vatidadind acceptance of the proposed
applications and services. Although the 3D LIVE kazage is still in a validated but
prototypical stage, it can be fairly said that,ntke to the feedback of the users, it
constitutes an optimised basis for further develepimAs understood from the on-
going contacts to exploit 3D LIVE, potential pamsheare happy that what was
produced was thoroughly tested with users, thigltiag in an increased exploitation
potential.

As far as lessons learnt are concerned, a seleafithie most important ‘takeaways’ (at least
in our opinion) is reported hereafter:

Users must be carefully led through the process @b-creation. Some approaches
obviously overestimate the real extent of the ¢bation offered, these approaches
tend to deny that users can have positive contabsitat all. Our experience in 3D
LIVE is that, as Latins used to sdyn medio stat virtus’, meaning that virtue
always stays in the middle. Our position is tha tontribution of users is indeed
extremely valuable, but that in order to achiea,thsers should be put in a position
of being able to provide input. Users can conteboy anticipating or evaluating an
experience and sharing their background of pasermpces, which are variegated
and possibly uncorrelated with the objective ofirthevolvement. They can say if
they like or not a specific scenario and suggegtravement to it, it is much less
unlikely however that they can devise themselvassa scenario. Users must be
therefore be guided in the process of co-creationl @&xperimentation and
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alternatives must be prepared beforehand, in dodiee able to make the most out of
their suggestion. We found that this process igfeult mix between allowing total
real user driven design innovation and more strediuguided’ patterns.

Iterative process for updating User eXperience desption. Within 3D LIVE, the
assumption was that users’ involvement is theahyi@ continuous exercise, which
we divided in four phasesbp-creation exploration experimentatiorandevaluation
We realised that user’s perceptions are indeedtafiealso by the level of maturity
of the proposed applications, meaning by this #micipating an experience could
have different results when that experience willtarialise at a later stage of the
project. Evolving from initial to more mature dagtions of the UX is therefore
quite a natural process. Taking into account imap@r way the output this process
produces is a powerful tool. Design process needs tadapted to cope with it and
could lead to a differently conceived scheduletfa overall design plan. Be ready
to accommodate iteration into it.

Users can adapt better than you think to ‘Beta’ saltions. Our experience in 3D
LIVE is that, when properly led, users can readtegpositively and proactively to
prototypical solutions. They generally understahd teason why a mock-up is
proposed and how to deal with that. Again, ourdadsarnt here is that you need to
prepare the evolution scenario, so that to putsuses position to work around it.

Overrule users’ prejudice! In the previous paragraphs, we have been generally
positive about the contribution that users canHfmwever, in some particular case,
we were faced by the fact that users expressedstiees against some proposed
solutions, specifically when new technologies areoived (like for instance the
Recon glasses, as they perceives as the technalagynot mature enough, or
creating uncomfortable feelings or simply as ndesaOur lesson learnt in this
respect is that you have to be ready to be prowacand to challenge users
suggestions, as they reflect their current backgiicand experience and, if the case,
to propose it under different conditions.

8.5.2 Validation of 3D LIVE UX methodology and design praess

Based on the positive outcomes of the design astth¢eactivities supported by the 3D
LIVE UX approach, the 3D LIVE consortium organisegublic event, with the objective of
disseminating the UX methodology and design proeessto get feedback on it from an
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audience of UX and FI experts and practitionerse &bent consisted in one plenary session
organised within the Annual ESoCE-Net IndustriatUfn, which was held in Rome ori' 1
Dec. 2014, just after Live 3 Jogging and beforeeL3vSkiing. The progress of the activities
and the relevant outcomes, although informal waieugh to properly organise the session
(which is fully reported in D5.3). The audience s@ited of about 50 people, most of them
involved in open innovation issues and related domanumber of ‘Living Labbers’ were
attending, in view of analysing the described méthogy to be adapted to the needs of
their specific constituencies and in the diffedeasiness domains / contexts.

Benefits deriving from the adoption of the 3D-LIMEEX methodology were reported and
discussed with the audience in a structured waygrder to obtain feedback on it and
investigate on the potential applicability of the BIVE methodology to different contexts.
In addition to this, we proceeded with interviewiBigexperts who accepted to review with
us the approach adopted, on the basis of the e@tpilesentation given, integrated with
additional information provided.

In particular, the following areas were investighte

» Efficiency of Users’ engagement. Based on the méadron provided, a feedback
was requested on the overall UX process and om#aningfulness of the described
UX metrics;

* Added Value of Users’ engagement. Based on theridesicproject outcomes, an
evaluation of the added value provided by the usershe project outcomes was
done, based also on the individual experience efsigngagement;

» Applicability of the proposed approach to other EJRFI and Living Labs style
context. We wanted to investigate under which cistances the 3D LIVE UX
approach can be generalised and adopted in othézxts.

We address each of these areas in turn.

Efficiency of Users’ engagement.

Engagement process

The selected experts were quite positively imprdsg our process for engaging and
involving the users in 3D LIVE design process, @llthem concurred that the adopted
stepwise approach ensured that as users were tskedtribute to topics they know. One
of the basic problems which practitioners do ent@euwhen adopting UX based technique
is that discussions with users end up to be toadyrthus producing two types of problems:
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a) users sudden loss of interest; b) difficulty nmaintaining some specific focus and
therefore in extracting meaningful recommendatioims.the 3D-LIVE approach, using
specific scenarios with familiar real-world behawi®, we were able to maintain focus with
our users.

Scenario based approach

It is also confirmed that the scenario based ambraa the right one, as also the other
practitioners confirmed that users just focus an pibtential uses and have little interest in
the underlining technologies.

Users’ identification

It was observed that, depending upon the type pliGgiions to developed, a more refined
identification of homogeneous groups of users cdaddcarried out, in order to take into
account different and potentially contrasting nefeds different stakeholders, which would
need to be reconciled. It was also pointed out thatinitial identification of the users’
groups should be done in relation to the appraisarket requirements (i.e. so that to collect
needs that matter to the potential customers), lwkias only partially done within 3D
LIVE. In our case, the complexity of our real-wotkechnical deployments and necessary
experimentation procedures significantly reducedsitope of user recruitment possible.
Users’ contribution.

As far as the way users are engaged along the Wif®leycle, the fact that users changed
along the design iterations was considered not eahsible, but also desirable as it was
suggested that new users always bring new stiraulihie design team (experience suggests
that users can take things a bit of granted afterfirst round of contribution. The only
caveat they put is to keep the consistency betwsers typology, so that overall the same
needs are expressed, explored and validated.

UX Model

Finally, the availability of a UX model was considd essential in order to have some
reference description of the experience, alreadypaehted (a priori) in order take into
account the different elements who contribute ® eékperience, with the view of helping
UX designers to quickly converge to the selectibthe most important UX elements. The
presented 3D-LIVE UX model was deemed as apprapaatl representative of the most
important aspects contributing to the experienpegciically the “twilight” tele-immersive
experience. Possible extensions to cover spec#se< if required were deemed as not
affecting the overall model concept (see also esitento other domains).
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Added Value of Users’ engagement.
In this section, the experts interviewed discussitld us where they see the added values of
users’ engagement for their cases.

* Exploration of different configurations and/or sgts before entering the design
phase. This aspect is important not only for dafirthe right configuration since the
beginning, but also to minimise the implementawiort in case of IT services, as
in the manufacturing case. Our experiences withrsuskiring live field trials
provided us with considerable insight into how egst configuration can be
optimised for mixed reality Tl systems.

» Capitalising on users’ knowledge/experience. Thaeddsalue of users’ engagement
is not only in the collection of new requirements dase of users as potential
customers, but especially in capturing users’ bemkgd in case users are
stakeholders as well. In the manufacturing sectzers (in this case, line or
workshop operators) experience is key for procegsavement.

* Added value is not always achieved since engagemmthods are not always
formalised and optimised. Many claim that user gegaent is key for success and
that it is adopted as formal, best practice. Addeldie is achieved only when the
method used is formalised (as with the 3D-LIVE UXdelling and experimentation
process), both with respect the elements contnbuto user’'s experience and/or
satisfaction and also with respect of optimisataininteraction time with users.
Methods for effectively involving users (using famapproach) are otherwise
missing.

* Increasing the acceptance and usability of thel fmmaduct or service in design,
production or service ecosystems. Engaging or unnglthe users in the design,
development and evaluation of an application ovises has always the added value
of increasing the acceptance and usability of thal fproduct. This facilitates the
implementation process, both in terms of effort & required.

Applicability of the proposed approach to other donains.

The applicability of the proposed approach wasudised in relation to potential application
in other specific domains, such as manufacturirgylaalth service ecosystems. Additional
domains were discussed (such as design servicd haseg Labs and additional sporting
community), however the level of maturity of suatvieconments was not so advanced and
the discussion remained inconclusive. As far asaufacturing ecosystem is concerned, the
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potential applicability of the proposed approachswléscussed in relation to apply the 3D
LIVE UX methodology to business process improvenfenta given production line, the
users being here the people working along the mtomtuline. Conclusions of the discussion
were that:

* Itis believed that the 3D LIVE UX model can be pigal with a reasonable effort to
the considered domain, the adaptation implying fesss on the ‘twilight zone’ and
tele-immersion but more on the users’ satisfactiot system usability;

* Potential need to correlate the UX QoE metrics witlsiness operation metrics
(KP1), especially in the production domain wherbedter experience or satisfaction
of the user needs to be necessarily related tmemedsed efficiency of the overall
process.

One of the main factors in favour of adopting #yiproach in this context is that it may help
to close the gap between users (line managers petors) and stakeholders, who often
adopt simulation formalisms which are not userritig or clear.

As far as the health ecosystems is concernedddsewas to consider designing and testing
IT health applications, together with the final tssdt was concluded that our approach is
perfectly transferable not only to this but also @aoy other domain where IT based
applications are to be developed. It was percethiatl the methodology will require some
adaptations in terms of the elements to be coreideoth in the QoE and QoS dimensions
to complement the existing ones. The inclusion o8@lements as important dimensions to
be considered when designing, developing and etnatudhe user experience can be
considered quite innovative when correlated to Qa@tihough already present in the 3D-
LIVE UX model, some more focus on usability (fromuaser perspective) would be
interesting.

All our experts believed that this approach cano ateduce the final costs of the
implemented solution, especially if a non-costlyiap is identified from the very beginning

as a suitable solution.

In conclusions, we can summarise as follows:
» Adaptability of the 3D LIVE approach to other dom&ilooks not only feasible but
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also promising;
* Focus on other elements of the experience may feireel and adaptation is
perceived to be achievable

* Benefits resulting from the adoption of the 3D LIvtethodology are believed to be
tangible and exploitable.
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9 Conclusion

In concluding this experimental work for the 3D-1H\project we are able to report on the
successful execution of three primary user trigisgithe final system prototypes as well as
additional experiments to evaluate user experiemgiag high-end graphical rendering

techniques and a QoS optimisation strategy for dolily reconstruction data compression
and transmission. Our results, based on a rangealitative and quantitative observations,
have provided us with a range of insights that helmved us to both validate the use of the
3D-LIVE system in the real-world and also bettederstand the factors that impact user
experience in a tele-immersive environment.

In totality for the project we have been able tbiace:

* The successful execution of 9 primary experimebfgKE1, 2 and 3) with end-users
to evaluate UX with a series of 3D-LIVE prototypes.

* The effective application of the 3D-LIVE UX evali@t methodology that captured
important user feedback using a rich array of olzg@mnal techniques.

* Integration with a continuous cycle of improvemenit 3D-LIVE design and
technical development using an iterative approdatoecreation; development; and
experimental evaluation that was bound to useredrrequirements.

* A comparative analysis of experimental observatibas lead to an understanding of
UX factors related to different 3D-LIVE platform miigurations and the generation
of design heuristics for future system creation.

» Validation of the final 3D-LIVE prototypes as arfegftive tele-immersive platform
through evaluation of system behaviour by end-ysetich was generally very
positive by the end of the project.

Directly resulting from this work, we were abledwaluate the 3D-LIVE system in terms of
future work that could lead to a technical platfottrat could be used for™3party
exploitation. In addition to this, we are able t@gose design and development heuristics
that provide guidance for practitioners/developarghe field of Tl environments based on
our findings. Finally, we provide a critical evalioen of the value of the user-centred, co-
creation methodology we used in the project andraitcommendations for its application
in other domains.
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Appendix A: LIVE 3 detail experimentation workflows

Experimert set-up task

Status.

w

Start of expesment setup T NOV W

User brefing/consent sk (ndoarA) Benjamin |W

User brefing/consent task (outdoor) Benjamin |W

Start ECC dashbtoand T INNOV W

START OF EXPERIMENT w

Create experiment T MNDV W

Start ERS sewice T INNOV |W

Check ERS connectior v ECC T INNOV |W

VEAIT unS S 5KS COMpEE w

Stant/Chect Indoor SeasorExel app Benjamin |W

Start ARTS Kinect capturer Benjamin |W

Check Kinect capuer zonnectons to ECC T NNOV W

]mr-ﬂummn w
Check Unity server sesings Denjamin |W

Stant Outdoor 3DLIVE app David w

Start indgor app in France (enterusemame}  Benjamin | W

WAIT unfl asks compki W
Outdoor gelfer at start of course David w

Outdoor user: Press GO bution Dawid w

Stant FRAPS on indoot app Benjamin |W

Idooruse: Press GO bution Benjamin |W

Cheak Unity server ECC connection T NIV W

]mrm-nmn [ w
Chark FOC matries. T NN W

S | w
Outdoor gelfer at stan of course David w

Trigger game stan Benjamin | W

Indoortakes frst shot Benjamin |W

Outdoor mies next shot David w

Outdoar goes to his ball {indoor follows ) Benjamin |W

They talk to choose the best bal Benjamin | W

| They rephice theirballio the selected pos  Benjamin | W
|mtum 28 | w
Shots States Benjamin | W

Eall = Hole ! Benjamin | W

WWAIT untl asks comple w
| Confrm gane comp | Benjamin |
(OFTION wretum 1o (2] | w
Teardown & fnalse erperment T NNOV W

Save mevic data T NNOV | W

Save Uniy 3D senver bgs Benjamin | W

VAT wnil 23ks compiie w
Update Resuls shest AL w

Stop Uniy Server Benjamin | W

Stop ARTS Kinect capturer Benjamin |W

Chack Unityiinect clients ECC dsconnaection 1T INNDV W

| Create new expe iment T MNOY W
|Gote [15] | W
Shutdown whwam Al w

Userde-briefing/questonnaim findoor A} Benjamin |W

User de-brisfing/questonnaim pudoor) Benjamin | W

Golfing

3D LIVE Consortium

N0

@ o @t & W h

Experiment setup @k

Clear Rabb M2 sans CERTH
Start of expeiment se-up IT INNOY
Start ECC dashboand T INNOV
START OF EXPERIMENT

User baefirg/consent Bsk (ndoorA) CYBER
User befirg/consent Bsk (ndoorB) CERTH
User boefirg/consent Bk (outdoar) CYBER
Creats #xperiment T INNOV
Stan ERS e T NNOY
Check ERS connection » ECC IT INNCY
| VWAIT untilasks compete

Start CYBER Kinect capumss) CYBER
Check Kinect capiumrconnectonsto ECC | IT INNCV
Start CERTH Knect captumris} CERTH
Check Kinect captumrconnectons to ECC | IT INNOW
Confrm FER compression aie (High'Low) CERTH
WAIT P!

Start Outdoar 30LIVE app CYBER
Start Qutdeor EQS apo CYBER
Start indocrapp in Ou CYBER
Start indoar app in Greeoe CERTH
WAIT e

Check ndoor app clerts ECC sonnection T INNOY
Indaor CERTH user: AMOP

Settings->Remote! = Reconstuced (FBR

anly) CERTH

WAIT unfil asks compete

Check ECC metics T INNCY
Set up

Outdoor pagerat star of course CYBER
Confrm all pggers runing CYBER

logging
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All Joggers running 1o the finish CYBER
VMAIT until tasks compete

Confim course completed CYBER
Stoo expeiment T INNCY
Disconnect all ECC cliunts ALL
Save metrc data T INNCY
Save Realttend sener logs CYBER
VAT untl msks compets

Update Resuts shest All
Shutdown sofwar All
Userde-briefing/guestonnair fndoor A) CYBER
Uew duln i fondoat B) CERTH
User de-brafing/questonnaim putdoor) CYBER

I - T I S I

= =

Project N. 318483
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Experimert sebup Bsk Wha Status.
515t of exps e o Bbt-up 1T AN OA W

Synchronim system clocks

Lser briefing/consent task (outdoord in T INNOY
User brefing/consent task (indoor §| CERTH
Stan Mumble Sener ARTS
Seant ECC dashboad ITINNCV
Stant ERS wwice T INNCV
Check ERS connection b ECC T INNCA
Creaie experiment T INNCY
Outdaors Iaterne UGP S/Mumbile check ITINNCV
Srant Unity game senver ARTS
Start Outdear 20LIVE apps T INNOV
Stant Indoor A application T INNCY
Seant Indoor D applcation cERTIH
Confim all users conneded 1o game Server ARTS
Confirm all ECC metncs in-coming IT INNOV
WRIT untl asks complele:

Outdoor skierin mewting Zone T INNOV
Mesting beween playes compess ALL
WWRIT untl msk k!

Outdoos skierin aoe San zoae L -
Cutdaor skisrentened race IT INNCV
Set up completed

Race sased ARTS
Outdoos player at finish kne T INNOV
Indoor A pliyer at finish ine ITINNCV
Iindoor B pliyer at finish ine CERTH
WRIT

Race revew completed AL
Fralse supeiment T INNCV
Save mevic data T INNCY
Save log picture/vides cata ALL

WRIT untl asks complele:
Update Resuts sheet All

CWIB00r user g ue SloANaNe Je Dre g T INNOY
Ingoor A user questons aie/debseing ARTS
Indoor B userquestons s debiefng CERTH
Stop Unity & Mumble Servers ARTS
Stop Indoor A Kingct capturer ARTS
Stop Indoor B Kinect capturer CERTH
Check dien ECC discoanecton T INNCV
Go o [10]
Shutdown sotware All

Skiing
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11  Appendix B: LIVE 3 QoS metrics glossary

11.1 Motion capture related metrics
Skeleton Confidence (%)

This should be interpreted as the overall confidemic the accuracy of the captured users’
skeleton. OpenNI SDK reports confidence valuesarh skeleton joint independently. This
metric is calculated as the average confidence gnadinjoints of the skeleton. Higher
values indicate better confidence.

Skeleton Quality (mm)

This is a metric aiming to measure the quality e skeleton of the captured user. Each
skeleton joint reported by OpenNI SDK contains X4l Z coordinate values. All the joints
of the skeleton are back projected on to the caedtdepth map and the difference between
the joint's Z coordinate and the depth value atgir®ected pixel is calculated. The sum of
those differences among all different joints of gheleton constitutes the Skeleton Quality
metric. The lower the values, the better the skelguality.

Skeleton Jerkiness (X,Y,Z) (mm)

This metric aims to capture the overall skeletokifeess. Mathematically it is equivalent to
the sum of standard deviations of each joint’s fomsiover a running window of 1 second,
independently on each axis. The sum of the deviatamong all joints, separately in each
axis, constitutes the overall skeleton jerkiness.

11.2 Avatar related metrics
Avatar virtual X and Z-location (3D world coordinat es)

This metric refers to the current X and Z-locatmnthe avatar in the virtual Oulu venue.
Avatar moves in XZ-plane and returned value is Kwaf the position data.

Avatar virtual longitude and latitude location (digital degrees)

This metric displays the current virtual avataralban in terms of their projected longitude
and latitude. Virtual longitude and latitude is atdated by transforming XZ-position to
latitude/longitude coordinate system using refeegmaints in real world and virtual world.

Number of avatar collisions (count)
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This metric refers to the amount of collisions coléd avatar has made with other avatars
in the virtual venue. Returned value is total nundfdrames with collisions detected.

Average Mesh Compression Ratio

The Mesh Compression Ratio is defined as the tractiith nominator the compressed size
of the mesh in bytes and denominator the uncomgdesize of the same mesh in bytes as
well. This metric captures a running average ofhmasmpression ratio across all frames of
the experiment up-to the point where the metric eagsured.

Reconstruction frame rate (fps)
This metric captures the number of frames beingnsitucted at the unit of time.
Reconstruction Streaming frame rate (fps)

The reconstruction streaming frame-rate metric wast the number of frames streamed
from the reconstruction site to the RabbitMQ seatdahe unit of time.

Reconstruction Receiving frame rate (fps)

The reconstruction receiving frame rate metric gggst the number of reconstructed frames
received at the receiver side from the RabbitMQeseat the unit of time.

Average Mesh Compression Time (sec)

Mesh Compression time is defined as the computaltiome it takes to compress the mesh
of one frame. This metric captures the running ayerof mesh compression time from the
beginning of the experiment up-to the point whéeermetric was captured.

Compression Framerate (Frames per second)
This metric captures the number of frames beingmessed at the unit of time.
Reconstruction Instantaneous PSNR (dB)

This metric captures the PSNR of the reconstruotedgh vs a natural image taken from an
RGB camera as a means to evaluate the reconstrueismal quality. This value is
Instantaneous

Reconstruction Sequence PSNR (dB)

It is the same metric as Reconstruction Instantasi@SNR but calculated over the whole
sequence as if it was a video.

Compressed Reconstruction Instantaneous PSNR (dB)
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This metric captures the PSNR of the compresseshstaicted mesh vs a natural image
taken from an RGB camera as a means to evaluateothpressed reconstruction visual
quality. This value is Instantaneous.

Compressed Reconstruction Sequence PSNR (dB)

It is the same metric as Compressed Reconstruktgiantaneous PSNR but calculated over
the whole sequence as if it was a video.

11.3 Network performance related metrics
Skeleton data package throughput (packages/second)

This metric describes the data rate of skeletomaton data arrived through AMQP-
protocol to 3D-LIVE client. The value returned is @average data packages per second.

Propagation delay of GPS data (ms)

This metric refers to the propagation delay of GR& from outdoor user’'s smartphone to
the indoor user’s client. Returned value is mitizeds.

Reconstruction Streaming Frame Rate (Frames per send)

This metric captures the number of frames beingpstied to the network at the unit of time
at the capture site.

Propagation delay of GPS data to display (ms)

This metric refers to the propagation delay of GR& from outdoor user’'s smartphone to
the display of indoor user’s client. Propagationdisplay is considered complete when
outdoor avatar moves to the reported position ef &PS in the virtual world. Returned
value is milliseconds.

Average skeleton data propagation time from otherlgnts (ms)

This metric displays average skeleton data propagéine from other clients to the client
reporting these measurements. Returns average ivahidiseconds.

Skeleton data propagation delay to display (ms)

This metric describes skeleton data propagatioaydigbm the Kinect sensor to 3D-LIVE
client display. Returns time in milliseconds.
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11.4 Common 3D-LIVE client application metrics
Frame rate of client (frames/second)

This metric shows the current frame rate of the L3E client (indoor or outdoor).
Returned value is a smoothed average over the dhesfoone second; the system
automatically caps performance at 60.

Number of sensory channels (count)

The number of sensory channels made availableegousier through which interaction is
made possible.

Display resolution (X by Y pixels)

The resolution of the display presented to the antbmtdoor user.
11.5 Outdoor 3D-LIVE client application metrics

GPS accuracy (m)

This metric refers to the GPS accuracy of the ocutdsser’'s smartphone device. GPS
accuracy data is reported by the Android OS andevedturned is average error in meters.

GPS longitude and latitude location (digital degres)

This metric displays jogger's real longitude artdude-coordinate reported by a smartphone
GPS-sensor.

11.6 Effect Query Service performance metrics
Effect query count (nominal count)

Used to track how many of each specific environnmeffeéct query was made during an
experiment; each nominal value (such as ‘WIND_EFF&E ‘ILLUMINANCE_EFFECT’
is time-stamped at the point when the query wasived.

Effect query sent count (nominal count)

Used to track the type of effect (result) sent lng ERS to the render engine. Each effect
result is time-stamped (and can be paired with gbery count), providing an overall
calculation time for each query/result.

Effect query rate (requests/min)

Used to track the rate at which queries are redetwe the ERS system by a 3D-LIVE
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rendering engine.

11.7 Effect Query Service environment metrics

The environmental modeller aggregates measurerfrentsmultiple clients and performs a
spatial interpolation from the appropriate set wipreried by the 3D-LIVE rendering
engine. The method of interpolate (inverse distawegghting) is described below; the
interpolated metrics based on the ERS sample dat@vaen available from sources):

» Temperature (centigrade)
* Humidity (relative %)
* Rain (mm/minute)
* Wind (speed: mph; direction: degrees)
* Snow fall (mm/minute)
* Luminance (lux)
Modeler: Inverse distance weighting (IDW) function

The Inverse Distance Weighting (IDW) function [1psvchosen for use in the 3D-LIVE

environment modelling module as it satisfies thguneements for a real-time response to
changes during game-play and its wide-spread aipit in the geospatial modelling

literature [2]. The IDW function used here is definas:

G

3 P;/D!

Y =
17 G

2 I/DE-

i=1

In which R and R are properties at the target and source locatiespectively. Dij is
defined as the distance between locatioasdj. G represents the total number of sampled
source locations; n provides the distance weightimger (controlling region of influence).

[1] Lam, N.S. (1983) Spatial interpolation methoegiew. The American Cartographer 10: 129-149

[2] Li, J., Heap, A.D. (2011) A review of comparai studies of spatial interpolation methods in

environmental sciences: Performance and impaaf&dEcological Informatics 6 (2011) p228-241

11.8 Voice chat server metrics

Average packet loss (indoors to outdoors) (% sen#ceived)
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The packet loss regarding voice data from one indser machine to the remote outdoor
user machine.

Average packet loss (outdoors to indoors) (% sentceived)

The packet loss regarding voice data from one auwtdser machine to the remote indoor
user machine.

11.9 Outdoor/Indoor voice chat module metrics
Voice chat total packets received (count)
The number of packets received regarding voice lofatny user machine.
Voice chat total size of packets received (bytes)
The size in bytes of the packets received regardonge data by any user machine.
Voice chat total packets sent (count)
The number of packets sent regarding voice datnlgyuser machine.

Voice chat total size of packets sent (bytes)

11.10The size in bytes of the packets sent regarding \o& data by any user
machine.

11.11Scenario specific metrics
Indoor golf shot sent time (time stamp, ms)

The time delay of the transmission of the indoartshformation (golfing scenario) to the
outdoor application.

Indoor golf shot received time (time stamp, ms)

The time delay of the transmission of the outddmt snformation (golfing scenario) to the
indoor application.

Skiing game state (time stamp, ms)

During game play, the game engine sends nominalrégresenting the time when the game
progressed through the updated scenario, thisdaslthe times when users were interacting
on the start line; when the race count-down begad;when all users were at the finish line
reviewing the race.
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11.12Unity renderer log metrics
GPS Position Sent — Received delay (ms)

The latency between the moment a new GPS locatitormation is available on the
outdoor mobile device and the moment the indoorliegmon acknowledges that
information.

GPS Position Sent — Displayed delay (ms)

The latency between the moment a new GPS locatitormation is available on the
outdoor mobile device and the moment the outdo@taavinside the indoor application
reaches the new target position

GPS Position Path Accuracy (m)

The Accuracy between the path followed by the ooitdwvatar in the virtual world, and the
interpolated path calculated in post processingnf@PS locations of the outdoor user.
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12 Appendix C: 3D-LIVE user consent form

3D-LIVE User Consent Form (January 29%-30th 2015)

Todav we are going to test a prototype version of the 3D-LIVE system that allows remotely
connected users to share a sports related experience in a virtual environment. You will
participate as a user and be asked to interact with 3D-LIVE hardware and software: its
operation will be explained carefully to you by members of the 3D-LIVE team. Before starting
the experiment, a member of the 3D-LIVE team will also describe what it is vou will be asked
to do and provide vou with guidance on safety during experimentation.

Privacy Policy

The 3D-LIVE project protects and makes confidential all data we collect about vou during
the course of this experiment in accordance with appropriate data protection law. We will
take the following steps:

# No information that can personally identify vou will be stored in combination with
vour survey and test data.

& All survey and test data collected from vou will be stored anonvmously using IDs
(such as "user 1" or "cf5d5f00-a944-11e3-a3e2-0800200c9a66").

# None of the data we collect from vou will be shared with partners outside of the 3D-
LIVE project™.

» Al data collected from vou will be destroyed after the end of the 3D-LIVE project.

#  Anonvmized data collected from participants will be collectively analvsed and
interpreted during the course of the project; the results of this analysis may be
publicly reported.

Disclaimer

I have agreed to participate in using the 3D-LIVE system today and understand that I
am able to cease my participation at any time.

I hereby confirm that I desist from any claims for damage or liability against 3D-
LIVE partners in conjunction with the usage of the 3D-LIVE hardware and software [
will use todav.

* For a list of the 3D-LIVE partners, please see the next page.
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I am aware that I put myself in a potentially unfamiliar situation by using 3D-LIVE
technology and that personal injuries cannot be excluded.

I declare that I am willing to participate in this experiment and do so totally at my
own risk. In case of damage caused in conjunction with use of the 3D-LIVE
experiment, I will not blame any of the 3D-LIVE partners in as far as the damage is
not linked to gross negligence of the 3D-LIVE partners.

I declare that I do not suffer anv health impairments that, in using the 3D-LIVE
technology todav, will impair my ability to drive or operate machinery.

I give permission to the 3D-LIVE partners to use video material of me captured
during the experiment in reports and publications: YES/NO. (Flease mark
appropriately)

I have read and understood the above privacy and disclaimer statements and agree.

AT E: e

Sigmature: i

Name (I CA P T AL Lot s ettt e e e e e e e e e

List of 3D-LIVE Partners

+ Collaborative Engineering (Italy)

* Information Technologies Institute (Greece)

¢ University of Southampton IT Innovation Centre (UK)
o ARTS Association (France)

¢ SportsCurve (Germany)

+ Cyberlighting (Finland)
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Appendix D: Golfing LIVE 3 user profiling questionnaire

3DLive Golf : Questionnaire Live 3
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3DLive Golf : Questionnaire Live 3

* Required

Expérience en Golf

Veuillez répondre aux questions suivantes, relatives & votre expérience avec le golf.

Combien de fois jouez vous au golf 7 *

Jamais
Mains d'une fois par an

o

& Maoins d'une fois par mois

& Moins d'une fois par semaine
o

Plus d'une fois par semaine

Comment vous décririez-vous en tant que golfeur ? *

® Pas d'expérience

@®

Movice

Debutant
Intermediaire
Expérimenté
Trés expérimenté

Q0o o o o

Avez-vous déja utilisé un simulateur intérieur de golf ? *
@® Pas d'expérience

& Moins de 10 minutes

© Mains d'une heure

© Moins d'un jour

& Plus dun jour

Avez-vous déja utilisé des applications mobiles de golf ? *
@ Pas d'expérience

O Moins de 10 minutes

& Moins d'une heure

& Moains d'un jour

© Plus d'un jour

Comment décririez-vous votre expérience de golf la plus courante 7 *
® Pas dexpérience

O Jai deteste

& Jen'al pas vraiment aime

& Jen'al pas aime cela

& Jai aimé

& Jai vraiment aime

& J'ai adore

]

28% completed

« Back Continue »
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Expérience en informatique et jeux vidéo

Veuillez répondre aux questions suivantes, relatives a votre expérience relative a l'informatique et
aux jeux vidéo.

Combien de fois utilisez-vous un ordinateur dans le cadre de votre activité professionnelle ? *

Jamais
Moins d'une fois par mois

o
& Moins d'une fois par semaine
& Moins dune fois par jour

& Moins d'une heure par jour
& Plus d'une heure par jour

Combien de fois utilisez-vous un ordinateur chez vous ou dans le cadre de vos loisirs 7 *

Jamais
Moins d'une fois par mois

o
& Moins d'une fois par semaine
& Moins dune fois par jour

& Moins d'une heure par jour

Plus d'une heure par jour

Combien de fois jouez-vous aux jeux vidéo sur ordinateur ou sur console ? *
® Jamais

& Moins dune fois par mois

& Moins d'une fois par semaine

& Moins d'une fois par jour

& Moins d'une heure par jour

& Plus d'une heure par jour

Combien de fois jouez-vous aux jeux vidéo sur smartphone ou tablette ? *

Jamais
Moins d'une fois par mois

Moins d'une fois par jour

& Moins d'une fois par semaine
o
& Moins d'une heure par jour

Plus d'une heure par jour

Combien de fois jouez-vous aux jeux vidéo sur ordinateur ou sur console avec d'autres personnes
LR

Jamais
Moins d'une fois par mois

Moins d'une fois par jour

& Moins d'une fois par semaine
& Moins d'une heure par jour
o

Plus d'une heure par jour
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Comment évaluez-vous votre expérience concernant l'interaction avec des environnements
virtuels 3D 7 *

@® Pas d'expérience
@ Movice

i1 Debutant

@ Intermediaire

) Expérimentéa

) Trés experimente

Comment évaluez-vous votre expérience quant aux jeux de sporten 3D ? *
@ Pas dexpérnence

@ Novice

& Débutant

0 Intermediaire

) Experimentéa

(v Trés experimente

Comment évaluez-vous votre expérience avec des jeux basés sur la Kinect de Microsoft 2 *
@ Pas d'expérience

@ Novice

& Débutant

@ Intermediaire

0 Expérimente

i1 Trés expérimenté

Comment décririez-vous votre expérience de jeux vidéo la plus courante *
@ Pas dexpérience

O Jaideteste

& Je mai pas vraiment aimé

& Jemai pas aimé cela

o Jaiaime

& Jaivraiment aime

@ Jaiadore

« Back G — 200

35% completed

Fin des questions préliminaires

Vous avez finis la premiére étape.

D'ici quelques instants vous allez pouvoir participer a I'expérience 3DLive golf.
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Appendix E: Golfing LIVE 3 QoE questionnaire

3DLive Golf : Questionnaire Live 3

* Required

Qualité de I'expérience

Questions CommMUNEes aux pam-:ipams inteéneurs et exterieurs

Pendant les phases de tir, J'ai beaucoup interagi avec mon partenaire. *

12 3 4567

Pasdaccorddutout @ @ @ @ @ @ & Toutadfaitdaccord

Pendant les phases de déplacement J'al beaucoup interagi avec mon partenaire. *

12 3 45 67

Pasdaccorddutout @ @ © © @ @ @ Toutafaitdaccord

Pendant les phases de tir, J'ai apprécié discuter avec mon partenaire. *

T2 3 45 67

Pasdaccorddutout @ @ @ @ @ @& & Tout afait d'accord

Pendant les phases de déplacement, J'ai apprécié discuter avec mon partenaire. *

12 3 45 6 7

Pasdaccorddutout @ @ @ @ @ @ @ ToutaTfaitdaccord

Pendant les phases de tir, j'étais connecté avec mon partenaire au point de me sentir au méme
endroit que lui. *

1 23 45 67

Pasdaccorddutout @ @ @ @ @ @ @ Toutafait daccord

Pendant les phases de déplacement, j'étais connecté avec mon partenaire au point de me sentir
au meme endroit que lui. *

T 2 3 46 67
Pas d'accord du tout & ¢ ) | ) ) Tout afait d'accord
Pendant les phases de tir, J'avais l'impression que mon partenaire jouait sur le méme terrain que
moi. *

12 3 4567

Pasdaccorddutiowt @ © @ © @ © ¢ Toutafaitdaccord
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Durant les phases de déplacement, j'avais I'impression que mon partenaire marchait sur le méme
terrain que moi *

1 2 345 6 7

Pasdaccorddutout @ @ @ @ @ @ @ Toutafaitdaccord

Pendant les phases de tir, J'avais l'impression d'&tre dans un autre monde virtuel, partagé avec
mon partenaire. *

i 2 3 45 67

Pasdaccord dutout @ @ @ @ & @ @ Tout afait daccord

Pendant les phases de tir, J'avais l'impression que les mouvements de mon partenaire étaient
reproduis sur son avatar *

T2 3456 6 7

Pasdaccorddutout @ @ @ @ @ & @ Toutafait daccord

Pendant les phases de tir, J'avais |'impression que ['autre avatar etait réellement mon partenaire. *

1 2 345 67

Pasdaccorddutout @ @ @ @ @ @ @ Toutafait daccord

Je trouve que le positionnement des joueurs  I'écran était cohérent. *

1 2 34 58 6 7

Pasdaccorddutout @ @ @ @ @ @ & Toutafait d'accord

Je trouve que le positionnement des balles a I'écran était cohérent. *

1 2 3 456 6 7

Pasdaccorddutowt @ @ @ & & Tout & fait d'accord

Pendant les phases de déplacement, J'avais Iimpression d'étre dans un autre monde virtuel,
partagé avec mon partenaire. *

i 2 3 4567

Pas daccord dutout & @ @ @ & @ & Toutafait daccord

Pendant les phases de déplacement, J'avais l'impression que les mouvements de mon partenaire
étaient reproduis sur son avatar *

1 2383 4 58 6 7

Pasdaccorddutout @ © @ © © @ ¢ Toutafait d'accord
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Pendant les phases de déplacement, J'avais I'impression que 'autre avatar était réellement mon
partenaire. *

1 23 45 67

Pasdaccorddutout @ @ & @ & @ & Toutafait daccord

Je me concentrais pour ajuster mes swings en fonction du parcours.

1 23 45 67

Pasdaccorddutout © @ @ @ @ @ & Toutafait daccord

J'ai eu l'impression de pouveir bien contréler la puissance de mes frappes. *

123 45 67

Pasdaccorddutouwt @ @ @ @ @ & @ Toutafatdaccord

Je trouve que I'environnement virtuel ressemblait au vrai cours de golf. *

1 23 4567

Pasdaccorddutout @ @ @ & & & & Toutafait daccord

Je trouve que les avatars etaient graphiquement réalistes. *

1T 23 4567

Pas d'accord du tout ) ¢ Tout afait daccord

Je trouve que les mouvements des avatars étaient réalistes. *

1 23 45 6 7

Pasdaccorddutout & @& © @ © @ © Tout3faitdaccord

; N 00 |
« Back Confinue (I 2 |
57% completed
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3DLive Golf : Questionnaire Live 3

Etat Emotionnel

Quel est votre ressenti aprés avoir essaye la plateforme 7

Je me sens plutot

12 3 45 6 7

Tiste @ ©@ @ @ ©@ © © Joyeux

1 2 3.4 5 6 7

Friusté @ @ @ ® & @ @ Soulagé

1 23 45 6T

Indifférent @ @ @ @ @ @ © Surpris

12 3 4 58 b6 7T
Désinteressé @ @ @ @ @ @ & Surpris
Encoléres @ & @ © @ & Heureux

I 2 3 4 5 8 7

Repoussé 3 @ © © © © O Attré

i EE I |

64% completed
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3DLive Golf : Questionnaire Live 3

* Required
Afin de cibler les questions qui vont suivre en fonction du type d'expérience que vous avez vécu
(intérieur ou extérieur), merci de répondre a la question suivante :

Quel type d'utilisateur étiez-vous ? *
O Jetais utilisateur en interieur
© J'etais utilisateur en extérieur

Afin de cibler les questions qui vont suivre en fonction du type d'expérience que vous avez vécu
(intérieur ou exténeur), merci de répondre a la question suivante

Quel type d'utilisateur étiez-vous ? *
O Jetais utilisateur en interieur
O Jetais utilisateur en exteneur

3DLive Golf : Questionnaire Live 3

Fin du questionnaire

30

Vous avez fini le formulaire !
Merci pour votre participation !

L'équipe 3D-LIVE

T s | —

100%: You made it.
Never submit passwords through Google Forms. :
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Appendix F: Jogging LIVE 3 user profiling questionraire

User Profiling Questionnaire

PART A
All users should fill this in before starting the 3D-LIVE experience

Experimental conditions

User ID

Date

I am an INDOOR runner/OUTDOOR runner [please mark which type you are]

Jogging circuits (please circle the games you ran)

[11 [2] [31 [4] [5] [6] [7] [8] [9] [10][11] [12] [13] [14] [15] [16] [17] [18] [19] [20]
About you

Age s Sex : [ Male /[[] Female

Jogging experience

How often de you go jogging?

[T Never [T Less than [J Less than [J Less than [T More than
once a year once a month once a week once a week

How would you describe yourself as a jogger?

CINe O O O O O O

experience | Novice Beginner | Intermediate | Experienced | Advanced | Professional

Have vou had experience of using running/jogging mebile applications?

I Ne [Tlessthan 10 [ [JLessthan 1 [TLlessthan 1 [T More than 1
experience minutes hour day day

How would you describe your most common jogging experience?

O O O O O O O O
No T hated it I really I didn't Did not I liked it I really Ioved it
experience didn'tlike | likeit like or liked it

it dislike it
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Computer and games experience
How often do you use a computer for your professional work?
] Never [Jlessthan [[Jlessthan [[JLessthan [[]JLessthan [ [_]More than
once amonth | once aweek | onceaday once an hour | one houra
day
How often do you use a computer for your home or leisure?
[T Never [JLessthan [[JLessthan [[ JLessthan [[JLessthan | []More than
once amonth | onceaweek | onceaday once an hour | one houra
day
How often do vou play computer or tablet/mobile phone games?
] Never [Jlessthan [[JLessthan |[[JLessthan |[[]Lessthan | []More than
once amonth | onceaweek | onceaday one hour a one hour a
day day
How often do vou play computer or tablet/mobile phone with others?
[T Never [J Less than [JLessthan [[]Lessthan [J Less than ] More than
once amonth | onceaweek | onceaday one hour a one hour a
day day

How do you rate vour experience with interacting in 3D virtual environments?

[T No

experience

0

Novice

|l

Beginner

0

Intermediate

[

Experienced

L] very

experienced

How do you rate your experience with 3D sports games?

[T No

experience

0

Novice

|l

Beginner

0

Intermediate

[

Experienced

L] very

experienced

How do you rate your experience with Augmented Reality games?

0B

experience

O

Novice

O

Beginner

O

Intermediate

O

Experienced

I very

experienced

How would you describe your most common computer gaming experience?

[ [ [ M| [ [ [ M|
No [ hated it [ really [ didn't Did not [ liked it [ really Iloved it
experience didn'tlike | likeit like or liked it

it dislike it

3D LIVE Consortium

Dissemination: Public

318483

08/04/2014

1341170



3D LIVE - 3D Live Interactions through Visual Environments Project N. 318483

D4.2 Second report on the experimentations of the 3D-LIVE TIE Date 08/04/2014

16  Appendix G: Jogging LIVE 3 QoE questionnaire

User Experience Questionnaire
PARTB

All users should complete this part of the questionnaire,
after completing the 3D-LIVE user experience

Experimental conditions

UserID

Date

Jogging circuits (please circle the games you played)

[1] [2] [3] [#] [3] [8] [7] [8] [9] [10][11] [12] [13] [14] [15] [16] [17] [18] [19] [20]

Please carefully read each statement below and then mark to what extent you agree or disagree
with the each statement.

About my 3D-LIVE experience

Running as a group to the mid-point

When running to the mid-peint, | interacted with other joggers

1 2 3 4 |5 6 |7
Not agree atall o |2 |© |Q |© |0 |O | Totallyagree

As we ran to the mid-point, | enjoyed chatting with other joggers

1 2 3 4 5 6 7
Not agree at all o] o | O Qo 10O O | Q© | Totally agree

When running to the mid-point, I felt I was sharing the same running course with the other
joggers.

1 2 3 4 |5 6 |7
Not agree at all o |2 |© |© |© |0 |O | Totallyagree

As we ran to the mid-point, [ felt connected to the other joggers.

1 2 3 4 |5 6 |7
Not agree at all C | |© |Q |© |© |C | Totallyagree
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During running to the mid-peint, it felt like I was in the same physical spaces as the other
joggers.

1 2 3 4 |5 6 |7
Not agree at all o | |2 |© [C |Q |2 | Totallyagree

Whilst running towards the mid-point, [ felt able to be supportive to the other joggers.

1 2 3 4 |5 6 |7
Not agree at all O |0 |2 |© [© |2 |O | Totallyagree

During this running phase, [ felt other joggers encouraged me.

1 2 3 4 5 6 7
Not agree at all o |0 o | [ |g |© | Totallyagree

Running to the end

When running to the finish, | interacted with other the joggers.

1 2 3 4 |5 6 |7
Not agree at all o | |2 |2 [@ |2 |D | Totallyagree

As [ ran to the finish, [ enjoyed chatting with the other joggers.

1 2 3 4 |5 6 |7
Not agree at all O |0 |0 |© [0 |2 |O | Totallyagree

As I ran to the finish, I felt I was sharing the same running course with the other joggers.

1 2 3 4 |5 6 |7
Not agree at all O |0 |0 | [C |Q |O | Totallyagree

I felt connected to the other joggers when [ was running to the finish.

1 2 3 4 5 6 7
Not agree at all 8] o 10 o |9 2 | © | Totally agree

During my run to the finish, it felt like [ was in the same physical spaces as the other joggers.

1 2 3 4 |5 6 |7
Not agree at all O |0 |0 | [C |Q |O | Totallyagree

I felt able to be supportive to the other joggers when running to the finish.

1 2 3 4 |5 6 |7
Not agree at all o |0 |0 | [C |Q |O | Totallyagree

During my run to the finish, I felt others encouraged me.

1 2 3 4 |5 6
Not agree at all o |2 |29 |2 |© |0

(=1

Totally agree
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After the experience

Whilst I was using the 3D-LIVE system [ felt:

1 2 3 4 5 6 7
Sad O |0 o |© |2 |2 |[C |[Happy
Frustrated O O O [ & [ & O O Relieved
Indifferent Q0 ] ] oD Q0 Q0 Surprised
Disinterested o o o @] @] o o Interested
Repulsed ] o | O o | O o | © | Attracted
Upset & & & @] @] & & Pleased
User Experience Questionnaire
PARTC
Outdoor users only

should complete this part of the questionnaire
User ID e e s e e e npn e
Date

Running as a group to the mid-point

Whilst running to the mid-point, [ felt my position on my 3D-LIVE app was consistent

1 2 3 4 5 6 7
Not agree at all ] o ] o |2 ] ] Totally agree

Running to the end

Whilst running to the finish, [ felt my position on my 3D-LIVE app was consistent

1 2 3 4 |5 6 |7
Not agree atall O |10 | |© |© |C [O | Totallyagree
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User Experience Questionnaire

PARTD

Indoor users only
should complete this part of the guestionnaire.

User ID e 4S8 R R 4R A R R g1

Date e 4S8 R R L8R R R R g1

Running as a group to the mid-point

As we ran to the mid-point, [ felt the virtual environment was graphically realistic

1 2 3 4 5 6 7
Not agree atall o oo oo 2 | Q| Totally agree

Whilst running in a group, I felt the positioning of the my avatar on the screen was consistent

1 2 3 4 5 6 7
Not agree atall Q o 1o oo 2 | © | Totally agree

Whilst to the mid-point, the positioning of other jogger's avatars on the screen was consistent

1 2 3 4 (5 6 |7
Not agree atall O |10 [ |0 |© [Q [T |[Totallyagree

Whilst running in the group. my avatar's movements accurately matched my physical
movements

1 2 3 4 |5 6 |7
Not agree atall O |10 [ |0 |© [Q [T [ Totallyagree

During the run to the mid-point, other avatars movements looked realistic.

1 2 3 4 5 6 7
Not agree at all o 1o | 10 @ [@ [O |Totallyagree

I thought the realism of the ‘photo realistic avatar’ was high during my run to the mid-point

1 2 3 4 |5 6 |7
Not agree atall o 1o | |0 |© [Q [C [ Totallyagree

During the run to the mid-point, I got the feeling [ was inside a virtual world with others.

1 2 3 4 (5 6 |7
Not agree atall O |10 [ |0 |© [Q [T |[Totallyagree
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As we ran in this phase, [ felt the other avatars were actually the other joggers.

Project N.

Date

=
[ 5]
[#5]

=]

4
Not agree atall o | |2 | O

6
c O

Totally agree

Running to the end

As I ran to the finish. I felt the virtual environment was graphically realistic

1 2 3 4

5

6 |7

Not agree at all oo | o

&)

c 1O

Totally agree

Whilst running to the finish, I felt the positioning of the my avatar on the screen was consistent

1 2 |3 4

5

6 |7

Not agree at all o | | O

o]

o 1o

Totally agree

As I ran to the finish. I felt the positicning of other jogger’s avatars on the screen was consistent

1 2 3 4

5

6 |7

Not agree at all oo | o

&)

c 1O

Totally agree

Running to the finish, my avatar's movements accurately matched my physical movements

1 2 3 4 5 6 7
Not agree at all O |C |C |C |© | O |C | Totallyagree
During the run to the finish, other avatars movements looked realistic.

1 2 3 4 5 6 7
Not agree at all O |0 | |©Q [ |2 |Q | Totallyagree

As we ran to the finish, I felt the other avatars were actually the other joggers.

1 2z 3 4

5

6 |7

Not agree at all o | | |

@)

S |0

Totally agree

I thought the realism of the 'photo realistic avatar’ was high durin

g my run to the finish.

1 2z 3 4

5

6 |7

Not agree at all o | | |

&)

o 1O

Totally agree

During the run to the finish, I got the feeling [ was inside a virtual

world with others.

1 2z 3 4

5

7

Not agree atall o | | | O

o]

6
c |0

Totally agree
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System Usage Questionnaire
PARTE

All users should complete this part of the questionnaire,
after completing the 3D-LIVE user experience

User 1D PP SO
Date PP SO
My thoughts about the system
My feelings toward the 3D-LIVE system now are:
1 2 3 4 5 6 7
Bored o |2 |[© |© |2 |2 |O | Excited
Indifference o |2 [© |© |© | O |O |Challenged
Disinterested o |2 |O [0 |0 |2 |O |Interested
It was easy to enter into a 3D-LIVE jogging experience.
1 2 3 4 5 6 7
Not agree at all o |2 [© |© |© |O | O | Totallyagree
It was simple to leave a 3D-LIVE jogging experience.
1 2 3 4 5 5] 7
Not agree at all o o |12 o |19 O | Q | Totally agree
This type of system would be useful for professional runners.
1 2 3 4 5 6 7
Not agree at all o |2 [© |© |© |O | O | Totallyagree

This type of system would be useful when I do not have access to treadmill.

1 2 3 4 |5 6 |7
Not agree at all o |2 [Q |Q |© |0 |O | Totallyagree
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This type of system would be useful for remotely jogging with friends.

1 2 3 4 |5 6 |7
Not agree atall o | © [© 10 |© |& |© | Totallyagree

This type of system would be useful for just jogging with friends indoors.

1 2 3 4 |5 6 |7
Not agree atall o o [0 ] |2 | O |2 | Totallyagree

This type of system would be useful for introducing non-joggers to a running experience.

1 2 3 4 5 6 7
Not agree atall o o [0 O |2 |2 |2 | Totallyagree
I found it easy to use the system.

1 2 3 4 5 6 7
Not agree atall o | © [© 10 |© |& |© | Totallyagree

I found that there were delays that interrupted my experience whilst jogging.

1 2 3 4 |5 6 |7
Not agree atall o o [0 ] |2 | O |2 | Totallyagree

[ think the system [ tried today is reliable.

1 2 3 4 |5
Not agree atall oo (o o |C

o
&l

Totally agree

The End.

Thank you very much for taking part in this evaluation of the 3D-LIVE system and your patience
in answering all these questions.

The 3D-LIVE TEAM.
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User Profiling Questionnaire

User 1D

Date

I am an INDOOR skier/OUTDOOR skier [please mark which type you are]

Skiing trial (please circle your trial number)

[11 [21 (3] [4] [5] [6] [7] [8]

About you

AZE ! oo Sex: ] Male /[[] Female
Skiing experience

[1] How often do you go skiing?

D Newver D Less than D Less than D Less than D More than
ONCE & year once a month once a week once a week

[2] How would you describe yourself as a skier?

Ono O O O O | O

experience | Novice Beginner | Intermediate | Experienced | Advanced [ Professional

[3] Have you had experience of using skiing related mobile applications?

D No D Less than 10 D Less than 1 D Less than 1 D More than 1
experience minutes hour day day

[4] How would you describe your most common skiing experience?

O O O O O O O O

No I hated it I really I didn't Did not I liked it I really Ioved it
experience didn'tlike | likeit like or liked it
it dislike it

Computer and games experience

[5] How often do you use a computer for your professional work?

|:| Never |:| Less than |:| Less than |:| Less than D Less than |:| More than
once a month | once a week once a day once an hour | one houra
day
1
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[6] How often do you use a computer for your home or leisure?
] Never [Jlessthan |[JLlessthan |[JLessthan | [JLessthan | [] More than
once amonth | once a week once a day once an hour | one houra
day
[7] How often do you play computer or tablet/mobile phone games?
] Never [Jlessthan |[JLlessthan |[JLessthan | [JLessthan | [_] More than
once amonth | once a week once a day one hour a one hour a
day day
[8] How often do you play computer or tablet/mobile phone with others?
] Never [Jlessthan |[JLlessthan |[JLessthan | [JLessthan | [] More than
once amonth | once a week once a day one hour a one hour a
day day

[9] How do you rate your experience with interacting in 3D virtual environments?

CI No

experience

O

Movice

O

Beginner

O

Intermediate

O

Experienced

I very

experienced

[10] How do you rate your experience with 3D sports games?

CI No

experience

O

Movice

O

Beginner

O

Intermediate

O

Experienced

I very

experienced

[11] How do you rate your experience with Augm

ented Reality games?

DNO

experience

O

MNovice

O

Eeginner

O

Intermediate

O

Experienced

O very

experienced

[12] How would you describe your most common computer gaming experience?

O

No
EXperience

O

[ hated it

]

it

I really
didn't like

O
I didn't
like it

O

Did not
like or
dislike it

O

I liked it

O

I really
liked it

O

Iloved it
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For the purposes of brevity, only the indoor usegsgionnaire is presented here; the outdoor
guestion is a subset of this questionnaire.
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INDOOR User Experience Questionnaire

User ID

Date et D818 £ R R 1 R R R R R £ £

Skiing trial (please circle your trial number)

[1] [2] [3] [#] [5] [6] [7] [8]

At the meeting point

[1] I was able to interact fully with other players.

1 2 3 4 5 b 7
Not agree atall o |2 |0 | |© |TC |O |Totallyagree
[2] It was easy to talk with the other players.
1 2 3 4 5 b 7
Not agree atall o |2 |0 | |© |TC |O |Totallyagree
[3] It felt like the other players were in the same place as me.
1 2 3 4 5 6 7
Not agree atall O | [0 [© |Q |© |Q |Totallyagree
[4] Other skiers did not react to me during game play.
1 2 3 4 5 b 7
Not agree atall o |2 |0 | |© |TC |O |Totallyagree
[5]1 felt happy to chat to other players about the game.
1 2 3 4 5 6 7
Not agree atall O | [0 [© |Q |© |Q |Totallyagree
At the race starting point
[6] I was able to interact fully with other players.
1 2 3 4 5 6 7
Not agree atall O | [0 [© |Q |© |Q |Totallyagree
[7] It was easy to talk with the other players.
1 2 3 4 5 b 7
Not agree atall o |2 |0 | |© |TC |O |Totallyagree

[8] It felt like the other players were in the same place as me.

3D LIVE Consortium Dissemination: Public 145170



3D LIVE - 3D Live Interactions through Visual Environments Project N. 318483

D4.2 Second report on the experimentations of the 3D-LIVE TIE Date 08/04/2014
1 2 3 4 5 6 7
Not agree atall O O |2 |2 |C |C [Q |Totallyagree
[9] Other skiers did not react to me during game play.
1 2 3 4 5 6 7
Not agree atall o |2 |© |© |© |0 |Q |Totallyagree
[10] I felt happy to chat to other players about the game.
1 2 3 4 5 6 7
Not agree atall O O |2 |2 |C |C [Q |Totallyagree
During the race
[11] I was able to interact fully with other players.
1 2 3 4 5 5] 7
Not agree atall O O |2 |2 |C |C [Q |Totallyagree
[12] It was easy to talk with the other players.
1 2 3 4 5 6 7
Not agree atall o |2 |© |© |© |0 |Q |Totallyagree
[13] It felt like the other players were in the same place as me.
1 2 3 4 5 6 7
Not agree atall O O |2 |2 |C |C [Q |Totallyagree
[14] Other skiers did not react to me during game play.
1 2 3 4 5 6 7
Not agree atall o |2 |© |© |© |0 |Q |Totallyagree
[15] I felt happy to chat to other players about the game.
1 2 3 4 5 6 7
Not agree atall o |2 |© |© |© |0 |Q |Totallyagree
At the end of the race
[16] I was able to interact fully with other players.
1 2 3 4 5 6 7
Not agree atall o |2 |© |© |© |0 |Q |Totallyagree
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Project N.

Date

1 2 3 4 5 6 7
Not agree at all O O |0 |Q |2 |2 |2 |Totallyagree
[18] It felt like the other players were in the same place as me.
1 2 3 4 5 6 7
Not agree at all O |[© |© |Q |© |2 |O |Totallyagree
[19] Other skiers did not react to me during game play.
1 2 3 4 5 6 7
Not agree at all O O |0 |Q |2 |2 |2 |Totallyagree
[20] I felt happy to chat to other players about the game.
1 2 3 4 5 6 7
Not agree at all O O |© |© |C | O |2 |Totallyagree

After the experience

[21] During the game my physical movements turned into realistic skiing actions in the game.

5 7

Not agree atall

1
@]

2
@]

3 4 6
o |2 |0 |O |0

Totally agree

[22] I had full control over the speed and direction of my avatar on the slope.

1

2

3 5 6

Not agree at all

Q

@]

4 7
o |2 |0 |0 |0

Totally agree

[23] The appearance of the ‘p

heto realistic’ avatar was highly reali

stic,

1 2 3 4 5 6 7
Not agree at all O | |Q |Q |© |2 |O |Totallyagree
[24] During the game I forgot that I was playing a game indoors.
1 2 3 4 5 6 7
Not agree at all o |2 |© |@ |© |2 |2 |Totallyagree

[25] My avatar’s movements matched my own body movements correctly.

1 2 3 4 5 6 7
Not agree at all O | |Q |Q |© |2 |O |Totallyagree
[26] During the game it felt like the avatar was really me.
1 2 3 4 5 6 7
Not agree at all o |2 |© |@ |© |2 |2 |Totallyagree
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[26a] Owerall, I felt connected with the other players in the game.

1 2 3 |4 5 6 |7
Not agree atall O |[C |2 |C |© |2 |Q |Totallyagree

[27] During the game the 3D-LIVE made me want to connect with the other players.

1 2 3 |4 5 6 |7
Not agree atall O |[C |2 |C |© |2 |Q |Totallyagree

[28] The appearance of avatars was realistic in the game.

1 2 3 |4 5 6 |7

Not agree at all O |0 O |O |0 |Q |Q |Totallyagree
[29] Whilst I was using the 3D-LIVE system I felt:

1 2 3 4 5 6 7
Sorrow o | | |2 | |2 |2 |Jw
Frustrated S |© [© |0 |O |T [O |Relieved
Distracted 2O |© |2 |2 |2 |C |2 |Focusedonthegame
Indifferent O O |© |O |0 |O | O | Surprised
Disinterested 2 |© | |C |2 |2 | O |Interested
Angry O |0 | |O |0 |O |0 |Happy
Bored 2 Q|2 |C |C |2 | O |Fullengaged
Repulsed O |0 |C |0 |0 |O | O |Attracted

[30] Using the 3D-LIVE equipment disrupted my experience of the game.

7
O | Totally agree

o] Ll
o]l
O
(| =
e
']l

Not agree at all

[31] The virtual environment looked like a realistic representation of a skiing slope.

1 2 3 |4 5 6 |7
Not agree atall O |C |C |© | |Q |Q |Totallyagree

[32] Avatar body movement in the game was realistic.

1 2 3 |4 5 6 |7
Not agree at all O |0 |OC |C |O |Q |Q |Totallyagree

[33] While playing the game, [ lost the feeling that time was passing.

1 2 3 |4 5 6 |7
Not agree at all O [0 |C |C |O |Q |Q |Totallyagree

[34] linteracted with the game to improve my performance during the race.

1 2 3 |4 5 6 |7
Not agree atall O |C |C |© | |Q |Q |Totallyagree
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My thoughts about the system
[35] My feelings toward the 3D-LIVE system now are:
1 2 3 4 5 6 7
Bored 2 |0 |2 [©@ |© [@ |Q |Excited
Indifference o | |©O [C |© [T | QO |Challenged
Disinterested o | |0 [0 |2 [Q | O |Interested
[36] It was easy to enter into a 3D-LIVE skiing experience.
1 2 3 4 5 6 7
Not agree atall O O |2 |© |0 | O |O |Totallyagree
[37] It was easy to leave a 3D-LIVE skiing experience.
1 2 3 4 5 6 7
Not agree atall o |2 |2 |© |2 |C |C |Totallyagree
[38] This type of system would be useful for professional skiers.
1 2 3 4 5 6 7
Not agree atall o |[© |2 |© |0 | C |Q |Totallyagree

[39] This type of system would be useful for remotely

skiing with friends.

1 2 3 4 5 6 7
Not agree atall o |[© |2 |© |0 | C |QO |Totallyagree
[£0] I would use the 3D-LIVE system in the future.
1 2 3 4 5 6 7
Not agree atall O |0 |C |O |0 | O |0 |Totallyagree
[£1] This type of system would be useful for just having fun.
1 2 3 4 5 6 7
Not agree atall o |2 |C |© |2 | T |2 |Totallyagree
[£2] I found it easy to use the system.
1 2 3 4 5 6 7
Not agree atall o |0 |© |0 |2 |C [O |Totallyagree
[£3] I think the system I tried today behaved in a consistent way.
1 2 3 4 5 6 7
Not agree atall o |[© |2 |© |O |C |CO |Totallyagree
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[44] I found that there were delays that interrupted my experience during the game.

1 2 3 |4 5 6 |7
Not agree at all o |2 |0 |2 |O |O |OC |Totallyagree

[45] I think the system I tried today was reliable.

1 2 3 |4 5 6
Not agree atall o |2 | | | |0

(=1

Totally agree

The End.

Thank you very much for taking part in this evaluation of the 3D-LIVE system and your patience
in answering all these questions.

The 3D-LIVE TEAM.
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19  Appendix J: Post LIVE 3 traceability matrix
ID Feedbacks Requirement add;s:sed Action taken Evaluation
Requirements extracted from Co-Creation workshops
ARTS worked on the improvement of The | Mumble voice client validated for all the
Voice Chat Unity3D plugin, trying to scenarios. Everything went well
Voice . optimise the compression/decompression
N Integrate a voice L .
communications . and transmission in background using
. . communications . . . :
RO-1 very important, like system LIVE3 Unity3D. Finally this plugin has been
a phonecall. A removed for the Golf and Ski scenarios as
transparent to .
common language users no performances improvements were
must be spoken reached. The use of the external Voice
Client Mumble has been chosen. Easy to
setup and very efficient.
. Enhance the Developed a skeleton merging algorithm Skeleton tracking is improved in occluded cases.
Kinect skeleton . . . .
uality is poor quality of the from multiple Kinects. Published a paper Furthermore, the performance of the module
RO-2 g skeleton in LIVEL in a conference. Integrated the Skeleton was improved due to addressing R1-3
occluded areas for . . . .
. occluded areas Merging algorithm from multiple Kinects
indoor users . . .
for indoor users in 3DLive Capturer.
CERTH has put in place an automatic Calibration of Kinect sensors automatically
. . calibration process in the Kinect capturer. | detected when user is in T-Pose
Calibration only . L . .
once. and auick if Calibration time Once the user is detected in T-Pose, the
RO-3 ! g must be < 1sand | LIVE2 capturer calibrates the skeleton and add a

entertainment
purpose

easy to users

calibration information to skeleton
message queried by the 3Dlive
applications.
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Same as RO-1

Mumble voice client validated for all the

voice : most scenarios. Everything went well
important data for | Voice quality :
RO-4 | users, low latency < LIVE3
communications 500ms
must be like a
phone call
A set of Motion Capture data has been The animations are not very good. But they are
Intearate recorded by CERTH for the three sufficient to understand what the outdoor
) & . scenarios, including animations for: walk, avatars are actually doing
Predefined predefined . . .
. . . . run, rest pose, golf swing, ski acceleration,
animations as an animations for . .
RO-5 LIVE1 ski turns, ski normal pose.
outdoor player the outdoor .
. . A reader was created in order to keep a
satisfaying player (three . . .
. uniform way of animating the avatars
scenarios) . . .
whether they use live skeleton animation
or pre-recorded animation data.
Jogging Scenario: A 3Dmodel of the city The main topology of the course and important
. centre of Oulu was already available with buildings/details have been modelled. Enough
Graphics should be . . .
. . enough details for users to recognize details were generated
detailed.The virtual .
olf course must be where they are in the streets.
& . . Graphics: 3D Golf scenario: A basic topology of the
realist, and look like environments Laval golf course (Hole n°1) was available
RO-6 | the real one. LIVEL & ’

Golfers must be
able to recognize
each part of the
field.

realist enough to
be recognizable

materials, trees, grass, water and simple
3Dmodels were added to make the
Unity3D terrain more representative of
the reality.

Skiing scenario: Based on a high resolution
mesh provided by IT Innovation, ARTS
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created the Unity3D terrain of the
Hopsilift ski slope in Schladming. Simple
trees and 3D elements have been created
in order to make the model representative
of the reality.

The weather must
be the same for

A first version of the ERS has been
developed by IT Innov. It allows the

The ERS is able to propose a full representation
of the weather. The Game engine is capable yet

Module: collection of Open Weather Map data of reconstructing virtually the basic weather
outdoors and . . . .
. Weather based on GPS locations inputs, on a effects (sun, temp, wind, cloud coverage, rain)
RO-7 | indoors. However . LIVE1 . L
. reconstruction RabbitMQ server. On the rendering side
in a solo mode, the . .
system required (both Unity3D and RealXtend) weather
weather should be . . .
conficurable effects in the virtual environment have
& been integrated by Cyber and ARTS.
. ARTS worked with a graphics designer to The 3DLive Ul was able to display feedbacks
Graphics: . . .
. create the overall 3DLive GUI based on our | with graphical elements rather than text.
. feedbacks with .
No text, prefer pics . storyboards. The different GUI elements
RO-8 . graphical LIVE2 . .
and graphics for the required data to display have been
elements more . .
created, and integrated in the
than text .
applications.
Graphical content Module: Human Human Reconstruction was integrated
RO-9 P LIVE2 &

consistent : avatars

Reconstruction

successfully in the app.
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RO-
10

A race / pursuit is
required by the
users

Gameplay: Race
between the
users,
gamification to
increase sense of
immersion

LIVE3

ARTS, IT-Innovation and CERTH worked on
the integration of a complete racing
gameplay and new Activity Recognition
features to get engaged in the race. The
flow is the following: The indoor users can
practice and race with or without gates
while the outdoor is taking the lift. A
countdown is triggered; the indoor users
have the ability to accelerate by pushing
on their virtual ski poles. Once they are
hurtling down the slope, the capturer tells
the app how much the indoor user is
bending. This lower down the drag
coefficient of the virtual skier to increase
his speed. Consequently indoor users have
the opportunity to race down from
70km/h to 110km/h depending on their
actions. During the race each user can see
the position of other players, the chrono,
their speed and the delay compared to the
first in race when crossing checkpoints
gates. At the end a scores panel pops up
to display the times of all the players and
the best times of aggregated races.

When the outdoor user is ready to race,

The Ski application provides now a rich
gameplay with feedbacks about other users.
Users are free to race straight downhill, to have
a slalom or a free run. The competition spirit is
very clear for both sides of the scenario and the
users wanted to race each time. Adding gates
for a slalom or a simple race downhill was a
really good thing, as he balanced the difficulty
of the game indoors depending on the outdoor
slope conditions (ridges, quality of snow in the
afternoon)
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indoors is automatically teleported at the
starting gate, the outdoor user sees the
virtual gate through his Heads Up Display
and reaches the indoor racers. He can
trigger the start of a new race with his
wrist controller once he is ready. During
the race, he can see the mountain view
with pins of the players. At the end he can
even see the podium with avatars
animated live on it.

RO-
11

Information of
speed is important

Gameplay:
Display speed
information

LIVE3

Skiing scenario: ARTS worked much on the
physics of the indoor skier. New
algorithms have been set up based on the
literature to obtain a realistic physics on
the virtual slope. Tests have been
performed and outdoor/indoor users got
similar race times while going full speed
on the World Cup slope.

Speed consistent with the activity of the players
in Skiing and Jogging Scenario
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Gameplay: Jogging Scenario: Scaling of the speed At the end of a game, the users for all scenarios
RO- Comparative Stats | Comparative indoors and outdoors worked very well are able to compare their statistics of the race
12 must be displayed Performance LIVE3 after few calibration rounds. People
after a game feedbacks post matched their running speed with each
experience other fairly easily.
Face realism Improve One Microsoft Kinect sensor placed The face capturing quality showed a significant
RO- important on 3D Microsoft Kinect LIVEL horizontally and closer to the user frontin | improvement when compared to initial trials.
13 representation of sensor order to improve face capturing
indoor users placement
Before starting a game, the position of the | The option allows users to define the pin and
starting point and the position of the hole | starting position on the real golf course before
(which changes over time) must be starting the game
configured. In the settings of the outdoor
app we implemented a feature allowing a
user to record these positions based on
RO- Users free to Gameplay: ability GPS signal. This position will be
14 choose positionto | to define starting | LIVE1 automatically shared with all connected

start from

points in the app

players in the game, to update their
scenario and the position of the
appropriate 3Dmodels. For the position of
the hole, a dynamic hole has been created
based on enabling/disabling mesh
colliders + custom occlusion shader on the
main virtual course.
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In the Golfing scenario, indoor golfers can
strike the ball out of virtual boundaries.
We included a new game phase in order to
virtually consider the ball as "lost" and
replace it at the proper position based on
golfers’ requirements. On the other side,
in LIVE 2 we learnt that outdoor golfers
can just lose their ball in the rough.. There
is now a button on the tablet to tell the
app a user lost his ball. Consequently the
game will consider that users must start
again from the previous position.

Lots of new game phases implemented for the
golf scenario including the "lost balls" feature,
which is used sometimes, so it is was really
necessary

RO-
16

Include stats
'number of strikes,
length and 3D
trajectories’

Gameplay:
display the 3D
trajectories,
length and
number of strikes

LIVE3

ARTS worked on the Activity Recognition.
Golf strikes activity recognition has been
reviewed in order be used in every
direction outdoors. Tests on the practice
course were performed in order to assess
and adjust some parameters of our model
in an empirical way.

No more problems with carbon shafts. But still
some problems of drifting after strong strikes.
The EXEL-S1 sensors seem not appropriate for
the golf purpose

17

Device: sporting
equipmentina
fitness club

Input: A sporting
equipment from
fitness club is
required

LIVEL

A first version of the Pro ski simulator
controls has been implemented by ARTS
thanks to a setup using Arduino board and
standard IMU sensor. The data is sent to
the port COM via Bluetooth or USB. Then
the orientation of the sensor is read to get
the range of the turns

The inertial sensor attached to the ski simulator
allows us to control the direction of the skier on
the slope in a natural way.
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ARTS and IT-Innov worked on the
integration of the Recon Snow 2 goggles.
In the 3DLive Smartphone application,
ARTS integrated more game phases to
identify better the exact status of the
game for indoors and outdoors separately.
In addition to the game phases, GPS areas

The Recon Snow?2 goggles are now integrated to
provide the outdoor user an immersive
experience with his remote friends. He has also
the ability to start the race when ready at the
top with the wrist controller paired to the

goggles

. Gameplay: have been defined in order to trigger
not wait for others, . . . .
RO- once he is read Outdoor triggers automatically events to display in the
y the start of the LIVE3 HUD. Based on our specifications, IT Innov
18 the game must .
shared developed the content in the HUD
start when he . . . . . .
wants experience including pins animation, avatar
representation, and scores management.
Communications between phone and
Glasses are handled through UDP sockets
communications. The wrist controller of
the goggles can send instructions to the
phone in order to start the race, pair or
un-pair from the phone for instance.
The Wii Fit board has been integrated by The weight balance allows users to control the
. . I ARTS. The distribution of the weight of the | direction of the indoor skier. The control is still a
simple gaming Input: A wii fit . - .
) . . user was retrieved by the GlovePie bit hard.
devices (like WiiBB) | board controller .
RO- not abpropriate for | must be LIVEL middleware then sent locally through
19 pprop OpenSoundControl (UDP) messages to the

sports purpose, but
for gaming only

integrated for
gaming purpose

ski application. The weight distribution
allows the user to control his skier like in a
video game.
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The 3Dlive platform has been designed to

HMDs and CAVEs are now part of the 3D-LIVE

Rendering: . . .
dﬁ‘?erz::?g be able to connect various external VR system, which can be deployed on different
A HMD must be visualisation devices. ARTS used MiddleVR middleware | devices. They provide a great User Experience
considered for devices are to configure the indoor ski application to and satisfaction. The sense of immersion was
RO- indoor users (lower . Oculus Rift and Clarté SAS3+ CAVE. A assessed to be even higher in the HMDs with
. . required. Users LIVE3 . .
20 price with need lower specific 3D User Interface handler has the small user group which tested both
interesting . . been designed in order to manage solutions.
. . prices with . . .
immersion) . graphical Uls with 3D models instead of
highest sense of .
. . overlay that cannot be rendered in those
immersion . . .
immersive devices.
The outdoor mask See RO-16 The Recon Snow2 goggles are now integrated to
must not be . provide the outdoor user an immersive
Rendering: . . . .
dangerous for the experience with his remote friends. He has also
L Outdoor -
RO- activity. AR Glasses . .. the ability to start the race when ready at the
. visualisation LIVE3 . . .
21 very important to . top with the wrist controller paired to the
. . required, but AR
rationalise the L goggles
. . not appriopriate
point of wearing
sensors
The outdoor mask The Recon Snow?2 goggles is a product on the
RO- must be Protected Safety: mask but market, including moisture protection, comfort
from moisture, falls LIVE3 and safety regulations
22 be protected

and weather
conditions
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ARTS performed a work on shaders,
camera frustum distortion and visual
effects but the result was not satisfying
with simple 2D screens. The integration of

On simple displays, the feeling of speed is not
great. Even visual effects did not improve much
the feeling of speed for the users. But the
addition of immersive rendering devices like

RO- be high h
sensation of € nigh enoug LIVE3 immersive rendering devices (CAVE and HMDs and CAVEs and sound feedbacks
23 to let the users . . .
steepness and feel the HMD), created the needed feeling of increased much the feeling of speed and
speed speed and steepness of the ski slope. immersion on the actual slope. When the head
steepness . .
of a user is looking down, he can now feel the
steepness.
Gameplay: The indoor jogger automatically follows a
RO- Predefined routes Predefined predefined route
LIVEL
24 are necessary routes for the
jogging
Ski scenario: We included race All the users, for the three scenarios have now
performance handler, in order to save the | access to the performance feedbacks of other
different race positions and times of races | players after a game. Users were satisfied by
done during a game. Indoor and outdoor | the information displayed.
users can now see the race times of other
Gameplay: racers. The outdoor user can even see a
RO- Include a way to Comparative podium with animated avatars on it,
55 socialize after a Performance LIVE3 thanks to the communications between
game feedbacks post the Smartphone and the Recon Snow?2
experience goggles

Golf scenario: All shots, distances and
performances are saved during a game,
Once the ball is in the hole, the two
players have access to a summary of their
performance: who did the best/worst
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strike, how many times their ball was
selected..etc.

Sensory data is

Input: Heart rate
and other

Bluetooth Low Energy HR protocol was
implemented to the outdoor application
and tested using Viiilva HRM accessory
successfully.

RO- important (heart sensory data LIVE3 MU s.ensors provided b.y sports Curve
26 . were implemented partially to outdoor
rate) required for the . . .
oeaing activit jogger application but late arrival of the
JoBging ¥ sensors just before LIVE3 testing did not
allow working implementation of the
jogger avatar animation.
Runners should be No action taken.
Gameplay: The . . .
RO- close to one indoor plaver Adjustment of the indoor jogger speed
another even if play LIVE3 outside of the treadmill would have
27 speed must be . .
they run at undermined the purpose of Kinect speed

different speeds

adjusted

estimation.
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No action taken, as replay in Golfing

RO- Ability to replay Gameplay: ability LIVE3 scenario was important only for a training Not mtegrated. I.3ut no user finally asked for
28 shots to replay shots that during the live tests
purpose
Users should not be G.ameplay‘: We afjded a feature in or'der to. force mute Outdoors were muted when indoors were
RO- disable voice the different players during strikes while a . . .
able to talk to each . LIVE2 . . taking strikes. Indoors were muted while
29 . . comms during user requires some focus and preparation . .
other during strikes . . . outdoors were taking strikes
shots during his strike.
. Gameplay:
RO- Outdoor. can ski outdoor user A mode solo is available for both indoors Tested internally. Not experimented with users
down without LIVE3 . . .
30 indoors able to run or outdoors if they want to run because no interest in our research purpose.
without indoors
During the ski race, the locations of all the
A replay must be players are stored in order to be replayed
available for the Gameplay: A at the end. ARTS included this replay only | A replay for the skiing scenario has been
RO- players. Ghost replay must be on a 2D map considering the effort integrated. Finally users don't care and don't
. LIVE3 . .
31 runner from available for required for a 3D replay that would not even look at it. They want to go at the top faster
previous run users add great value for this game (save to take a revenge on the next race.
through AR glasses positions + animations of avatars and
replay it.)
] . Gameplay: Ability The settings were well configured in the LIVE3,
RO- Zero configuration | to startand go . . e
. . LIVE3 decreasing considerably the waiting time for
32 on startup without changing

settings

users to start a game
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ARTS integrated 4 IMU sensors (EXEL S3)
in the 3D-LIVE platform. We created a new
motion handler in order to perform avatar
animation on a part of the body. One
sensor was attached to the Torso, one to
the head, one to the upper arm and the
last one on the arm. A new model of

Investigation has been carried on. 4 sensors on
the body allowing local bones animations with
the torso as a reference, has been tested. The

RO- only for training . animation has been created in order to problem is attaching the sensors on the body
training purpose, | LIVE3 . . . s . .
33 purpose, else too fuse predefined animations with live IMU requires much accuracy to get consistent
. . Accuracy not . . . . . . .
much disturbing. animations, in the local references of the animation during the whole race. To do so, suit
needed for . .
aming buUrpose Torso. It was working well, but the process | with sensors already attached
g gpurp of attaching the sensor needs much (xSense/Heddokko) would be necessary.
accuracy, sensors can move. So for sure
they would have moved during a race. An
existing MoCap suit would be more
convenient here.
Voice: The
. t t . . L
RO- Voice Comms compqnen mus The setting to enable/disable voice is
34 optional be easily LIVE2 straightforward to use
P enabled/disabled g
by the user
Option to be able Gameplav: Birds
RO- to see others (birds ove vizwy. LIVE3 A key on a keyboard can simply switch Key can switch the view into first/third person
35 eye view, map with r(unired between views. view or bird's eye view

markers)

Requirements extracted from LIVE 1
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R1-1

Poor Outdoor UX

Create the user
engagement of

LIVE3

IT Innov and ARTS reshaped the skiing
scenario with the support of Schladming
2030.

IT Innovation provided a new high
accuracy 3D model of the slope, and
several 3D models of the buildings at the
bottom of the Planai station. ARTS
integrated this model in the rendering

The race mode is happening on the World Cup
black slope of Schladming. The new 3D model
was created, the physics to control skier has
been totally reviewed for this purpose.

Skiing LIVE 1 outdoor users in engine and added the required content to e s
Gamification and sense of competition is
the game feel on the real slope: trees around, .
_ - . L important now. The HUD allows even outdoor
missing buildings, lift. In addition to that a W . "
. . . users to "give it all to win the race".
shader displaying procedural snow on this
new terrain was used.
See responses for the R0-9 and R0-19 for
more information on the gameplay and
Heads Up Display
The movements of
the users where
. Map the user’s
mapped in reverse
, movement to
to avatars ,
avatar’s N . .
movements. E.g. Skeleton mirroring support was added in Avatars' movements correctly resemble the
R1-2 , movement LIVE2 .
User’s left hand . 3DLive Capturer movements of the users
appropriately for
movements were .
, | left and right
mapped to avatar’s
. hand/feet
right hand
movements.
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The ski activity recognition & evaluation
algorithm was reviewed and updated to

Users find it easier to adapt their movements to

R1-3 oLt o e algorithm should | LIVE2 e e the evaluation mechanism and improve their
their Ski activity . better map users' activities in to the score
map scores in a . scores
score. interval [0.0-1.0]
more natural way
Poor voice driven
Voice Create the user
. . verbal . Mumble voice client validated for all the
R1-4 | communicationsin . LIVE3 See RO-1 action taken . .
. engagement with scenarios. Everything went well
Golf and Ski
. one another
scenarios
After reviewing again the skeleton
acquisition and skeleton merging
algorithm, it was observed that at certain
circumstances OpenNI would falsely
Guarantee . .
Unexpected avatar | correct avatar detect non-existent users in the No more complain about weird avatar
R1-5 P LIVE3 background of the capture site and the P

postures/actions

animations of
remote players

skeleton merging algorithm would try to
fuse all the skeletons together. Solution
was provided by adding filtering to
remove non-existent, miss-detected user
skeletons from OpenNI.

animation
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For outdoor avatar

motion tracking only GPS location was used
therefore it was more of an

approximation of the real current location, but

Incorrect response | the physical combinine this data with
R1-6 | to physical efforts action of runners | LIVE3 See R2-2,R2-10 ) & . . . . .
. . s predefined idle, walking and running animations
in Jogging LIVE 1 with virtual . . .
. with speed interpolation,
avatar motion . . . .
indoor joggers perceived the outdoor jogger
avatar to be moving really smoothly
and realistically.
Users are now able to follow their activity
during the game. In golf, they can have all
required information about their shots and
Integrate all the .
Not enough , performances. In Jogging the speed and the
. . required s
R1-7 | information of the | . . LIVE3 overall performance of the activity is made
information for . . . .
game status available, with advices to users. In Ski, the
the users
speed, race chrono and delay compared to the
faster are made available for instance, keeping
our users focused on the game objectives
Integrate a game
content saver in
Software crashes case of network The work has been pursued on the server . .
. . . . . P Validated in LIVE 2 and made more robust for
sometimes, but the | failure/disconnec and client side in order to make the re- . . .
. . LIVE2 and . . LIVE 3. Rare disconnections and re-connections
R1-8 | game status is lost tion/crash of the connection more robust and retrieve the ) . .
LIVE3 went well at different locations in the game.

if tentative
reconnection

app in order to
reconnect to the
game and keep
the overall

overall game status of all the
connected/disconnected players.

Users did not complain about it.
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progression
Bluetooth
connectivity Allow a headset The wireless headphones have been
problem while to work in removed from the deployment setup. A The Wired headset and the IMU sensors worked
R1-9 | using IMU sensors parallel with LIVE2 wired headphone has been selected in concurrently. Users were not disturbed by using
and bluetooth bluetooth IMU order to let the IMU sensors work without | a wired headphones
headset at the sensors disconnecting every two minutes.
same time
Requirements extracted from LIVE 2
The Recon Ski goggles (Snow2) was integrated,
Integrate a HUD allowing users to see avatars, race positions,
R2-1 Integrate a.HUD for for outdoor LIVE3 See R0-19 performances of players and even the virtual
outdoor skiers . . . .
skiers mountain. This UX was really satisfactory for
outdoor users
Replaced OpenNI with Microsoft Kinect
SDK in 3DLive Capturer. Additionally.
developed skeleton filters. This allows
Improve skeleton Improve skeleton smoother animations and more natural The animation quality of the avatars was
R2-2 capturing quality capturing quality 1 postures, even when substantially improved. Users reported accurate
and motion and motion the user is not properly facing the Kinect animation of the avatars according to their
mapping mapping (hands in the back for instance). movements
This also allows us to include robust Head
tracking to improve
the immersion while using HMDs.
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Reviewed and updated the Jogging
evaluation algorithm.
Additionally, added support in 3DLive

The users found the updated evaluation
algorithm robust. They reported ease of
adaptation of their movements in order to
improve their score. Jogging speed estimation

R2-3 more natural way. more natural 1 Ca'pturer for . . also atmosphere) covered by Open Weather Map
. Kinect v2.0 for improved body tracking . . .
Speed recognition way. Speed datab way to improve this part of the Golfing
o and thus L
should be recognition superior activity recognition results scenario in Laval, not covered by Open Weather
improved. should be P y & ) Map data.dramatically improved.
improved.
The new slope has been integrated. A raw
Raceona Raceona model from the GISS in Austria was provided
challenging slope challenging slope and transformed into a Unity3D terrain. Trees,
R2-4 like World Cup like World Cup LIVES seeR1-1 buildings and necessary details in the
slopes slopes environment were modelled to provide enough
realism for the Schladming users
R2-5 EOS service silent EOS service silent LIVE3 EOS not used in LIVE 3 Ski
or not used or not used
The Unity3D java activity has been
updated in order to force native functions | A security has been implemented to avoid click
Avoid unexpected Avoid not to happen when users touch the on "return" button, then a protection case was
R2-6 . P unexpected app LIVE3 return button on Android. Moreover a used to avoid clicking on the "home" button. It
app exit . .
exit case has been attached to the worked well, we did not record any other
Smartphone to solve the problem of disconnection/exit issue.
"pressing the Home button"
ERS to match the ERS to match the No way to improve this part of the Golfing
R2-7 | local weather of local weather of LIVE 2 scenario in Laval, there is not sufficient data

the golf course

the golf course

resolution (with specific reference to low-level
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318483

08/04/2014

atmosphere) covered by Open Weather Map
data

Avoid No way to improve this part of the Golfing scenario
Avoid inconsistencies in Laval, there is not sufficient data resolution (with
inconsistencies and | and specific reference to low-level atmosphere) covered
R2-8 . . . . LIVE3 Same as RO-14
misdetections of misdetections of by Open Weather Map data
the shots outdoors | the shots
outdoors
The deployment configuration has been decided
The Overall setup The Overall setup ploy . . 8 .
and pre-configured in the apps. A simple start
R2-9 | must be easy and must be easy and | LIVE3 . .
. . and GO allowed users to join the game without
quick quick e
waiting time
. Mumble was finally used, as we did not manage
. Voice latency . .
Voice latency must must be ver to implement background tasks Unity3D to
be very low, and ¥ handle voice compression and transmission on
R2- . low, and not . .
not disturb the . LIVE3 See RO-1 multiple platforms. Mumble was a good option,
10 disturb the i - .
framerate of the it is stable, efficient and do not disturb the
framerate of the . .
apps ADDS game at all. We recovered a high framerate in
PP our apps.
Make a clear 2D Make a clear 2D
map of the golf
map of the golf
course for the . .
course for the . The users did not complain anymore and
R2- golfers to The map view was updated by ARTS, and . .
golfers to LIVE3 o understood easily where their balls were on the
11 understand rotated 90 . .
understand where . course, by reading this 2D map.
. where their balls
their balls are on
are on the
the course.
course.
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The capture frame-rates between the
trained model of the activity recognition
module and the actual subject in-game
were inconsistent when 3d reconstruction

Harmonise the 3D 3D was enabled. Make them consistent.
reconstruction and | reconstruction When 3d reconstruction was enabled, . . .
R2- L L . The speed estimation worked flawlessly in
activity and activity LIVE3 capturing frame rates would drop to .
12 -, . . . Jogging LIVE 3
recognition/speed recognition/spee nearly ~12 fps instead of ~30fps. Moving
estimation module. | d estimation the reconstruction process in a separate
module. thread enabled the skeleton capturing to
be performed in 30fps and be consistent
with the activity recognition trained
model.
In this typical issue of a producer-
L consumer problem where the producer
L Minimize delays .
Minimize delays of produces packets at higher rates than the
of the 3d
the 3d consumer can consume, there was a need
reconstructed .
reconstructed , to update the 3D Reconstruction Network
R2- , . user’s . . . No more delays were reported from users
user’s transmission - LIVE3 receiver to use a RabbitMQ queue with . .
13 transmission to a during LIVE 3 experiments

to a level that
allows real-time
interaction

level that allows
real-time
interaction

network characteristics suitable for real-
time tele-immersion. Thus, 3D
Reconstruction Network receiver was
updated to use a RabbitMQ queue that
drops all received frames but the last one.
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