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Quantum-Assisted Multi-Used Wireless Systems

by

Panagiotis Botsinis

The high complexity of numerous optimal classical communication schemes, such as

the Maximum Likelihood (ML) and Maximum A posteriori Probability (MAP) Multi-

User Detector (MUD) designed for coherent detection or the ML and MAP Multiple-

Symbol Differential Detectors (MSDD) conceived for non-coherent receivers often prevents

their practical implementation. In this thesis we commence with a review and tutorial on

Quantum Search Algorithms (QSA) and propose a number of hard-output and iterative

Quantum-assisted MUDs (QMUD) and MSDDs (QMSDD).

We employ a QSA, termed as the Dürr-Høyer Algorithm (DHA) that finds the mini-

mum of a function in order to perform near-optimal detection with quadratic reduction in

the computational complexity, when compared to that of the ML MUD / MSDD. Two fur-

ther techniques conceived for reducing the complexity of the DHA-based Quantum-assisted

MUD (QMUD) are also proposed. These novel QMUDs / QMSDDs are employed in the

uplink of various multiple access systems, such as Direct-Sequence Code Division Multi-

ple Access systems, Space Division Multiple Access systems as well as in Direct-Sequence

Spreading and Slow Subcarrier Hopping SDMA systems amalgamated with Orthogonal

Frequency Division Multiplexing and Interleave Division Multiple Access systems.

Furthermore, we follow a quantum approach to achieve the same performance as the

optimal Soft-Input Soft-Output (SISO) classical detectors by replacing them with a quan-

tum algorithm, which estimates the weighted sum of all the evaluations of a function. We

propose a SISO QMUD / QMSDD scheme, which is the quantum-domain equivalent of

the MAP MUD / MSDD. Both our EXtrinsic Information Transfer (EXIT) charts and

Bit Error Ratio (BER) curves show that the computational complexity of the proposed

QMUD / QMSDD is significantly lower than that of the MAP MUD / MSDD, whilst their

performance remains equivalent. Moreover, we propose two additional families of iterative

DHA-based QMUD / QMSDDs for performing near-optimal MAP detection exhibiting an

even lower tunable complexity than the QWSA QMUD. Several variations of the proposed

QMUD / QMSDDs have been developed and they are shown to perform better than the

state-of-the-art low-complexity MUDs / MSDDs at a given complexity. Their iterative

decoding performance is investigated with the aid of non-Gaussian EXIT charts.
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Chapter 1
Introduction

1.1 Motivation

The history of wireless communications, the evolution of standards and a host of popular

enabling techniques was detailed in [7]. These solutions paved the way for inching closer

to the Shannonian channel capacity limits. However, these ultimate limits may only be

approached for a single user link subjected to pure Additive White Gaussian-distributed

Noise (AWGN) under Shannon’s idealized simplifying assumptions of using random Gaus-

sian transmit signals. By contrast, in practical state-of-the-art systems we employ digital,

rather than Gaussian transmit signals. Furthermore, no quantitative statements were made

by Shannon as regards to the system’s delay and complexity, whilst in practice only the

family of powerful and hence high-complexity, high-delay channel coded systems might be

capable of approaching these limits and even then only under perfectly synchronized condi-

tions. Regretfully however, perfect synchronization at near-capacity Signal-to-Noise Ratios

(SNR) is again, a real challenge. Moreover, the near-perfect estimation of the Channel

State Information (CSI) required for approaching the capacity limits imposes additional

complexity. Hence the myth of operating in the vicinity of Shannon’s capacity limit in prac-

tical systems was dispelled in [8], where it was quantitatively demonstrated with the aid of

painstakingly meticulous measurements that only a fraction of the theoretically attainable

capacity is actually achieved by the standardized systems.

Another limitation imposed on the operational standard systems is that a single link’s

Shannonian capacity is limited by the logarithmic Bit/Hz normalized capacity formula of

C/B = log2(1 + SNR), which only allows the capacity to be increased logarithmically with

the SNR, i.e. with the transmit power, where B is the available bandwidth. Nonetheless,

we hasten to add that when B tends to infinity, like in Ultra-Wide Band (UWB) systems

for example, this capacity formula also tends to a linearly increasing function of the SNR,

at the low SNR region. By contrast, provided that we can construct a sufficiently high

number of parallel streams and additionally, we are capable of conceiving low-complexity

full-search-based detection techniques, the throughput of wireless systems may be increased

1
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Figure 1.1: Uplink communication in a single cell, where the signals of users who transmit from
within the cell represent the desired information, while those of the users who are in
a different cell are treated as interference.

linearly, rather than logarithmically with the transmit power, leading to the concept of

power-efficient “green” communications systems, which was the motto of the book [9].

Given this motivation, let us briefly elaborate on the potential techniques of creating

parallel streams in wireless systems and then embark on conceiving high-efficiency quantum-

processing techniques for creating powerful detectors for them!

1.1.1 Large-Dimensional Holistic Optimization in Wireless Systems

Figure 1.1 presents the uplink of a wireless communication system in a single cell, where

any signals received from other cells are considered as interfering signals. The U useful

information signals transmitted from within the serving cell by each user have to be detected

and separated at the Base Station (BS), before they are independently decoded. Let us

proceed by considering a number of schemes that may be used for accurately detecting the

multiple streams at the BS.

1. The family of multi-stream wireless systems, such as for example the single-carrier

Direct-Sequence Code Division Multiple Access (DS-CDMA) [10, 11] scheme of the

operational third-generation Wideband-CDMA systems are capable of increasing the

throughput linearly with the transmit power - provided that we assign multiple su-

perimposed spreading codes to each of the U users supported.
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2. Similarly, the pan-American Multi-Carrier (MC) DS-CDMA [11–13] cdma2000 sys-

tem supports a multiplicity of users by allocating unique, user-specific spreading

codes to them, which are also often referred to as user signatures. The throughput

of MC-CDMA may also be increased linearly with the transmit power, since we can

create superimposed parallel streams in both the time-domain and frequency-domain.

Hence it may be anticipated that MC-CDMA systems will play a prominent role in

future generations of wireless systems.

3. As a further dimension for creating superimposed parallel streams, the spatial do-

main of parallel transmit and receive antennas was proposed in the context of Multi-

Functional Antenna Arrays (MFAA) [7]:

• To elaborate a little further, firstly, MFAAs are capable of achieving a multiplex-

ing gain by transmitting independent parallel streams, which may be separated

at the receiver, provided that we can estimate the unique, antenna-specific Chan-

nel Impulse Responses (CIR) sufficiently accurately at the receiver. This scheme

is termed as Spatial Multiplexing (SM).

• Secondly, the MFAAs are also capable of supporting the uplink transmissions of

multiple users instead of transmitting multiple streams for a single user, which

is referred to as Spatial Division Multiple Access (SDMA) [14–16]. Similarly to

separating multiple streams in spatial multiplexing, in SDMA the separation of

users is achieved with the aid of the accurately estimated unique, user-specific

CIRs.

• The third key function of MFAAs is the provision of diversity gain for the sake

of mitigating the deleterious effects of the wireless channel’s fading imposed by

the sometimes constructively, sometimes destructively superimposed multiple

propagation paths. Naturally, the multiplicity of propagation paths contributes

further towards the gradually escalating number of parallel streams, which may

be coherently combined with the aid of maximal ratio combining for the sake of

mitigating the effects of fading. It is important to note however that in order to

achieve the maximum attainable diversity gain, the MFAA elements have to be

sufficiently far apart for experiencing independent fading.

• The MFAAs are also capable of attaining angular selectivity, hence potentially

mitigating the effects of interference amongst the users, which is termed as co-

channel or Multi-User Interference (MUI) - provided that the interfering signals

arrive from angles outside the beamformer’s main transmit/receive beam. These

beamformers typically employ MFAA elements, which are half-the-wavelength

apart, because in contrast to the independently fading signal components of the

transmit diversity schemes, they aim for transmitting/receiving appropriately

phase-combined signal components for creating maxima in the desired user’s

direction and minima towards the interferers. This feature of the MFAAs is

very useful in the context of Millimiter Wave (mm-Wave) communications, where

the wavelength is on the order of millimeters [17]. For example, at 60 GHz the
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Figure 1.2: Uplink communication in seven neighbouring cells, where the signals of users who
transmit from within a cell represent the desired information of that cell, while con-
tributing to the interference power level of their adjacent cells.

wavelength is 5 mm, hence the beamforming elements could be placed at 2.5

mm spacing. Therefore, multiple transmit antennas may fit on the back plane

of a laptop or a mobile phone for creating a beamformer.

• Finally, all the above-mentioned design objectives of MFAAs may be combined

in the interest of benefiting from all of these desirable performance improvements

- again, provided that low-complexity multi-stream detectors may be conceived.

4. A multiple access scheme similar to the CDMA system is constituted by the Interleave

Division Multiple Access (IDMA) scheme [5, 18–20], where the users are separated

with the aid of their user-specific interleaving sequences. More specifically, the chan-

nel coding and direct sequence spreading procedures are combined in an IDMA system

and each user employs the same channel code and direct sequence. After channel cod-

ing and spreading the information bit sequence, each user interleaves his / her own

chip sequence with a unique, user-specific interleaving sequence. Hence IDMA may

also be viewed as chip-interleaved CDMA, because instead of the bits spread, the

chips are interleaved by swapping the position of the interleaver and the spreading

scheme. At the receiver, the multi-stream detection is performed on a chip-by-chip

basis by exploiting the user-specific CIRs. Iterations between the multiple stream

detector and the despreader-decoder may be performed for providing a better final

estimate.
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Figure 1.3: Uplink communication with the aid of Cooperative Multi-Cell Processing in seven
neighbouring cells, where the seven base stations are connected with their neighbour-
ing base stations via optical fibre. Another approach to CoMP-aided communications
connects the base stations to a common central processing unit, instead of each other.
In contrast to Figure 1.1 and Figure 1.2, all the signals are considered to be desired
in CoMP-aided communication scenarios.

5. Similarly to MC-CDMA, all the above-mentioned concepts are also applicable to

the fourth-generation Multiple-Input Multiple-Output (MIMO) aided Orthogonal

Frequency-Division Multiplexing (OFDM) systems [3, 6, 21–23], where the users con-

vey their information to and from the BS over multiple subcarriers.

6. However, so far we have only alluded to the multiple streams generated by multiple

users and the MFAAs within a single cell. In reality one of the most severe per-

formance limitations of wireless systems is constituted by the MUI imposed by the

adjacent cells as presented in Figure 1.1 and Figure 1.2, because this can only be

mitigated with the aid of Cooperative Multi-cell Processing (COMP), illustrated in

Figure 1.3. More explicitly, the basic philosophy of COMP is that the base-stations

are linked with the aid of either optical fibre or by a point-to-point microwave link and

this way they exchange all their information, including all the uplink and downlink

data of all the users, as well as their CIRs.

7. Albeit the COMP concept imposes a huge amount of data exchange amongst the BSs,

as a benefit, no MUI is experienced, because all the energy received by all receivers is

useful signal energy and hence directly contributes towards achieving the best possible

holistic system performance, by exploiting the fast optical back-bone connecting the
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cooperating BSs, as seen in Figure 1.3. As a result, the theoretically best possible

multi-user, multi-cell performance constituted by an idealized system, where the only

performance impairment is the AWGN may be asymptotically approached - again,

provided that low-complexity parallel processing aided receivers may be constructed.

Expanding the multi-cell, multi-user optimization concept [24, 25] yet another step

further, accurate near-instantaneous power control is required at the COMP-aided

BSs in order to minimize the transmit power, while maintaining the required Quality

of Service (QoS) constraints for each of the U users [26, 27]. In the operational stan-

dardized systems this is achieved by carefully optimizing both the step-size and the

instants of power-updates as a function of the vehicular speed, but these step-by-step

sequential power-adjustments do not necessarily approach the optimum, especially

not for high velocities. Hence a near-instantaneous “direct-dial-style” parallel power-

adjustment of all transmitters would be desirable across the entire system.

8. In large-dimensional COMP systems, relying on large-scale MIMOs, or in cells sup-

porting a very high user density, such as airports, train stations and metropolitan

areas, the sufficiently accurate estimation of all the channel gains required for perform-

ing coherent detection and therefore achieving near-capacity performance may impose

an excessive complexity. The employment of differential encoded modulation relying

on non-coherent detection imposes a performance degradation, but dispenses with the

requirement of channel estimation at the BS [6, 21, 28, 29]. Furthermore, in a scenario

where the users are separated in the frequency domain by transmitting on different

orthogonal subcarriers, or in the time domain by using orthogonal DSS codes, the

employment of Multiple Symbol Differential Detection (MSDD) [6, 21, 29] becomes

attractive. Explicitly, with the aid of the MSDD, the detection of a user’s symbols is

performed over extended multiple-symbol windows of differentially modulated sym-

bols, hence increasing the complexity of conventional non-coherent detection, while

simultaneously improving the performance of the system.

Additional large-dimensional optimization algorithms processing numerous parallel

streams in wireless communication systems involve message-routing across large co-

operative and multi-hop networks [30–35], where the specific multi-hop routing path

having the minimum overall length, or the minimum number of hops or alternatively,

the maximum received power between two predetermined nodes has to be found.

These techniques may be readily combined with sophisticated message-scheduling

and resource allocation [36, 37], as well as with cognitive radio techniques relying on

efficient channel- and power-allocation designed for the primary user [38, 39]. More-

over, soft information exchange between the signal detector and the channel-decoding

stages is required in the green communication systems of the future, where holistic op-

timization is pursued [40] as well as in massive MIMO systems [8, 21, 41, 42] where the

computational complexity of the optimal full-search-based algorithms is potentially

excessive. As a remedy, in this thesis we propose quantum-domain parallel processing

techniques for carrying out the above-mentioned massive parallel processing tasks.
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Serial Computing Quantum Computing

Try all the keys one by one:

Time Ine cient

Resources E cient

Parallel Computing

Create as many boxes as the keys

and try all the keys in parallel:

Time E cient

Resources Ine cient

11

Try all the keys in parallel to a single box:

15

14

11 12 13 14 15 16 17 18

11

Time E cient

Resources E cient

Figure 1.4: Comparison between classical serial, parallel and quantum computing. Assuming that
only one of the eight keys unlocks the box, by employing serial computing we have
to try each of the keys sequentially until one succeeds to unlock it. Classical parallel
computing creates as many boxes as the available keys and tries all of them at once,
requiring a large amount of resources. With quantum computing we are able to try
all the keys in parallel on a single box. The box corresponds to a function, while the
keys represent the legitimate inputs of the function. The key that unlocks the box is
the input of the function which will lead to a desired output. By employing quantum
computing, the function may be evaluated for the inputs in parallel, as in parallel
computing, with the computational cost of a single evaluation, as in serial computing.

1.1.2 Multi-Stream Detection in Large-Dimensional Wireless Systems

As argued above, the employment of algorithms imposing a low computational complexity

is essential, since low-complexity algorithms impose a low power-dissipation, which hence

requires desirably low-weight, potentially solar-charged or kinetically-charged batteries for

the shirt-pocket-sized wireless handsets.

A plethora of both Multi-User Detection (MUD) and multi-stream detections techniques

has been proposed in the literature, as detailed for example in [10, 11]. In simple physically

tangible terms we may argue that provided all the U users’ signals in the above-mentioned

holistically optimized system arrive at the base-station synchronously and they transmit

M -ary signals, then the optimum full-search-based receiver has to tentatively check all the

MU symbol combinations, in order to reliably detect each of the U users’ symbols. More

specifically, this is achieved by identifying the most likely transmitted M -ary symbol of all

the U users of the entire multi-user, multi-cell system by evaluating a carefully chosen Cost

Function (CF), which may be the Mean Squared Error (MSE) or the Bit Error Ratio (BER),

etc. Suffice to say, however, that when using 64-level Quadrature Amplitude Modulation

(QAM) for example at an airport, where say 10 000 users would like to use their phones,

tablet computers or laptops, it is entirely unrealistic to evaluate the CF 6410 000 times...

This is where Quantum Computing may be employed in the above-mentioned systems

for reducing the complexity of the above-mentioned processes by exploiting its inherent

parallelism as illustrated in Figure 1.4. Assuming that only one of the eight keys unlocks

the box in Figure 1.4, serial computing would have to perform consecutive trials (maximum

eight; average four or five) until the correct key is found, requiring a long time for solving

this problem. By contrast, parallel computing would recreate the box eight times and try
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Figure 1.5: Block diagram of soft-input soft-output quantum-assisted multi-user detection, where
the input/output signals are converted from/to the classical domain (CD) to/from
the quantum domain (QD), while the inner operations are performed in the quantum
domain.

all the keys in parallel, which is more efficient as far as the required time is concerned, but

it relies on more hardware resources and it still requires a search afterwards. Quantum

computing on the other hand is capable of trying all the keys at the same time, in the

context of a single box.

Following the above low-paced tutorial exposure, in the rest of this treatise we will de-

velop our ideas. In Section 1.2 we continue by formulating the signal detection problem, as

well as reviewing the family of Quantum Search Algorithms (QSA) that may be used in the

above-mentioned large-dimensional wireless systems. Specifically, we proceed by present-

ing the origins of quantum computation and their applications in wireless communication

systems in Section 1.3. Finally, the relevant theoretical background on quantum computing

is provided in Section 1.4 and the structure of the thesis is discussed in Section 1.5.

1.2 Signal Detection Meets Quantum Computing

With the size of a single transistor constantly shrinking according to Moore’s law, it is ex-

pected to reach the atomic scale in a few years, where the postulates of quantum mechanics

replace the laws of classical physics. The transition to quantum computing will unlock ca-

pabilities that a conventional classical computer is inherently incapable of [43–47]. For

instance, quantum computing allows parallel evaluations of a function at a complexity

equivalent to that of a single classical evaluation. An astonishing example of the power of

quantum computing is the Quantum Amplitude Amplification (QAA) algorithm analysed

in [48] employed in Grover’s QSA [49, 50], which performs search in an unsorted database

having N elements and finds a single solution1 at a complexity order of O(
√
N), in contrast

to its classical optimal counterpart imposing O(N) operations. Boyer et al. [51] proposed

the so-called Boyer-Brassard-Høyer-Tapp (BBHT) QSA, which is also based on quantum

amplitude amplification and manages to perform search in an unsorted database even when

the number of solutions is higher than one and even if the exact number is not known a

priori. The Dürr-Høyer algorithm (DHA) presented in [52] manages to find the index of

the minimum entry in a database by activating the BBHT QSA multiple times.

In addition to the breakthroughs in quantum error correction [53, 54] and quantum

1A solution is a specific index of the database, which holds the entry that satisfies the search problem.
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cryptography [55, 56], a substantial amount of research has been devoted to the quantum

search-based MUD field by creating quantum-assisted MUDs (QMUD) [44, 57], where clas-

sical algorithms are combined with quantum processes. It should be noted that the com-

munication systems we investigate operate in the classical domain and only the QMUD

processes are performed in the Quantum Domain (QD). The inputs and outputs of the

QMUD are in the classical domain, as presented in Figure 1.5. A representative example

of a quantum-assisted MUD was proposed in [57, 58], where the Quantum Counting Al-

gorithm (QCA) of [59] is employed. The QCA exploits the Quantum Phase Estimation

Algorithm (PEA) [60], which estimates the eigenvalues of unitary operators. In 2012, Zhou

et al. [61] proposed a practical implementation of the PEA for single qubit unitary gates2.

In this treatise, our novel contributions are:

1. We have proposed a Maximum Likelihood Quantum-assisted Multi-User Detector (ML

QMUD), where all the legitimate combinations of the users’ transmitted symbols are

taken into consideration at the receiver. The ML QMUD matches the performance

of the classical ML MUD, while achieving a quadratic reduction in computational

complexity. The ML QMUD is based on the DHA, hence it is termed as DHA-based

QMUD [1, 2].

2. We have created an Early Stopping (ES)-aided DHA-based MUD [2], which reduces

the computational complexity required by the DHA in terms of the number of the Cost

Function Evaluations (CFEs). By exploiting the Matched Filter (MF) output, or the

outputs of the Zero Forcing (ZF) or Minimum Mean Square Error (MMSE) detectors,

we demonstrate the impact of the initial point on the DHA’s complexity [2]. We have

also removed the constraint of minimum required number of CFEs for the DHA in

our MUD application [2].

3. Furthermore, even though both the ES-DHA QMUD and the DHA QMUD have a

complexity of O(
√
MU ), the ES-DHA QMUD performs a fixed number of CFEs in

contrast to the DHA QMUD where the number of CFEs follow a specific distribution

depending on the system’s size and power [2]. We have investigated the behaviour of

the two algorithms and exploited the results to tune the ES-DHA QMUD according

the near-optimum performance versus complexity requirements.

4. Based on the QD algorithm of estimating the mean of a function [62], also termed as

the Quantum Mean Algorithm (QMA), we conceived an algorithm for estimating the

weighted sum of a function. Explicitly, we propose an algorithm termed as the Quan-

tum Weighted Sum Algorithm (QWSA) for estimating the LLRs [1]. This is achieved

by computing the numerators and denominators of the LLRs, which involve the sum-

mations of conditional probabilities. These operations represent the CF evaluations,

2The terms “operator” and “gate” are equivalent and interchangeable.
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while the corresponding a priori probabilities act as the weights of the conditional

probabilities.

5. We have designed the first Soft-Input Soft-Output Quantum-assisted MUD (SISO

QMUD) [1] for forwarding the bit LLRs to the decoding stage in the classical domain

and for processing the decoder’s soft outputs as a priori information also in the clas-

sical domain, making it eminently eligible for integration into an iterative receiver.

The proposed SISO QMUD is termed as the DHA-QWSA QMUD, since it employs

the DHA and the QWSA [1].

6. We have also proposed a Soft-Output (SO) QMUD relying solely on the DHA [3].

We have created two versions of the SO-DHA QMUD relying on the MAximum Ap-

proximation (MAA) [13] and on the MUlti-input Approximation (MUA) [63], based

on the corresponding SO Ant Colony Optimization (ACO) MUD philosophy [13, 63].

We have demonstrated that the complexity of the SO-DHA QMUD is lower than that

of the DHA-QWSA QMUD [1], while their performance is similar, provided that a

sufficiently high complexity is affordable for the QWSA.

7. We have presented and investigated three variants of the MAA-based and MUA-based

MUDs [3], where information is exchanged amongst the different detector components

for the sake of improving the performance of both the SO-DHA QMUD and of the

SO-ACO MUD, while keeping the per iteration complexity the same. The proposed

MUDs have higher memory requirements and in some cases a delay is introduced

between the MUD and the channel decoders.

8. We have applied a mutation probability in the ACO algorithm similar to the mutation

probability of [64], termed as the “free will” (FW) of the ants, that never allows them

to converge to a local minimum or maximum point, which is otherwise a potential

problem in rank-deficient systems. Moreover, the information represented by the best

so-far found symbol is exploited for further reducing the complexity of both the SO-

DHA QMUDs and SO-ACO MUDs.

9. In the context of subcarrier allocation methodologies in multi-carrier multiple access

systems, where DSS codes are allocated to users, such as in MC-CDMA systems, we

have presented a novel DSS-based Uniform SSCH (USSCH) algorithm, which takes

into consideration the DSS codes available for mapping the users to the subcarriers.

We have shown that a better performance is achieved than that of the USSCH [21],

whilst requiring a lower complexity.

10. Inspired by the Soft-Output (SO) QMUDs of [3], we propose the family of SISO DHA-

MUA-aided QMUDs [5], which achieve a near-optimal performance even in rank-

deficient systems with the aid of multiple MUD-decoder iterations, whilst imposing a
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lower complexity than the SISO DHA-QWSA-aided QMUD of [1, 4]. We also show

that the family of DHA-MUA-aided QMUDs performs better than the DHA-MAA-

assisted QMUDs in MC-IDMA systems relying on iterative receivers.

11. In the context of non-coherent detection, we have designed a SISO Quantum Multiple

Symbol Differential Detector (QMSDD) [6], based on the DHA and on the above-

mentioned MAA, MUA approximations, which were previously employed for iterative

detection in coherent receivers. The SISO-DHA QMSDDs perform similarly to the

optimal MAP MSDD, while requiring much fewer CFEs. As in the case of coherent

detection, the MUA-aided SISO-DHA QMSDDs experience a better performance than

the MAA-aided SISO-DHA QMSDDs, but their complexity, memory requirements and

potential delay are higher.

12. We use EXtrinsic Information Transfer (EXIT) charts [10, 65–67] charts for de-

signing the proposed QMUDs [1, 3, 5, 6]. When we use EXIT charts relying on the

assumption that the MUD’s output is Gaussian distributed [10], different conclusions

are arrived at, depending on the associated simplifying assumptions.

1.3 Origins of Quantum Computing

Research on Quantum Mechanics initiated in 1923 by the renown physicists Planck, Bohr,

Heisenberg, Einstein and Schrödinger. Even though arguments have been arisen against

quantum mechanics being a compact and complete theory of describing nature, quantum

mechanics is considered to be the superset of physical theories describing both the micro-

scopic and macroscopic worlds, while abiding by the laws of the Newtonian theory.

By using the principles of quantum mechanics in order to improve intelligent computa-

tional systems, the field of Quantum Computing emerged. In 1981, Feynman introduced

the concept of a quantum computer, which would be able to accurately simulate the evolu-

tion of a quantum system [68]. It was only a year later when Benioff presented a complete

theoretical framework of the quantum computer concept [69]. The structural element of a

quantum computer is a quantum bit, or qubit, that, in comparison to the classical bit, has

values that are not limited to 0 and 1. Quite the contrary, it can have both of these two

values simultaneously, like a spinning coin in a box, which will only assume the value of

“Heads” or “Tails” upon observing it when it stops. This phenomenon is also often referred

to as being in a superposition of the two orthogonal states, 0 and 1 [43]. The reason for

this superposition of states being seemingly absent in the macroscopic world is related to

the observation of the qubit. When a qubit is observed or “measured”, any superposition

of states that it might have assumed “collapses” to the classical states of 0 or 1 if the com-

putational basis [44] is used for the measurement, as stated by the so-called Copenhagen

interpretation [70], introduced by Bohr and Heisenberg in 1924. As a further terminology,

Everett in 1957 proposed the “Many-World” or “Parallel-Universes” interpretation [71],
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where an observation of a quantum state creates parallel universes that carry on with a

different observation outcome taking place in each.

Quantum computing exploits a range of astonishing, non-intuitive characteristics of

quantum mechanics, such as quantum parallelism, a term coined by Deutsch in 1985 [72],

and entanglement [76] to accomplish computational tasks of stunningly high complexity,

which would be deemed excessive in the classical computing world. Entanglement is a

mysterious connection that can be established between qubits, where the observation of

one of the entangled qubits allows instantaneous knowledge to be obtained for the other

qubit. Einstein, Podolsky and Rosen challenged the validity of using quantum mechanics

for describing nature by presenting a thought experiment which leads to a paradox (EPR

paradox) [77]. Their thought experiment is based on the entanglement between particles.

Assume that there are two particles, A and B, which interact with each other and then they

are moved to different locations. Quantum theory and Heisenberg’s uncertainty principle

state that it is impossible to have knowledge of both the position and the momentum of

a particle. According to the EPR thought experiment, if a measurement of A’s position

is made, then the position of B can be calculated. Similarly, the same statement can be

made for B’s momentum, and hence A’s momentum can be calculated. Therefore, both the

position and the momentum of particle B become known, resulting in a paradox. Hence

Einstein’s belief was that quantum mechanics was not a complete theory of nature. As a

further advance, in 1966 Bell showed that at least one of the initial assumptions of Einstein,

Podolsky and Rosen, namely locality and reality, was flawed, which was encapsulated in

Bell’s inequalities in [76].

Quantum parallelism is the ability to evolve the qubits of a quantum system in parallel,

saving a large amount of computational complexity, when compared to classical computing.

Quantum parallelism was first exploited by Deutsch in 1985, who proposed a quantum

algorithm [72] based on the principles of quantum parallelism and quantum interference,

Table 1.1: Origins of Quantum Computing

Year Author(s) Contribution

1981 Feynman [68]
Proposed the basic model of a quantum computer, which was ca-
pable of simulating the sequence of quantum states in a quantum
system.

1982 Benioff [69] Proposed a theoretical framework for a quantum computer.

1985 Deutsch [72] Deutch’s Algorithm: A global property of a function f : {0, 1} →
{0, 1} can be determined by using only a single evaluation of f .

1992 Deutsch and Jozsa [73]
Deutsch-Jozsa Algorithm: Succeeds to determine whether a func-
tion f : {0, 2n − 1} → {0, 1} is balanced or constant with one
function evaluation.

1994 Shor [74, 75]
Shor’s Algorithm: Proposed a quantum algorithm for integer
factorization and introduced the concept of the Quantum Fourier
Transform (QFT).

Cleve et al. [60] Proposed improvements to the Deutsch-Josza algorithm and in-
troduced the phase estimation algorithm.
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which is also part of quantum mechanics. By applying Deutsch’s algorithm to a function

f : {0, 1} → {0, 1}, a global property can be determined by relying on a single evaluation of

f . This property is the determination of whether the function f is an one-to-one mapping

function, hence whether f(0)⊕f(1) = 1, or not, resulting in f(0)⊕f(1) = 0. In the context

of a classical apparatus two evaluations of f would be required, one for each legitimate

input.

In 1992, Deutsch and Jozsa [73] generalized Deutsch’s algorithm of [72]. This algorithm

was used to solve the so-called generalized Deutsch problem [73]. Converted into a real

life scenario for better intuition, two persons are considered, Alice and Bob, with Alice

classically transmitting a number x to Bob with x ∈ {0, 2n − 1} and n ∈ N. When Bob

receives this number, he evaluates a function f(x) and sends the resultant value back to

Alice, which may be either 0 or 1. The function that was used by Bob is either a constant

function, in which case the output is fixed to a single value, namely to 0 or 1, regardless

of the input, or balanced, which means that for half the possible inputs the outcome is

0 and for the other half it is 1. Alice’s goal is to determine whether the function that

was used by Bob is a constant or balanced, which she intends to find out by iterating

the above procedure. More explicitly, by applying the Deutsch-Jozsa algorithm [73], Alice

could achieve her goal in a single correspondence, while in classical computing 2n−1 + 1

enquiries would be required in the worst case scenario, which includes f being a constant

and hence reaching this conclusion after evaluating just over half of the legitimate inputs.

The best case scenario in classical computing may occur when f is balanced and its first

two evaluations output different values. The Deutsch-Josza algorithm was further improved

by Cleve, Ekert, Macchiavello and Mosca in [60], by having a 100% probability of success.

The same authors introduced the quantum phase estimation algorithm in [60], which was

experimentally implemented by Zhou et al. [61] in 2012.

In 1994 Shor proposed a number of algorithms for quantum computation [74], such as

for example a quantum algorithm conceived for integer factorization [75]. Furthermore,

Shor introduced the concept of the Quantum Fourier Transform (QFT) [74]. A range

of techniques for constructing unitary transformations in the form of matrices, which are

used for describing the time-domain evolution of any quantum system, i.e. its consecutive

states as a function of time were also presented. In 2012, Mart́ın-López et al. managed

to experimentally implement Shor’s factoring algorithm designed for factoring the number

21 [78]. During the same year, Xu et al. by following a different approach of realizing a

quantum system succeeded in factoring the number 143 [79].

Going back to 1994 once again, Simon managed to solve a black-box problem by using

on the order of O(n) queries to the black box, compared to the optimal classic algorithm,

which uses Ω(2n/2) queries for the same task [80]. The black box Uf implements a function

f : {0, 1}n → {0, 1}n, which constitutes the input to the problem and has the property that

f(x) = f(y) if and only if x = y or x ⊕ y = s, for some s ∈ {0, 1}n, where x, y ∈ {0, 1}n.

Simon’s algorithm succeeds in finding this s that satisfies the function’s above-mentioned

property.

In the mid 1990’s the field of quantum-domain search and quantum-assisted optimiza-
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tion of intelligent computational systems started gaining substantial momentum based on

the Deutsch-Jozsa algorithm [73] and Shor’s factoring algorithm [74]. The quantum al-

gorithms touched upon are summarized in Table 1.1. The rest of this section continues

by introducing the quantum search algorithms along with their applications in the field of

wireless communications. Nevertheless, this does not limit the applications of the quan-

tum algorithms, since at the time of writing substantial research efforts are devoted into

quantum-based communications, where quantum information is conveyed over quantum

channels [81–83], with particularly attractive applications in the field of optical communi-

cations [84, 85].

1.3.1 Origins and Applications of Quantum Search Algorithms

In 1996 Grover proposed a quantum mechanical algorithm for performing quantum search

in an unsorted classical database [49, 50]. Grover’s QSA finds the index of the desired entry

in the classical database, assuming that the desired value appears only once in the classical

database, or, in other words, when there is only one solution in the classical database. Dur-

ing the same year, Boyer, Brassard, Høyer and Tapp (BBHT) in [51] generalized Grover’s

QSA to the case, where the desired value appears in more than one entry in the classical

database. In the same paper, they proposed the BBHT algorithm, which yields the index

of an entry having the desired value, provided that the number of identical desired entries

is unknown a priori. Furthermore, they derived a closed-form mathematical expression

for quantifying the success probability of Grover’s QSA in identifying the desired entry.

Grover’s QSA is essentially an amplitude amplification process that allows the retrieval

of the desired search outcome after a specific number L of tentative evaluations in the

classical database [48]. The computational complexity of searching an unsorted classical

database of size N by employing classical computing is O(N), whereas by using Grover’s

QSA is O(
√
N).

In July of 1996 Dürr and Høyer proposed the DHA for finding the minimum entry

in a classical database with ∼100% success probability, based on the BBHT QSA [52].

Furthermore, Bennett et al. in [86] proved that Grover’s QSA is asymptotically optimal,

by formally showing that there exists no quantum algorithm that can satisfy the search

problem in fewer than O(
√
N) computational steps. In 1997, Zalka provided the mathe-

matical proof that Grover’s QSA is optimal in terms of maximizing the success probability

of obtaining the index pointing to an entry having the desired value [87].

In 1998, Brassard, Høyer and Tapp proposed the Quantum Counting Algorithm (QCA)

based on Grover’s QSA and Shor’s quantum algorithms in [59]. The concept of QCA was

conceived by the same authors in [51]. The QCA is capable of providing the number of

entries in a classical database that are equal to the desired value, or, in other words, the

number of solutions in the database. The QCA may be viewed as an amplitude estima-

tion process, which is capable of estimating the number of desired entries in the classical

database [48].

In 1999, Ahuja and Kappor also presented a similar QSA to the DHA that was capable of
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Table 1.2: Major contributions to Quantum Search Algorithms (QSA) with their applications

Year Author(s) Contribution

1996 Grover [49, 50] Grover’s Quantum Search Algorithm (QSA): A quantum me-
chanical algortihm performing quantum search in an unsorted
classical database.

Boyer et al. [51] Showed a closed form for calculating the success probability of
Grover’s QSA and proposed an algorithm based on Grover’s
QSA where the wanted searched number appears more than
once and also an unknown number of times in the database.

Dürr and Høyer [52] Dürr-Høyer Algorithm (DHA): Proposed a quantum algorithm
for finding the minimum entry in an unsorted database.

Bennett et al. [86] Showed that Grover’s QSA is asymptotically optimal.

1997 Zalka [87] Proved that Grover’s QSA is exactly optimal, in terms of pro-
viding the maximum possible probability of obtaining the so-
lution.

1998 Ventura and Martinez [88] Presented the concept of Quantum Associative Memory based
on Grover’s QSA.

Brassard et al. [59] Proposed the Quantum Counting Algorithm (QCA) based on
Grover’s QSA and Shor’s factoring algorithm.

1999 Long et al. [89] Proposed a generalized Grover’s QSA by replacing the quan-
tum circuit’s unitary operators with arbitrary ones.

Ahuja and Kapoor [90] Presented a QSA similar to the DHA of [52] for finding the
maximum entry in a database.

2000 Hogg [91] Presented a heuristic quantum algorithm that finds the mini-
mum by exploiting the correlation of the database entries.

Brassard et al. [48] Introduced the Quantum Amplitude Amplification (QAA) and
Quantum Amplitude Estimation (QAE) concepts, along with
a modified Grover’s QSA that finds the solution with 100%
probability.

2002 Imre and Balázs [57, 58] Proposed a Quantum Multi-User Detector (QMUD) employing
the QCA of [59].

2003 Shenvi et al. [92] Proposed a quantum random walk search algorithm on graphs,
having a similar approach as Grover’s QSA [50].

2004 Imre and Balázs [93] Presented a generalized Grover’s QSA with a single application
of the generalized Grover’s operator.

2006 Zhao et al. [94] Suggested improvements to the Grover’s QSA-based MUD of
[57].

2007 Imre [95] Introduced Quantum Existence Testing (QET) based on QCA
of [59] and proposed an algorithm searching for extreme values
in an unsorted database based on QET.

2008 Malossini et al. [96] Presented a Quantum Genetic Optimization Algorithm
(QGOA) where the parent selection is based on the DHA
of [52].

2011 Li [97] Proposed a detection scheme for MIMO-OFDM systems based
on the QCA of [59].

Brassard et al. [62] Proposed a quantum algorithm that finds the mean of a func-
tion inspired by the QCA of [59] and presented an application
of it which finds the median of a function.
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finding the maximum entry in a database [90]. During the same year, Long et al. introduced

the generalized version of Grover’s QSA by using arbitrary unitary operators and phase

rotations in Grover’s quantum circuit [89], replacing Grover’s proposed operators [49]

When considering applications, where the entries of the database are related to each

other, Hogg presented a heuristic QSA [91], which manages to find the specific index

that corresponds to the minimum entry. Since this quantum algorithm is heuristic and

application-based, no theoretical limits were provided. Then, Brassard et al. proposed

a modification in the last part of Grover’s QSA in order to successfully conclude the

search with 100% probability [48]. In 2002, Imre and Balázs proposed an MUD scheme

for a DS-CDMA system employing the QCA [57, 58]. The main process relies on creating

symbol-specific quantum databases containing all the potential faded and noise – as well

as interference – contaminated received signals corresponding to each user’s hypothesized

transmitted symbol and then aims for finding the transmitted symbol of each user relying

on the QCA. If the faded and noise – as well as interference – contaminated received signal

appeared in one of the symbol-specific databases, then the specific information symbol this

database was constructed on is the most likely symbol to have been transmitted by the

corresponding user.

In 2003, Shenvi et al. proposed a quantum random-walk search algorithm applied on

graphs [92]. In 2004, Imre and Balázs generalized Grover’s QSA, where arbitrary unitary

operators are employed and only a single iteration of the Grover operator is applied [93].

Furthermore, Imre proposed the Quantum Existence Testing (QET) algorithm [44, 95] for

replacing the QCA in the above-mentioned QMUD algorithm. The difference between the

QCA and the QET algorithm is that the QET shows whether the faded and noise – as well as

interference – contaminated received signal associated with a specific legitimate transmitted

symbol does or does not exist in the quantum database. However, this is achieved without

providing any information about the number of occurrences. By contrast, the QCA provides

an estimate of the number of solutions in the database. Since in the QMUD proposed in [57]

the knowledge required is the existence or non-existence of a solution in the databases, the

QET is sufficient and less computationally complex. Moreover, Imre proposed a quantum

algorithm for finding an extrinsic value in an unsorted database in [95], provided that

the desired value was an integer number and that its approximate range was known a

priori. In [94], Zhao et al. proposed the concept of a QMUD based on Grover’s QSA [50]

and Imre’s previously proposed QMUD [57]. The main concept was to create a single

quantum database for all users, containing the CF evaluations of all the legitimate multi-

level symbols that might have been transmitted, and then to perform quantum search for

finding the minimum entry in it.

Malossini et al. employed the DHA for creating a Quantum-assisted Genetic Optimiza-

tion Algorithm (QGOA) [96] that has a performance similar to that of the classical GA, but

this is achieved at a lower computational complexity. Briefly, the GAs typically carry out a

random-guided search across a large search-space with the goal of finding the desired entry

associated with a CF maximum/minimum, while visiting only a fraction of the legitimate

entries. In 2011, Li et al. proposed a quantum detection scheme for MIMO-OFDM systems
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by employing Grover’s QSA [97]. Similarly to the QMUD algorithm proposed in [94], a

quantum database is created by including evaluations of the CF used for classical detection

in MIMO systems for all the possible legitimate inputs. A quantum algorithm based on

Grover’s QSA is then employed for finding the minimum of the CF in the resultant quantum

database. Brassard et al. proposed in [62] the QMA, which finds the mean of a function

with a predefined precision. In the same paper the authors presented an application of the

QMA for approximating the median of a function. The major contributions in the field of

quantum search along with their applications are summarized in Table 1.2. Figure 1.6 sum-

marizes the main contributions in quantum search algorithms, including their applications

in the detection problems of wireless systems.

1.4 Fundamentals of Quantum Computing

In classical communications the smallest unit of information is the bit, which assumes

binary values from the set {0, 1}. Its quantum-domain counterpart is the quantum bit or

qubit, which is denoted as |q〉, where |·〉 is termed as a ket [100]. A unique and rather

unusual feature of the qubit is that apart from assuming the classical {0, 1} states, it may

also assume the superposition of them, as encapsulated in:

|q〉 = a|0〉+ b|1〉, (1.1)

where we have |a|2 + |b|2 = 1, with a, b ∈ C. If either a = 0 or b = 0, then we have |q〉 = |1〉
or |q〉 = |0〉, respectively. If neither a nor b is equal to 0, then the qubit is in a superposition

of states, implying that it is in both states at the same time, until this somewhat strange

state is perturbed by external interference, such as an attempt to “measure” or observe

it. The probability of finding a qubit being in the state |0〉 after observing it is |a|2 and

in state |1〉 is |b|2. One of the physical interpretations of a qubit was elegantly illustrated

by Brassard in [101] by presenting a scenario where an atom with an electron orbiting on

the ground state receives half the needed energy to excite it to a higher energy level orbit.

|1〉

|0〉

a|0〉+ b|1〉

Figure 1.7: An atom with one electron orbiting around the nucleus having two legitimate energy
levels (solid orbits). Quantum mechanics allow the electron to be in an arbitrary
superposition of these two energy levels (dashed orbit), but when it is observed it may
only be found in one of the two legitimate orbits.
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The atom with the two allowed energy levels that the electron can occupy is presented in

Figure 1.7. Quantum mechanics do not allow the electron to be observed in an intermediate

state, even though it is simultaneously in both the excited and ground state.

The non-intuitive phenomenon of quantum mechanics may be better appreciated by

imagining a coin spinning within a black box. Until it settles down and someone opens the

box to observe it, it is considered as being 50% “Heads” and 50% “Tails”, simultaneously.

Hence the state of a spinning coin may indeed be deemed to be a superposition of states

and its state may be described by

|q〉 = a|0〉+ b|1〉 =
1√
2
|0〉+

1√
2
|1〉, (1.2)

where |0〉 = “Heads” and |1〉 = “Tails”, while |a|2 + |b|2 = 0.5 + 0.5 = 1.

When the spinning coin settles down and an observer approaches it, there is an |a|2 = 0.5

probability of observing the “Heads” side of it and |b|2 = 0.5 probability of observing its

“Tails” side. When an “observation” reminiscent of observing the spinning coin takes place

in a quantum system, the observed qubits “collapse” to a classical state according to the

so-called Copenhagen interpretation [70], where this classical state is the observed one. In

our example, if the coin is observed to be in the |0〉 state, naturally it will remain in this

state, until an operation is applied to it. In a quantum communication system, a qubit’s

state is decided to be in a specific classical state upon its observation. According to the

No-Cloning Theorem [43], a qubit being in an unknown, unobserved state cannot be copied,

which is in contrast to the case of classical bits, which represent known, observed states.

A qubit |x〉 = ax|0〉+ bx|1〉 may also be interpreted as a vector on a unit sphere, termed

as the Bloch sphere [43], where the positive z-axis represents the state |0〉 and the state |1〉
is mapped to the negative z-axis, as depicted in Figure 1.8. The relationship between the

angles ϑx, ϕx and the quantum state’s amplitudes ax and bx is

ax = cos

(
ϑx
2

)
, bx = eiϕx sin

(
ϑx
2

)
, (1.3)

where 0 ≤ ϑx ≤ π and 0 ≤ ϕx < 2π. From Equation 1.3, we may conclude that ax ∈ R+
0

and bx ∈ C. The quantum amplitude ax of |0〉 may always be made real by applying a

global phase rotation to the qubit, without essentially changing its quantum state [43]. A

qubit in the quantum state |q〉 = a|0〉+b|1〉 with a, b ∈ R has ϕq = 0 and ϑq = 2 cos−1(a) =

2 sin−1(b), as illustrated in Figure 1.8.

1.4.1 Composite Quantum Systems

Naturally, a quantum system may involve several qubits. For instance, a two-qubit state

in a superposition of equiprobable states is described by

|q〉 = a0|00〉+ a1|01〉+ a2|10〉+ a3|11〉,
3∑

i=0

|ai|2 = 1 (1.4)
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|1〉

|x〉

ϕx

|0〉

1√
2
|0〉+ j 1√

2
|1〉

H|1〉 = |−〉 = |0〉−|1〉√
2

|q〉

ϑq

ϑq

H|0〉 = |+〉

=
|0〉+ |1〉√

2 Rπ/2|q〉

ϑx

Figure 1.8: Geometrical representation of a qubit |x〉 = ax|0〉 + bx|1〉 = cos
(
ϑx

2

)
|0〉 +

ejϕx sin
(
ϑx

2

)
|1〉 with ax ∈ R, bx ∈ C, 0 ≤ ϑ ≤ π and 0 ≤ ϕ < 2π on the

Bloch sphere, along with the computational basis {|0〉, |1〉}, the sign basis {|+〉, |−〉}
and the Hadamard H operator. The rotation Rπ/2 operator is applied on a qubit

|q〉 = a|0〉+ b|1〉 = cos
(
ϑq

2

)
|0〉+ ejϕq sin

(
ϑq

2

)
|1〉 with ϕq = 0 and hence a, b ∈ R.

where again, the square of the coefficients represents the probability of finding the two-qubit

register in the corresponding state upon its observation.

A 3-qubit quantum system in a superposition of states may be described as

|q〉 =
1

2
√

2
|000〉+

1

2
√

2
|001〉+

√
3

2
√

2
|100〉+

√
3

2
√

2
|101〉, (1.5)

where we have a2 = a3 = a6 = a7 = 0 and
23−1∑
i=0
|ai|2 = 1. In practice, a specific scenario

where this system may be found in this particular superposition of states is when unitary

operators have been applied to the three qubits, which alter their state.

In this example, the second qubit is in the state |0〉, since the probability of finding it

in |1〉 is zero. The third qubit can be considered to be in the superposition of equiprobable

states, i.e. |q3〉 = 1√
2
|0〉+ 1√

2
|1〉, since the probability of observing it in either of the states

is the same according to Equation 1.5. Finally, the first qubit may be considered to be in

the state of |q1〉 = 1
2 |0〉+

√
3

2 |1〉, indicating a probability of 75% to retrieve |0〉 and 25% to

observe |1〉. Hence, Equation 1.5 is derived by

|q〉 =|q1〉|q2〉|q3〉

=

(
1

2
|0〉+

√
3

2
|1〉
)
|0〉
(

1√
2
|0〉+

1√
2
|1〉
)
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=
1

2
√

2
|000〉+

1

2
√

2
|001〉+ 0|010〉+ 0|011〉+

√
3

2
√

2
|100〉+

√
3

2
√

2
|101〉+ 0|110〉+ 0|111〉. (1.6)

This system’s state can be equivalently represented in a vectorial form as

|q〉 =

[
1

2
√

2
,

1

2
√

2
, 0, 0,

√
3

2
√

2
,

√
3

2
√

2
, 0, 0

]T
. (1.7)

For an arbitrary n-qubit register, its state may be denoted as

|q〉 = [a0, a1, a2, . . . , a2n−2, a2n−1]T ,
2n−1∑

i=0

a2
i = 1, (1.8)

where |a2|2 is the probability of observing the system in the state |2〉 = |010〉 and |aj |2
is the probability of observing the system in the state |j〉, with j = 0, 1, . . . , 2n − 1. The

formulation in Equation 1.8 will be used in algebraic manipulations in the following discus-

sions. The states |0〉 and |1〉, that an 1-qubit system can be found in, may be represented

in vectorial form as

|0〉 =




1

0


 , |1〉 =




0

1


 . (1.9)

The Hermitian counterpart of Equation 1.8 is referred to as a bra [100] and it is denoted

as

〈q| = |q〉† = [a∗0 a
∗
1 a
∗
2 . . . a∗2n−2 a

∗
2n−1],

2n−1∑

i=0

|a∗i |2 = 1, (1.10)

where the superscript † denotes the conjugate transpose of |q〉. It may be readily verified

that the inner product obeys 〈q||q〉 = 〈q|q〉 = 1 and the outer product becomes:

|q〉〈q| =




|a0|2 a0a
∗
1 · · · a0a

∗
2n−1

a1a
∗
0 |a1|2 · · · a1a

∗
2n−1

...
...

. . .
...

a2n−1a
∗
0 a2n−1a

∗
1 · · · |a2n−1|2




. (1.11)

1.4.2 Evolution of Quantum Systems

Unitary operators are employed to evolve a quantum system, altering the amplitude of its

superposition of states ai, but keeping the sum of the probabilities for the system to be

observed to one of the superimposed states, to unity. An operator U is a unitary operator

if it obeys U−1 = U †, where the superscript † denotes the conjugate transpose or the

Hermitian adjoint matrix of U . Since a quantum system may be described by its quantum
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state |q〉, the application of a unitary operator will transform it into the quantum state |q′〉
as in

|q′〉 = U |q〉. (1.12)

Two unitary operators that will be employed in our QMUD are the Hadamard operator

H and the Rotation operator Rθ [43], with their one-qubit matrix representations being [43]:

H =
1√
2




1 1

1 −1


 , Rθ =




cos θ − sin θ

sin θ cos θ


 . (1.13)

Their effect may be interpreted as in Figure 1.9, where Rθ rotates |q〉 by θ anti-clockwise on

the unit circle, while H creates an equiprobable superposition of the computational basis

states, as encapsulated in

|0〉 H−→ 1√
2

(|0〉+ |1〉) (1.14)

|1〉 H−→ 1√
2

(|0〉 − |1〉). (1.15)

The representation of a quantum state portrayed in Figure 1.9 is only applicable when

b ∈ R. Comparing it to the portrayal of the quantum state as a vector on the Bloch sphere,

we may conclude that the plane consisting of the computational basis {|0〉, |1〉} and the

sign basis {|+〉, |−〉} on the Bloch sphere is mapped to the right half circle of Figure 1.9.

In the case where a rotation operator Rθ results in the quantum state’s vector lying on the

left-hand plane in Figure 1.9, the resultant quantum state may be equivalently represented

by applying a rotation gate associated with θ = π. The application of a rotation gate with

θ = π does not affect a quantum state, since it may be considered as applying a global

phase to it, which is unobservable [43]. For example, the unitary rotation gate Rπ/2 applied

to |q〉 = a|0〉 + b|1〉 in Figure 1.8 and Figure 1.9 results in the state Rπ/2 = −b|0〉 + a|1〉,
which is equivalent to the state |q′〉 = −(b|0〉−a|1〉) = ejπ(b|0〉−a|1〉). The quantum states

|1〉

|0〉
a

−|1〉
H|1〉 = |−〉 = |0〉−|1〉√

2

−|0〉

H|0〉 = |+〉 = |0〉+|1〉√
2

Rπ/2|q〉

|q〉 = a|0〉+ b|1〉
a+b√

2

a−b√
2π

b

|q′〉

ϑq/2

Figure 1.9: Geometrical interpretation of a qubit |q〉 = a|0〉+ b|1〉 with a, b ∈ R, on the computa-
tional basis {|0〉, |1〉} and the sign basis {|+〉, |−〉}, along with the Hadamard H and
rotation Rπ/2 operators.
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H|x〉 H|x〉

X|x〉 X|x〉 Z|x〉 Z|x〉

Rθ|x〉 Rθ|x〉

Y|x〉 Y |x〉

Figure 1.10: The circuit representation of the Hadamard operator, the rotation operator, the
Pauli-X (NOT ) gate, the Pauli-Y gate and the Pauli-Z gate.

Rπ/2|q〉 and |q′〉 on the Bloch sphere of Figure 1.8 are represented by the same vector, since

the amplitude of |0〉 has to be real and non-negative.

The Pauli-X, Pauli-Y and Pauli-Z operators, commonly referred to as Pauli matri-

ces [43], are popularly used single-qubit operators. More precisely, the Pauli-X gate is

the equivalent operator of the NOT gate and rotates the qubit around the X-axis of the

Bloch sphere by π radians. Similarly, the Pauli-Y and Pauli-Z operators rotate the in-

put qubit with respect to the Y-axis and Z-axis, respectively, by π radians. The matrix

representations of the Pauli gates are

X =




0 1

1 0


 , Y =




0 −i

i 0


 , Z =




1 0

0 −1


 . (1.16)

The block representation of the Hadamard gate, the rotation operator and the Pauli gates

is presented in Figure 1.10.

In contrast to H, Rθ and the Pauli gates, the Controlled-NOT (CNOT ) operator [43]

acts on two qubits jointly forming a Quantum Register (QR)3, with the first qubit |c〉 being

the control qubit and the second qubit |t〉 the target one. More specifically, if |c〉 = |1〉,
then the state of |t〉 is flipped, otherwise it remains intact, as encapsulated in

|c〉|t〉 CNOT−−−−→ |c〉|c⊕ t〉. (1.17)

The circuit representation of the CNOT operator is depicted in Figure 1.11. The truth

table of the CNOT operator is presented in Table 1.3 and its matrix representation is

CNOT =




1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0




. (1.18)

The QD unitary operator Uf does not have a classical counterpart and it is capable

of evaluating the function f with the input qubits simultaneously representing multiple

3A QR is formed by any number of qubits and it exists only to underline the purpose of a set of qubits.
The state of a two-qubit QR may be equivalently represented as |q1〉 ⊗ |q2〉 ≡ |q1〉|q2〉 ≡ |q1q2〉.
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|c〉
|t〉 |c⊕ t〉
|c〉

Figure 1.11: The circuit representation of the CNOT gate.

Table 1.3: Truth table of the CNOT gate

Input Output

c t c t

0 0 0 0

0 1 0 1

1 0 1 1

1 1 1 0

arguments of the function, which is achieved by taking advantage of the superposition of

states. More explicitly, it accepts two QRs as inputs, with the first QR |x〉 containing the

argument, while the second QR is formed by the specific number of bits Z that we desire

the function’s evaluation to be approximated in. This second QR is initialized to the all-

zero state |0〉⊗Z4, as depicted in Figure 1.12, where the numeric kets subscripts distinguish

the QRs employed. Assuming n qubits in the QR |x〉1 = H|0〉⊗n1 and having initialized

it in an equiprobable superposition of states by applying a Hadamard gate, the system’s

quantum state before the application of Uf would be

|ψ1〉 = |x〉1|0〉⊗Z2 = H|0〉⊗n1 |0〉⊗Z2

=




2n−1∑

q=0

1√
2n
|q〉1


 |0〉⊗Z2

=

2n−1∑

q=0

(
1√
2n
|q〉1|0〉⊗Z2

)
, (1.19)

where the integer values in q correspond to their respective binary values as for example

in |q〉 = |5〉 = |101〉. The unitary operator Uf will evolve the system into

|ψ2〉 = Uf

2n−1∑

q=0

(
1√
2n
|q〉1|0〉⊗Z2

)

=

2n−1∑

q=0

(
1√
2n
|q〉1|f(q)〉2

)
. (1.20)

The Uf operator creates a strange connection between the two QRs. If only the first QR

shown in Figure 1.12 is observed in the QD and |x〉1 = |0〉1 is obtained, then the second

QR seen in Figure 1.12 will be in the |f(0)〉2 state with 100% probability. Similarly, if we

4The Z-element tensor product is defined as: |0〉⊗Z = |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉︸ ︷︷ ︸
Z

= |0〉|0〉 . . . |0〉︸ ︷︷ ︸
Z

= |00 . . . 0〉︸ ︷︷ ︸
Z
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|x〉1 |x〉1

|f(x)〉2|0〉⊗Z
2

Uf

Figure 1.12: Unitary operator Uf entangling the f evaluations with the corresponding input ar-
gument. The subscripts of the kets are used to distinguish the QRs throughout a
circuit analysis.

|t〉

|c2〉

|c1〉 |c1〉

|c2〉

|c1c2 ⊕ t〉

Figure 1.13: The circuit representation of the Tofffoli gate.

have |f(x)〉2 = |f(1)〉2 after an act of QD observation, then we have |x〉1 = |1〉1 with 100%

probability. This peculiar connection is referred to as entanglement, as detailed in [43].

Any classical circuit may be converted to an equivalent circuit in the QD by using

the unitary operators H, Rθ and CNOT [43]. Additionally, any classical circuit may

become reversible in the QD in the sense defined in [43] with the aid of the Toffoli gate,

or equivalently by using the Controlled-Controlled-NOT (CCNOT ) gate, and auxiliary

qubits [43]. The circuit representation of the Toffoli gate is presented in Figure 1.13, which

accepts two control qubits and flips the state of the target qubit, if and only if both control

qubits are in the state |1〉. The matrix representation of the Toffoli gate is [43]:

CCNOT =




1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 0




. (1.21)

Figure 1.14 shows a variation of the CNOT and the Toffoli gates, where the controlled

operation is performed on the target qubit if the control qubits are in the |0〉 state. This

variation is equivalent to passing the control qubits through a NOT gate before performing

the original CNOT or Toffoli gate operation, as presented in Figure 1.14.

The implementation of Uf will be based on the QD equivalent of the classical circuit

that computes f : {0, 1}⊗n → {0, 1}⊗Z . The time required for a single application of Uf

compared to that for a single classical evaluation of f will depend on the technology used

for creating Uf . In our analysis we will assume that these times are equal, since the same
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|c̄1c̄2 ⊕ t〉|t〉

X

X

|c2〉

|c1〉

|t〉 |c̄1c̄2 ⊕ t〉

|c2〉

|c1〉

X

|c2〉

|c1〉 |c1〉

|c〉|c〉

|t〉

|c2〉 ≡

|c̄⊕ t〉

|c〉 |c〉

|t〉 |c̄⊕ t〉
≡

Figure 1.14: Variation of the CNOT and Toffoli gates, where the controlled operation is performed
if the control qubits are in the |0〉 state.

has been assumed in the literature [49, 51, 52].

1.4.3 Measurement of Quantum States

When stating the terms of “measurement” or “observation”, so far we have been referring

to measurements with respect to the computational or standard basis {|0〉, |1〉}. If an 1-

qubit quantum system is observed, its state after the measurement would be either |0〉 or

|1〉, depending on the observation’s result. However, measurements may be performed in

a diverse base. In fact, the number of different bases that a qubit may be observed in

is infinite [43]. A commonly used alternative basis the qubit may be measured in is the

Hadamard or sign basis {|+〉, |−〉} portrayed in Figure 1.8 and Figure 1.9, where we have:

|+〉 =
1√
2
|0〉+

1√
2
|1〉 (1.22)

|−〉 =
1√
2
|0〉 − 1√

2
|1〉. (1.23)

The specific reason for using a particular basis depends on the application. For example, if

the intention of the observation is to determine which specific part of the Cartesian plane

the qubit |q〉 = a|0〉 + b|1〉 lies on, then a measurement on the Hadamard basis would

resolve whether we have a · b > 0 or a · b < 0, hence again determining the particular

part of the plane the qubit exists on. By contrast, if an observation was made on the

computational basis for the same purpose, then the resultant state would be mapped to

one of the coordinate axes seen in Figure 1.8 and Figure 1.9, hence providing us with no

particular clue as to its quadrant.

The representation of a qubit |q〉 on the computational basis is |q〉 = a|0〉 + b|1〉. In

order to convert its representation to the sign basis, we exploit the fact that

|0〉 =
|+〉+ |−〉√

2
(1.24)

|1〉 =
|+〉 − |−〉√

2
. (1.25)
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Hence, the same qubit may be represented in the sign basis as

|q〉 =
a+ b√

2
|+〉+

a− b√
2
|−〉 (1.26)

and the probability of getting the state |+〉 or |−〉 after a potential observation on the

Hadamard basis is |a+b|2
2 and |a−b|

2

2 , respectively. If the observation’s outcome is |+〉, then

the state of the system after the observation will be |+〉 = 1√
2

(|0〉+ |1〉). Similarly, if the

observation’s outcome is |−〉, then the resultant system’s state will be |−〉 = 1√
2

(|0〉 − |1〉).

1.4.3.1 Partial Measurement of Quantum States

As far as a multiple-qubit system is concerned, the measurement procedure is similar to the

one analysed for a single-qubit system. For example, when considering a 2-qubit system, its

general quantum state is presented in Equation 1.4. As in any quantum system, a potential

measurement will only be able to reveal as many bits of information as the number of qubits

in the system. In the 2-qubit system considered a measurement of the two qubits would

yield the result |00〉 with probability |a00|2, or the state |01〉 with probability |a01|2 or in

general the bit string s ∈ {0, 1}2 with probability |as|2. The state of the quantum system

after the measurement would be |s〉.

However, it is possible to measure only a subset of the qubits that a quantum system

consists of by performing a partial measurement. Let us assume that in our example of a

2-qubit system we intend to observe only the second qubit. The probabilities of obtaining

the second qubit in the state of |0〉 or |1〉 are

Pq(x0) = Pq(00) + Pq(10) = |a00|2 + |a10|2 (1.27)

Pq(x1) = Pq(01) + Pq(11) = |a01|2 + |a11|2. (1.28)

In other words, the probability of obtaining the second qubit in the state of |0〉 upon its

measurement is equal to the probability of observing the full system in the states that have

the second qubit equal to |0〉.

The main difference of the partial measurement compared to the full measurement of

a quantum system lies in the gravity of the perturbation imposed on the system’s original

state and the resultant state. Following the same example, let us assume that the result

of the second qubit’s observation was |0〉. The new state of the system after the partial

measurement will include all the states that are consistent with the measurement’s specific

outcome. Hence we have

|qnew〉 = a00,new|00〉+ a10,new|10〉, (1.29)

where a00,new and a10,new are the new amplitudes of the legitimate remaining states. The

new amplitudes will be the normalized versions of the corresponding amplitudes of the
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original states before the measurement, resulting in

|qnew〉 =
a00|00〉+ a10|10〉√
|a00|2 + |a10|2

. (1.30)

Any following measurement of the second qubit in the new quantum state |qnew〉 will result

in the state |0〉 with 100% probability.

1.4.4 Entanglement

The new state after the partial measurement may be written as

|qnew〉 =

(
a00√

|a00|2 + |a10|2
|0〉+

a10√
|a00|2 + |a10|2

|1〉
)
|0〉

= (a00,new|0〉+ a10,new|1〉)⊗ |0〉. (1.31)

As seen in Equation 1.31, the resultant quantum system consisting of two qubits may

be decomposed in a way, where the composite quantum states are represented by the

tensor products of the qubits. Another example is the 3-qubit quantum state presented in

Equation 1.5 which may be decomposed as seen in Equation 1.6. The information that can

be gained by the decomposition of Equation 1.6 is that the first qubit of the system is in the

state 1
2 |0〉+

√
3

2 |1〉, regardless of the states the rest of the qubits are in. Similar knowledge

may be obtained for the second and third qubit. The quantum system is referred to as

being “unentangled”, if it is able to be decomposed i.e. it is decomposable.

However, this decomposition is not possible for every quantum state. Let us consider for

example the quantum state of a 2-qubit system, which is initially in the state |ψ0〉 = |00〉,
as seen in Figure 1.15. Once the first qubit passes through the Hadamard gate, the system’s

state becomes

|ψ1〉 = (H|0〉1)|0〉2

=

(
1√
2
|0〉1 +

1√
2
|1〉1

)
|0〉2

=
1√
2

(|00〉+ |10〉) . (1.32)

|ψ1〉|ψ0〉

Hadamard gate

|ψ2〉

CNOT gate

|0〉1

|0〉2

H

Figure 1.15: Quantum circuit for generating the entnagled Bell state 1√
2

(|00〉+ |11〉).
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When the two qubits pass through the CNOT gate, the first qubit |ψ1〉1 = 1√
2

(|0〉+ |1〉)
acts as the control qubit to the second qubit |ψ1〉2 = |0〉, which is the target qubit. The

transfer matrix of the CNOT gate relying on the first qubit acting as the control qubit

and the second qubit as the target qubit may be formulated as

CNOT =




1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0




. (1.33)

The final state of the system after passing it through the CNOT gate becomes:

|ψ2〉 = CNOT · |ψ1〉

=




1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0




· 1√
2




1

0

1

0




=
1√
2

[
1 0 0 1

]T

=
1√
2

(|00〉+ |11〉) . (1.34)

The resultant state |ψ2〉 = 1√
2
(|00〉+ |11〉) cannot be decomposed into a state representing

the first qubit and a state corresponding to the second qubit. This may be readily shown by

attempting to decompose |ψ2〉 into separate states. Let us assume that the state of the first

qubit is |ψ2〉1 = a10|0〉+ a11|1〉 and the state of the second qubit is |ψ2〉2 = a20|0〉+ a21|1〉.
The resultant composite system of these two qubits would become:

|ψ2〉1 ⊗ |ψ2〉2 = (a10|0〉+ a11|1〉)(a20|0〉+ a21|1〉)
= a10a20|00〉+ a10a21|01〉+
+ a11a20|10〉+ a11a21|11〉. (1.35)

In order for the state in Equation 1.35 to be equal to |ψ2〉, the amplitudes of |00〉 and |11〉
should be non-zero. This leads to a10, a11, a20, a21 6= 0. At the same time, the amplitudes

of |01〉 and |10〉 should be equal to 0, leading to either a10 = 0 or a21 = 0 and at the

same time a11 = 0 or a20 = 0. The latter constraints contradict the former ones, making it

impossible for the quantum state |ψ2〉 to be decomposed.

A system that is not possible to decompose to separate states corresponding to its

constituent qubits is termed as “entangled”. When one of the two qubits of the state |ψ2〉
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is observed, the outcome might be |0〉 with a probability of 1/2 or |1〉 with a probability of

1/2. If the outcome is 0, then a potential measurement of the second qubit will yield 0 with

a probability of 1. Symmetrically, if the outcome of the first qubit’s observation is 1, then

a measurement of the second qubit will surely result in 1. It seems that a connection exists

between these two qubits, relating them to each other, regardless of their spatial distance.

This non-intuitive relationship between two entangled qubits was referred to by Einstein

as a “spooky action in a distance” [102].

In fact, the state |ψ2〉 is one of the four Bell basis states, named after John S. Bell [43],

which are constituted by the following four entangled states

|Φ+〉 =
1√
2

(|00〉+ |11〉) (1.36)

|Φ−〉 =
1√
2

(|00〉 − |11〉) (1.37)

|Ψ+〉 =
1√
2

(|01〉+ |10〉) (1.38)

|Ψ−〉 =
1√
2

(|01〉 − |10〉). (1.39)

As for any other orthonormal basis defined over C4, a 2-qubit system may be measured

on the Bell basis. None of the states of the Bell basis can be decomposed to the separate

states constituted by each qubit.

1.5 Thesis Structure

Three quantum search algorithms that we will employ in our systems are investigated at

a tutorial-based pace in the context of their application as coherent hard-output QMUDs

in CDMA and SDMA communication systems in Chapter 2. The novel quantum weighted

sum algorithm is investigated in Section 3.4, while in Section 3.5 we present soft-input

soft-output QMUDs, which may be integrated in iterative receivers based on the quantum

algorithms considered. Furthermore, we evaluate their performance in DSS-aided Slow

SubCarrier Hopping (SSCH) SDMA-OFDM and MC-IDMA systems. Chapter 4 includes

novel quantum-assisted MSDDs designed for performing non-coherent multi-stream detec-

tion, where the knowledge of the CIRs is no longer required at the BS, albeit this imposes a

performance degradation. Finally, our conclusions are offered in Chapter 5. The flow chart

of the treatise’s structure is presented in Figure 1.16, and describes the quantum algorithms

that will be analysed, the QMUDs that are conceived by using these algorithms, as well as

the multiple access systems they are evaluated on.
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Figure 1.16: The quantum algorithms, QMUDs / QMSDDs and multiple access systems that will
be investigated in this treatise, in the respective chapters included in the parenthe-
ses. The connections between the quantum algorithms and the quantum-assisted
detectors indicate that these specific algorithms are the construction blocks of the
corresponding detectors. The QMUDs and QMSDDs are employed and tested in the
specific multiple access systems with which they are connected.



Chapter 2
Hard-Output Quantum-Assisted

Multi-User Detection

2.1 Introduction

In this Chapter, several quantum search algorithms will be investigated in the context of

Hard-Input Hard-Output (HIHO) multi-user detection in DS-CDMA and SDMA systems.

The minimization of a CF is frequently required in diverse sections of a communication sys-

tem, such as in detection and decoding at the receiver, in resource and power allocation, as

well as when determining the optimal routing path in large multi-hop networks. A specific

optimal HIHO MUD is constituted by the Maximum Likelihood (ML) MUD [103]. At the

same time, when iterative receivers are used, the definition of an optimization CF requires

further in-depth discussions. Specifically, in these cases, the summation of multiple CF

evaluations (CFE) is required for approaching the ultimate performance limit constituted

by the Soft-Input Soft-Output (SISO) Maximum A posteriori Probability (MAP) MUD.

The complexity of the optimal ML MUD [103] exhibits an exponential increase with

the number of users, which prohibits its employment when many simultaneous users are

supported by the system. Based on the superimposed constellations, the ML MUD exploits

the Euclidean distance of the legitimate multi-level symbols with respect to the received

multi-level symbol. Explicitly, the Euclidean distance is considered as the CF. In a sys-

tem supporting U users employing M -ary modulation, the ML MUD uses MU CFEs per

time slot, which become excessive when U and M are large. Hence reduced-complexity

solutions have been developed, such as the decorrelating and the Minimum Mean-Square

Error (MMSE) MUDs [104], the iterative linear MMSE MUD [105], as well as the succes-

sive interference cancellation aided detector [106] and the family of iterative interference

cancellers [107]. Following an approach, where the aim is to directly minimize the sys-

tem’s BER, the Minimum BER (MBER) detector was conceived [108, 109]. MUDs that

can be integrated into an iterative receiver, providing soft decisions for the decoder, while

accepting soft estimates from the decoder, have also been proposed [12, 110, 111].

32
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Even though the concept of the MUD was introduced due to the suppression of the MUI

in CDMA systems, it may be also applied in the uplink Multi-User Multiple-Input Multiple-

Output (MU-MIMO) systems, where multiple users transmit to a BS with MFAAs [7, 9].

When the separation of the users’ signals is performed depending on their unique, user-

specific Channel Impulse Responses (CIR), we refer to SDMA schemes [14–16]. Because of

the similarity between the CDMA uplink’s system model and that of the Space Division

Multiplexing (SDM)-aided uplink [41], the MUDs employed in the CDMA systems may also

be applied in the SDMA systems. The main difference is that in SDMA systems the users

are only separated by their CIR, in contrast to the CDMA systems where the users were

also separated according to a user-specific spreading code, but requiring more bandwidth.

Linear MIMO detectors include the Zero-Forcing (ZF) [112] and the MMSE [113] de-

tectors, which are less computationally complex than their non-linear counterparts but

experience a worse performance especially when the number of users supported is larger

than the number of antennas at the BS. Another example of linear MIMO detector is the

MBER detector [14, 109] employing the Least BER (LBER) algorithm [114] which selects

the multi-level symbols that minimize the system’s BER rather than the MMSE criterion.

The optimal non-linear HIHO MIMO detector is the ML MUD as in the case of CDMA sys-

tems. The extremely high computational complexity required by the ML MUD has resulted

in the invention of less complex near-optimal and sub-optimal non-linear detectors. An ex-

ample of a near-optimal detector is the tree search-based Sphere Detector (SD) [115–117]

which limits the search space based on a user-defined parameter –for example a maximum

value of a metric– and performs brute-force search at the remaining multi-level symbols like

the ML MUD. The Fixed-Complexity Sphere Decoder (FCSD) [118] employs the SD up to

a predetermined level and then the ZF detector takes over and determines the multi-level

symbol.

Bio-inspired heuristic algorithms have also been conceived for shrinking the search space

by performing a random-guided search, and are capable of near-optimal MUD. For ex-

ample, Genetic Algorithm (GA)-based MUDs have been proposed in [23, 111, 119–122].

Furthermore, an Ant Colony Optimization (ACO) algorithm-based MUD was proposed

for the uplink of a synchronous MFAA-assisted MC DS-CDMA system in [13], while its

soft-output version, termed as the multi-input-approximation (MUA)-assisted soft output-

ACO MUD, was presented in [63]. By exploiting the sheer power of Particle Swarm Op-

timization (PSO) algorithms, PSO-based MUDs were proposed in [123–125], while further

low-complexity suboptimal MUDs were presented in [126, 127]. Quantum-inspired MUDs

have also been proposed, adopting quantum-domain attributes in the classical domain.

Representative examples of quantum-inspired MUDs are the combinations of the heuristic

algorithms combined with quantum principles, such as the quantum PSO-based MUDs

of [128–131], the quantum GA-optimized neural network employed for signal detection

in [132], and the quantum GA-based MUDs of [128, 133, 134].

With the emergence of large-scale MIMO schemes [135–137] in combination with the

millimeter wave transmissions [17], which allows numerous antennas to be installed in a

compact space, we need yet optimal low-complexity detectors. The computational com-
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Figure 2.1: DS-CDMA system’s block diagram with BICM-ID, U users and quantum-assisted
multi-user detection in an iterative receiver. The matched filter provides an initial
estimate of the transmitted multi-level symbol.

plexity of the optimal ML MUD might be excessive for its implementation, while the

low-complexity MUDs tend to be suboptimal. For the sake of circumventing this design-

dilemma, low-complexity optimal QMUDs may be designed by exploiting the inherent

parallelism of quantum computing. In this chapter, as well as in the following one, we

conceive coherent QMUDs, therefore it is assumed that channel state estimation is taking

place; an assumption that may prove impractical in large-scale MIMO systems relying on

millimeter wave mobile communications. As a further advance, Chapter 4 presents non-

coherent HIHO and SISO QMUDs, for the sake of circumventing the problem of channel

state estimation in systems associated with hundreds of channels.

The communication systems, namely the DS-CDMA and SDMA systems, we will ap-

ply the proposed HIHO QMUD schemes in are presented in Section 2.2 and Section 2.3.

Section 2.4 introduces Grover’s Quantum Search Algorithm (QSA), the Boyer-Brassard-

Høyer-Tapp (BBHT) QSA and the Dürr-Høyer Algorithm (DHA), which are exploited in

our proposed QMUDs. The resultant computational complexity of the proposed QMUDs

applied to our DS-CDMA and SDMA systems are presented in their corresponding Sec-

tion. The design methodology of the HIHO DHA-aided QMUDs is analysed in Section 2.5.

Various DS-CDMA and SDMA systems are investigated in Section 2.6, where the achieved

performance of the proposed QMUDs is stated and the trade-off between performance and

computational complexity is investigated. Finally, our conclusions are offered in Section 2.7.

2.2 DS-CDMA System Overview

Bit-Interleaved Coded Modulation (BICM) with Iterative Decoding (ID) will be used in our

uplink communications system presented in Figure 2.1. The information bit stream {bu}
of each user is encoded into the stream {cu} by a convolutional encoder, which is passed

through pseudo-random bit-based interleavers. Then, the interleaved bits {iu} are spread

by the user-specific DS-CDMA sequences of the codebook C and are modulated onto the

symbols {xu}, which are transmitted over uncorrelated Rayleigh channels over T time slots.
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The channel matrix H is assumed to be perfectly estimated at the BS. Moreover, the DS-

CDMA codebook C = [c1, . . . , cU ] storing cu = [cu,1 . . . cu,SF ]T employed by the individual

users having a specific Spreading Factor (SF ) is known at the BS. On the other hand, the

thermal noise imposed at the receiver, along with the time delay introduced during the

propagation is unknown. However, since we assume non-dispersive Rayleigh fading, only

the noise levels are unknown.

The classical optimal MUD that accepts soft inputs and provides soft outputs is the one

that computes the bit Log-Likelihood Ratios (LLR) of every bit of every symbol of each

user. Let us consider a multi-user system supporting U users and employing an M -ary

modulation scheme. Omitting the time superscript, the Matched Filter’s (MF) outputs

during a single time slot are described by

y= CHCHx + CHn

= Rx + ñ, (2.1)

where y = [y1, . . . , yU ]T includes each user’s MF output during the same time slot, x =

[x1, . . . , xU ]T is the multi-level symbol, n = [n1, . . . , nSF ]T contains the complex-valued

thermal noise at the BS, where we have R = CHCH and ñ = CHn = [ñ1, . . . , ñU ]T .

2.2.1 Maximum A posteriori Probability MUD

The bit-based soft-metric computed by the MAP MUD is the a posteriori information of

the encoded, interleaved bits, which is presented in terms of the LLRs as [10]:

Lm,po

(
b(m)
u

)
= ln

P
(
b
(m)
u = 0|y

)

P
(
b
(m)
u = 1|y

)

= ln

[
∑

x∈χ(u,m,0)

p (y|x)P (x)

]
/p(y)

[
∑

x∈χ(u,m,1)

p (y|x)P (x)

]
/p(y)

, (2.2)

where the subscript u is the index of the specific user u ∈ {1, . . . , U} the bit belongs to,

the superscript m ∈ {1, . . . , log2(M)} denotes the index of the particular bit for which the

LLR is computed in the current symbol of the uth user, M is the size of the modulation

constellation, χ(u,m, v) is the set of multi-level symbols for which the [u log2(M) +m]th

bit is equal to v, P (x) is the a priori probability of the multi-level symbol x, p(y) is the

model’s likelihood, which reflects the Probability Density Function (PDF) of receiving y

as [10]:

p(y) =
∑

x

p (y|x)P (x), (2.3)
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and finally, p(y|x) is the CF, which represents the PDF of having received y, given that

the multi-level symbol x was transmitted [10]:

f(x) = p(y|x) =
1

σ
√

2π
exp

(
−‖y−Rx‖2 /2σ2

)
, (2.4)

where 2σ2 is the noise variance. Assuming the independence of the bits in a symbol, the a

priori symbol probability is equal to the product of the a priori bit probabilities that the

symbol was created from, i.e. we have

P (x) = P
(
b
(1)
1

)
· . . . P

(
b
(log2(M))
1

)
· . . . P

(
b
(log2(M))
U

)
. (2.5)

It should be noted that MU/2 CF evaluations are required in the summation in each of

the numerator and denominator of Equation 2.2.

The extrinsic LLRs are passed to the U Max-Log A Posteriori Probability (APP) de-

coders [10], which in turn feed the QMUD with symbol probabilities, given the received

channel-encoded soft sequence. These iterations are continued for a specific number of it-

erations. During the first iteration, or if the MUD is not part of an iterative procedure, as

in non-iterative BICM, all the symbols have equal a priori probabilities, since no extrinsic

information is available.

2.2.2 Maximum Likelihood MUD

When a HIHO MUD is employed, there are no iterations between the MUD and the U

Max-Log APP decoders. The optimal ML MUD finds the specific multi-level symbol xmax

that maximizes the CF in Equation 2.4 after

CMAP = CML =
MU

U · log2(M)
(2.6)

CFEs per bit and forwards it to the Max-Log APP decoders. Note that the number of

CFEs per bit is the same in the ML and MAP MUDs, when the CF values are stored

and reused during each MUD-decoder iteration. In this chapter we will propose HIHO

QMUDs and compare their performance to the ML MUD, as well as the MF, ZF and

MMSE detectors. In Chapter 3 we present SISO QMUDs that perform equivalently to the

optimal SISO MAP MUD, while requiring fewer cost function evaluations.

2.3 Spatial Division Multiple Access System Overview with

Multiple Antennas

The system model of an SDMA-MIMO system’s uplink is presented in Figure 2.2. Initially,

the information bit stream {bu}, u ∈ {1, 2, . . . , U}, of each user is encoded into the bit

stream {cu}. After interleaving, the resultant bit stream {iu} is modulated in the symbol
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Figure 2.2: Block diagram of an SDMA-MIMO system’s uplink supporting U users with a single
antenna each and P antennas at the BS. Quantum-assisted multi-user detection is
employed at the iterative receiver of the BS. The ZF detector provides an initial
estimate of the transmitted multi-level symbol and it may be replaced by the MMSE
detector for the same purpose.

stream {xu}. The users transmit their respective symbol stream simultaneously, each using

a single antenna. The users are also assumed to be physically separated, therefore the non-

dispersive uncorrelated Rayleigh channels initiating from different transmitting antennas

are assumed not to be correlated. At the BS, the received signal during a single time slot

may be described as

r = Hx + n, (2.7)

where r = [r1, r2, . . . , rP ]T includes the received signal at each of the receiver antennas,

H ∈ CP×U is the channel matrix containing the CSI of every channel, x = [x1, x2, . . . , xU ]T

is the transmitted multi-level symbol vector and n = [n1, n2, . . . , nP ]T contains the AWGN

imposed at each of the P antennas at the BS. The channel matrix H is assumed to be

perfectly estimated at the BS. Please note the similarity of the received signal at the

SDMA system with respect to that of the DS-CDMA system, where the only difference lies

on the DS-CDMA codebook C.

2.3.1 Maximum A posteriori Probability MUD

As in the case of MUDs in CDMA systems, the soft-input soft-output MUDs in the SDMA

scenario will calculate the a posteriori information of the encoded, interleaved bits presented

in terms of the LLRs as [10]

Lm,po

(
b(m)
u

)
= ln

P
(
b
(m)
u = 0|r

)

P
(
b
(m)
u = 1|r

)

= ln

[
∑

x∈χ(u,m,0)

p (r|x)P (x)

]
/p(r)

[
∑

x∈χ(u,m,1)

p (r|x)P (x)

]
/p(r)

, (2.8)
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where the subscript u is the index of the specific user u ∈ {1, 2, . . . , U} the bit belongs

to, the superscript m ∈ {1, 2, . . . , log2(M)} is the index of the particular bit the LLR is

computed for in the symbol of the uth user, M is the size of the modulation constellation

and χ(u,m, v) is the set of multi-level symbols x belongs to where the mth bit of the uth

user’s symbol is equal to v. Moreover, P (x) is the a priori probability of the multi-level

symbol x, which is equal to

P (x) = P
(
b
(1)
1

)
· . . . P

(
b
(log2(M))
1

)
· . . . P

(
b
(log2(M))
U

)
(2.9)

when the bits in a symbol are assumed to be independent, and p(r) is the model’s likelihood,

or, in other words, the PDF of receiving r which is equal to [10]

p(r) =
∑

x

p(r|x)P (x). (2.10)

Finally, p(r|x) represents the multi-level symbol-based CF, which in the SDMA-MIMO

system describes the PDF of receiving r given that the multi-level symbol x was transmit-

ted [10]

f(x) = p(r|x) =
1

(
σ
√

2π
)P exp

(
−‖r−Hx‖2 /2σ2

)
, (2.11)

where 2σ2 is the noise variance.

The extrinsic LLRs of each user’s bit stream are deinterleaved and passed to their

corresponding Max-Log APP decoder [10] where a soft estimate of the information bit

stream of each user is generated. If the number of iterations between the MUD and the

SISO decoder is greater than one, then the SISO decoder feeds the MUD with symbol

probabilities given the received soft sequence. The extrinsic LLRs provided by the decoder

become the a priori symbol probabilities for the MUD for the next MUD-decoder iteration.

2.3.2 Maximum Likelihood MUD

The optimal hard-output classical MUD is the ML MUD, which finds the multi-level symbol

xmax that maximizes the conditional PDF of Equation 2.11. The number of CFEs required

by the ML MUD is the same as the number of CFEs performed by the MAP MUD during

the first iteration and is equal to

CMAP = CML =
MU

U · log2(M)
. (2.12)

By comparing Equation 2.6 and Equation 2.12 we may conclude that the complexity of

the ML and MAP MUDs is independent of the multiple access system used. In fact, the

number of CFEs performed by the ML and MAP MUDs depends on the size of the search

space, which in turn depends on the constellation size M and exponentially increases with

the number of users U .

The QMUD in Figure 2.2 may receive as an input the signals of each receiver antenna



2.3.3. Zero-Forcing Detector 39

and an initial guess which may be random or provided by a simple linear detector, such as

the ZF or the MMSE detector, where the estimation of the multi-level symbol is performed

by multiplying the received signals r by a complex-valued weight matrix W as in

x̂ = WHr. (2.13)

Let us proceed by presenting the ZF and the MMSE detectors.

2.3.3 Zero-Forcing Detector

The ZF detector uses the inverse channel matrix WH = H−1 to detect the most likely

multi-level transmitted symbol x̂ as in

x̂ZF = H−1r

= H−1Hx + H−1n

= x + H−1n. (2.14)

Since the computation of the inverse of a complex-valued matrix may be computationally

complex, the pseudo-inverse channel matrix WH = H+ [138] may be used instead. More

precisely, depending on whether the number of receiver antennas is smaller or not than

the number of supported users in the system, the pseudo-inverse channel matrix may be

computed as in

H+ =





(
HHH

)−1
HH U ≤ P

HH
(
HHH

)−1
U > P

. (2.15)

The ZF detector ignores the effects of the amplified AWGN in Equation 2.14 hence its

performance is degraded. Nevertheless, it may serve as an initial input in our QMUD

which in many cases will be better than choosing a random one.

2.3.4 Minimum Mean Square Error Detector

The complex-valued weight matrix of the MMSE detector is chosen according to

W =
(
HHH +N0I

)−1
H, (2.16)

where N0 = 2σ2 is the noise power spectral density. It is applied to the received signals

according to

x̂MMSE =
(
HHH +N0I

)−1
HHr. (2.17)

The MMSE detector is expected to provide a better performance than the ZF detector

since it takes into account the noise statistics. However, in a rank-deficient scenario where

more users are supported in the system than the number of receiver antennas U > P , the

channel matrix H is rank-deficient and the presented linear detectors will fail to accurately
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estimate the multi-level symbol since they will try to estimate U streams by exploiting only

P equations. Once again, the MMSE detector’s estimate may be exploited by the proposed

QMUDs as an initial point for detecting the transmitted multi-level symbol.

2.4 Quantum Search Algorithms

For the case of providing further in-depth intuition we will proceed by investigating Grover’s

QSA [50], the BBHT QSA [51], the DHA [52] and the novel Early-Stopping DHA [2] in

the context of a simple DS-CDMA scenario supporting U = 2 users employing the Binary

Phase Shift Keying (BPSK) modulation scheme associated with M = 2 states. The channel

coefficients are assumed to be perfectly estimated and Gold spreading codes [11] are used

which have a spreading factor of SF = 31 chips. The CF evaluations in Equation 2.4 would

be f : {0, 1, 2, 3} → [0, 1] and the size of the search space is N = MU = 4, since we have

four possible two-bit combinations at the BS’s receiver. Let us assume that the CF outputs

are

[f(0), f(1), f(2), f(3)] = [0.24, 0.16, 0.38, 0.27] , (2.18)

which represent the PDF p(y|x) of receiving the signal y in Equation 2.1, given that the

4-level two-user signal x was transmitted. Due to the nature of the CF in Equation 2.4, the

smaller the Euclidean distance of a legitimate noise-free 4-level symbol from the actually

received faded and noise-contaminated signal y is, the higher its CF value. Hence, in our

scenario we may conclude that the 4-level symbol x = [1, 0]T is the most probable to have

been transmitted. Naturally, in real applications we can only draw this conclusion, once

we have computed all the possible CF values, hence facilitating an ML decision.

During our analysis of the QSAs, we will refer to the Quantum Register (QR) which

will contain the indices of our search problems as the Quantum Index Register (QIR). In

our scenario the QIR will consist of n = log2N = 2 qubits forming the four states |0〉, |1〉,
|2〉 and |3〉, corresponding to the legitimate 4-level symbols

x ∈
{

[0, 0]T , [0, 1]T , [1, 0]T , [1, 1]T
}
≡ x ∈ {0, 1, 2, 3} , (2.19)

respectively. The probabilities of observing each of these states will be evolving and chang-

ing as the QSAs proceed, as it will be detailed in Sections 2.4.1, 2.4.2, 2.4.3 and 2.4.4.

The parameters of the system considered are displayed in Table 2.1. An intuitive way of

illustrating the employment of the quantum search algorithms in our QMUDs is depicted

in Figure 2.3, where the BBHT QSA and Grover’s QSA are also included as a reference for

the DHA.

2.4.1 Grover’s Quantum Search Algorithm

The goal of Grover’s QSA is exactly the same as that of any classical search algorithm’s,

namely that of finding the index of the desired entries, provided of course that the desired
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Figure 2.3: The DHA employed in our QMUDs makes multiple calls to the BBHT QSA. Grover’s
QSA is not used, but it is included for completeness, since the BBHT QSA uses
the same Oracle O, but may even be capable of finding a solution with a ∼100%
probability, when the number of solutions is unknown. The QMUD is performed on a
subcarrier basis. The DHA processes the signals received at all the receive AEs on the
qth subcarrier, along with the channel estimates, the noise’s variance and the a priori
LLRs. After it completes its initial procedure, the DHA exchanges information with
a classical processing unit, which determines whether the DHA should or should not
be called again, while additionally determining its search space. Finally, the QMUD
outputs the calculated a posteriori LLRs.

Table 2.1: Parameters of the 2-User DS-CDMA System

Number of Users U = 2

Number of AEs per User NTx = 1

Number of AEs at the BS P = 1

Modulation BPSK M = 2

Channel Code Turbo Code, R = 1/2, 8 Trellis states

Spreading Codes Gold codes

Spreading Factor SF = 31

Normalized User Load UL = U ·NTx/SF = 2/31

Channel Estimation Perfect

CF outputs for the first symbol [f(0), f(1), f(2), f(3)] = [0.24, 0.16, 0.38, 0.27]

entry is indeed part of the database. It was shown in [50] that it succeeds in finding

the solution after O(
√
N) CF evaluations, in contrast to the optimal classical full-search

algorithms which succeed after O(N) calculations. Let us commence with an unrealistic

version of our scenario, namely where we assume that we know that δ = 0.38 appears in

the database as one of the CF evaluations and also that it is unique. In practice this is

unrealistic, because the CF value depends on the contaminating effects of random fading,

noise and interference. Employing Grover’s QSA we will determine the index xs that

corresponds to f(xs) = δ. Hence, we have S = 1 solution and N = 4 database indices.

In classical search algorithms, once the desired entry associated with the lowest Euclidean

distance was found, its index is readily observed and retrieved. In Grover’s QSA on the
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(b) Oracle operator
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(d) Second application

|x〉 O|x〉

O|x〉
|x1〉 = H⊗2P⊗2

0 H⊗2 · O|x〉 = G|x〉

O|x〉

G

|x1〉 = G|x〉
|x2〉 = G|x1〉 = G2|x2〉

Figure 2.4: Graphical representation of Grover operator’s G applications in our U = 2, M = 2
scenario with a unique solution S = 1 and N = MU = 4 entries. The colours
correspond to the rotations in Figure 2.8.

other hand, the process aims for maximizing the probability of observing the index in the

QIR xs. Each of the N indices is treated as a legitimate solution to the search problem. The

QIR should be initialized in a superposition of N equiprobable states, which is formulated

as:

|x〉 =

N−1∑

q=0

aq|q〉 =

N−1∑

q=0

1√
N
|q〉 =

3∑

q=0

1

2
|q〉, (2.20)

since there is no a priori “preference” for any of the legitimate solutions. The initialization

is performed with the aid of a two-qubit Hadamard gate H⊗2 and two qubits in the |00〉
state which may be described based on Equation 1.15 as:

|x〉 = H⊗2|00〉 = H|0〉H|0〉

=
1√
2

(|0〉+ |1〉) 1√
2

(|0〉+ |1〉)

=
1

2
|00〉+

1

2
|01〉+

1

2
|10〉+

1

2
|11〉

=
1

2
|0〉+

1

2
|1〉+

1

2
|2〉+

1

2
|3〉. (2.21)

The initial quantum amplitudes of the QIR |x〉 are depicted in Figure 2.4a which shows

the evolution of the quantum states in our scenario.
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Finding the highest-probability solution in the QIR is accomplished by the iterations

of Grover’s QSA as detailed below. A single iteration of Grover’s QSA is carried out by

applying a unitary operator G, referred to as the Grover operator to the QIR |x〉. The

operator’s circuit-based representation is shown in Figure 2.5, which consists of a unitary

operator termed as the Oracle, two Hadamard gates H exemplified in Equation 1.15, and a

controlled phase shift gate P0. The Hadamard gate creates a superposition of equiprobable

states, when applied to a state of the computational basis, |0〉 or |1〉. The controlled

phase shift gate P0 inverts the sign of all the input states except for the |0〉⊗n one. The

Hadamard gate, H⊗n = H⊗2, and the controlled phase shifter gate P⊗2
0 of Figure 2.5 obey

the following format

H⊗n =
1√
2



H⊗(n−1) H⊗(n−1)

H⊗(n−1) −H⊗(n−1)


 , H⊗0 = 1 (2.22)

P⊗n0 =




1 0 · · · 0

0 −1 · · · 0

...
...

. . .
...

0 0 · · · −1








(2n × 2n). (2.23)

In our scenario we have n = 2, hence the matrix representations of the Hadamard gate

H⊗2 and the controlled phase shift gate P⊗2
0 are:

H⊗2 =
1

2




1 1 1 1

1 −1 1 −1

1 1 −1 −1

1 −1 −1 1




(2.24)

P⊗2
0 =




1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1




, (2.25)

respectively.

2.4.1.1 The Oracle

The Oracle is capable of recognizing the legitimate solutions in the QIR by evaluating the

CF at this input. More explicitly, the Oracle’s task in Grover’s QSA is that of finding
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... H⊗n ... H⊗n

|−〉2

|x〉 → −|x〉
if |x〉 6= |0〉⊗n

|w〉2 = |−〉2

...
...

...





|x〉1
n qubits

Oracle

P⊗n
0

G

Figure 2.5: Grover operator’s quantum circuit including an Oracle, two n-qubit Hadamard gates
H and a controlled n-qubit phase shift gate P0.

and marking the specific index sought. The Oracle may be described algebraically by an

(N ×N)-element matrix with all the non-zero elements lying on its diagonal. Each of

the N elements on the diagonal of the Oracle-matrix represents a specific cell of the QIR.

The diagonal elements may assume the values of −1 or +1, depending on whether their

corresponding CF evaluation is deemed to be a legitimate solution or not, respectively.

Hence the format of the Oracle-matrix obeys

O =




±1 0 · · · 0

0 ±1 · · · 0

...
...

. . .
...

0 0 · · · ±1




. (2.26)

In our scenario, since the third index of the QIR, namely x = 2 is a solution to the search

problem, the Oracle will recognize this by comparing the corresponding entry f(2) = 0.38

to the desired value δ = 0.38 and the third element of the Oracle-matrix diagonal will be

set to −1. On the other hand, since the first state |0〉 is not deemed to be a solution,

because f(0) = 0.24 6= δ = 0.38, the first element of the Oracle’s diagonal is set to +1.

The second index x = 1 as well as the fourth index x = 3 are also not deemed to be

solutions since f(1) = 0.16 6= δ = 0.38 and f(3) = 0.27 6= δ = 0.38, respectively, resulting

to their corresponding positions on the diagonal of the Oracle-matrix to be set to +1 as

encapsulated in

O =




+1 0 0 0

0 +1 0 0

0 0 −1 0

0 0 0 +1




. (2.27)

Moving deeper into the Oracle’s operation, the Oracle’s workspace is described by a

single qubit, |w〉, initialized to the superposition of equiprobable states |w〉 = |−〉 = |0〉−|1〉√
2

.

This superposition of states is acquired by applying the Hadamard gate H to the state |1〉
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as described in

|w〉 = H|1〉 =
1√
2




1 1

1 −1


 ·




0

1




=
1√
2




1

−1


 =

1√
2

(|0〉 − |1〉) = |−〉. (2.28)

The Oracle will then map the N input states of the QIR |x〉 to

|x〉|w〉 O−→ |x〉|w ⊕ g(x)〉, (2.29)

where we have

g(x) =





1 if f(x) = δ

0 otherwise

. (2.30)

Since we have |w〉 = |−〉, the operations encapsulated in Equation 2.29 may be expanded

as:

|x〉 |0〉 − |1〉√
2

O−→ (−1)g(x) |x〉 |0〉 − |1〉√
2

. (2.31)

The function g(x) of Equation 2.30 in our scenario is

g(x) =





0 x = 0, since f(0) = 0.24 6= δ = 0.38

0 x = 1, since f(1) = 0.16 6= δ = 0.38

1 x = 2, since f(2) = 0.38 = δ = 0.38

0 x = 3, since f(3) = 0.27 6= δ = 0.38

(2.32)

and according to Equation 2.29 and Equation 2.31 the Oracle operation in our scenario is

|x〉|−〉 =
1

2
(|00〉+ |01〉+ |10〉+ |11〉) |−〉

=
1

2
(|0〉+ |1〉+ |2〉+ |3〉) |−〉

=
1

2
|0〉 1√

2
(|0〉 − |1〉) +

1

2
|1〉 1√

2
(|0〉 − |1〉)+

1

2
|2〉 1√

2
(|0〉 − |1〉) +

1

2
|3〉 1√

2
(|0〉 − |1〉)
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O−→1

2
|0〉
(

1√
2

(|0〉 − |1〉)⊕ g(0)

)
+

1

2
|1〉
(

1√
2

(|0〉 − |1〉)⊕ g(1)

)
+

1

2
|2〉
(

1√
2

(|0〉 − |1〉)⊕ g(2)

)
+

1

2
|3〉
(

1√
2

(|0〉 − |1〉)⊕ g(3)

)

=
1

2
|0〉
(

1√
2

(|0〉 ⊕ g(0)− |1〉 ⊕ g(0))

)
+

1

2
|1〉
(

1√
2

(|0〉 ⊕ g(1)− |1〉 ⊕ g(1))

)
+

1

2
|2〉
(

1√
2

(|0〉 ⊕ g(2)− |1〉 ⊕ g(2))

)
+

1

2
|3〉
(

1√
2

(|0〉 ⊕ g(3)− |1〉 ⊕ g(3))

)
+

=
1

2
|0〉 1√

2
(|0〉 − |1〉) +

1

2
|1〉 1√

2
(|0〉 − |1〉)+

1

2
|2〉 1√

2
(|1〉 − |0〉) +

1

2
|3〉 1√

2
(|0〉 − |1〉)

=
1

2
|0〉|−〉+

1

2
|1〉|−〉+

1

2
|2〉 (−|−〉) +

1

2
|3〉|−〉

=
1

2
(|0〉+ |1〉 − |2〉+ |3〉) |−〉

=
1

2
(|00〉+ |01〉 − |10〉+ |11〉) |−〉. (2.33)

The Oracle generates the function g by evaluating f in parallel, thus a single Oracle oper-

ation will be considered to have the computational complexity of one CF evaluation.

The quantum circuit of the Oracle in Grover’s Quantum Search Algorithm is presented

in Figure 2.6. After the n qubits in the first quantum register of Figure 2.6 pass through

the Hadamard gate, an equiprobable superposition of the 2n legitimate quantum states is

created. The Uf gate in Figure 2.6 is the Uf gate analysed in Figure 1.12, where Z qubits

are employed for representing the value f(x), similarly to the classical computing where Z

bits would be used for describing a real number. More specifically, we have

f(xj) ≡ |f(xj)1〉|f(xj)2〉 . . . |f(xj)Z〉, j = 1, 2, . . . , 2n, (2.34)

f(xj)i ∈ {|0〉, |1〉}, i = 1, 2, . . . , Z. (2.35)

It is worth mentioning that the Z qubits of the second quantum register at the output of the

Uf gate are entangled with the n qubits of the first register and represent simultaneously

all the possible outputs of f(x).

The third quantum register |δ〉 seen in Figure 2.6 also consists of Z qubits and represents
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|δ1〉

...

|δ2〉

|δZ〉

...

|0〉

|0〉

|0〉 H

H

H





Registers

|x〉
n qubits

|0〉
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|0〉

|0〉

|f(x)〉
Z qubits





|δ〉
Z qubits

|−〉 = 1√
2
(|0〉 − |1〉)
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|f(x)1〉
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
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

...

|δZ〉

|δ1〉

|δ0〉

|0〉

|0〉

|0〉
U†

f

|−〉

(−1)(f(x)=δ)|x〉





...

Figure 2.6: Quantum circuit of the Oracle in Grover’s quantum search algorithm. Z qubits are em-
ployed for representing the outputs of the function f(x) ≡ |f(x)1〉|f(x)2〉 . . . |f(x)Z〉,
with |f(x)i〉 ∈ {|0〉, |1〉}, i = 1, 2, . . . , Z, and Z more qubits are used for representing
the value δ ≡ |δ1〉|δ2〉...|δZ〉, with |δi〉 ∈ {|0〉, |1〉} and i = 1, 2, . . . , Z.

the desired value δ as

δ ≡ |δ1〉|δ2〉 . . . |δZ〉, (2.36)

δi ∈ {|0〉, |1〉}, i = 1, 2, . . . , Z. (2.37)

The Oracle has to check if f(xj) = δ, for j = 1, 2, . . . , 2n. The Z number of CNOT gates

appearing after the Uf gate in Figure 2.6, with the f(x) (second) quantum register’s qubits

acting as control qubits and the δ (third) register’s respective qubits acting as target qubits

serve this purpose of checking whether the condition of f(xj) = δ is satisfied, by checking

if we have f(xj)i = δi, for every i = 1, 2, . . . , Z. In more detail, the truth table of each of

the Z number of CNOT gates is given in Table 2.2. We may observe in Table 2.2 that

if we have f(xj)i = δi before the CNOT operation, then after the CNOT operation the

state of δi is always |0〉.

The operation of the Oracle in Grover’s QSA according to Equation 2.31 is to flip the

sign of a single qubit found in the |−〉 state, for marking a solution. The Z-times controlled

gate seen in Figure 2.6 performs the NOT operation on the target qubit, if all the control

qubits are in the |0〉 state [43]. As it was previously mentioned, the qubits in the δ register

will be in the |0〉 state, if they initially had the same value as their respective f(xj) quantum

register’s qubit. Therefore, if all the qubits in the δ quantum register are in the |0〉 state

after the CNOT gates, then we have f(xj) = δ and the NOT operation is performed on

the last qubit of the circuit which was in the |−〉 state, essentially evolving into the −|−〉
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Table 2.2: Truth table of the ith CNOT gate in Figure 2.6

Input Output

f(xj)i δi f(xj)i δi

0 0 0 0

0 1 0 1

1 0 1 1

1 1 1 0

state, as required by Equation 2.31.

The inverse operations are performed after the Z-times controlled NOT gate, for the

sake of removing the entanglement of the f(x) quantum register and the δ quantum register

from both the x quantum register and from the last qubit, finally resulting in Equation 2.31.

For removing the entanglement of the quantum registers seen in Figure 2.6, we use the same

CNOT gates as in the first part of the circuit and U †f for performing the inverse operation

of the Uf . Finally, the 2Z number of qubits in the second and third quantum registers

of Figure 2.6 will be in the same states for all the different 2n quantum states as the first

register will be in. Hence, we are ready to observe them for the sake of removing their effect

from the quantum system’s description. The first quantum register and the last qubit in

Figure 2.6 will still be entangled with each other, as seen in Equation 2.31.

2.4.1.2 Grover’s Operator

By combining Equation 2.22, Equation 2.23 and Equation 2.26, the algebraic description

of the Grover operator may be constructed with the aid of Figure 2.5 as:

G = H⊗nP⊗n0 H⊗n ·O. (2.38)

Since in our scenario we have n = log2N = 2, by substituting H⊗2 from Equation 2.24,

P⊗2
0 from Equation 2.25 and the Oracle from Equation 2.27, the Grover operator in our

scenario becomes equal to

G = H⊗2P⊗2
0 H⊗2 ·O =

1

2




−1 1 −1 1

1 −1 −1 1

1 1 1 1

1 1 −1 −1




. (2.39)

The effect of the operation G on |x〉 may be seen in Figure 2.7, where the y-axis repre-

sents the superposition of states that are solutions – which are given by |s〉 =
√

1
S |2〉 = |2〉

in our scenario – while the x-axis represents the set of states that are not solutions, which
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2ϕ

|x2〉 = G|x1〉

|x〉

|ns〉

|s〉

√
S
N

O|x〉

√
N−S
N

|x1〉 = G|x〉
= HP0H ·O|x〉

O|x1〉

2ϕ

2ϕ

ϕ

ϕ

Figure 2.7: Geometrical interpretation of Grover’s Quantum Search Algorithm.

are given by |ns〉 =
√

1
N−S (|0〉+ |1〉+ |3〉) =

√
1
3 (|0〉+ |1〉+ |3〉). It should be noted that

this is a geometrical representation, which explains the operation of G and that the states

|s〉 and |ns〉 are not physically created. The initial state |x〉 may be represented as

|x〉 =

√
S

N
|s〉+

√
N − S
N
|ns〉

=

√
1

4
|s〉+

√
3

4
|ns〉

=
1

2
|2〉+

√
3

2

(
1√
3

(|0〉+ |1〉+ |3〉)
)

=
1

2
(|0〉+ |1〉+ |2〉+ |3〉) (2.40)

=
1

2
(|00〉+ |01〉+ |10〉+ |11〉) (2.41)

The Oracle reflects |x〉 with respect to |s〉, since it marks the solution in |x〉 by transforming

|s〉 to −|s〉 and leaving |ns〉 unaltered as in Equation 2.33. The HP0H operator of Figure 2.7

reflects O|x〉 with respect to the input state |x〉, as it may be seen in Figure 2.7. More

explicitly, the resultant state |x1〉 = HP0H · O|x〉 may be considered as a anti-clockwise

rotation by 2ϕ with respect to |x〉, while the quantum state O|x〉 before HP0H was applied

may be considered as a clockwise rotation by 2ϕ with respect to the initial state |x〉, as

illustrated in Figure 2.7. The HP0H operator is considered to perform inversion about the

average, as depicted in Figure 2.4c. Hence, G results in a total anti-clockwise rotation of

the input state by 2ϕ, where we have [51]

ϕ = arcsin
√
S/N. (2.42)

It should be noted that ϕ is the angle that the initial state |x〉 had with respect to the

x-axis, which corresponds to |ns〉, and its value depends on the number of solutions S in

the database, in addition to the size of the database N . If there was no solution in our

problem S = 0, then |ns〉 =
√

1
N (|0〉+ |1〉+ |2〉+ |3〉) = 1

2(|0〉+ |1〉+ |2〉+ |3〉) and ϕ = 0

from Equation 2.42, resulting in |x〉 = |ns〉. In other words, the initial quantum state in

Figure 2.7 would be on the x-axis and any application of G would have no effect on it, since
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|ns〉 = 1√
3
(|0〉+ |1〉+ |3〉)

O|x〉

−|s〉 = −|2〉

|s〉 = |2〉

√
S
N

= 1
2 |x〉

|x1〉 = HP0H ·O|x〉 = G|x〉

30o

−|ns〉

= − 1√
3
(|0〉+ |1〉+ |3〉) √
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N
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√
3
2
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O|x1〉

Figure 2.8: Geometrical interpretation of Grover’s Quantum Search Algorithm applied in our
K = 2, M = 2 scenario, where we have a unique solution S = 1 and N = 4 legitimate
entries.

it would rotate it by 2ϕ = 0.

The same process is repeated, if subsequent Grover operators are applied, with the

initial state of the next iteration being the final state of the previous iteration. The target

is for GL|x〉 to approach |s〉 as closely as possible so that when we observe the QIR, we will

have the maximum possible probability of obtaining a state of the solutions set |s〉. This

occurs the earliest after [51]

Lopt =

⌊
π

4

√
N

S

⌋
(2.43)

consecutive applications of the G operator of Figure 2.5. This process is the Quantum

Amplitude Amplification [48]. If we observe the resultant state in the QD, the probability

of obtaining the correct answer is

Psuccess = sin2 [(2Lopt + 1)ϕ] . (2.44)

In our scenario, we have ϕ = 30o and Lopt = 1 according to Equation 2.42 and Equa-

tion 2.43, respectively. The geometric representation of the evolution of our scenario’s

QIR with respect to the applications of Grover operators may be seen in Figure 2.8. The

application of the Oracle to the initial QIR state |x〉 in Equation 2.20 would result into

O|x〉 =




+1 0 0 0

0 +1 0 0

0 0 −1 0

0 0 0 +1




· 1

2




1

1

1

1




=
1

2




1

1

−1

1




, (2.45)
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Figure 2.9: (a) Quantum amplitudes of the QIR |x〉 with respect to the number of Grover operators
G applied to it. (b) Probability of obtaining a quantum state after applying the
corresponding number of Grover operators G. The minimum optimal number of Grover
operations is one, which in our scenario is also the global optimal number of Grover
operations, since the marked state reaches 100% probability to be observed.

and its graphical and geometrical representation may be seen in Figure 2.4b and Figure 2.8,

respectively. If we applied the operators H⊗2P⊗2
0 H⊗2 on O|x〉 we would obtain

|x1〉 = H⊗2P⊗2
0 H⊗2 ·O|x〉 = G|x〉

=
1

2




1 1 1 1

1 −1 1 −1

1 1 −1 −1

1 −1 −1 1


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·


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1 0 0 0

0 −1 0 0
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· 1

2


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=
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1 −1 1 1
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


· 1
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1

1

−1

1




=




0

0

1

0




. (2.46)

The sequence of the operators HP0H is termed as the diffusion operator, since it reflects the

amplitudes of the quantum states in O|x〉 with respect to the average of their amplitudes,

as illustrated in Figure 2.4c, where the average of the amplitudes in our scenario’s O|x〉
is (3 · 0.5 − 0.5)/4 = 0.25 as it may be verified from Equation 2.45. At the same time,

when considering the QIR as the superposition of the states |s〉 and |ns〉, the reflection

with respect to the initial state |x〉 may be seen in Figure 2.8. Hence, a single application
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of G to the initial QIR state |x〉 verifies that it succeeds in maximizing the probability

of obtaining the solution upon a potential observation of the QIR, since we have |x1〉 =

0 · |0〉+ 0 · |1〉+ 1 · |2〉+ 0 · |3〉 in Equation 2.46. It should be noted that in different systems,

the probability of finding the solution might not become equal to 100%, but it may be

close to it. In fact, the probability of obtaining a solution is equal to 100% only when the

number of solutions S is 25% of all the entries N , or, equivalently, when we have the ratio

S/N = 1/4 [51]. If we apply G one more time, we arrive at

|x2〉 = G|x1〉 = G2|x〉 =
1

2




−1

−1

1

−1




, (2.47)

which is translated to another equiprobable superposition of all states, as presented in

Figure 2.4d, verifying the rotation that G imposes on |x〉 with respect to the states |s〉 and

|ns〉, as depicted in Figure 2.8. The periodicity imposed on the quantum amplitudes of

the states in the QIR due to the consecutive applications of G is illustrated in Figure 2.9.

The probability of success in finding the unique solution by applying the same number

of G operators in systems having a different search space size N will vary. There is a
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non-negligible probability that applying the same number of G operators to a search space

having a size of N = 2n would provide an almost 100% probability of finding the unique

solution, while applying the same number of G operators to a search space having a size of

N = 2n+1 would result in a probability of obtaining the unique solution which is close to

zero. This phenomenon is depicted in Figure 2.10 in quantitative terms.

2.4.2 BBHT Quantum Search Algorithm

In many practical applications the number of solutions is higher than one and the exact

number of solutions is not known beforehand. Grover’s QSA would most probably fail, or,

more precisely, we would have a successful detection probability of

Psuccess = sin2 [(2Lopt + 1)ϕ] ≈ 0, (2.48)

if the same number of Lopt was used in diverse systems having different number of solutions,

since ϕ of Equation 2.42 would have changed. The BBHT QSA of [51] circumvents this

problem by applying G of Figure 2.5 a pseudo-random consecutive number of times to the

initial system, observing the resultant state in the QD and then repeating it until a solution

is obtained after the observation. Assuming 0 ≤ S ≤ 3N/4, as it is the case in our scenario,

the steps of the BBHT algorithm are summarized as in Algorithm 1 [2].

Algorithm 1 BBHT Quantum Search Algorithm [3]

1: Set m← 1, λ← 6/5 and LQDBBHT ← 0, LCDBBHT ← 0.

2: Choose L uniformly from the set {0, . . . , bmc}.
3: Apply the G operator L times starting from the initial state |x〉 in Equation 2.20,

resulting in the final state |xf 〉 = GL|x〉.
4: Observe |xf 〉 in the QD and obtain |j〉.
5: Compute f(j) in the CD.

6: Update LCDBBHT ← LCDBBHT + 1 and LQDBBHT ← LQDBBHT + L.

7: if f(j) = δ or LQDBBHT ≥ L
QD, max
BBHT then

8: Set xs ← j, output xs, L
CD
BBHT , LQDBBHT and exit.

9: else

10: Set m← min
{
λm,
√
N
}

and go to Step 2.

11: end if

The counter LQDBBHT corresponds to the number of Grover iterations, or, equivalently,

CFEs performed in the quantum domain, while LCDBBHT keeps track of the number of

CFEs performed in the classical domain. Since we have assumed that a single CFE in

the quantum domain has equal complexity to a single CFE in the classical domain, we

should take into account the total number of CFEs in both domains for providing accurate

comparisons with the classical MUDs. The BBHT QSA [51] manages to find a solution

after LQD, max
BBHT = 4.5

√
N/S G operations, or, equivalently, Oracle calls in the worst case

as formally proved in [51]. It should be noted at this point that the total number of CFEs

during a BBHT iteration is equal to the number of Oracle calls, plus an additional CFE
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in the CD required for determining whether the obtained value j is a solution or not. The

number of CFEs in the classical domain during a single run of the BBHT QSA is equal

to the number of times we visited Step 5 and it may change during different runs of the

BBHT QSA. If no solution is found after LQD, max
BBHT Grover iterations, it may be concluded

that we have S = 0. The parameter λ may be chosen in the set (1, 4/3) and the evaluation

of f(j) at Step 5 is performed in the classical domain. If there is no solution for the search

problem, i.e. we have S = 0, the BBHT QSA will realize this fact after LQD, max
BBHT = 4.5

√
N

Oracle operations by delivering a final output of xf for which we have f(xf ) 6= δ.

The value of λ = 6/5 in Step 1 of Algorithm 1 is not the only value λ may assume for

ensuring that the BBHT succeeds. It should be noted that λ should be greater than 1, since

if λ < 1, then m in Step 10 of Algorithm 1 would eventually be almost zero, resulting in

applying no Grover iterations. At the same time, λ should be smaller than 4/3 for ensuring

that the BBHT succeeds with a probability of ∼100% after LQD, max
BBHT = O(

√
N/S) CFEs

in the QD [51]. This is true even in the worst-case scenario, where the maximum allowed

value of L = bmc =
⌊
λu+dlogλmce

⌋
is chosen during the (u + dlogλmce)th BBHT iteration

associated with u ≥ 0.

For 1 < λ < 4/3, the BBHT will find a solution, if it does exist, and this is accomplished

in the worst-case scenario at the cost of fewer CFEs in the QD than [51]

LQD, max
BBHT =

(
λ

λ− 1
+

λ

4− 3λ

)
· 1

2

√
N

S
. (2.49)

Let us continue by using λ = 6/5 in Algorithm 1, for the reason that this value of

λ minimizes the LQD, max
BBHT in Equation 2.49 and it corresponds to the minimum value

of LQD, max
BBHT = 4.5

√
N/S.

Let us proceed by applying the BBHT QSA in our scenario described in Table 2.1 for

finding the index xs such that f(xs) = 0.38 = δ, assuming that we do not know that

δ = f(2) = 0.38 appears only once as a result of the CF evaluations. Assuming uniqueness

of our solution, which is the worst case scenario, the BBHT QSA has to find it after a

maximum of LQD, max
BBHT = 4.5

√
N = 9 G / Oracle calls and we choose λ = 6/5. Since the

BBHT QSA includes randomly generated parameters, we offer one of the possible outcomes

in Table 2.3, where the steps visited by the BBHT QSA are also given. The probabilities

included in the parentheses denote the probability of observing the obtained state before

the measurement, but naturally, these probabilities are not available in real applications.

The total number of CFEs was LtotalBBHT = LCDBBHT + LQDBBHT = 2 + 1 = 3.

2.4.3 Dürr-Høyer Algorithm

The DHA [52] finds the solution xmin = arg min∀x {f(x)} that minimizes f(x) by employing

the BBHT QSA. The only modification in the BBHT QSA is that the Oracle in G of

Figure 2.5 will mark as solutions those particular states x that satisfy f(x) < δ. Since

the Oracle no longer searches for the specific solutions that satisfy f(x) = δ, the circuit

introduced in Figure 2.6 cannot be used for the DHA.
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Table 2.3: BBHT QSA Scenario’s Instance

Step Process

1 Set m← 1, λ← 6/5 and LQDBBHT ← 0, LCDBBHT ← 0

2 Since m = 1, we have L ∈ {0, 1} and we randomly choose L← 0

3 After L = 0 G operations: |xf 〉 = GL|x〉 = G0|x〉 = |x〉
4 We observe |xf 〉 and obtain |1〉 (25% probability)

5 We compute f(1) = 0.16 in the classical domain.

6 Update LCDBBHT ← LCDBBHT + 1 = 1 and LQDBBHT ← LQDBBHT + L = 0

7 We check that f(1) 6= δ

9-10 LQDBBHT < LQD, max
BBHT = 9, thus m← min{λm,

√
N} = λm = 6/5 = 1.2

2 Since m = 1.2, we have L ∈ {0, 1} and we randomly choose L = 1

3 After L = 1 G operations: |xf 〉 = GL|x〉 = G1|x〉 = |x1〉, where |x1〉 is in Equation 2.46

4 We observe |xf 〉 and obtain |2〉 (100% probability)

5 We compute f(2) = 0.38 in the classical domain.

6 Update LCDBBHT ← LCDBBHT ← LCDBBHT + 1 = 2 and LQDBBHT ← LQDBBHT + L = 1

7-8 Since f(2) = 0.38 = δ, we conclude xs ← 2. Output xs, L
CD
BBHT , LQDBBHT and exit.

2.4.3.1 Quantum Bit String Comparator

For the sake of marking the states x which satisfy f(x) < δ by passing an entangled qubit

in the |−〉 state through a NOT gate as in Grover’s QSA, we may use an alternative version

of the Quantum Bit String Comparator (QBSC) introduced in [139] and depicted in Fig-

ure 2.11. Without loss of generality, we assume that Z qubits are employed for representing

f(xj), j = 1, 2, . . . , 2n, and δ as in Equation 2.34, Equation 2.35, Equation 2.36 and Equa-

tion 2.37, and that the most significant qubits are |f(xj)1〉 and |δ1〉, respectively. Based on

Figure 2.11, three auxiliary qubits are invoked for comparing each pair of {|f(xj)i〉, |δi〉},
all initialised in the |0〉 state. After the operation of the three NOT gates and the three

Toffoli gates of Figure 2.11, the first auxiliary qubit of each {|f(xj)i〉, |δi〉} pair will be

found in the |1〉 state if f(xj)i > δi, or, equivalently, if f(xj)i = 1 and δi = 0. Similarly, the

second auxiliary qubit of each {|f(xj)i〉, |δi〉} pair will be in the |1〉 state after the first five

time steps if f(xj)i = 0 and δi = 1, while the third auxiliary qubit will be in the |1〉 state

if f(xj)i = δi. Given that if k < l then |f(xj)k〉 is a more significant qubit than |f(xj)l〉,
we may observe in Figure 2.11 the order of influence for the less significant bit, which is

illustrated by the Toffoli gates controlled by the more significant qubits. More specifically,

the comparison of the kth pair of bits influences the total output of the circuit, if all the

{|f(xj)i〉, |δi〉} pairs with i = 1, 2, . . . , k − 1 satisfy f(xj)i = δi, or, in other words, if all

the bits that are more significant than the kth bit in f(xj) have the same value as their

respective bits in δj .

The output of the QBSC depends on the measurements of the first two auxiliary qubits,

|b1,>〉 and |b1,<〉, of the most significant {|f(xj)i〉, |δi〉} pair. In more detail, if we observe
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|b1,>〉 = |1〉 and |b1,<〉 = |0〉, then f(xj) > δ. Similarly, if we obtain |b1,>〉 = |0〉 and

|b1,<〉 = |1〉, then f(xj) < δ. Finally, if we measure |b1,>〉 = |b1,<〉 = |0〉 then f(xj) = δ.

2.4.3.2 The Dürr-Høyer Oracle

The DHA aims for marking the state xj if f(xj) < δ. The proposed circuit of the Oracle in

the DHA is presented in Figure 2.12. An alternative version of the QBSC is used, where the

least significant bits are checked only for the case, where f(xj)Z < δZ . Moreover, instead

of observing |b1,>〉 and |b1,<〉, we use |b1,<〉 as the control qubit of a CNOT gate, where the

Oracle’s auxiliary qubit that is initially in the |−〉 state acts as the target qubit. Following

the operation of the CNOT gate we perform the inverse operations, as in Figure 2.6, for

ensuring that the Oracle is a unitary operator. Finally, the |x〉 quantum register is only

entangled with the last qubit.

Algorithm 2 Dürr-Høyer Algorithm [3]

1: Choose i uniformly from the set {0, . . . , N − 1} and set LQDDHA ← 0, LCDDHA ← 0.

2: The BBHT QSA is employed with δ ← f(i) and an Oracle that marks as solutions the
states |x〉 that obey f(x) < δ. Obtain xs, L

CD
BBHT and LQDBBHT from the BBHT QSA.

3: LCDDHA ← LCDDHA + LCDBBHT and LQDDHA ← LQDDHA + LQDBBHT .

4: if f(xs) ≥ f(i) or LQDDHA ≥ L
QD, max
DHA then

5: Set xmin ← i, output xmin and exit.

6: else

7: Set i← xs and go to Step 2.

8: end if

2.4.3.3 Methodology

The steps of the DHA are stated in Algorithm 2 [52]. It was formally shown in [52] that xmin

is found with 100% probability after LQD, max
DHA = 22.5

√
N applications of the G operator

of Figure 2.5 in the worst-case scenario and from Section 2.4.2 we may conclude that the

best case scenario includes as few as 4.5
√
N Grover iterations, if the initial i is chosen to be

equal to xmin and thus S = 0. Hence, the DHA may be carried out in 22.5
√
N and 4.5

√
N

Oracle operations in the worst-case and best-case scenario, respectively. It should be noted

that in contrast to Grover’s QSA [50] and the BBHT QSA [51], the DHA [52] does not

assume any a priori knowledge of the values of the CF evaluations, making it applicable

in a broad range of applications, where low-cost optimization is desired.

The CF evaluations in Step 4 of Algorithm 2 have already been realized in the BBHT

QSA in the classical domain, therefore they do not contribute in the complexity. Since the

number of CF evaluations performed by the BBHT QSA in the classical domain depend

on the behaviour of the CFEs in the quantum domain, we are only able to predict with

certainty only the minimum number of CFEs performed in the classical domain, which

correspond to the LQDDHA = 4.5
√
N . The scenario which gives the lowest number of CFEs

in the classical domain assumes that the initial input i is equal to the solution xmin. Hence,
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Figure 2.11: Quantum circuit of the Quantum Bit String Comparator presented in [139].
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Figure 2.12: Quantum circuit of the proposed Oracle in the Dürr-Høyer algorithm, by using an
alternate version of the Quantum Bit String Comparator.
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the BBHT QSA employed by the DHA will stop after LQDDHA = 4.5
√
N Oracle operations,

which is the minimum possible number of CFEs in the quantum domain for the DHA.

According to Step 2 of Algorithm 1, the number of Grover iterations L is uniformly chosen

from the set {0, . . . , bmc} at the beginning of each BBHT iteration, where m is updated

according to m← min{λm,
√
N} and it initially is equal to m = 1. A solution will not be

found, since i = xmin, hence the faster we reach LQDBBHT = LQD, max
BBHT = 4.5

√
N , the fewer

CFEs we will need to perform in the classical domain after each “guess” of the BBHT

QSA at Steps 4 and 5 of Algorithm 1. The scenario that includes the minimum number of

CFEs in the classical domain is the one where L is chosen equal to bmc during each BBHT

iteration. Therefore, the minimum number of CFEs in the classical domain LCD, min
DHA for

the DHA is

LCD, min
DHA = min



argLCDDHA







LCDDHA−1∑

j=0

min
(⌊
λjm

⌋
,
√
N
)

 ≥ 4.5

√
N







 . (2.50)

The scenario that includes the total minimum number of CFEs in the classical and the

quantum domain, is the one where LCD, min
DHA iterations of the BBHT are performed and the

total number of Grover iterations applied in these BBHT iterations is equal to LQD, max
BBHT =

4.5
√
N . For example, in a system where N = 4 and λ = 6/5, the minimum number of

CFEs in the classical domain in the DHA is performed when xmin is our initial guess and

also when LCD, min
DHA = 7 according to Equation 2.50. The minimum total number of CFEs is

achieved when at the same time we had LQDDHA = LQD, max
BBHT = 4.5

√
N = 9 Oracle operations.

This may occur if L is chosen to be equal to 1 during the first 5 BBHT iterations, and then

equal to 2 for the last two BBHT iterations. In general, the lower bound of the number of

CFEs in the DHA is

Lmin
DHA = LQD, min

DHA + LCD, min
DHA = LQD, max

BBHT + LCD, min
DHA . (2.51)

2.4.3.4 Dürr-Høyer based MUD in a DS-CDMA scenario

The DHA-based MUD may be employed in hard-input hard-output receivers, where channel

coding has not been used, or no iterations between the channel decoder and the MUD are

required. The DHA relies on a range of randomly generated variables, as exemplified in

Algorithm 1 and Algorithm 2, hence resulting into different sequences of steps, even if we

employ it in the same scenario. In our DS-CDMA scenario, the most likely 4-level symbol

to have been transmitted is the one that maximizes the CF in Equation 2.18. Hence, we

employ the DHA to find the minimum of the function −f(x). An instance where the DHA

is employed to find xmin such that −f(xmin) ≤ −f(x), where x = 0, 1, 2, 3 in our DS-

CDMA MUD scenario of Equation 2.18 is presented in Table 2.4, where we have λ = 6/5,

LQD, max
BBHT = 4.5

√
N = 9 and LQD, max

DHA = 22.5
√
N = 45 Grover iterations. The acronym

BBHT refers to the numbered step in the BBHT QSA. Even though the total number of CF

evaluations in this scenario turns out to be higher than N = 4, which is the complexity in

the optimal classical algorithm, its computational power is revealed in systems associated
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with a large N .

Let us proceed by stating some insightful comments on the instance of the DHA’s

application in our scenario. For deeper intuition of the processes, let us assume that

we knew a priori the CF evaluations of Equation 2.18. The first time when we visit

Step 2 in Table 2.4, it may be concluded that we found a solution in the BBHT QSA

without applying Grover operators of Figure 2.5 at all. This is very likely since all the

CF evaluations of −f(x) for x = 0, 2, 3 are smaller than δ = −f(1) and hence there are

S = 3 solutions amongst the N = 4 entries, resulting in 75% probability of obtaining a

solution by simply observing the equiprobable initialized superposition of states, with 25%

probability of obtaining each of the four states. When the BBHT QSA of Algorithm 1 is

employed for the second time, we have S = 1 solution and that solution is |xs〉 = |2〉. Since

there are N = 4 entries, if L = 1 was chosen in the BBHT QSA we would obtain |xf 〉 = |2〉
with 100% probability, as it was the case in our instance. Finally, when the BBHT QSA

was employed for the last time, there were S = 0 solutions, since xmin had already been

found. Naturally, this knowledge is unavailable to the BBHT QSA, which hence performed

the maximum number of G operations, namely LQD, max
BBHT = 9, finally yielding xnew = 0 and

allowing us to conclude that we have xmin = 2, since −f(2) < −f(0). The number of CFEs

performed in the classical domain is equal to 12, which is larger than the Grover iterations.

In larger systems, the number of CFEs in the classical domain is a small fraction of the

CFEs performed in the quantum domain as it will be demonstrated in Section 2.6.

Algorithm 3 Deterministically-initialized, ES-aided Dürr-Høyer Algorithm [2]

1: Set the maximum allowed number of total CFEs Lstop. Furthermore, set i← xI and LDHA ← 0,

LCDDHA ← 0, LQDDHA ← 0.

2: The BBHT QSA is employed with δ ← f(i), an Oracle that marks as solutions the states |x〉
that obey f(x) < δ and Lmax

BBHT ← min{4.5
√
N,Lstop − LDHA}, where Lmax

BBHT refers to the
total allowed number of CFEs in both the classical and the quantum domains. Obtain xs,
LCDBBHT and LQDBBHT from the BBHT QSA.

3: LCDDHA ← LCDDHA + LCDBBHT , LQDDHA ← LQDDHA + LQDBBHT and LDHA ← LDHA + LCDDHA + LQDDHA.

4: if f(xs) ≥ f(i) or LDHA ≥ Lstop, then

5: Set xmin ← i, output xmin and exit.

6: else

7: Set i← xs and go to Step 2.

8: end if

2.4.4 Deterministically-initialized Early-Stopping Dürr-Høyer Algorithm

The proposed Early-Stopping (ES) DHA is summarized in Algorithm 3. The differences

with respect to the original DHA are two-fold. Firstly, a previously obtained value xI , for

example the MF output xMF in CDMA communication systems or the ZF output xZF

in SDMA communications systems, the CFE of which is considered to be closer to that of

xmin, is used as the initial input i in Step 1 of Algorithm 2 instead of i being randomly

chosen from the set {0, . . . , N − 1} with a probability of 1/N . Secondly, a specific stopping

condition is used in Step 6, which has to satisfy L′stop ≥ Lmin
DHA which is the user-defined
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Table 2.4: DHA in the DS-CDMA MUD Scenario

Step Process

1 We randomly choose i← 1 from the set {0, 1, 2, 3} and set LCDDHA ← 0, LQDDHA ← 0

2 Set δ ← −f(1) = −0.16 and employ the BBHT QSA

BBHT 1 Set m← 1, λ← 6/5 and LCDBBHT ← 0, LQDBBHT ← 0

BBHT 2 Since m = 1, L ∈ {0, 1} and we randomly choose L← 0

BBHT 3 After L = 0 G operations: |xf 〉 = GL|x〉 = G0|x〉 = |x〉

BBHT 4-5 We observe |xf 〉 and obtain |3〉 (25% probability). We compute −f(3) = −0.27 in the
classical domain.

BBHT 6 We set LCDBBHT ← 1 and LQDBBHT ← 0

BBHT 7-8 We check that −f(3) < δ. Hence, set xs ← 3 and exit

3 Set LCDDHA ← LCDDHA + LCDBBHT = 1 and LQDDHA ← LQDDHA + LQDBBHT = 0

4 −f(3) < −f(1) and LQDDHA < LQD, max
DHA = 45

6-7 Set i← xs = 3

2 Set δ ← −f(3) = −0.27 and employ the BBHT QSA

BBHT 1 Set m← 1, λ← 6/5 and LCDBBHT ← 0, LQDBBHT ← 0

BBHT 2 Since m = 1, L ∈ {0, 1} and we randomly choose L← 1

BBHT 3 After L = 1 G operations: |xf 〉 = GL|x〉 = G1|x〉 = |x1〉, where |x1〉 is in Equation 2.46

BBHT 4-5 We observe |xf 〉 and obtain |2〉 (100% probability). We compute −f(2) = −0.38 in
the classical domain

BBHT 6 Set LCDBBHT ← 1 and LQDBBHT ← 1

BBHT 7-8 We check that −f(2) < δ. Hence, set xs ← 2 and exit

3 Set LCDDHA ← LCDtotal + LCDBBHT = 2 and LQDDHA ← LQDtotal + LQDBBHT = 1

4 −f(2) < −f(3) and LQDtotal < LQD, max
DHA = 45

6-7 Set i← xs = 2

2 & BBHT Set δ ← −f(2) = −0.38 and the BBHT QSA outputs xs = 0 with LQDBBHT = 9 and
LCDBBHT = 10

3 LQDDHA ← LQDDHA +LQDBBHT = 1 + 9 = 10 and LCDDHA ← LCDDHA +LCDBBHT = 2 + 10 = 12

4-5 Since −f(0) > −f(2), set xmin ← 2, as well as LDHA = LCDDHA + LQDDHA = 22, output
xmin and exit
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Table 2.5: MF-initiated, ES-aided DHA in the DS-CDMA MUD Scenario

Step Process

1 We set Lstop = 4, i← xMF = 2 and also set Ltotal ← 0, LCDtotal ← 0, LQDtotal ← 0

2 Set δ ← −f(2) = −0.38 and employ the BBHT QSA with Lmax
BBHT ←

min{4.5
√
N,Lstop − Ltotal} = min{9, 3} = 3

BBHT 1 Set m← 1, λ← 6/5 and LBBHT ← 0

BBHT 2 Since m = 1, L ∈ {0, 1} and we randomly choose L← 1

BBHT 3 After L = 1 G operations: |xf 〉 = GL|x〉 = G|x〉 = |x〉, since no solutions exist

BBHT 4-5 We observe |xf 〉 and obtain |1〉 (25% probability). We compute −f(1) = −0.16 in the
classical domain.

BBHT 6 Set LCDBBHT ← 1 and LQDBBHT ← 1. Hence, LBBHT ← LCDBBHT + LQDBBHT = 2

BBHT 9-10 We check that −f(1) > δ and LBBHT < Lmax
BBHT = 3 and LQDBBHT < LQD, max

BBHT =
4.5
√
N = 9. Hence, m← min{λm,

√
N} = min{6/5, 2} = 6/5. Go to Step BBHT 2

BBHT 2 Since m = 6/5, L ∈ {0, 1} and we randomly choose L← 1

BBHT 3 After K = 1 G operations: |xf 〉 = GL|x〉 = G|x〉 = |x〉, since no solutions exist

BBHT 4-5 We observe |xf 〉 and obtain |2〉 (25% probability). We compute −f(2) = −0.38 in the
classical domain

BBHT 6 Set LCDBBHT ← 2, LQDBBHT ← 2 while LBBHT ← 4

BBHT 9-10 We check that −f(2) = δ. However, since LBBHT = Lmax
BBHT = 4, we set xs ← 2,

output xs and exit the BBHT QSA

3 Ltotal ← Ltotal + LBBHT = 0 + 4 = 4

4-5 Since −f(1) > −f(2), set xmin ← 2, output xmin and exit

number of CFEs, instead of naturally stopping when xmin was found. In Step 4, we have

proposed the subtraction of Lmin
DHA = LCD, min

DHA + LQD, min
DHA = 4.5

√
N + LCD, min

DHA CFEs,

where LCD, min
DHA is given in Equation 2.50, due to their redundancy in detecting xmin, since

they are employed only to determine that the optimal point has been already found and not

to actually find it. Hence, L′stop ≥ Lmin
DHA may be selected according to acquired statistics,

such as the Cumulative Density Function (CDF) of the CFEs required to achieve a certain

probability of success. For example, L′stop may be equal to the total number of CFEs

required in both the classical and the quantum domain for the DHA to succeed in finding

xmin in 60% of the time. In this scenario, if we allow only Lstop = L′stop − Lmin
DHA CFEs

instead, we should expect the same 60% probability of success since the last Lmin
DHA CFEs

were only employed for the DHA to realize that the solution has already been found. Based

on the application-based proposed techniques which will be analysed in the following, at

least Lmin
DHA = LQD, min

DHA + LCD, min
DHA = 4.5

√
N + LCD, min

DHA CFEs may be avoided, which

greatly reduces the computational complexity in large systems. Further explanation and

more examples are presented in Section 2.6.

Let us proceed by employing the proposed ES-aided DHA in our DS-CDMA scenario.

The initial input will be the MF output, which was xMF = 2. It should be noticed that

xMF = xmin, but this cannot be known in a real application before evaluating the CFE of

every legitimate multi-level symbol. In addition, let us fix Lstop = 3 CFEs. The value of
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Lstop may be the upper available limit of CFEs, representing the affordable computational

complexity. Hence, the fixed computational complexity of the ES-aided DHA is another

advantage when compared to the optimal DHA where the number of CFEs in the quantum

domain varies from 4.5
√
N up to 22.5

√
N . An instance of our scenario when xMF = 2 and

Lstop = 4 is provided in Table 2.5. Even though xmin had been already found, the ES-aided

DHA was not aware of it. By fixing Lstop = 3 CFEs, we managed to stop the DHA and

determine xmin = 2, even though the probability of success is not 100%. It should be noted

that we would obtain the same result even if 0 ≤ Lstop ≤ 4.5
√
N + LCD, min

DHA = 9 + 7 = 16,

since we already own xmin. The total number of CFEs was smaller than the lower bound

of the DHA. In larger systems the choice of xI and Lstop have a great impact on the

performance of the algorithm. The choice of xI will be made depending on the application,

while Lstop will be determined according to offline simulations of the CDF of the frequency

of total CFEs in the optimal DHA in every application.

2.5 Design Methodology

In this section we present the design methodology of our proposed ES-aided DHA QMUD

by employing it in both full-rank and in challenging rank-deficient DS-CDMA and SDMA

systems, both having the same user load. In this context it is of paramount importance

that conventional MUDs tend to exhibit a high residual BER in rank-deficient scenarios,

even though these often occur in practice, unless the upper layers simply block or drop

users requesting access in scenarios of U > SF and U > P . Quantitatively, our full-rank

DS-CDMA system supports U = 15 users in conjunction with Gold codes having SF = 15

chips, while the SDMA system supports U = 15 users with the aid of P = 15 receive

antennas at the BS, resulting in a user load of U/SF = U/P = 1. By contrast, our

rank-deficient DS-CDMA system supports U = 14 users employing m-sequences having

SF = 7 chips, while U = 14 users are supported in the SDMA system using P = 7 receive

antennas installed at the BS. Hence the normalized user load in the rank-deficient systems

is UL = U/SF = U/P = 2. In all four systems BPSK symbols associated with M = 2

were transmitted and Turbo Convolutional Codes (TCC) having a rate of R=1/2, 8 trellis

states and 4 inner decoding iterations were used. The bit-based interleavers have a length of

40 000 bits and 42 000 bits in the full-rank and the rank-deficient systems, respectively. The

specific Eb/N0 values we will refer to are the Eb/N0 values per receive antenna. Table 2.6

summarizes the parameters of these four systems.

The BER performance of the [U=15, SF=15], [U=15, P=15], [U=14, SF=7] and [U=14,

P=7] systems relying on the classical ML MUD and on the optimal DHA QMUD is pre-

sented in Figure 2.13. The BER of the optimal DHA QMUD is equivalent to that of the

ML MUD, but this is achieved at fewer CFEs, as seen in Table 2.7. The DHA QMUD is

deterministically-initialized, where the MF output was used as the initial input of the DHA

in the DS-CDMA systems, while the ZF and MMSE detectors’ outputs were used in the

SDMA system for the rank-deficient and the full-rank scenarios, respectively. The full-rank

[U=15, SF=15] system performs by 1.87 dB better than the rank-deficient [U=14, SF=7]
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Table 2.6: Parameters of the four DS-CDMA and SDMA systems

System 1 System 2 System 3 System 4

Number of Users U = 14 U = 14 U = 15 U = 15

Multiple Access Scheme DS-CDMA SDMA DS-CDMA SDMA

Number of AEs at the BS P = 1 P = 7 P = 1 P = 15

Spreading Factor SF = 7 N/A SF = 15 N/A

Spreading Codes m-sequences N/A Gold Codes N/A

Normalized User Load UL = 2 UL = 2 UL = 1 UL = 1

Bit-based Interleaver Length 42 000 42 000 40 000 40 000

Number of AEs per User NTx = 1

Modulation BPSK M = 2

Channel Code
Turbo Code, R = 1/2, 8 Trellis states

Iinner = 4 iterations

Channel Uncorrelated Rayleigh Channel

Channel Estimation Perfect

system. This was indeed expected, since the Multi-User Interference (MUI) in the former

system is lower owing to its lower normalized user-load of U/SF = 1, instead of U/SF = 2.

A similar conclusion may be drawn for the full-rank and rank-deficient SDMA systems. As

seen in Figure 2.13, the full-rank SDMA system requires approximately 3.04 dB lower

bit-energy per receive antenna than the full-rank DS-CDMA system supporting U = 15

users for achieving a BER of 10−5. Please note again that the [U=14, SF=7] and the

[U=14, P=7] scenarios are highly rank-deficient, hence conventional MMSE-style MUDs

would result in a high residual BER.

In our proposed MUD application, the MU -ary symbol xMF at the MF output of

the DS-CDMA systems will be the initial value of i = xMF in Step 1 of the ES-DHA,

since the MF output has on average a lower Euclidean distance from the optimal MU -ary

symbol xmin than a randomly chosen one, hence requiring fewer iterations for both the

Table 2.7: Number of CFEs of the systems in Figure 2.13 at the Eb/N0 values per receive antenna
corresponding to a BER of ∼10−5

ML MUD DHA QMUD DS-CDMA SDMA

U = 14 16 384

SF = P = 7 10 dB 6.65 dB

Minimum 604 604

Average 967.26 914.72

Maximum 2238 2181

U = 15 32 768

SF = P = 15 8 dB 4.96 dB

Minimum 844 844

Average 1016.1 1286.6

Maximum 2352 2763
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Figure 2.13: BER performance with respect to the Eb/N0 per receive antenna of DS-CDMA and
SDMA systems of Figure 2.1 and Figure 2.2, respectively, using the parameters
of Table 2.6 supporting U users with SF chips in the spreading codes of the DS-
CDMA systems and P receive antennas in the SDMA systems, employing BPSK
modulation. The DHA is employed for performing optimal MUD. The bit-based
interleavers’ length is equal to 40 000 and 42 000 bits in the full-rank and the rank-
deficient systems, respectively.

DHA and therefore also for the BBHT QSA to reach xmin. The dependence of the DHA’s

complexity on the initial value i chosen at its first step is illustrated in Figure 2.14a, Fig-

ure 2.14b, Figure 2.14g and Figure 2.14h, where both the simulation-based experimental

histogram approximating the PDF and the corresponding CDF of the DHA’s total CFEs

are presented for the investigated systems. Moreover, the PDF and CDF curves of the CFEs

performed in the quantum and classical domains are also given for the rank-deficient sys-

tems in Figure 2.14c, Figure 2.14d, Figure 2.14e and Figure 2.14f. The randomly-initialized

DHA QMUD has a similar PDF and CDF for the DS-CDMA and SDMA systems for the

same search space size, verifying that the randomly-initialized DHA’s complexity depends

solely on the number of users and on the number of bits / symbol used, but not on the

operating Eb/N0 value or on the multiple access scheme used, in terms of the SF value, or

the number of receive antennas P employed. The CDF curves of the randomly-initialized

DHA provide the upper limit for the complexity of the QMUD, since in the worst-case

scenario the conventional detectors will output random symbols. The complexity reduc-

tion achieved by the deterministically-initialized DHA with respect to the complexity of

the randomly-initialized DHA varies as a function of the SF , Eb/N0, the number of receive

antennas P , as well as the channel, but it is almost always non-negligible, as illustrated

in Figure 2.14, except when the conditions are so severe that essentially turn the conven-

tional detector into a random symbol generator. Moreover, the PDF of the total number

of CFEs performed in both the CD and QD in the DHA is the convolution of the number

of CFEs performed in the CD and the number of Grover iterations, as it may be seen in
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(g) Total Number of CF Evaluations
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(h) Total Number of CF Evaluations
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(b) Total Number of CF Evaluations

U = 14, P = 7, M = 2, Eb/N0 = 6.65 dB, U/P = 2
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(e) Number of CF evaluations in the CD
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Figure 2.14: Simulated PDF and CDF of the total number of CFEs in the DHA employed in
the (a) [U=14, SF=7] DS-CDMA system of Figure 2.1, (b) [U=14, P=7] SDMA
system of Figure 2.2. The parameters of both systems are summarized in Table 2.6.
The corresponding PDF and CDF curves of the number of CFEs performed in the
quantum domain are presented in (c) and (d) for the [U=14, SF=7] DS-CDMA
system and the [U=14, P=7] SDMA system, respectively, while the PDF and CDF
curves of the number of CFEs performed in the classical domain are illustrated in
(e) and (f) for the two systems, respectively. The PDF and CDF curves of the total
number of CFEs in the DHA employed in the [U=15, SF=15] DS-CDMA system
and the [U=15, P=15] SDMA system are depicted in (g) and (h), respectively. The
chosen Eb/N0 per receive antenna values correspond to a BER of ∼10−5.

Figure 2.14b, Figure 2.14d and Figure 2.14f for the rank-deficient SDMA system.

Again, the last LQD, min
DHA =4.5

√
MU Grover operations in the DHA are purely required

by the DHA in order to realize that xmin has already been found, rather than to actually

find it. Hence, if we have i = xmin, then only Lmin
DHA CFEs of Equation 2.51 will be

performed, representing the lower limit in the DHA and explaining the reason that the

probability of finding xmin with less than Lmin
DHA = 604 CFEs in the simulated PDF curves

seen in Figure 2.14a, Figure 2.14b is equal to zero. The same applies for the full-rank

systems of Figure 2.14g and Figure 2.14h, where Lmin
DHA = 844 CFEs are required according

to Equation 2.51. Since xMF = xmin is a common occurrence in full-rank DS-CDMA

systems [11], such as the fully-loaded system of Figure 2.14g associated with U/SF = 1, we

observe a peak in its PDF at LDHA = Lmin
DHA CFEs for i = xMF . On the other hand, for

the rank-deficient systems, such as the ones characterized in Figure 2.14a and Figure 2.14b,

where we have U/SF > 1 and U/P > 1, respectively, we may observe that the MF, ZF

and MMSE outputs are closer to a random guess of the transmitted MU -ary symbol.

The CDF curves seen in Figure 2.14 are also shifted towards the lower CFE limit of

the DHA, when we have deterministically-initialized i, indicating the complexity reduction
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Figure 2.15: Simulated CDF curves of the number of CFEs in the DHA employed in the (a)
[U=15, SF=15] and (b) [U=15, P=15] systems of Figure 2.1 and Figure 2.2, re-
spectively, using the parameters of Table 2.6 for various values of Eb/N0 per receive
antenna.

achieved. Observe that in the full-rank scenario of Figure 2.14g, the shift of the MF-

initialized system’s CDF is more substantial than that of the MF-initialized rank-deficient

DS-CDMA scenario. The specific Eb/N0 per receive antenna value, where each system

was investigated in Figure 2.14 corresponds to a BER of ∼10−5, since practical systems

are desired to operate in that region. It is expected that the PDF and CDF curves will

be further shifted towards fewer CFEs, when the Eb/N0 is increased, since the event of

i = xMF = xmin in the DS-CDMA and i = xMMSE = xmin in the SDMA systems will

become more frequent even in rank-deficient systems. The CDF curves recorded for the

[U=15, SF=15] and [U=15, P=15] systems in Figure 2.15 verify our expectations. Ac-

cording to the CDF curves seen in Figure 2.15, given at the same bit power per receive

antenna of 10 dB, namely when an SDMA and a DS-CDMA system supporting the same

number of users and employing the same modulation scheme operate at the same power

level, the deterministically-initialized DHA used in the DS-CDMA system would require

fewer CFEs to find xmin. For example, for the sake of achieving 75% detection success

probability, when the DS-CDMA and the SDMA systems support U = 15 users associated

with SF = 15 chips and P = 15 receive antennas, respectively, at an Eb/N0 per receive

antenna value of 10 dB, the DHA requires 1047 CFEs in the DS-CDMA systems and 1347

CFEs in the SDMA system according to Figure 2.15a and Figure 2.15b, respectively.

The CDF shift seen in Figure 2.15a is small, when operating in the desired power

region of the [U=15, SF=15] system, where the BER is sufficiently low. Similarly, the

CDF shift seen in Figure 2.15b is also low – approximately 10 CFEs per 0.6 dB power
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Figure 2.16: Simulated CDF curves of the number of CFEs in the DHA employed in the
[U=14, SF=7], [U=15, SF=15] DS-CDMA systems of Figure 2.1 and [U=14, P=7],
[U=15, P=15] SDMA systems of Figure 2.2, using the parameters summarized in
Table 2.6, employing BPSK modulation for Eb/N0 per receive antenna equal to
10 dB, 6.65 dB, 8 dB and 4.96 dB, respectively, where Lmin

DHA = 604 CFEs and 844
CFEs have been subtracted from the systems supporting U = 14 and U = 15 users,
respectively.

increase. Based on the gradually-shifting nature of the CDFs with respect to power, we

can benefit from an early stopping of the DHA. For example, if we stop the MMSE-

initialized DHA of the [U=15, P=15] system after Lstop = 1473 CFEs, we will expect

the DHA to find xmin in 75% of the instances for Eb/N0 = 4.96 dB according to the

CDF of Figure 2.15b. Furthermore, we may eliminate the redundant Lmin
DHA number of

CFEs without any degradation of the BER performance. The maximum number of CFEs

required for achieving a specific probability of success may be visually presented as in

Figure 2.16, where the CDF point corresponding to Lmin
DHA CFEs in Figure 2.14 is mapped

to 0 CFEs in Figure 2.16 and the rest of the points are mapped accordingly. Hence, if

say 75% of detection success is desired at an Eb/N0 per receive antenna of 4.96 dB in the

system of Figure 2.15b, this may be achieved by employing the ES-DHA at the expense of

L75%,10 dB
DHA −Lmin

DHA = 1473− 844 = 629 CFEs, as illustrated in Figure 2.16. If the different

CDF curves associated with each operating Eb/N0 value are available, the probability of

achieving the target BER may be estimated. In our simulations we will only rely on the

CDFs of the systems evaluated at the power levels corresponding to a BER of ∼10−5, which

are presented in Figure 2.14. Again, the SDMA systems operate at a lower power level

than the DS-CDMA systems supporting the same user-load ratios.

The design procedure of the proposed ES-DHA QMUD may commence by generating

the CDF curves of the randomly-initialized DHA, which do not depend on the channel, on

the number of receive antennas, the value of SF, or the Eb/N0 value, but only on the number

of users U and on the specific choice of the M -ary modulation employed, which determine

the size MU of the search problem. Therefore, the CDF curve obtained by employing

the randomly-initialized DHA for finding the index of the minimum entry in a database

having MU randomly generated entries is the same as if the CDF curve of the randomly-

initialized DHA was generated based on the channel probabilities of the communication

system. Moreover, the complexity of determining the CDFs of the randomly-initialized

DHA when invoked for a database having randomly generated entries is much lower, since

there is no need for employing U encoding and decoding procedures, as well as U bit
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stream generations, symbol mapping and transmissions over fading channels. The CDF of

the randomly-initialized DHA provides an upper limit for the complexity of the QMUD.

The design methodology is straightforward, since the ES-DHA QMUD may be flexibly

set to the required number of CFEs. When approaching the optimal ML performance is the

ultimate target, the design may commence by deciding upon the power levels the system’s

power control will have to operate at. Subsequently, the CDF curve of the deterministically-

initialized DHA should be determined by off-line simulations at a power close to the chosen

one. By observing the CDF curve generated after subtracting the number of CFEs Lmin
DHA

required by the DHA for realizing that the solution has already been found in Equation 2.51,

the maximum number of CFEs Lstop corresponding to the desired point of the CDF may

be extracted. Employing the ES-DHA QMUD and stopping it after the predetermined

number of Lstop CFEs statistically-speaking guarantees the required performance at a low

and fixed complexity even in highly rank-deficient systems, when powerful turbo codes are

used for correcting the majority of the remaining detection errors.

The design methodology would depend on the maximum tolerable complexity quan-

tified in terms of the maximum number of CFEs. By examining the pre-stored CDF of

the randomly-initialized DHA, the expected probability of success may be found. If the

probability of success is unsatisfactory, we may employ deterministically-initialized DHA.

Consulting a pre-stored CDF curve for a specific operational Eb/N0 value will lead us to

conclusions regarding the probability of success, which will be higher than that of the

randomly-initialized DHA. If the updated probability of success remains unsatisfactory, we

may increase the power level. If the probability of success exceeds the design specifications,

we may either choose to operate at a lower power, or reduce the complexity invested, in

order to “just” satisfy our desired probability of success.

2.6 Simulation Results and Discussions

2.6.1 Full-Rank and Rank-Deficient DS-CDMA Versus SDMA Systems

Based on the previous observations and the CDF curves of Figure 2.16, in Table 2.8 we have

gathered the maximum number of CFEs required by each investigated system for achiev-

ing a certain probability of success in finding xmin using the proposed deterministically-

initialized ES-DHA. In Figure 2.17 and Figure 2.18 we considered the BER performance

of both the rank-deficient and full-rank systems, respectively, where the ES-DHA was

stopped after Lstop iterations appropriately chosen from Table 2.8. More precisely, accord-

ing to Table 2.8, for the [U=15, SF=15] system we may infer that 99% of the instances

require less than L99%,8 dB
DHA = 827 CFEs. Hence we expect the performance associated with

Lstop = 827 CFEs to be the same as that of the optimal DHA QMUD, where we have

Lstop = 22.5
√
MU = 4072 Grover iterations and the maximum number of CFEs required

for the detection of an MU -ary symbol in our simulations was 2 352 CFEs. Therefore, by

using the proposed ES-aided DHA we match the performance of the ML MUD, as seen in

Figure 2.18, while eliminating the randomly appearing high peaks in its search-complexity.
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Table 2.8: Number of CFEs of the systems in Figure 2.17 and Figure 2.18 required for achieving
a specific success probability in the DHA.

CDF %

U = 14 U = 15 U = 14 U = 15

SF = 7 SF = 15 P = 7 P = 15

@ 10 dB @ 8 dB @ 6.65 dB @ 4.96 dB

99% 881 827 854 1200

90% 628 461 590 832

80% 527 310 484 685

70% 456 175 410 175

60% 397 122 348 496

50% 345 93 292 418
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Figure 2.17: BER performance with respect to the Eb/N0 per receive antenna of the rank-deficient
DS-CDMA system of Figure 2.1 supporting U = 14 users with SF = 7 chips and
the rank-deficient SDMA system of Figure 2.2 supporting U = 14 users with P = 7
receive antennas, with the stopping points of the ES-aided DHA QMUD having been
chosen based on the fractions of the corresponding CDFs of Figure 2.14 and they
are given in Table 2.8. The parameters of the systems are summarized in Table 2.6.
The [U=14, P=7] system employs ZF-initialized ES-DHA QMUD while the MF-
initialized ES-DHA QMUD is applied in the rank-deficient DS-CDMA system. Both
systems employ a turbo convolutional code with rate R=1/2, relying on 8 trellis
states, 4 inner decoding iterations and the bit-based interleavers have a length of
42 000 bits.

In fact, in the [U=15, SF=15] system we achieve the optimal ML performance at a com-

plexity below the lower limit of the optimal DHA. The optimal ML performance is also

achieved in the rank-deficient systems of Figure 2.17, provided that their specific numbers

of CFEs associated with 99% detection success probability are used from Table 2.8.

Following the same methodology, in Figure 2.17 and Figure 2.18 we have also evaluated
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Figure 2.18: BER performance with respect to the Eb/N0 per receive antenna of the full-rank
DS-CDMA system of Figure 2.1 supporting U = 15 users with SF = 15 chips
and the full-rank SDMA system of Figure 2.2 supporting U = 15 users with P = 15
receive antennas, with the stopping points of the ES-aided DHA QMUD having been
chosen based on the fractions of the corresponding CDFs of Figure 2.14 and they
are given in Table 2.8. The parameters of the systems are summarized in Table 2.6.
The [U=15, P=15] system employs MMSE-initialized ES-DHA QMUD while the
MF-initialized ES-DHA QMUD is applied in the full-rank DS-CDMA system. Both
systems employ a turbo convolutional code with rate R=1/2, relying on 8 trellis
states, 4 inner decoding iterations and the bit-based interleavers have a length of
40 000 bits.

the BER performance of both the fully-loaded and of the rank-deficient DS-CDMA and

SDMA systems, respectively, while imposing specific complexity limits on the DHA. The

ES-DHA QMUD was MMSE-initialized in the full-rank SDMA system of Figure 2.18, since

this was found to provide a better initial estimate according to Figure 2.14h, while the ES-

DHA QMUD of the rank-deficient SDMA system of Figure 2.17 was ZF-initialized. Both

DS-CDMA systems employ MF-initialized ES-DHA QMUDs. As expected, the achievable

performance degrades, when the DHA is stopped earlier than it naturally would, because in

some of the cases only a sub-optimal solution will have been found. Comparing Figure 2.17

to Figure 2.18, the degradation experienced is higher for the rank-deficient systems. Fur-

thermore, the DS-CDMA systems experience a lower degradation, when operating at the

same success probability point of their respective CDF curves in both full-rank and rank-

deficient systems. When operating at lower CDF points, the BER performance approaches

that of the initial detector, since the 0% point of the CDF corresponds to having an output

constituted by the initial “guess”. It may be verified by the full-rank systems characterized

in Figure 2.18 that indeed this is the case, while the performance of the rank-deficient

systems in Figure 2.17 operating at the 50% points of their respective CDF curves is still

adequate, when compared to the conventional detectors’ performance, both of which have

a high residual BER. If an even lower CDF point was chosen in a rank-deficient system, a
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Figure 2.19: Illustration of the power loss and the simultaneous reduction in complexity in the
full-rank and rank-deficient DS-CDMA and SDMA systems of Figure 2.1 and Fig-
ure 2.2, respectively, with respect to the maximum allowed CFEs in the ES-aided
DHA QMUD when compared to that of the ML MUD, and when a turbo convolu-
tional code associated with R=1/2, relying on 8 trellis states and 4 inner iterations
is used. The bit-based interleavers have a length of 40 000 and 42 000 bits each for
the systems supporting U = 15 and U = 14 users, respectively. The parameters of
the systems are summarized in Table 2.6.

high residual BER would also appear.

The Eb/N0 loss versus the reduction in complexity is illustrated in Figure 2.19. As

the number of CFEs increases, the performance loss diminishes. The SDMA systems may

require more CFEs for approaching their optimal performance, especially when they operate

at a low power, as observed in Figure 2.19 for our full-rank SDMA scenario, because at

low SNRs the conventional detectors fail to provide an accurate initial estimate of the

MK-ary symbol. Hence, depending both on the specific applications considered and on the

computational power available, an adaptive strategy of choosing Lstop may be conceived.

2.6.2 Under-Loaded DS-CDMA Systems

When the multiple access systems are under-loaded, the expected reduction in computa-

tional complexity becomes higher, since the linear detectors provide a better initial symbol

for the DHA than when they are employed in full-rank or rank-deficient systems. This

is demonstrated in Figure 2.20, Figure 2.21 and Figure 2.22, where the PDF and CDF

curves of three additional under-loaded systems supporting U = 4, 6, 8 users with SF = 31

employing QPSK (M = 4) modulation are shown, respectively, with their optimal BER

performance presented in Figure 2.23. The Eb/N0 value where each system was simulated

at corresponds to the 10−4 BER point when TCC with rate R = 1/2, 8 trellis states and 4

inner iterations were used for transmission over uncorrelated Rayleigh channel. The param-

eters are summarized in Table 2.9. The shape of the PDF when the MF output is used for

initializing the DHA declares that for many of the simulation instances the MF output was

equal or very close to xMF , in contrast to the MF output of rank-deficient systems which

were closer to a randomly chosen symbol. The CDFs follow the trend of the corresponding

PDFs by reaching their 50% point with 41, 167 and 586 fewer CFEs than the number of
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CFEs required by the randomly-initialized DHA QMUD to reach the 50% CDF point in

the systems supporting U = 4, 6, 8 users, respectively.

Let us proceed by presenting the simulated CDF curves of the system supporting U = 8

users using the QPSK modulation and SF = 31 for different power levels in Figure 2.24.

More specifically, the chosen Eb/N0 values range from the beginning of the BER turbo

cliff (∼6.5 dB), up to power values beyond the point where BER= 10−5 (∼8.16 dB) when

transmitting over uncorrelated Rayleigh channel employing turbo convolutional codes with

rate R = 1/2, 8 trellis states and 4 iterations between the convolutional codes have been

performed. The resultant CDF curves indicate a weak power sensitivity for the chosen

Eb/N0 range since we need approximately 5–10 fewer CFEs to reach the 65% point of the

CDF when increasing the power by 0.5 dB. Therefore, a CDF curve simulated for a single

Eb/N0 value may be used for determining the maximum allowed number of CFEs Lstop in

our simulations. In the following simulations, we have chosen the CDF corresponding to

Eb/N0 = 7.78 dB for determining Lstop for the system supporting U = 6 users. It should

be noted though that better performance is expected when we use the CDF curve that

corresponds to the power level we operate at. This would be translated in a pre-computed

collection of CDF curves for various Eb/N0 values for a specific system.
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Figure 2.20: Simulated PDF and CDF of (a) the total number of CFEs in both the classical
and the quantum domain, (b) the number of CFEs in terms of Grover iterations
in the quantum domain, (c) the number of CFEs in the classical domain, in the
DHA employed in the DS-CDMA system of Figure 2.1, using QPSK modulation
and supporting U = 4 users with SF = 31. The parameters of the system are
summarized in Table 2.9. The chosen Eb/N0 = 7.6 dB value corresponds to a BER
performance of ∼10−4 of the system depicted in Figure 2.23.
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Table 2.9: Parameters of the three underloaded DS-CDMA systems

System 1 System 2 System 3

Number of Users U = 4 U = 6 U = 8

Normalized User Load UL = 4/31 UL = 6/31 UL = 8/31

Multiple Access Scheme DS-CDMA

Number of AEs at the BS P = 1

Spreading Factor SF = 31

Spreading Codes Gold Codes

Bit-based Interleaver Length 20 000

Number of AEs per User NTx = 1

Modulation QPSK M = 4

Channel Code
Turbo Code, R = 1/2, 8 Trellis states

Iinner = 4 iterations

Channel Uncorrelated Rayleigh Channel

Channel Estimation Perfect
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Figure 2.21: Simulated PDF and CDF of (a) the total number of CFEs in both the classical
and the quantum domain, (b) the number of CFEs in terms of Grover iterations
in the quantum domain, (c) the number of CFEs in the classical domain, in the
DHA employed in the DS-CDMA system of Figure 2.1, using QPSK modulation
and supporting U = 6 users with SF = 31. The parameters of the system are
summarized in Table 2.9. The chosen Eb/N0 = 7.78 dB value corresponds to a BER
performance of ∼10−4 of the system depicted in Figure 2.23.
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Figure 2.22: Simulated PDF and CDF of (a) the total number of CFEs in both the classical
and the quantum domain, (b) the number of CFEs in terms of Grover iterations
in the quantum domain, (c) the number of CFEs in the classical domain, in the
DHA employed in the DS-CDMA system of Figure 2.1, using QPSK modulation
and supporting U = 8 users with SF = 31. The parameters of the system are
summarized in Table 2.9. The chosen Eb/N0 = 8.02 dB value corresponds to a BER
performance of ∼10−4 of the system depicted in Figure 2.23.

Based on the previous observations, the BER performance of the ES-DHA QMUD in the

under-loaded system supporting U = 8 users employing QPSK modulation and SF = 31, as

well as turbo convolutional codes with rate R = 1/2, 8 trellis states and 4 inner iterations

when transmitting over uncorrelated Rayleigh channels is depicted in Figure 2.25. The

performance of the systems supporting U = 4, 6 users is the same as in Figure 2.23. In

Figure 2.25 we may observe that when Lstop is chosen to be the 99% point of the CDF in

Figure 2.22c corresponding to 2519 CFEs minus the minimum number of CFEs needed by

the DHA Lmin
DHA = 1182, leading to Lstop = 2519 − 1182 = 1337 CFEs, the performance

of the ES-aided DHA QMUD is optimal and equal to that of the DHA QMUD and ML

MUD. As in the case of the full-rank and rank-deficient systems, the BER performance

also worsens when Lstop becomes smaller in under-loaded systems.

The main difference of the employment of the ES-aided DHA QMUD in rank-deficient

and under-loaded systems is the much larger relevant computational complexity reduction

achieved in the latter systems. It is verified by Figure 2.26, where the Eb/N0 loss is plotted

with respect to the number of CFEs in the DHA and a “cliff” is formed as U/SF becomes

smaller, followed by a floor when the power loss is already too small. Such an indication of

a rapid improvement in performance when allowing a few more CFEs in the lower regions
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Figure 2.23: BER performance of BICM-ID DS-CDMA systems of Figure 2.1, supporting U =
4, 6, 8 users transmitting QPSK M = 4 symbols. The parameters of the systems are
summarized in Table 2.9. The DHA QMUD is compared to the ML MUD and the
MF detector, verifying its optimality in finding the minimum of a function. Turbo
coding is used relying on 8 trellis states at a rate of R = 1/2 and Iinner = 4 iterations
between the component codes. The interleaver length is equal to 20 000 bits.
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Figure 2.24: Simulated CDFs of the number of CFEs in the DHA employed in the DS-CDMA
system of Figure 2.1 and Figure 2.23 using QPSK modulation and supporting U = 6
users with SF = 31, for various values of Eb/N0. The parameters of the system are
summarized in Table 2.9.

of the CDF enables a fine tuning between the available computational resources and the

required performance.

The BER performance of the U = 4, M = 4 and U = 6, M = 4 systems is characterized

in Figure 2.27, where the DHA is stopped after 11 and 45 CFEs, respectively. Figure 2.27

demonstrates the dependence of the proposed ES-aided DHA-based QMUD on the channel

code used. More specifically, when the turbo convolutional codes associated with a rate of

R = 1/2, 8 trellis states and I = 4 inner decoding iterations is used, both systems operate

closer to the respective ML performance than the Non-Systematic Convolutional Code

(NSCC) having a rate of R = 1/2 and 8 trellis states or when no coding is used. Hence, our

proposed ES DHA-based MUD is only suitable for powerful channel codes, since they will
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Figure 2.25: BER performance of DS-CDMA systems of Figure 2.1 supporting U = 4, 6, 8 users
with SF = 31 chips, employing QPSK modulation, a turbo convolutional code with
rate R = 1/2, 8 trellis states, 4 inner iterations as well as the DHA QMUD and
the ES-aided DHA QMUD for the system supporting U = 8 users. The bit-based
interleavers have a length of 20000 bits each and the transmission takes place over
an uncorrelated Rayleigh channel. The parameters of the systems are summarized
in Table 2.9.
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Figure 2.26: Illustration of the power loss and the simultaneous reduction in complexity with
respect to the maximum allowed CFEs in the ES-aided DHA QMUD when compared
to that of the ML MUD in under-loaded DS-CDMA systems of Figure 2.1, when a
turbo convolutional code associated with R=1/2, relying on 8 trellis states and 4
inner iterations is used. The bit-based interleavers have a length of 20 000 bits each.
The parameters of the systems are summarized in Table 2.9.

not be severely affected by an erroneous decision at the detector, but instead succeed in

correcting the bit errors. The chosen Lstop = 11 CFEs for the [U=4, SF=31] system and

Lstop = 45 CFEs for the [U=6, SF=31] system correspond to the 60% point of the CDF

in Figure 2.20a and Figure 2.21a, respectively, minus Lmin
DHA = LQD, min

DHA + LCD min
DHA = 88

CFEs for [U=4, SF=31] and Lmin
DHA = 311 CFEs for [U=6, SF=31]. By comparing the
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Figure 2.27: BER performance of the DS-CDMA systems of Figure 2.1 supporting U = 4, 6 users
in conjunction with QPSK modulation and SF = 31 in the cases where either no
channel coding is employed, or a turbo convolutional code associated with R = 1/2, 8
trellis states and 4 inner iterations is employed, or alternatively, NSCC with R = 1/2,
8 trellis states is used. The bit-based interleavers have a length of 20 000 bits each.
The parameters of the systems are summarized in Table 2.9.

Table 2.10: Parameters of the three SDMA systems

System 1 System 2 System 3

Number of AEs at the BS P = 20 P = 10 P = 5

Normalized User Load UL = 0.5 UL = 1 UL = 2

Number of Users U = 10

Multiple Access Scheme SDMA

Bit-based Interleaver Length 20 000

Number of AEs per User NTx = 1

Modulation BPSK M = 2

Channel Code

Turbo Code, R = 1/2

8 Trellis states

Iinner = 4 iterations

Channel Uncorrelated Rayleigh Channel

Channel Estimation Perfect

resultant BER curves when 61.3% of the DHA CFEs are performed in the U = 8, M = 4

system in Figure 2.25 to those where 60% of the CFEs are allowed in Figure 2.27, we may

also conclude that the power-loss increases when the system’s dimensionality grows and

the percentage of the included instances remains the same.
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(a) Total Number of CF Evaluations

U = 10, P = 20, M = 2, Eb/N0 per Rx AE = 4.2 dB, U/P = 0.5
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Figure 2.28: Simulated PDF and CDF of (a) the total number of CFEs performed both in the
classical and the quantum domain, (b) the number of CFEs in the quantum domain
and (c) the number of CFEs in the classical domain in the DHA employed in an
under-loaded SDMA system of Figure 2.2 using BPSK modulation and supporting
U = 10 users with P = 20 receiver antennas. The DHA’s initial input was either
randomly generated, or equal to the ZF or the MMSE detector’s output. The chosen
Eb/N0 per receive antenna value of 4.2 dB that the system has been simulated at
corresponds to BER = 10−5 when a turbo convolutional code with R = 1/2, 8 trellis
states and 4 inner iterations, as well as bit-based interleavers with a length of 20 000
bits are employed. The parameters of the system are summarized in Table 2.10.

2.6.3 Effect of the Number of Receive Antennas in SDMA systems

Let us continue by investigating three SDMA systems supporting U = 10 single-antenna

users, employing BPSK associated with M = 2, while P = 5, 10, 20 receiver antennas are

installed at the BS, respectively. By fixing the number of users to U = 10 we are able to

observe the effect that the number of receive antenna elements has on the DHA QMUD’s

performance. The [U = 10, P = 20] scenario represents an under-loaded system, while the

[U = 10, P = 10] and [U = 10, P = 5] scenarios correspond to a full-rank and to a rank-

deficient system, respectively. The parameters of the systems investigated are summarized

in Table 2.10.

The simulated PDFs associated with the corresponding CDFs are presented in Fig-

ure 2.28, Figure 2.29 and Figure 2.30 for the under-loaded, full-rank and rank-deficient

systems, respectively. The Eb/N0 values chosen correspond to a BER performance of 10−5,

when turbo convolutional codes associated with a rate of R = 1/2, 8 trellis states and 4

inner iterations were employed, along with bit-based interleavers having a length of 20 000
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(a) Total Number of CF Evaluations

U = 10, P = 10, M = 2, Eb/N0 per Rx AE = 4.975 dB, U/P = 1

PDF - DHA Input: ZF Output
PDF - DHA Input: MMSE Output
PDF - DHA Input: Random
CDF - DHA Input: ZF Output
CDF - DHA Input: MMSE Output
CDF - DHA Input: Random
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(b) Number of Grover Iterations (CF evaluations in the QD)
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(c) Number of CF evaluations in the CD
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Figure 2.29: Simulated PDF and CDF of (a) the total number of CFEs performed both in the
classical and the quantum domain, (b) the number of CFEs in the quantum domain
and (c) the number of CFEs in the classical domain in the DHA employed in a full-
rank SDMA system of Figure 2.2 using BPSK modulation and supporting U = 10
users with P = 10 receiver antennas. The DHA’s initial input was either randomly
generated, or equal to the ZF or the MMSE detector’s output. The chosen Eb/N0 per
receive antenna value of 4.975 dB that the system has been simulated at corresponds
to BER = 10−5 when a turbo convolutional code with R = 1/2, 8 trellis states and
4 inner iterations, as well as bit-based interleavers with a length of 20 000 bits are
employed. The parameters of the system are summarized in Table 2.10.

bits. All of the investigated systems indicate an improvement in the average complexity of

the DHA, when the ZF or MMSE detector’s output are exploited as its initial input, rather

than using a random value. Observing the under-loaded and full-rank SDMA systems in

Figure 2.28a and Figure 2.29a, respectively, we may infer that the MMSE-initialized DHA

requires fewer CFEs than the ZF-initialized DHA for detecting xmin. On the other hand,

for the rank-deficient system of Figure 2.30a we may conclude that the MMSE-initialized

DHA is equivalent to the ZF-initialized DHA, both achieving an improvement of 33 CFEs

at the 50% point of their CDF.

For deeper intuition, in Figure 2.31, Figure 2.32 and Figure 2.33 we have recorded the

PDF and CDF curves of the above-mentioned systems when fixing the power to Eb/N0 =

−3 dB corresponding to the Eb/N0 values per receive antenna of 10 dB, 7 dB and 4 dB for

the [U = 10, P = 20], [U = 10, P = 10] and [U = 10, P = 5] systems, respectively. For the

under-loaded and full-rank systems, it is expected that the average complexity imposed by

the ZF-initialized and MMSE-initialized DHA is lower when operating at Eb/N0 = −3 dB

compared to their corresponding power that results in a BER of 10−5, since the power is
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(a) Total Number of CF Evaluations

U = 10, P = 5, M = 2, Eb/N0 per Rx AE = 6.8 dB, U/P = 2

PDF - DHA Input: ZF Output
PDF - DHA Input: MMSE Output
PDF - DHA Input: Random
CDF - DHA Input: ZF Output
CDF - DHA Input: MMSE Output
CDF - DHA Input: Random
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(b) Number of Grover Iterations (CF evaluations in the QD)

PDF - DHA Input: ZF Output
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(c) Number of CF evaluations in the CD

PDF - DHA Input: ZF Output
PDF - DHA Input: MMSE Output
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Figure 2.30: Simulated PDF and CDF of (a) the total number of CFEs performed both in the
classical and the quantum domain, (b) the number of CFEs in the quantum domain
and (c) the number of CFEs in the classical domain in the DHA employed in a
rank-deficient SDMA system of Figure 2.2 using BPSK modulation and supporting
U = 10 users with P = 5 receiver antennas. The DHA’s initial input was either
randomly generated, or equal to the ZF or the MMSE detector’s output. The chosen
Eb/N0 per receive antenna value of 6.8 dB that the system has been simulated at
corresponds to BER = 10−5 when a turbo convolutional code with R = 1/2, 8 trellis
states and 4 inner iterations, as well as bit-based interleavers with a length of 20 000
bits are employed. The parameters of the system are summarized in Table 2.10.

higher. The reason behind this expectation is that the MMSE and ZF detectors perform

better when the power increases, hence their initial guess of the multi-level symbol will

have a lower Euclidean distance from the actually transmitted multi-level symbol. This is

verified by the resultant shift of the CDF curves to the left in Figure 2.31a and Figure 2.32a

with respect to the same CDF curves in Figure 2.28a and Figure 2.29a, respectively. On the

other hand, the complexity of the randomly initialized DHA remains the same, since in this

case the power level does not affect the quantum algorithm. As far as the rank-deficient

system is considered, the ZF-initialized and MMSE-initialized DHA provide equivalent

CDF curves – with the MMSE-initialized DHA resulting in a slightly lower complexity –

which are shifted to the right compared to the respective CDF curves seen in Figure 2.30,

since they operate at a lower power level.

Based on the previous observations, let us proceed by investigating the dependency of

the DHA’s CDF curves on the power levels. The resultant CDF curves of the under-loaded

[U = 10, P = 20] system when varying the Eb/N0 value per receive antenna value in

the range of [3.4, 5] dB is presented in Figure 2.34. We may note that the reduction in
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(a) Total Number of CF Evaluations

U = 10, P = 20, M = 2, Eb/N0 per Rx AE = 10 dB, U/P = 0.5

PDF - DHA Input: ZF Output
PDF - DHA Input: MMSE Output
PDF - DHA Input: Random
CDF - DHA Input: ZF Output
CDF - DHA Input: MMSE Output
CDF - DHA Input: Random
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(b) Number of Grover Iterations (CF evaluations in the QD)
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(c) Number of CF evaluations in the CD

PDF - DHA Input: ZF Output
PDF - DHA Input: MMSE Output
PDF - DHA Input: Random
CDF - DHA Input: ZF Output
CDF - DHA Input: MMSE Output
CDF - DHA Input: Random

Figure 2.31: Simulated PDF and CDF of (a) the total number of CFEs performed both in the
classical and the quantum domain, (b) the number of CFEs in the quantum domain
and (c) the number of CFEs in the classical domain in the DHA employed in an
under-loaded SDMA system of Figure 2.2 using BPSK modulation and supporting
U = 10 users with P = 20 receiver antennas. The DHA’s initial input was either
randomly generated, or equal to the ZF or the MMSE detector’s output. The selected
Eb/N0 value is −3 dB, which corresponds to an Eb/N0 per receive antenna value of
10 dB. The parameters of the system are summarized in Table 2.10.

the number of CFEs needed to reach the same probability of success in the DHA when

increasing the power is roughly 1 CFE per 0.2 dB in both the ZF-initialized and MMSE-

initialized DHA QMUD in the under-loaded SDMA system. Similarly, the resultant CDF

curves when we vary the Eb/N0 value per receive antenna in the full-rank [U = 10, P = 10]

system are illustrated in Figure 2.35. The CDF curves of the ZF-initialized DHA in the

full-rank system are shifted towards lower CFEs by 1 CFE per 1.6 dB, while the shift of

the MMSE-initialized DHA’s CDF curves to the left is approximately 1 CFE per 1 dB. The

ZF-initialized and MMSE-initialized DHA QMUDs have a similar complexity in the context

of rank-deficient systems. Hence, we simulated the CDF curves when varying the power

level only for the ZF-initialized DHA in Figure 2.36. The improvement in the complexity

is approximately 1 CFE per 1 dB, as in the full-rank system.

The shifts of the CDF curves towards lower number of CFEs when increasing the

power in our systems is so small that it may be considered negligible. Therefore, the CDF

generated at a single Eb/N0 value may be considered sufficient for characterizing the CDF

curves of all the power levels. The BER performance results presented in the following

section are related to the CDF curves presented in Figure 2.28, Figure 2.29 and Figure 2.30

for each system for all the Eb/N0 values. In other words, operating at the 60% point of
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(a) Total Number of CF Evaluations

U = 10, P = 10, M = 2, Eb/N0 per Rx AE = 7 dB, U/P = 1

PDF - DHA Input: ZF Output
PDF - DHA Input: MMSE Output
PDF - DHA Input: Random
CDF - DHA Input: ZF Output
CDF - DHA Input: MMSE Output
CDF - DHA Input: Random
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(b) Number of Grover Iterations (CF evaluations in the QD)
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Figure 2.32: Simulated PDF and CDF of (a) the total number of CFEs performed both in the
classical and the quantum domain, (b) the number of CFEs in the quantum domain
and (c) the number of CFEs in the classical domain in the DHA employed in a full-
rank SDMA system of Figure 2.2 using BPSK modulation and supporting U = 10
users with P = 10 receiver antennas. The DHA’s initial input was either randomly
generated, or equal to the ZF or the MMSE detector’s output. The selected Eb/N0

value is −3 dB, which corresponds to an Eb/N0 per receive antenna value of 7 dB.
The parameters of the system are summarized in Table 2.10.

the CDF in the under-loaded [U = 10, P = 20] system while using the CDF generated at

Eb/N0 = −8.8 dB, corresponding to an Eb/N0 per receive antenna value of 4.2 dB, will

result in stopping the MMSE-initialized ES-DHA after Lstop = 182−Lmin
DHA, regardless of the

Eb/N0 value the system is operating at. According to Equation 2.50 for N = MU = 210 =

1024 and λ = 6/5 = 1.2 we have LCD, min
DHA = 20 CFEs and the maximum number of Grover

iterations in the BBHT whenN = 1024 is LQD, min
DHA = LQD, max

BBHT = 4.5
√
N = 144. Hence, we

may conclude that in the systems examined we require Lmin
DHA = LCD, min

DHA +LQD, min
DHA = 164

CFEs and Lstop = 182 − 164 = 18 for the 60% point of the MMSE-initialized ES-DHA in

the under-loaded system, when the Eb/N0 value per receive antenna is 4.2 dB.

2.6.3.1 Under-Loaded Scenario: U = 10 Users - P = 20 Receiver Antennas

The BER performances of the under-loaded SDMA system supporting U = 10 users with

the aid of P = 20 receiver antennas, where the ZF-initialized and MMSE-initialized DHA

QMUD has been used are given in Figure 2.37 and Figure 2.38, respectively. In both cases

the points of the CDF seen in Figure 2.28a corresponding to the Eb/N0 value per receive

antenna of 4.2 dB were used for determining the maximum number of CFEs Lstop. Turbo
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(a) Total Number of CF Evaluations

U = 10, P = 5, M = 2, Eb/N0 per Rx AE = 4 dB, U/P = 2

PDF - DHA Input: ZF Output
PDF - DHA Input: MMSE Output
PDF - DHA Input: Random
CDF - DHA Input: ZF Output
CDF - DHA Input: MMSE Output
CDF - DHA Input: Random
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(b) Number of Grover Iterations (CF evaluations in the QD)
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Figure 2.33: Simulated PDF and CDF of (a) the total number of CFEs performed both in the
classical and the quantum domain, (b) the number of CFEs in the quantum domain
and (c) the number of CFEs in the classical domain in the DHA employed in a rank-
deficient SDMA system of Figure 2.2 using BPSK modulation and supporting U = 10
users with P = 5 receiver antennas. The DHA’s initial input was either randomly
generated, or equal to the ZF or the MMSE detector’s output. The selected Eb/N0

value is −3 dB, which corresponds to an Eb/N0 per receive antenna value of 4 dB.
The parameters of the system are summarized in Table 2.10.

convolutional codes associated with rate R = 1/2, 8 trellis states and 4 inner iterations

between the convolutional codes were used and the bit interleavers’ length was 20 000

bits. The performance of the DHA-based QMUD matches that of the ML MUD. The ZF-

initialized and MMSE-initialized ES-DHA QMUDs improve their performance, when they

operate closer to the 100% point of their respective CDF curve, while the degradation in

the BER performance when they operate at the 60% point of their CDF is approximately

0.7 dB in both cases. The “turbo cliff” ends at a BER value of 8 · 10−7, while the residual

BER is 10−7.

In Figure 2.39 we have plotted together the BER curves of the ZF-initialized and the

MMSE-initialized ES-DHA QMUDs shown in Figure 2.37 and Figure 2.38, respectively.

The MMSE-initialized ES-DHA QMUD performs slightly better than the ZF-initialized

ES-DHA QMUD, when they both operate at the same low point of their respective CDF

curve. It should be made clear that the number of CFEs is different in these two cases,

hence the MMSE-initialized ES-DHA QMUD performs better, while also using fewer CFEs.

If both QMUDs were allowed to perform the same number of CFEs, then the MMSE-

initialized ES-DHA QMUD would outperform the ZF-initialized ES-DHA QMUD by a

greater margin. Nevertheless, their performance when operating at the same CDF point
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Figure 2.34: Simulated CDF curves of the number of CFEs in the a) ZF-initialized and the b)
MMSE-initialized DHA employed in the under-loaded [U = 10, P = 20] SDMA
system of Figure 2.2 for various values of Eb/N0 per receive antenna. The parameters
of the system are summarized in Table 2.10.
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Figure 2.35: Simulated CDF curves of the number of CFEs in the a) ZF-initialized and the b)
MMSE-initialized DHA employed in the full-rank [U = 10, P = 10] SDMA system
of Figure 2.2 for various values of Eb/N0 per receive antenna. The parameters of the
system are summarized in Table 2.10.

may be considered equivalent due to the nature of the under-loaded systems, which allow

the ZF and MMSE detectors to provide a satisfactory estimate of the multi-level symbol.

2.6.3.2 Full-Rank Scenario: U = 10 Users - P = 10 Receiver Antennas

The full-rank SDMA system investigated has the same format as the previously analysed

under-loaded SDMA system, with the slight difference that there are P = 10 receiver
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Figure 2.36: Simulated CDF curves of the number of CFEs in the ZF-initialized DHA employed
in the rank-deficient [U = 10, P = 5] SDMA system of Figure 2.2 for various values
of Eb/N0 per receive antenna. The parameters of the system are summarized in
Table 2.10.
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Figure 2.37: BER performance of an under-loaded SDMA system of Figure 2.2 supporting U =
10 users, P = 20 receiver antennas, employing BPSK and a turbo convolutional
code with rate R = 1/2, 8 trellis states and Iinner = 4 iterations, along with ML-
based, ZF-initialized DHA-based and ZF-initialized ES-aided DHA-based MUD for
various maximum allowed number of CFEs extracted by the CDF in Figure 2.28a.
The interleaver length is equal to 20 000 bits. The parameters of the system are
summarized in Table 2.10.

antennas at the BS. More precisely, U = 10 users encode their information bits using

a turbo convolutional code associated with rate R = 1/2, 8 trellis states and 4 inner

iterations. They interleaved the coded bits using bit-based interleavers having a length of

20 000 bits and finally mapped their interleaved bit stream to BPSK symbols using Gray

coding, before transmitting them to the BS. The resultant BER versus Eb/N0 curves when

ZF-initialized and MMSE-initialized ES-DHA QMUD are used at the BS are offered in

Figure 2.40 and Figure 2.41, respectively. The CDF curves exploited by the QMUDs were

generated at an Eb/N0 value per receive antenna of 4.975 dB and they are presented in

Figure 2.29a. The performance of both proposed systems matches that of the ML MUD,
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Figure 2.38: BER performance of an under-loaded SDMA system of Figure 2.2 supporting U = 10
users, P = 20 receiver antennas, employing BPSK and a turbo convolutional code
with rate R = 1/2, 8 trellis states and Iinner = 4 iterations, along with ML-based,
MMSE-initialized DHA-based and MMSE-initialized ES-aided DHA-based MUD for
various maximum allowed number of CFEs extracted by the CDF in Figure 2.28a.
The interleaver length is equal to 20 000 bits. The parameters of the system are
summarized in Table 2.10.

when they operate at high points at their CDF curves. Furthermore, we may observe that

as we reduce the maximum number of CFEs in both ES-DHA QMUDs, the rate of the

performance degradation increases.

The MMSE-initialized ES-DHA QMUD used in full-rank systems performs equivalently

to the ZF-initialized ES-DHA QMUD, when they both operate at the same low points of

their CDF, as it may be observed in Figure 2.42, where the curves observed in Figure 2.40

and Figure 2.41 have been plotted together. Since the available resources are represented

by the maximum number of CFEs, the MMSE-initialized ES-DHA QMUD performs better

than the ZF-initialized ES-DHA QMUD in full-rank SDMA systems. This may be verified

by observing Figure 2.42 and specifically the curves that correspond to the 80% point of

the CDF of the MMSE-initialized ES-DHA QMUD and that of the 70% point of the CDF

corresponding to the ZF-initialized ES-DHA QMUD, which use 77 CFEs and 75 CFEs,

respectively. The performance of the MMSE-initialized ES-DHA QMUD is 0.3 dB better,

leading to the conclusion that when the same number of CFEs is available, the MMSE-

initialized ES-DHA QMUD should be used.

2.6.3.3 Rank-Deficient Scenario: U = 10 Users - P = 5 Receiver Antennas

Since the CDF curves of the ZF-initialized and the MMSE-initialized DHA QMUDs used

in the rank-deficient scenario of Figure 2.30a are the same, their BER performances are
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Figure 2.39: Comparison between the BER performance of an under-loaded SDMA system of
Figure 2.2 supporting U = 10 users, P = 20 receiver antennas, when ZF-initialized
and MMSE-initialized ES-aided DHA-based MUDs are used for various maximum
allowed number of CFEs extracted by the CDF in Figure 2.28a. The used modulation
is BPSK and a turbo convolutional code with R = 1/2, 8 trellis states and Iinner = 4
iterations is selected. The interleaver length is equal to 20 000 bits. The parameters
of the system are summarized in Table 2.10.
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Figure 2.40: BER performance of a full-rank SDMA system of Figure 2.2 supporting U = 10
users, P = 10 receiver antennas, employing BPSK and a turbo convolutional code
with rate R = 1/2, 8 trellis states and Iinner = 4 iterations, along with ML-based,
ZF-initialized DHA-based and ZF-initialized ES-aided DHA-based MUD for various
maximum allowed number of CFEs extracted by the CDF in Figure 2.29a. The inter-
leaver length is equal to 20 000 bits. The parameters of the system are summarized
in Table 2.10.
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Figure 2.41: BER performance of a full-rank SDMA system of Figure 2.2 supporting U = 10
users, P = 10 receiver antennas, employing BPSK and a turbo convolutional code
with rate R = 1/2, 8 trellis states and Iinner = 4 iterations, along with ML-based,
MMSE-initialized DHA-based and MMSE-initialized ES-aided DHA-based MUD for
various maximum allowed number of CFEs extracted by the CDF in Figure 2.29a.
The interleaver length is equal to 20 000 bits. The parameters of the system are
summarized in Table 2.10.
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Figure 2.42: Comparison between the BER performance of a full-rank SDMA system of Fig-
ure 2.2 supporting U = 10 users, P = 10 receiver antennas, when ZF-initialized
and MMSE-initialized ES-aided DHA-based MUDs are used for various maximum
allowed number of CFEs extracted by the CDF in Figure 2.29a. The used modu-
lation is BPSK and a turbo convolutional code with R = 1/2, 8 trellis states and
Iinner = 4 iterations is selected. The interleaver length is equal to 20 000 bits. The
parameters of the system are summarized in Table 2.10.
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Figure 2.43: BER performance of a rank-deficient SDMA system of Figure 2.2 supporting U = 10
users, P = 5 receiver antennas, employing BPSK and a turbo convolutional code
with R = 1/2, 8 trellis states and Iinner = 4 iterations, along with ML-based,
ZF-initialized DHA-based and ZF-initialized ES-aided DHA-based MUD for various
maximum allowed number of CFEs extracted by the CDF in Figure 2.30a. The inter-
leaver length is equal to 20 000 bits. The parameters of the system are summarized
in Table 2.10.

also expected to be identical since the maximum number of CFEs and the initial guess of

the multi-level symbol will not be different. Therefore, let us proceed by examining the

BER performance of the ZF-initialized ES-aided DHA-based QMUD and the ML MUD in

the rank-deficient SDMA system supporting U = 10 users and employing P = 5 receiver

antennas, as depicted in Figure 2.43. Once again, turbo convolutional codes with rate R =

1/2, 8 trellis states and 4 inner iterations are used, in conjunction with BPSK modulation

and a 20 000 bit interleaver length. The maximum numbers of CFEs are based on the CDF

curves plotted in Figure 2.30a.

The main difference between the ES-aided DHA-based QMUD performance in this

rank-deficient scenario compared to the under-loaded and full-rank scenarios is the larger

performance degradation, when operating at lower CDF points. More specifically, when

the 60% point is chosen in the ZF-initialized ES-DHA QMUDs, the resultant BER is 1.9 dB

away from the optimal limit, while the power loss when operating at the 80% CDF point is

approximately 0.6 dB with respect to the ML MUD performance. Furthermore, the power

gain achieved by switching from the 80% CDF point to the 90% point is 0.35 dB, whilst a

shift from the 50% point to the 60% point would result in a power gain of at least 0.8 dB,

with the same gain exceeding 2 dB when a BER value of 10−5 is targeted. Operating at the

90% CDF point results in performing 0.5 dB away from the optimal limit for both systems,

but if the 99% CDF point is chosen, the BER performance becomes similar to that of the

optimal DHA-based QMUD and of the ML-based MUD.
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Figure 2.44: BER performance with respect to the Eb/N0 per receive antenna of the rank-deficient
SDMA system of Figure 2.2 supporting U = 14 users associated with P = 7 receive
antennas when imperfect channel estimation is available. The CSI estimation noise
variance Nν describes the channel estimation error with Nν = 0 corresponding to
perfect CSI estimation. The ML MUD, DHA QMUD and ES-aided DHA QMUD
are employed and a turbo convolutional code associated with R=1/2, relying on 8
trellis states and 4 inner iterations is used. The bit-based interleavers have a length
of 42 000 bits each. The parameters of the system are summarized in Table 2.6.

2.6.4 Effect of the Imperfect Channel Estimation

In Figure 2.44 we also considered the rank-deficient SDMA system in the realistic scenario

where perfect estimation of the CSI is unavailable. We corrupted the perfect CSI with

AWGN as in

h̃u,p = hu,p + ν, (2.52)

where h is the complex-valued channel coefficient depicted in Figure 2.1b, with u ∈
{1, . . . , U}, p ∈ {1, . . . , P}, and ν is the zero-mean and Nν-variance AWGN noise. The

imperfect channel estimation’s error is described by the associated noise variance, where

Nν = 0 denotes perfect channel estimation. The average channel power is the inverse of

the number of the receive antennas γc = 1/P . According to Figure 2.44, the DHA QMUD

continues to have optimal ML performance even with imperfect channel estimation. On

the other hand, when the ES-DHA QMUD is stopped after 484 CFEs, which corresponds

to the 80% CDF point of the same system at an Eb/N0 per receive antenna value of 6.65 dB

and using perfect channel estimation based on Table 2.8, the performance is approximately

1.1 dB away from that of the ML MUD. By contrast, in the [U=14, P=7] system rely-

ing on perfect channel estimation shown in Figure 2.19 the degradation was just 0.45 dB.

This was expected, since imperfect channel estimation results in a worse initial guess from

the ZF detector, therefore requiring more CFEs in the DHA to find the optimum MU -ary

symbol. In other words, the CDF is shifted to the right and the simulated curve at 484
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Table 2.11: Summary of the presented QMUDs for the DS-CDMA system of Figure 2.1 and Ta-
ble 2.6 with U = 14 and SF = 7

MUD
Complexity % complexity of Eb/N0 Eb/N0 difference from BER

(CFEs / bit) the ML MUD (dB) the ML MUD (dB) Figure

MF-i ES-DHA
24.6 2.1% 11.5 1.8 2.17

(50% CDF)

MF-i ES-DHA
62.9 5.4% 9.72 0.02 2.17

(99% CDF)

MF-i DHA 63.9 5.5% 9.7 0 2.17

Random-i DHA 69.1 5.9% 9.7 0 2.13, 2.17

ML 1170.3 100% 9.7 0 2.13, 2.17

CFEs corresponds to a success probability below 80%. We may conclude that our proposed

ES-DHA QMUD depends on the accuracy of the channel estimation.

2.7 Conclusions

In Section 2.4 we investigated the quantum search algorithms, which may be exploited for

hard-output signal detection, in the context of both DS-CDMA and SDMA communication

systems, which were presented in Section 2.2 and Section 2.3, respectively. More precisely,

starting from Grover’s QSA of Section 2.4.1 we moved to the BBHT algorithm, which is

employed in the DHA. In Figure 2.13 we demonstrated that the DHA-based QMUD results

in a performance equivalent to that of the classical hard-input hard-output ML MUD. In

Section 2.5 we showed that the exploitation of the MF output in DS-CDMA systems and

the ZF or the MMSE output in SDMA systems as the DHA’s initial point beneficially

reduces the complexity of the DHA-based MUD by allowing it to find xmin using fewer

CFEs than those required, when choosing a random initial point, having been based on

Figure 2.14. Moreover, in the same section we lifted the lower complexity bound of the

optimal DHA and proposed an ES-aided DHA-based MUD, which is sub-optimal but has

lower complexity than the DHA-based MUD, which is also fixed, as it was demonstrated

in Figures 2.16, 2.17 and 2.18.

The ES-DHA QMUD operating at a sufficiently high number of CFEs, which is still

lower than the average – or even lower than the minimum in some scenarios – number of

CFEs in the DHA QMUD, achieves the optimal ML performance. When the maximum

affordable number of CFEs carried out by the ES-DHA QMUD is reduced, the resultant

performance becomes sub-optimal, but it remains close to the ML limit. We proposed

a design methodology for operating the ES-DHA QMUDs by taking into consideration a

predetermined complexity budget, or target BER value, based on the statistics of the DHA,

which may be acquired in practice by off-line simulations.

The investigation of the ES-DHA QMUD in under-loaded, full-rank and rank-deficient
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scenarios carried out in Section 2.6 concluded that the MMSE-initialized ES-DHA QMUD

performs better than the ZF-initialized ES-DHA QMUD in both under-loaded and full-rank

systems, when the same maximum number of CFEs is allowed in both systems, as verified

by Figure 2.39 and Figure 2.42. In the rank-deficient scenarios, the ZF and MMSE detectors

may be considered equivalent according to Figure 2.30 and Figure 2.33, hence the pair of

proposed ES-DHA QMUDs have the same performance, when the same computational

complexity is available. Table 2.11 characterizes the QMUDs for the DS-CDMA system

of Figure 2.1 supporting U = 14 users with the aid of SF = 7 and using the parameters

of Table 2.6. Finally, based on Figure 2.44, we may conclude that imperfect channel

estimation results both in a degraded performance for the proposed QMUDs and in a

higher complexity, since the conventional coherent detectors, which generate the initial

deterministic input for the QMUDs also experience a degraded performance. However, the

performance of the DHA-based QMUD is still equivalent to that of the ML MUD according

to Figure 2.44.

In Chapter 4 we present quantum-assisted detectors for non-coherent systems, which

do not depend on the accuracy of channel estimation. Even though the performance of

the proposed coherent QMUDs matches that of the ML MUD, the decoder’s potential

error correction capability is not fully exploited, since only hard outputs are provided by

the MUDs. In Chapter 3 we proceed by introducing QMUDs that not only provide soft

estimates for the decoders, but also accept soft inputs from the decoders, resulting in an

enhanced overall system performance by facilitating iterations between the MUD and the

channel decoders.





Chapter 3
Iterative Quantum-Assisted

Multi-User Detection

3.1 Introduction

In Chapter 2 we have investigated hard-output quantum-assisted detectors, which pro-

vide the channel decoders with hard estimates of the transmitted bits. The detection and

decoding performance of a receiver is substantially improved, when the Multi-User Detec-

tor (MUD) and the channel decoder are allowed to exchange extrinsic information. The

employment of MUD facilitates achieving a near-single-user performance with the aid of

joint iterative detection and decoding by exchanging extrinsic information in the form of

Log-Likelihood Ratios (LLR) between the receiver components. Even if an MUD is not

eligible to exploit information received by the channel decoder, it is beneficial to provide

the decoder with soft estimates of the symbol or bit values, for enhancing the decoding

procedure [21].

The Maximum A posteriori Probability (MAP) detector constitutes the optimal Soft-

Input Soft-Output (SISO) detector in terms of maximizing the a posteriori probabil-

ity, but requires an excessive number of Cost Function Evaluations (CFE). The Soft-

Output (SO) Ant Colony Optimization (ACO) MUDs relying on the MAximum Approxi-

mation (MAA) [13] and the MUlti-input Approximation (MUA) [63] have been employed

for low-complexity detection, but their performance in rank-deficient systems is unsatisfac-

tory.

In this chapter we investigate a number of quantum-assisted SISO and SO Quantum-

assisted MUDs (QMUD). Initially, the Quantum Mean Algorithm (QMA) [62] is presented.

The QMA succeeds in finding the mean of a function f(x), where f : {0, 1 . . . , N − 1} →
[0, 1], while requiring a lower number of evaluations of f than the size of the search

space N . Based on the QMA, we then propose the novel Quantum Weighted Sum Al-

gorithm (QWSA) [1], which calculates the weighted sum of the values returned by the

same function f . Naturally, the QMA constitutes a special case of the QWSA, where all

95
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the weights are equiprobable. By invoking the QWSA we will be able to compute the

necessary summations in the numerator and denominator of the bit-based LLRs [1]. The

Dürr-Høyer Algorithm (DHA) presented in Section 2.4.3 is also employed in the QWSA

QMUD for applying a necessary normalization.

Moreover, in Section 3.5 we present the DHA-aided QMUDs relying on the MAximum

Approximation (DHA-MAA QMUD) [3] as well as on the MUlti-input Approximation

(DHA-MUA QMUD) [3] and show that they outperform their ACO counterparts and indeed

they perform close to the optimal MAP MUD, while requiring a lower complexity than

the classical MUDs employed. Furthermore, we investigate their employment in iterative

receivers, concluding with their EXtrinsic Information Transfer (EXIT) chart analysis [21]

and with the Probability Density Functions (PDF) of the bit-based LLRs. We demonstrate

that the family of DHA-MAA QMUDs may only be used for soft-output detection, while

the DHA-MUA QMUDs may be integrated into iterative receivers.

The DHA-QWSA QMUD is initially introduced with the aid of a Direct Sequence

Code Division Multiple Access (DS-CDMA) system. An efficient multiple access scheme

that combines the principles of DS-CDMA, Spatial Division Multiple Access (SDMA)

and Multiple Input Multiple Output (MIMO) Orthogonal Frequency Division Multiplex-

ing (OFDM) [21–23] is constituted by the Direct Sequence Spreading (DSS) and Slow

Subcarrier-Hopping aided (SSCH) SDMA-OFDM system of [21]. More specifically, each

user has been assigned a DSS code, which may or may not be unique among the supported

users. Moreover, each user transmits on an identical fraction of the number of available

subcarriers, while the specific subcarriers each user transmits on are allocated via a pre-

determined subcarrier allocation algorithm. Therefore, if two users transmit on different

orthogonal subcarriers, their signals are separated in the Frequency Domain (FD). At the

same time, when using orthogonal Walsh-Hadamard (WH) codes [11], provided that two

users transmitting on the same subcarrier have been allocated different WH codes, their

signals are separated in the Time Domain (TD). Finally, if two users transmit on the same

subcarrier and have been allocated the same DSS code, they will be separated in the spatial

domain by exploiting their channel knowledge obtained with the aid of pilot signals [21].

The presented SISO QMUDs will also be employed in Multi-Carrier Interleave Division

Multiple Access (MC-IDMA). The Interleave Division Multiple Access (IDMA) scheme

of [5, 18–20, 140–143] distinguishes the users supported with the aid of their unique, user-

specific interleaving sequence, whilst each user employs the same channel code and the same

Direct Sequence Spreader (DSS). These two procedures are combined in an IDMA system,

which is achieved by swapping the position of the DSS and the interleaver of a classic CDMA

system [11], which has the advantage of potentially increasing the performance of a CDMA

system as a benefit of its increased diversity gain gleaned from the independently fading

chips. After channel coding and spreading the information bit sequence, the users interleave

their own resultant chip sequence with the aid of a uniquely allocated interleaving sequence.

At the receiver, the MUD is invoked on a chip-by-chip basis by exploiting the user-specific

channel impulse responses. Iterations between the MUD and the despreader-decoder (DES-

DEC) may be performed for providing a better final estimate [9]. Finally, we consider
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Multi-Carrier (MC) IDMA owing to its increased flexibility, as detailed in [5, 11, 21].

The rest of this Chapter is structured as follows. The DSS/SSCH SDMA-OFDM system

is described in Section 3.2, along with the novel DSS-based Uniform SSCH methodology.

In Section 3.3 our MC-IDMA system is investigated. Furthermore, Section 3.4 introduces

the QMA and proposes the specific measures required for the transfiguration of the QMA

into the QWSA. In the same section, we present a design example of the QWSA QMUD in

the context of a DS-CDMA system. The Dürr-Høyer Algorithm-based QMUDs relying on

the Maximum Approximation and Multi-input Approximation techniques are presented in

Section 3.5, while a soft-output Ant Colony Optimization (ACO) detector using the free will

modification is investigated in Section 3.6. In Section 3.7 we characterize the soft-output

performance of our proposed QMUDs in the context of DSS/SSCH SDMA-OFDM systems

and in Section 3.8 we compare the performance of the systems presented when the Uniform

SSCH (USCCH) or the novel DSS-based USSCH subcarrier allocation methodologies are

employed. The simulation results and the discussions regarding the comparisons of the

soft-input soft-output QMUDs with respect to the classical MUDs in MC-IDMA systems,

as well as the description of non-Gaussian EXIT charts [144] are offered in Section 3.9. Our

conclusions are formulated in Section 3.10.

3.2 DSS/SSCH SDMA-OFDM System Overview

The block diagram of a DSS/SSCH SDMA-OFDM system supporting U geographically

separated users and Bit Interleaved Coded Modulation (BICM) is given in Figure 3.1.

The information bit stream {bu} of the uth user is encoded by using Turbo Convolutional

Codes (TCC) and the encoded bit stream {cu} is then interleaved. The interleaved encoded

bit stream of the uth user {iu} is mapped onto the symbol stream {xu}. Let us assume

that there are Q available subcarriers, that the length of each user’s symbol stream is Γ

and that each user occupies W subcarriers during a time frame, where we have W ≤ Q,

W ≤ Γ and mod (Γ,W ) = 0. The user-specific subcarrier mapping pattern is periodically

generated based on an appropriately selected approach. The SSCH mapper then maps the

Q available subcarriers to the users, before the OFDM modulator converts the mapped

symbols to OFDM symbols by applying the Q-point Inverse Fast Fourier Transform (IFFT)
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Figure 3.1: Direct Sequence Spreading and Slow Subcarrier-Hopping aided SDMA-OFDM uplink
communication system’s block diagram supporting U users employing turbo encoding
using two convolutional codes as well as non-iterative, soft-output QMUD at the base
station.
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algorithm. The OFDM symbols are then spread in the time domain based on the user-

specific spreading sequences. The Spreading Factor (SF ) of the DSS code defines the

number of chips used in a spreading sequence. In our scenario we will assume that each

user is allocated one of the G = SF available Walsh-Hadamard (WH) spreading codes,

which are orthogonal to each other. Without any loss of generality, the number of users

employing the gth DSS code, with g = 1, 2, . . . , G, is equal to

⌊
U

G

⌋
+





1 if g < mod(U,G)

0 if g ≥ mod(U,G)

. (3.1)

The spread signal is then transmitted over multipath channels and it is received by the

P receive Antenna Elements (AE), where the signals of all the users are added together,

assuming the employment of a synchronous system, and Additive White Gaussian Noise

(AWGN) is added. At the pth receive AE’s chain, with p = 1, 2, . . . , P , the received signal

rp is despread in the time domain and the users employing orthogonal spreading codes are

separated. The Fast Fourier Transform (FFT) algorithm is then employed at the OFDM

Demodulator. After the OFDM demodulated signal is dehopped on the pth receive AE’s

chain, it is fed to the QMUD along with the signals of the other receive AEs.

Let us focus on the discrete description of the signals that arrived at the pth receive AE

on the qth subcarrier. Let us also assume that 1 ≤ Uq ≤ U users have been allocated to

the qth subcarrier, while Gq different DSS codes are present on the qth subcarrier, where

1 ≤ Gq ≤ G. Two users may or may not have been allocated the same DSS code. For

the gth DSS code of the Gq number of present DSS codes on the qth subcarrier, there is a

group of Uq,g users who have been allocated the gth DSS code, where

Uq =

Gq∑

g=1

Uq,g. (3.2)

The signal rp,q received at the pth received AE, transmitted over the qth subcarrier,

q = 1, 2, . . . ,Q, during an OFDM symbol duration is [21]

rp,q = c̄GqH̄p,qx̄q + np,q, (3.3)

where p = 1, 2, . . . , P , c̄Gq is the (SF×Uq)-element matrix that contains the DSS of each

user as in [21]

c̄Gq = [c1, . . . , c1︸ ︷︷ ︸
Uq,1

, c2, . . . , c2︸ ︷︷ ︸
Uq,2

, . . . , cGq , . . . , cGq︸ ︷︷ ︸
Uq,Gq

], (3.4)

where cg = [cg[1], cg[2], . . . , cg[SF ]]T is the gth DSS code and cg[k] is the value of the kth

chip of the gth DSS code. In (3.3), the Frequency-Domain CHannel Transfer Function

(FD-CHTF) of the pth receive AE and on the qth subcarrier H̄p,q is a (Uq×Uq)-element
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diagonal matrix, as encapsulated in [21]

H̄p,q = diag[h
(1)
p,1,q, . . . , h

(u1)
p,1,q, h

(1)
p,2,q, . . . , h

(u2)
p,2,q, h

(1)
p,Gq ,q

, . . . , h
(uGq )

p,Gq ,q
], (3.5)

where h
(i)
p,g,q is the complex-valued channel coefficient of the ith user in the gth DSS code

group transmitting at the qth subcarrier and received by the pth receive AE. Finally, the

(1×Uq)-element vector x̄q in Equation 3.3 represents the signal vector on the qth subcarrier

and its structure is

x̄q = [x
(1)
1,q , . . . , x

(u1)
1,q , x

(1)
2,q , . . . , x

(u2)
2,q , x

(1)
Gq ,q

, . . . , x
(uGq )

Gq ,q
]T , (3.6)

while np,q = [np,q[1], . . . , np,q[SF ]] is the (1×SF )-element complex-valued thermal noise

vector at the pth receive AE added to the signal received on the qth subcarrier with zero

mean and σ2 variance.

The (Gq×1)-element despread signal ȳp,q = [yp,1,q, . . . , yp,Gq ,q]
T at the pth receive AE

from the qth subcarrier is [21]

ȳp,q = čGqrp,q = R̄GqH̄p,qx̄q + n̄p,q, (3.7)

where n̄p,q = [np,1,q, np,2,q, . . . , np,Gq ,q]
T is the effective noise vector, čGq is the DSS code-

book that includes the DSS codes that appeared on the qth subcarrier as described in

čGq = [c1, c2, . . . , cGq ]
T , (3.8)

and R̄Gq is the (SF×Uq)-element cross-correlation matrix of the Gq DSS codes that were

employed by the Uq users on the qth subcarrier, as given in

R̄Gq=




ω11 . . . ω11 . . . ω1Gq . . . ω1Gq

ω22 . . . ω22 . . . ω2Gq . . . ω2Gq

...
...

...

ωGq1 . . . ωGq1︸ ︷︷ ︸
Uq,1

. . . ωGqGq . . . ωGqGq︸ ︷︷ ︸
Uq,Gq




, (3.9)

where ωi,j is the cross-correlation between the ith and the jth DSS code [21].

3.2.1 Multi-User Detection

The QMUD will perform a subcarrier-based and DSS-code group-based detection of the

users relying on the same DSS code and transmitting over the same subcarrier by combining

the signals at the receive AEs, while outputting a soft estimate of each user’s transmitted

bit sequence in the form of Log-Likelihood Ratios. The hard output of the MMSE detector

may be used as the initial input of the DHA in the SISO QMUDs, as well as for calculating
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the initial intrinsic affinity in the SO-ACO MUDs. The (1×Uq,g)-element signal vector

output of the MMSE detector at the qth subcarrier of the gth DSS group linearly combines

the signals received by the P receive AEs yg,q = [y1,g,q, . . . , yP,g,q]
T as in

zMMSEg,q = WH
MMSEg,qyg,q, (3.10)

where zMMSEg,q = [z
(1)
MMSEg,q

, . . . , z
(Uq,g)
MMSEg,q

]T , g = 1, . . . , Gq, and WH
MMSEg,q is equal to

WH
MMSEg,q =

(
HH
g,qHg,q +N0I

)−1
HH
g,q, (3.11)

where N0 is the noise’s variance and Hg,q is the (P×Uq,g)-element FD-CHTF matrix of the

users associated with the gth DSS code group at the qth subcarrier and is equal to

Hg,q =




h
(1)
1,g,q h

(2)
1,g,q · · · h

(Uq,g)
1,g,q

...
...

...
...

h
(1)
P,g,q h

(2)
P,g,q · · · h

(Uq,g)
P,g,q



. (3.12)

The LLR of the mth bit of the uth user in the gth DSS code group at the qth subcarrier

may be calculated as [10]

Lm,po

(
b(m)
u

)
= ln

∑
x∈χg,q(uq,g ,m,0)

p
(
yg,q|x

)
P (x)

∑
x∈χg,q(uq,g ,m,1)

p
(
yg,q|x

)
P (x)

, (3.13)

where χg,q(uq,g,m, v) is the set of multi-level symbols formed by the users in the gth DSS

code group at the qth subcarrier, for which the [(uq,g − 1) log2M + m]th bit’s value is

equal to v, with uq,g = 1, . . . , Uq,g and m = 1, . . . , log2M . Furthermore, P (x) is the a

priori probability of the Uq,g users transmitting x and p(yg,q|x) is the conditional PDF

of having obtained yg,q, given that x was transmitted by the Uq,g users. The conditional

PDF p(yg,q|x) multiplied by the corresponding a priori LLRs describes our CF f(x), as

encapsulated in [10]

f(x) = p
(
yg,q|x

)
P (x) =

1
(
σ
√

2π
)P exp

(
−
∥∥yg,q −Hg,qx

∥∥2

2σ2

)
P (x). (3.14)

When the QMUD is invoked for the first time, the a priori probabilities P (x) are equal

for all possible vectors of x. After the QMUD, the extrinsic LLR stream of each user is

deinterleaved and then passed to the U Max-Log A Posteriori Probability (APP) decoders.

By making a hard decision on the soft outputs of the uth decoder we may estimate the uth

user’s information bit stream {b̂u}.
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Figure 3.2: (a) The SFH methodology, which allocates one of the Q/W subbands, or, in other
words, W adjacent subcarriers to each user. (b) The SSCH methodology, which
allocates one subcarrier of each of the W formed subbands to each user. Hence, each
user is allocated W non-adjacent subcarriers.

3.2.2 Slow Frequency Hopping

The Slow Frequency Hopping (SFH) methodology [21] divides the Q available subcarriers

into Q/W number of subbands having W subcarriers in each subband, as illustrated in

Figure 3.2a. Each of the U supported users is allocated the W subcarriers of a subband.

A disadvantage of SFH is that if a subcarrier is deeply faded, there is a high probability

that its adjacent subcarriers are also experiencing fading during the same OFDM frame.

Therefore, the users allocated to that particular subband, which contains the fading sub-

carriers, experience fading on most of the subcarriers, resulting in a degraded performance.

For circumventing this problem, we employ the SSCH methodology.

3.2.3 Slow Subcarrier Hopping

According to the SSCH specifications [21], the Q available subcarriers are divided into W

subbands with SB = Q/W subcarriers in each subband, as shown in Figure 3.2b. The

SSCH regime allocates a single subcarrier from each of the W subbands to the uth user.

As in the SFH methodology, by employing the SSCH methodology each user transmits on

W subcarriers, with the difference that the allocated subcarriers are no longer adjacent.

Therefore, there is a low probability that most of the subcarriers of a user will be fading.

3.2.3.1 Random Slow Subcarrier Hopping

The Random SSCH (RSSCH) scheme allocates subcarriers to users on a subband basis, by

allocating a random subcarrier of each subband to the uth user, with u = 1, 2, . . . , U . By

adopting the RSSCH methodology, we may encounter the incident where some subcarriers

will be unnecessarily loaded with a high number of users, while others may support a single

user or even no users at all.
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Figure 3.3: Comparison between the USSCH [21] and the proposed DSS-based USSCH in an
example with U = 10 users, Q/W = 4 subcarriers per subband and 3 DSS-codes.
If USSCH is employed, the presented scenario may occur and we may have MUI by
2 users at the first subcarrier of that particular subband, as well as MUI by 3 users
at the second subcarrier. It should be noted that employing USSCH may result in
different distribution of users on each subband, and hence different amount of MUI.
On the other hand, if DSS-based USSCH is followed in this scenario, there is no MUI
at any of the subcarriers in all subbands with 100% probability, since its methodology
keeps MUI to the smallest possible value by distributing users with the same DSS-code
to different subcarriers.

3.2.3.2 Uniform Slow Subcarrier Hopping

The USSCH also performs subband-based subcarrier mapping by firstly allocating each

subcarrier of the wth subband, w = 1, 2, . . . ,W , to a different, randomly selected user,

until each of the subcarriers in the wth subband has been allocated to a user. Afterwards,

restarting from the first subcarrier of the wth subband, a second user is allocated to each

subcarrier. The above procedure is repeated until all the users have been allocated a

subcarrier in the wth subband. The USSCH continues by allocating the subcarriers of the

(w + 1)th subband to the users with the same procedure. The USSCH adopts a specific

subcarrier mapping strategy, where the number of users on each subcarrier, and hence the

Multi-User Interference (MUI), is similar.

3.2.3.3 DSS-based Uniform Slow Subcarrier Hopping

The DSS-based USSCH follows the methodology of the USSCH, apart from the difference

that when a user is randomly allocated to a subcarrier, then the rest of the users who belong

to the same DSS-code group as the already allocated user will be allocated to subcarriers,

before the users who belong to a different DSS-code group. Once all the users of that

particular DSS-code group have been allocated to a subcarrier of the current subband, the

procedure continues with one of the remaining users being randomly selected to be allocated

to the subsequent subcarrier. Afterwards, the rest of the users in the same DSS-code group

as the last randomly selected user will be allocated to subcarriers, before a user from a

different DSS-code group is randomly selected again. By following the DSS-based USSCH,

the users who belong to the same DSS-code group are allocated to as many subcarriers as

possible, hence reducing the MUI on each subcarrier. Figure 3.3 compares the USSCH to
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Figure 3.4: MC-IDMA uplink communication system’s block diagram supporting U users em-
ploying non-systematic convolutional coding and direct sequence spreading as well as
iterative, soft-input soft-output QMUD at the BS.

the DSS-based USSCH philosophy and shows the advantages of the DSS-based USSCH,

such as the achievement of a better system performance, while supporting the same number

of users or the capability of supporting more users at the same complexity in the MUD

stage.

The USSCH, as well as the DSS-based USSCH, RSSCH and SFH are periodically per-

formed with a period of Th for making the communication fairer for the specific users who

happen to transmit on deeply fading subcarriers. It is noted that Th should be higher than

the symbol period Ts, for coherent demodulation to be used at the receiver. In practice,

Th will be equal to an integer number of symbol periods.

3.3 MC-IDMA System Overview

Similarly to the analysis of the DSS/SSCH SDMA-OFDM systems, let us assume that

U users are supported by our MC-IDMA system, as seen in Figure 3.4. The uth user,

u = 1, 2, . . . , U , initially encodes his / her information bit sequence {bu} by a turbo encoder

having a code rate R. The coded bit sequence {cu} of Figure 3.4 is then spread using a DSS

code having a spreading factor of SF . Since every user employs the same DSS code, this

may be viewed as a repetition code having a code rate of 1/SF [10]. The turbo-encoded

and DSS-spread bit sequence {su} is then interleaved based on a user-specific interleaving

sequence, resulting in the bit sequence {iu}. Once the interleaved bit sequence of Fig. 3.4

has been mapped to symbols based on the M -ary modulation scheme selected and the

symbol sequence {xu} has been obtained, it is mapped to the specific subcarriers that have

been allocated to the uth user based on the Slow SubCarrier Hopping (SSCH) Mapper,

followed by Orthogonal Frequency Division Multiplexing (OFDM) modulation by applying

the classic Q-point Inverse Fast Fourier Transform (IFFT) of Fig. 3.4.

Let us also assume as in the case of the DSS/SSCH SDMA-OFDM systems in Section 3.2

that the length of the symbol sequence {xu} is equal to Γ. Out of theQ available subcarriers

of our system seen in Fig. 3.4 W subcarriers are allocated to each of the U users, obeying

W≤Q, W≤Γ, mod (Γ,W )=0 and mod (Q,W )=0. In this treatise we apply the Uniform

SSCH (USSCH) scheme [21] for allocating the subcarriers to the users.
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The U transmitted signals are received by the P receive AEs at the BS at the same

time, assuming a synchronous system [21]. Therefore, at the pth receive AE, p=1, 2, . . . , P ,

the U received signals are superimposed on each other, along with the Additive White

Gaussian Noise (AWGN) having a zero mean and a variance of N0=2σ2. The resultant

signal rp=[rp,1, rp,2, . . . , rp,Q]T is then OFDM demodulated by applying the Q-point Fast

Fourier Transform (FFT) and dehopped according to the SSCH demapper, before yp is

forwarded to the MUD along with the rest of the signals gleaned from the other receive AE

chains. The MUD operates on a subcarrier-basis. Let us focus our attention on the qth

subcarrier and assume that the qth subcarrier has been allocated to Uq users, associated

with Uq < U . The signal entering the MUD on the qth subcarrier is

yq = Hq · xq + nq, (3.15)

where yq=[y1,q, y2,q, . . . , yP,q]
T is the (P×1)-element received signal vector and Hq is the

Frequency-Domain CHannel Transfer Function (FD-CHTF) on the qth subcarrier, which

may be represented by a (P×Uq)-element matrix as in

Hq =




h
(1)
1,q h

(2)
1,q · · · h

(Uq)
1,q

h
(1)
2,q h

(2)
2,q · · · h

(Uq)
2,q

...
...

. . .
...

h
(1)
P,q h

(2)
P,q · · · h

(Uq)
P,q




, (3.16)

where h
(uq)
p,q is the complex-valued channel coefficient between the uqth user and the pth re-

ceive AE on the qth subcarrier. Moreover, xq=[x
(1)
q , x

(2)
q , . . . , x

(Uq)
q ]T is the (Uq×1)-element

symbol vector of the Uq users on the qth subcarrier and n=[n1,q, n2,q, . . . , nP,q]
T is the

(P×1)-element noise vector.

The MAP MUD performs detection on a subcarrier basis by exploiting yq from Equa-

tion 3.15 and generates bit-based LLRs. Focusing on the qth subcarrier supporting Uq

users, the a posteriori bit based LLR of the uqth user’s mth bit at the output of the MAP

MUD is formulated as

Lm,po

(
b(m)
uq

)
= ln

∑
x∈χq(uq ,m,0)

p
(
yq|x

)
P (x)

∑
x∈χq(uq ,m,1)

p
(
yq|x

)
P (x)

, (3.17)

where χq(uq,m, v) is the set of legitimate multi-level symbols, which have the uqth user’s

mth bit equal to v, with uq ∈ {1, 2, . . . , Uq}, m ∈ {1, 2, . . . , log2(M)} and v ∈ {0, 1}.
Furthermore, p(yq|x) is the conditional probability of receiving the signal yq, given that x

was transmitted. The product f(x) of the channel and of the a priori symbol probabilities
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P (x) acts as our Cost Function (CF), which is equal to [10]

f(x) =
1

(
σ
√

2π
)P exp

(
−
∥∥yq −Hqx

∥∥2

2σ2

)
P (x) = P

(
yq|x

)
P (x). (3.18)

Finally, the a priori symbol probability P (x) of Equation 3.17 is fed back by the DES/DEC

of Fig. 3.4 after having been appropriately rearranged by the interleaver π to the MUD

as its extrinsic information, which is initially identical for all legitimate symbols x. The

extrinsic LLR at the output of the MUD of Fig. 3.4 is

Lm,e

(
b(m)
uq

)
= Lm,po

(
b(m)
uq

)
− ln

P
(
b
(m)
uq = 0

)

P
(
b
(m)
uq = 1

) . (3.19)

As seen in Fig. 3.4, the bit-based extrinsic LLR stream of the uth user gleaned from all

the W allocated subcarriers is deinterleaved based on the user-specific interleaver and then

despread in the time domain, before it is fed to the turbo decoder, which outputs its

own bit-based a posteriori LLRs. After a sufficiently high number of iterations between

the MUD and the DES/DEC, a hard decision is made on the LLRs at the output of the

decoder of Fig. 3.4, yielding the estimated {b̂u} bit sequence.

3.4 Quantum Weighted Sum Algorithm

In a DSS/SSCH SDMA-OFDM or MC-IDMA system, the MUDs search through a pool

of MUq,g legitimate inputs to the CF of Equation 3.14 and Equation 3.18, respectively.

In DSS/SSCH SDMA-OFDM systems the symbol index x ∈ {0, . . . ,MUq,g − 1} is the

decimal representation of the MUq,g -ary symbols. For example, if M = 4 and Uq,g = 2,

then x = [+1− j,−1 + j] demodulates into
[
b
(m=0)
u=0 |b

(m=1)
u=0 |b

(m=0)
u=1 |b

(m=1)
u=1

]
= [01|10], which

corresponds to the index of x = 6. The same description is applied for MC-IDMA systems,

without the subscript g, which defines the group of users equipping different DSS codes,

since all U users employ the same spreading code.

The QWSA is capable of estimating the weighted sum of the CF in both the numerator

and denominator of the LLR expressed in Equation 3.13 and Equation 3.17 by using a fixed

number of CF evaluations, regardless of the number of users U or of the modulation order

M . Note that in a multi-carrier system the number of users interfering on the qth subcarrier

is Uq. For the analysis of the QWSA we will assume that all the users’ signals are spread

across all the subcarriers and hence we have Uq = U for q ∈ {1, 2, . . . , Q}. The QWSA can

be applied to any function f : {0, 1, . . . , N−1} → [0, 1] including the CF of Equation 2.4 in

conjunction with N = MU/2. Where necessary, we will present application examples for

a system supporting U = 2 users and QPSK modulation relying on M = 4. Furthermore,

N = 8 CF evaluations contribute to each summation and the numerator (b = 0) of the first

user’s (u = 1) first bit (m = 1) LLR is estimated. The same process is also applied for the

denominator of the same bit, as well as for the numerators and denominators of the rest of
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the bits of the multi-level MU -ary symbol.

The QWSA invoked for a user’s bit value estimates the weighted sum of the evaluations

of the function f(x) in Equation 3.14 and Equation 3.18 for all the x values that contribute

to that bit value. The process of the QWSA invoked for determining each user’s bit value

may be summarized in two steps:

1. Construct a quantum register associated with (U log2M) qubits in the state

|Ψ〉 =
∑

x∈χ(0,0,0)

(√
P (x)(1− f(x))|x〉

)
|0〉+

∑

x∈χ(0,0,0)

(√
P (x)f(x)|x〉

)
|1〉. (3.20)

The number of qubits is one less than the number of bits in our MU -ary symbols,

(U · log2(M)− 1) = 3, plus 1. The last qubit distinguishes between the states which

have the probability of P (x)(1−f(x)) and those with a probability of P (x)f(x), when

the last qubit is |0〉 and |1〉, respectively. It should be noted that the probability of

a state associated with the last qubit being |1〉 is one of the additive terms in our

desired summation in the numerator of Equation 3.13 or Equation 3.17.

2. Employ l qubits and the Quantum Amplitude Estimation (QAE) algorithm [48] to

estimate the probability of obtaining a state with the last qubit equal to |1〉, when

observing |Ψ〉 in the Quantum Domain (QD). This probability is given by the sum

of the square of the amplitudes of all the states for which the last qubit is |1〉, hence∑
x∈χ(1,1,0) [P (x)f(x)] from Equation 3.20, which is the numerator of the first user’s

first bit as in Equation 3.13 or Equation 3.17.

The QWSA algorithm is summarized in Algorithm 4, and it will be thoroughly analysed

in the following sections. The quantum circuit of the QWSA is given in Figure 3.5. The

Quantum Control Register (QCR) and the Quantum Function Register (QFR) are the two

quantum registers employed in the QWSA, as seen in Figure 3.5. After the theoretical

analysis of the QWSA, the proposed algorithm is employed step-by-step in a simple single-

carrier DS-CDMA scenario for providing deeper intuition of its operation, before employing

it in the multi-carrier multiple access systems presented in the chapter.

3.4.1 Preparation of the quantum register |Ψ〉

Let us commence our analysis by introducing the unitary operator A, relying on the quan-

tum circuit of Figure 3.6. We employ n = log2N qubits for representing all the input

arguments of the CF evaluations included in the summation, Z qubits to store the CF

evaluations and an additional auxiliary qubit, |0〉3, all initialized to the |0〉 state. The first

n qubits are rotated by a qubit-specific rotation operator Ri. The rotation angle of each

qubit depends on the a priori probability of the specific classical bit being equal to 0, which

the qubit corresponds to. If for example P
(
b
(m)
u = 0

)
is the a priori probability of the uth
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Algorithm 4 Quantum Weighted Sum Algorithm [1]

1: Resources: For estimating the weighted sum a of a function f : {0, 1, . . . , 2n − 1} → [0, 1], set l qubits
for the QCR in the all-zero state |t〉 = |0〉⊗l and n+1 qubits for the QFR in the all-zero state |0〉⊗(n+1).

2: Initialization: The QCR passes through a Hadamard gate H⊗l as in Equation 3.53, while the A operator
– Equation 3.31, Equation 3.24, Figure 3.6, Figure 3.7 – is applied on the QFR resulting in the state
|Ψ〉 described in Equation 3.33. The wanted weighted sum a appears as the sum of the probabilities of
observing half of the quantum states that |Ψ〉 is superimposed in, namely the probability of observing
a state belonging to |Ψ1〉 of Equation 3.36.

Quantum Amplitude Estimation

3: Controlled Q operators: The QCR controls a number of Q operators – Equation 3.39, Figure 3.8 – with
the QFR acting as the target quantum register. The QCR’s qubits determine the specific number of Q
operators that are applied on the QFR each subsequent time. The resultant state of the system |φ1〉 in
Figure 3.5 is presented in Equation 3.56.

4: Inverse Quantum Fourier Transform: The IQFT is applied on the QCR, yielding the quantum state
|φ2〉 described in Equation 3.58.

5: Observation of the QCR: The QCR is observed and the state |zobs〉 ∈
{
|0〉, |1〉, . . . , |2l − 1〉

}
is obtained

with the probability given in Equation 3.63.

6: Estimation of θ: Based on |zobs〉 and Equation 3.64, θ is estimated by θ̂.

7: Estimation of a: Based on θ̂ and Equation 3.38, the weighted sum a of f is estimated.

IQFT
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o
m
p
u
ta
ti
o
n
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m
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e
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o
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u
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o
n

· · ·
· · ·

· · ·
· · ·
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· · ·
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Figure 3.5: Quantum circuit of the QWSA, where the operators A and Q are depicted in Figure 3.6
and Figure 3.8, respectively. The superscripts of the Q operators signify the number
of times the Q operator will be consecutively applied. The number of qubits in the
QFR is (n+ 1) = (U log2M − 1 + 1) = U log2M .

user’s mth bit being 0, and the currently estimated LLR does not belong to it, then the

i = [(u− 1) log2M +m]th qubit’s unitary rotation operator Ri would be equal to

Ri =




√
P
(
b
(m)
u = 0

)
−
√
P
(
b
(m)
u = 1

)

√
P
(
b
(m)
u = 1

) √
P
(
b
(m)
u = 0

)


 . (3.21)

This is the only difference with respect to the QMA, which uses H operators instead of

Ri, for creating an equiprobable superposition of all the input arguments at this point.

It should be noted that if all the a priori bit probabilities are equal to 0.5, the QWSA

transforms into the QMA, since the weights will be equal to each other and Ri will have

the same effect as H. The state |ξ〉 in Figure 3.6 in our U = 2 user scenario with M = 4,
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where we want to find the numerator of the first user’s first bit’s extrinsic LLR
(
b
(1)
1

)
is

|ξ〉 =

(√
P
(
b
(2)
1 = 0

)
|0〉1,1 +

√
P
(
b
(2)
1 = 1

)
|1〉1,1

)
⊗

⊗
(√

P
(
b
(1)
2 = 0

)
|0〉1,2 +

√
P
(
b
(1)
2 = 1

)
|1〉1,2

)
⊗

⊗
(√

P
(
b
(2)
2 = 0

)
|0〉1,3 +

√
P
(
b
(2)
2 = 1

)
|1〉1,3

)
⊗ |0〉⊗Z2 ⊗ |0〉3

=

(√
P
(
b
(2)
1 = 0

)
P
(
b
(1)
2 = 0

)
P
(
b
(2)
2 = 0

)
|000〉1 +

+

√
P
(
b
(2)
1 = 0

)
P
(
b
(1)
2 = 0

)
P
(
b
(2)
2 = 1

)
|001〉1+

+

√
P
(
b
(2)
1 = 0

)
P
(
b
(1)
2 = 1

)
P
(
b
(2)
2 = 0

)
|010〉1+

+

√
P
(
b
(2)
1 = 0

)
P
(
b
(1)
2 = 1

)
P
(
b
(2)
2 = 1

)
|011〉1 + . . .

· · ·+
√
P
(
b
(2)
1 = 1

)
P
(
b
(1)
2 = 1

)
P
(
b
(2)
2 = 1

)
|111〉1

)
⊗ |0〉⊗Z2 |0〉3

=

(
7∑

x=0

√
P (x)|x〉1

)
⊗ |0〉⊗Z2 ⊗ |0〉3. (3.22)

This part of the QWSA describes the C/Q section of the QMUD of Figure 1.5, since

classical information is encoded into the probabilities of quantum states. Therefore, the

quantum state |ξ〉 at the input of the block A′ in Figure 3.6 is equal to

|ξ〉 =
N−1∑

x=0

√
P (x)|x〉1|0〉⊗Z2 |0〉3, (3.23)

where P (x) is the product of all the probabilities of the bits’ values, which contribute to

the evaluation of f(x) presented in Equation 3.14 or Equation 3.18, except for the specific

bit for which the LLR is estimated. In our scenario, for x = 1, we have P (1) = P (0001) =

P
(
b
(2)
1 = 0

)
P
(
b
(1)
2 = 0

)
P
(
b
(2)
2 = 1

)
.

The unitary operator A′ is then applied to the state |ξ〉. The quantum circuit is pre-

sented in Figure 3.7 and its operation may be summarized as

|x〉|0⊗Z〉|0〉 A′−→ |x〉|0⊗Z〉
(√

1− f(x)|0〉+
√
f(x)|1〉

)
, (3.24)

where the controlled rotation gate R may be described as

R =



√

1− f(x) −
√
f(x)

√
f(x)

√
1− f(x)


 . (3.25)
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|0〉⊗Z
2

|0〉1,n

...

Rn

R2

R1

|0〉1,2

|0〉1,1

A′

A

...

|0〉3

|Ψ〉|ξ〉

Figure 3.6: Quantum circuit of the unitary operator A. In the first quantum register, the i =
[(u − 1) log2M + m]sth rotation gate Ri, i = 0, 1, . . . , n maps the ith qubit to the

state

√
P
(
b
(m)
u = 0

)
|0〉+

√
P
(
b
(m)
u = 1

)
|1〉, where the resultant amplitudes are the

a priori bit probabilities included in Equation 2.5. The A′ operator illustrated in
Figure 3.7 is then applied to the three quantum registers.

R

Uf |f(x)〉2

|x〉1

|0⊗Z〉2

|x〉1

|0〉3

|0⊗Z〉2

|x〉1
U†

f

A′

√
1− f(x)|0〉3
+
√

f(x)|1〉3

|γ2〉|γ1〉

Figure 3.7: Quantum circuit of the unitary operator A′. The unitary operator Uf accepts as
inputs a quantum state |x〉 and Z qubits in the zero state, where Z is the number of
bits f(x) is desired to be calculated in. After the controlled R operation, the inverse
quantum circuit of Uf is applied in order to return the second quantum register to
the all-zero state.

The rationale behind the constraint that only functions with evaluations between 0 and

1 are eligible to be inputs for the QMA and the QWSA becomes clear in Equation 3.24,

where the probabilities of observing the last qubit in the state |0〉 or |1〉 while having already

observed the first n qubits in the |x〉 state are 1− f(x) and f(x), respectively, emphasizing

that 0 ≤ f(x) ≤ 1 should be true for every x. The operator A′ is unitary since it applies

controlled rotations on the last qubit with the angle depending on the evaluation of f(x).

The evaluations of f will be represented in the Z qubits of the second quantum register,

where the number of qubits Z depends on the allowed precision and the technology of Uf

and it does not affect the algorithm’s complexity. We will assume that Z is sufficiently

large for our simulations, without any loss of generality.

In the context of the QWSA the quantum state |ξ〉 of Equation 3.23 will be the input
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of the unitary operator A′ yielding the quantum state |γ1〉 as in:

|γ1〉 = Uf

N−1∑

x=0

√
P (x)|x〉1|0〉⊗Z2 |0〉3

=
N−1∑

x=0

(√
P (x)Uf |x〉1|0〉⊗Z2

)
|0〉3

=
N−1∑

x=0

(√
P (x)|x〉1|f(x)〉2

)
|0〉3. (3.26)

After the controlled rotation gate R is applied to the quantum state |γ1〉, the resultant

state |γ2〉 will be equal to

|γ2〉 = R|γ1〉 = R

(
N−1∑

x=0

(√
P (x)|x〉1|f(x)〉2

)
|0〉3

)

=

N−1∑

x=0

(√
P (x)R|x〉1|f(x)〉2|0〉3

)

=

N−1∑

x=0

(√
P (x)|x〉1|f(x)〉2

(√
1− f(x)|0〉3 +

√
f(x)|1〉3

))
. (3.27)

Finally, the conjugate transpose of the unitary operator Uf is applied to the first 2 quantum

registers in order to reset the second quantum register to the all-zero state. The quantum

state |Ψ〉 becomes:

|Ψ〉 =

N−1∑

x=0

(√
P (x)|x〉1|0〉⊗Z2

(√
1− f(x)|0〉3 +

√
f(x)|1〉3

))
. (3.28)

Equation 3.24 and Equation 3.28 may be further simplified by removing the second quantum

register |0⊗Z2 〉, since it is independent of |x〉 and the operation of the block A′ in Figure 3.7

becomes:

|x〉|0〉 A′−→ |x〉
(√

1− f(x)|0〉+
√
f(x)|1〉

)
. (3.29)

The matrix representation of the unitary operator A′ for a function f with inputs x = {0, 1},
where n = 1 and N = 21 = 2, while ignoring the second quantum register, would be

A′ =




√
1− f(0) −

√
f(0) 0 0

√
f(0)

√
1− f(0) 0 0

0 0
√

1− f(1) −
√
f(1)

0 0
√
f(1)

√
1− f(1)




, (3.30)

where it is straightforward that A′†A′ = A′A′† = I⊗n. Similarly, when the second quantum

register is ignored in the algebraic analysis, the operator A shown in Figure 3.6 is described
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as:

A = A′(R1 ⊗R2 ⊗ · · · ⊗Rn ⊗ I⊗Z ⊗ I), (3.31)

while if we ignore the second quantum register, it becomes

A = A′(R1 ⊗R2 ⊗ · · · ⊗Rn ⊗ I). (3.32)

The operator A uses 2 CF evaluations and its output state |Ψ〉 of Equation 3.28 may be

described as

|Ψ〉=
N−1∑

x=0

(√
P (x)|x〉1

(√
1− f(x)|0〉3 +

√
f(x)|1〉3

))

=
N−1∑

x=0

(√
P (x)

√
1− f(x)|x〉1|0〉3 +

√
P (x)

√
f(x)|x〉1|1〉3

)

=
N−1∑

x=0

√
P (x)(1− f(x))|x〉1|0〉3

︸ ︷︷ ︸√
1−a|Ψ0〉

+
N−1∑

x=0

√
P (x)f(x)|x〉1|1〉3

︸ ︷︷ ︸√
a|Ψ1〉

. (3.33)

where a is the probability of arriving at the states belonging to the set |Ψ1〉 when |Ψ〉 is

observed, which is equal to the desired weighted sum

a =
N−1∑

x=0

P (x)f(x), (3.34)

and the states |Ψ0〉 and |Ψ1〉 are equal to

|Ψ0〉 =
1√

1−
N−1∑
i=0

P (i)f(i)

N−1∑

x=0

(√
P (x)(1− f(x))|x〉

)
|0〉 (3.35)

|Ψ1〉 =
1√

N−1∑
i=0

P (i)f(i)

N−1∑

x=0

(√
P (x)f(x)|x〉

)
|1〉, (3.36)

respectively. The probability of obtaining a quantum state |υ〉 that belongs to the wanted
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√
1− f(x)|0〉2
−
√

f(x)|1〉2

√
1− f(x)|0〉2
+
√

f(x)|1〉2

A† P0 A

UΨ

|x〉1

|−〉3|−〉3

|x〉1
B

|η2〉

Q

|η3〉|η1〉

Figure 3.8: Quantum circuit of the unitary operator Q, where B consists of a CNOT gate, the
quantum circuit of A is illustrated in Figure 3.6 and the controlled phase shift gate
P0 is stated in Equation 2.23.

set of states
√
a|Ψ1〉 when |Ψ〉 is observed is equal to a as verified by

P (|υ〉 ∈ |Ψ1〉) = a〈Ψ1|Ψ1〉

=

N−1∑
i=0

P (i)(1− f(i))

N−1∑
j=0

P (j)(1− f(j))

N−1∑

x=0

(√
P (x)f(x)〈x|〈1|

)N−1∑

z=0

(√
P (z)f(z)|z〉|1〉

)

=
(√

P (0)f(0)〈0|〈1|+ · · ·+
√
P (N − 1)f(N − 1)〈N − 1|〈1|

)
·

·
(√

P (0)f(0)|0〉|1〉+ · · ·+
√
P (N − 1)f(N − 1)|N − 1〉|1〉

)

= P (0)f(0) + P (1)f(1) + P (2)f(2) + · · ·+ P (N − 1)f(N − 1)

=
N−1∑

x=0

P (x)f(x) = a. (3.37)

The states in |Ψ1〉 are the wanted states, which differ from the unwanted states of |Ψ0〉 only

in terms of the last qubit being |1〉 and |0〉, respectively. In other words, the probability

of obtaining one of the states that belong to |Ψ1〉 when |Ψ〉 is observed, is the desired

weighted sum of the function f that we want to estimate. The QMA, when all the weights

are equiprobable, and the QWSA for the general case achieve this by creating the state |Ψ〉
and estimating the amplitude of

√
a|Ψ1〉 by employing the QAE proposed in [48].

3.4.2 Quantum Amplitude Estimation

The QAE process of [48] is employed for estimating the amplitude
√
a of |Ψ1〉 in Equa-

tion 3.33. The quantum circuit of the QWSA integrating A and the QAE is illustrated in

Figure 3.5. The superscript of the Q operator indicates the number of Q operator activa-

tions. Every time the unitary operator Q is applied, it rotates the QFR by 2θ, where we

have:

θ = arcsin
√
a⇒ a = sin2 θ. (3.38)
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Therefore, an estimate of θ would also provide an estimate of a. More specifically, the

quantum circuit of Q is shown in Figure 3.8 and its operation is formulated as:

Q = AP0A
†B, (3.39)

where B is a unitary operator that “marks” the desired states by changing their sign and

P0 changes a state’s sign if and only if that state is not the all-zero state as encapsulated

in Equation 2.23, where the Grover operator was presented. Operator B may be imple-

mented with the aid of a CNOT gate as in Equation 1.17 controlled by the particular

qubit that determines if a state is a wanted one or not, and by an auxiliary target qubit in

the |−〉 = 1√
2
(|0〉 − |1〉) state. The unitary operator Q may be considered as a generalized

Grover operator, since it is constructed in a similar way as the generalized Grover opera-

tors in [89, 93], by replacing the Hadamard operators H with the unitary operators A, as

well as the Oracle O by B and leaving the controlled phase shift operator P0 unaltered.

Geometrically, when B is applied to |Ψ〉, the input state |Ψ〉 is reflected with respect to the

unwanted states |Ψ0〉 and UΨ = AP0A
† reflects the resultant state B|Ψ〉 with respect to the

input state |Ψ〉, resulting in an anti-clockwise rotation by 2θ, as presented in Figure 3.9.

In the following subsections, we will verify that the unitary operator Q rotates the QFR

by 2θ and that a in Equation 3.34 is eventually estimated, by following the evolution of

our quantum system when the quantum circuit of Q and eventually that of the QWSA is

applied to it.

3.4.2.1 Reflection with respect to the unwanted states

Let us follow the evolution of our quantum system as it passes through the unitary gates of

the operator Q in Figure 3.8 in the context of the QWSA in Figure 3.5. Initially, following

the lower part of Figure 3.5, the quantum state |Ψ〉 of Equation 3.33 is the input of the

unitary operator Q the quantum circuit of which is depicted in Figure 3.8. Before the

application of the gate B in Figure 3.8, the quantum state of the system is

|η1〉 = |Ψ〉12|−〉3

=

N−1∑

x=0

(√
P (x)(1− f(x))|x〉1

)
|0〉2|−〉3 +

N−1∑

x=0

(√
P (x)f(x)|x〉1

)
|1〉2|−〉3

=

N−1∑

x=0

(√
P (x)(1− f(x))|x〉1

)
|0〉2

1√
2

(|0〉3 − |1〉3)

+

N−1∑

x=0

(√
P (x)f(x)|x〉1

)
|1〉2

1√
2

(|0〉3 − |1〉3) . (3.40)

The distinction between the wanted and unwanted states may be done with the use of

the unitary operator B = I ⊗ CNOT23 operating on the last two qubits of the quantum

state |η0〉, which constitute the second and third quantum register, respectively. The

unitary operator CNOTij is a CNOT gate where the ith quantum register is the control
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register and the jth quantum register is the target register. The resultant state |η2〉 after

the application of CNOT23 on |η1〉 may be described by:

|η2〉 = (I ⊗ CNOT23)|η1〉

=
N−1∑

x=0

(√
P (x)(1− f(x))|x〉1

)
CNOT23|0〉2

1√
2

(|0〉3 − |1〉3)

+
N−1∑

x=0

(√
P (x)f(x)|x〉1

)
CNOT23|1〉2

1√
2

(|0〉3 − |1〉3)

=
N−1∑

x=0

(√
P (x)(1− f(x))|x〉1

)
|0〉2

1√
2

(|0〉3 − |1〉3)

+
N−1∑

x=0

(√
P (x)f(x)|x〉1

)
|1〉2

1√
2

(|1〉3 − |0〉3)

=
N−1∑

x=0

(√
P (x)(1− f(x))|x〉1

)
|0〉2|−〉3 +

N−1∑

x=0

(√
P (x)f(x)|x〉1

)
|1〉2(−|−〉3)

=

N−1∑

x=0

(√
P (x)(1− f(x))|x〉1

)
|0〉2|−〉3 −

N−1∑

x=0

(√
P (x)f(x)|x〉1

)
|1〉2|−〉3 (3.41)

We may conclude that the CNOT gate combined with the use of an auxiliary qubit in the

|−〉 state changes only the sign of the wanted states’ amplitudes, or, equivalently, marks

the wanted states. The B = I ⊗CNOT23 gate may be compared to the Oracle in Grover’s

QSA. Since the auxiliary qubit |−〉3 remains unaltered and is not entangled with the rest

of the qubits, it may be ignored for the rest of the analysis. In practice, the CNOT gate

and the auxiliary qubit will be employed, but for simplicity and clarity in the calculations

after ignoring the third quantum register, we will use an equivalent unitary operator that

acts only on the first 2 quantum registers. For example, in a system with n = 2 and

x ∈ {0, 1}⊗2 = {0, 1, 2, 3}, the matrix representation of B is

B =




1 0 0 0 0 0 0 0

0 −1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 −1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 −1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 −1




, (3.42)

essentially flipping the signs of the amplitudes of the states of which the last qubit is |1〉.
This may be seen in Figure 3.9 where the operator B reflects the input state |Ψ〉 with
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√
a

2θ

2θ

θ

θ

|Ψ(1)〉 = Q|Ψ〉
= AP0A

† ·B|Ψ〉

2θ

|Ψ(2)〉 = Q|Ψ(1)〉

|Ψ〉

B|Ψ〉

|Ψ0〉

|Ψ1〉

B|Ψ(1)〉

√
1− a

Figure 3.9: Geometrical interpretation of the operations of Q on |Ψ〉. The unitary operator B
reflects the initial state |Ψ〉 with respect to |Ψ0〉, while the unitary operator AP0A

†

reflects the state B ·|Ψ〉 with respect to |Ψ〉, resulting in the state |Ψ(1)〉 = Q|Ψ〉 and an
overall counter-clockwise rotation of 2θ. The same process is repeated in subsequent
applications of Q.

respect to the unwanted states included in |Ψ0〉, changing the sign of the amplitudes of the

set of wanted states |Ψ1〉, resulting in

|η2〉 = B|Ψ〉 =
√

1− a|Ψ0〉 −
√
a|Ψ1〉. (3.43)

3.4.2.2 Reflection with respect to the input state |Ψ〉

The quantum state |φ1〉 is then passed through the operator UΨ = AP0A
†, termed as

the diffusion operator, which reflects it with respect to the input state |Ψ〉 as presented in

Figure 3.9. The operator A is defined in Equation 3.32, while the operator P0 which changes

the sign of all but the all-zero states is the same as in Grover’s QSA and is demonstrated

in Equation 2.25 for n = 2. In the end, when the operator Q is applied on the state

|Ψ〉 = A|0〉⊗n+1, it rotates it by twice the angle the initial state |Ψ〉 had with the unwanted

set of states |Ψ0〉, as encapsulated in

|η2〉 = AP0A
†|η1〉 = AP0A

†B|Ψ〉 = Q|Ψ〉 = ej2θ|Ψ〉, (3.44)

where θ is stated in Equation 3.38. The fact that the effect of Q on |Ψ〉 is a rotation,

allows us to conclude that |Ψ〉 =
√

1− a|Ψ0〉+
√
a|Ψ1〉 is a scaled version of an eigenvector

of Q with eigenvalue ej2θ. In particular, since the sign of the unwanted states remains

untouched, it is reasonable to also consider the state −|Ψ0〉 + |Ψ1〉 as a scaled version of

another eigenvector with eigenvalue e−j2θ. Since Q is unitary, its eigenvectors of

|Ψ±〉 =
1√
2

(±j|Ψ0〉+ |Ψ1〉) , (3.45)

which are associated with the corresponding eigenvalues of

λ± = e±j2θ (3.46)
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form an orthonormal basis. Every application of Q on |Ψ〉 results in a rotation, therefore

an estimation of the angle θ would provide us with an estimation of the wanted amplitude

a via Equation 3.38.

3.4.2.3 Phase Estimation Algorithm

Let us continue by changing the basis of the representation of |Ψ〉 to the eigenvector basis.

From Equation 3.45 we may find that

|Ψ0〉 = − j√
2

(|Ψ+〉 − |Ψ−〉) (3.47)

|Ψ1〉 =
1√
2

(|Ψ+〉+ |Ψ−〉) . (3.48)

By substituting Equation 3.47 and Equation 3.48 into Equation 3.33 and exploiting the

fact that from Equation 3.38 we have

ejθ =
√

1− a+ j
√
a, (3.49)

we are able to obtain

|Ψ〉 = − j√
2

((√
1− a+ j

√
a
)
|Ψ+〉 −

(√
1− a− j√a

)
|Ψ−〉

)

= − j√
2

(
ejθ|Ψ+〉 − e−jθ|Ψ−〉

)
. (3.50)

Since |Ψ+〉 and |Ψ−〉 are eigenvectors of Q, a single application of the Q operator on |Ψ〉
would result in

Q|Ψ〉 = Q

(
− j√

2

(
ejθ|Ψ+〉 − e−jθ|Ψ−〉

))

= − j√
2

(
λ+e

jθ|Ψ+〉 − λ−e−jθ|Ψ−〉
)

= − j√
2

(
ej2θejθ|Ψ+〉 − e−j2θe−jθ|Ψ−〉

)

= − j√
2

(
ej(2+1)θ|Ψ+〉 − e−j(2+1)θ|Ψ−〉

)
. (3.51)

A repeated application of the Q operator i times would yield

Qi|Ψ〉 = − j√
2

(
ej(2i+1)θ|Ψ+〉 − e−j(2i+1)θ|Ψ−〉

)

= cos((2i+ 1)θ)|Ψ0〉+ sin((2i+ 1)θ)|Ψ1〉. (3.52)

The amplitudes of |Ψ0〉 and |Ψ1〉, with respect to the number of applications of the Q

operator, are sinusoidal functions with a period of θ/π. The resemblance that the Q

operator in Equation 3.39 has with the Grover operator G in Equation 2.38 may be seen

by comparing their circuits in Figure 3.8 and Figure 2.5, respectively, as well as their



3.4.2. Quantum Amplitude Estimation 117

operations illustrated in Figure 3.9 and Figure 2.7, respectively. A QCR |t〉 containing l

qubits will be initialized in an equiprobable superposition of states

|t〉 =
1√
2l

2l−1∑

q=0

|q〉, (3.53)

and will encode the angle of θ/π into its phases by using controlled Q operators, as seen in

Figure 3.5. Elaborating further, each of the QCR’s qubits will apply a specific number of

Q operators to the QFR, but only when its state is |1〉. The ith qubit of the QCR, where

0 ≤ i ≤ l − 1, controls 2i consecutive Q operators.

For a scenario where l = 1, the state |φ1〉 shown in Figure 3.5 may be formulated after

the controlled Q (CQ) operators as

|φ1〉 = CQ2l−1 |t〉|Ψ〉

= CQ20
( |0〉+ |1〉√

2
· −je

jθ|Ψ+〉+ je−jθ|Ψ−〉√
2

)

= −je
jθ

2
CQ|0〉|Ψ+〉+

je−jθ

2
CQ|0〉|Ψ−〉 −

jejθ

2
CQ|1〉|Ψ+〉+

jejθ

2
CQ|1〉|Ψ−〉

= −je
jθ

2
|0〉|Ψ+〉+

je−jθ

2
|0〉|Ψ−〉 −

jejθ

2
|1〉ej202θ|Ψ+〉+

je−jθ

2
|1〉e−j202θ|Ψ−〉

= −je
jθ

2

(
|0〉+ ej2

02θ|1〉
)
|Ψ+〉+

je−jθ

2

(
|0〉+ e−j2

02θ|1〉
)
|Ψ−〉, (3.54)

where only one block of CQ operators were employed according to Figure 3.5 for l = 1.

Similarly, if l = 3 was chosen, the quantum state |φ1〉 after the CQ operations would be

|φ1〉 = −je
jθ

2

(
1√
2

(
|0〉1 + ej2

22θ|1〉1
)
⊗ 1√

2

(
|0〉2 + ej2

12θ|1〉2
)
⊗

⊗ 1√
2

(
|0〉3 + ej2

02θ|1〉3
))
|Ψ+〉+

+
j

e−jθ

(
1√
2

(
|0〉1 + e−j2

22θ|1〉1
)
⊗ 1√

2

(
|0〉2 + e−j2

12θ|1〉2
)
⊗

⊗ 1√
2

(
|0〉3 + e−j2

02θ|1〉3
))
|Ψ−〉

= − je
jθ

√
24

(
|000〉+ ej2

02θ|001〉+ ej2
12θ|010〉+ ej(21+20)2θ|011〉+ ej2

22θ|100〉+

+ej(22+20)2θ|101〉+ ej(22+21)2θ|110〉+ ej(22+21+20)2θ|111〉
)
|Ψ+〉

+
je−jθ√

24

(
|000〉+ e−j2

02θ|001〉+ e−j2
12θ|010〉+ e−j(21+20)2θ|011〉+ e−j2

22θ|100〉+

+e−j(22+20)2θ|101〉+ e−j(22+21)2θ|110〉+ e−j(22+21+20)2θ|111〉
)
|Ψ−〉

= −je
jθ

4

7∑

q=0

ejq2θ|q〉|Ψ+〉+
je−jθ

4

7∑

q=0

ejq2θ|q〉|Ψ−〉. (3.55)
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In the general case of an arbitrary number of qubits l in the QCR, after ignoring the global

phase −j without any loss of generality [43], the quantum state |φ1〉 shown in Figure 3.5

may be described as

|φ1〉 =
ejθ√
2(l+1)

2l−1∑

q=0

ejq2θ|q〉|Ψ+〉 −
e−jθ√
2(l+1)

2l−1∑

q=0

e−jq2θ|q〉|Ψ−〉, (3.56)

which may be interpreted as an encoding of θ into the phases of 2l quantum states. By

substituting Equation 3.47, Equation 3.48 and Equation 3.45 in Equation 3.56, we may

express |φ1〉 in the computational basis as

|φ1〉 =
e−jθ√

2l+2(1− a)

2l−1∑

q=0

N−1∑

x=0

(
ej(2q+1)θ + e−j(2q+1)θ

)√
P (x)(1− f(x))|q〉|x〉|0〉+

+
ejθ√
2l+2a

2l−1∑

q=0

N−1∑

x=0

(
ej(2q+1)θ − e−j(2q+1)θ

)√
P (x)f(x)|q〉|x〉|1〉. (3.57)

The Inverse Quantum Fourier Transform (IQFT) [43] is applied to |φ1〉, resulting in

|φ2〉 = IQFT {|φ1〉}

= IQFT





ejθ√
2(l+1)

2l−1∑

q=0

ejq2θ|q〉|Ψ+〉 −
e−jθ√
2(l+1)

2l−1∑

q=0

e−jq2θ|q〉|Ψ−〉





=
ejθ√

2




2l−1∑

q=0

1

2l/2
ejq2π

θ
π

1

2l/2

2l−1∑

z=0

e
−jq2π z

2l |z〉


 |Ψ+〉−

− e−jθ√
2




2l−1∑

q=0

1

2l/2
e−jq2π

θ
π

1

2l/2

2l−1∑

z=0

e
−jq2π z

2l |z〉


 |Ψ−〉

=
ejθ√

2


 1

2l

2l−1∑

z=0

2l−1∑

q=0

(
e
j2π

(
θ
π
− z

2l

))q
|z〉


 |Ψ+〉−

− e−jθ√
2


 1

2l

2l−1∑

z=0

2l−1∑

q=0

(
e
j2π

(
− θ
π
− z

2l

))q
|z〉


 |Ψ−〉. (3.58)

An observation of the QCR, which consists of the first l qubits in Equation 3.58, will

provide us with a quantum state |z〉. Let us compute the probability of observing each

of these states. The amplitudes of the quantum states that |φ2〉 is superimposed in may

be categorized in those belonging to |Ψ1〉 and those that belong to |Ψ0〉, depending on

their last qubit of the QFR being |1〉 or |0〉, respectively. The amplitude of one of the

states that the quantum system |z〉|x〉 is superimposed in may be derived by combining

Equation 3.58, Equation 3.45, Equation 3.47 and Equation 3.48. When |x1〉 is a wanted

state, or, equivalently, it belongs to the set |Ψ1〉, the amplitude of the quantum state |z〉|x1〉
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is

βzx1 =
1

2l+1
√
a


ejθ

2l−1∑

q=0

(
e
j2π

(
θ
π
− z

2l

))q
− e−jθ

2l−1∑

q=0

(
e
j2π

(
− θ
π
− z

2l

))q

√P (x1)f(x1)

(3.59)

=
1

2l+1
√
a

(
ejθ

1− ej2π(2l θ
π
−z)

1− ej2π
(
θ
π
− z

2l

) − e−jθ 1− ej2π(−2l θ
π
−z)

1− ej2π
(
− θ
π
− z

2l

)

)
√
P (x1)f(x1), (3.60)

where the summations in Equation 3.60 were interpreted as the summations of geometric

series with quotient exp
[
j2π

(
θ
π − z

2l

)]
and exp

[
j2π

(
− θ
π − z

2l

)]
, respectively. Similarly,

the amplitude of the state |z〉|x0〉 in |φ2〉 with |x0〉 being one of the states that |Ψ0〉 is

superimposed in, is equal to

βzx0 =
1

2l+1
√

1− a


ejθ

2l−1∑

q=0

(
e
j2π

(
θ
π
− z

2l

))q
+ e−jθ

2l−1∑

q=0

(
e
j2π

(
− θ
π
− z

2l

))q

 ·

·
√
P (x0)(1− f(x0)) (3.61)

=
1

2l+1
√

1− a

(
ejθ

1− ej2π(2l θ
π
−z)

1− ej2π
(
θ
π
− z

2l

) + e−jθ
1− ej2π(−2l θ

π
−z)

1− ej2π
(
− θ
π
− z

2l

)

)
√
P (x0)(1− f(x0)).

(3.62)

Therefore, if we combine Equation 3.60 and Equation 3.62 we may conclude that the

probability of obtaining the state |zobs〉 after observing |φ2〉 is

P (|zobs〉) =
∑

|x1〉∈|Ψ1〉
|βzobsx1 |2 +

∑

|x0〉∈|Ψ0〉
|βzobsx0 |2 , (3.63)

since the same state |zobs〉 of the QCR is entangled with all the states in |Ψ1〉 as well as

with those in |Ψ0〉. According to Equation 3.60, Equation 3.62 and Equation 3.63, a QCR’s

state |z〉 in |φ2〉 has the same probability to be observed in the QD as the state |2l − z〉,
with the maximum probability belonging to the states that minimize z ± 2lθ/π. Once the

QCR is observed and |zobs〉 is obtained, θ is estimated as

θ̂ = π
zobs
2l
. (3.64)

The QD observation performed at this step of the QWSA is the Q/C conversion stage of

the QMUD seen in Figure 1.5, since the quantum state of the system converts to a classical

one. Finally, the weighted sum a is estimated from Equation 3.38 and the operator A†

returns the QFR of Figure 3.5 to the all-zero state.

3.4.3 Normalization and Computational Complexity

The operators A and A† perform C = 2 CF evaluations each. The QWSA repeatedly

uses the Q operator (2l − 1) times, which in turn performs C = 4 CF evaluations each,
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resulting in a complexity of C = 4 · 2l = 2l+2 CF evaluations. It should be noted that

the number of qubits employed in the QCR unambiguously determines the complexity of

the algorithm, which is independent of the number of the additive terms [62], or, in other

words, independent of both the number of users and of the modulation scheme employed.

For example, a QWSA QMUD employing l = 12 qubits results in a complexity of 214

CF evaluations for each user’s each bit. According to our simulation results presented

in the following sections, a choice of l = 10 qubits is sufficient in terms of balancing the

performance versus complexity relationship. In the QWSA-based QMUD, the QWSA of

Figure 3.5 is employed twice for each bit of every user, namely once for that bit’s value

being 0 and once for 1, during each MUD-decoder iteration.

The minimum non-zero detectable sum in Equation 3.34 is equal to Smin = sin2(π/2l).

The QWSA QMUD may deliver a zero output if the actual sum is smaller than Smin/2.

When many users are supported in the system, f(x) in Equation 3.14 and Equation 3.18

becomes extremely small even for the xmax that provides the maximum CF value, f(xmax) <

Smin/2. Hence, the QWSA will fail to estimate the summation of both the numerator

and denominator of Equation 3.13 and Equation 3.17, mapping them to 0. In order to

circumvent this problem, we normalize f(x) = p(y|x) with respect to the maximum value

f(xmax) of the CF. This will result in the normalized f(x) being equal to 1 at xmax and will

be lower for the remaining arguments. In order to determine the maximum value of f(x)

during each timeslot, various techniques may be employed, such as a quantum-inspired

GA MUD, the classical ACO algorithm of [13], or the DHA that finds the minimum of a

function [52], with the function in our case being −f(x).

The classical ACO algorithm employs ζ ants in each of the Ξ generations and outputs

the argument xmax that maximizes the CF in the majority of the cases, while imposing a

complexity of (ζ × Ξ) CF evaluations. Each of the parameters ζ and Ξ may be chosen to

be log2(MU ), resulting in a total complexity of log2
2(MU ) CF evaluations [13].

As analysed in Section 2.4.3, the DHA employs the BBHT QSA. The DHA is pro-

vided with a random initial argument xinit and finds xmax with ∼100% probability after

22.5
√
MU CF evaluations in the worst case [52]. In our multiple access systems we may

have access to the output of the Matched Filter (MF), the Zero Forcing (ZF) detector or

the Minimum Mean Square Error (MMSD) detector. Assuming our CDMA scenario where

an MF equalizer is used, we may employ the deterministically-initialized DHA and choose

xinit = xMF for avoiding this worst case scenario. Furthermore, in some of the cases we

have xmax = xMF = xinit, resulting in the lowest bound of 4.5
√
MU CF evaluations per

time slot [51] for finding f(xmax) = p(y|xmax). The individual employment of the DHA pro-

vides a quantum-assisted optimal hard-output MUD, since it finds the argument xmax that

maximizes the CF at a complexity of O(
√
MU ). The Early Stopping-aided DHA may also

be employed for finding xmax with smaller computational complexity, by carefully choosing

the maximum allowed number of CFEs so that we have 100% probability of success.

Hence, a QWSA QMUD relying on l qubits, M -ary modulation, U users and J MUD-
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decoder iterations will have an overall complexity order of

CDHA−QWSA = 2l+3 · J · log2

(
MU

)
+





22.5
√
MU upper bound

4.5
√
MU lower bound

(3.65)

CF evaluations when DHA is employed for normalization, compared to MU for the classical

MAP MUD. The factor O
(√

MU
)

becomes dominant in large-dimensional systems. If the

ES-DHA of Section 2.4.4 is employed, the computational complexity of the normalization

will be fixed and lower than 4.5
√
MU , but depending on the load of the system in terms of

U users per code, it may still be on the order of O
(√

MU
)

. If the ACO algorithm is used

in order to find the maximum of f(x), the complexity imposed will be lower, as illustrated

in

CACO−QWSA = 2l+3 · J · log2

(
MU

)
+ log2

2

(
MU

)
, (3.66)

but the attainable performance would also be degraded, if an erroneous xmax was chosen. If

l = 11 is chosen and there are J = 4 iterations between the MUD and the decoder, the upper

bound of the DHA-QWSA QMUD’s complexity becomes 216 · U log2M + 22.5
√
MU CF

evaluations, which is less complex than the MAP MUD for U > 6 users transmitting 8-PSK

symbols or for U > 10 users employing QPSK modulation, as quantified in Figure 3.10. If
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Figure 3.10: Complexity in terms of the number of CF evaluations for the proposed QWSA MUD
with l = 11 qubits and the classic, optimal ML MUD, without MUD-decoder itera-
tions (J = 1). The system schematic may be any multiple access system, where U
users interfere with each other, while the rest of the system parameters do not affect
the complexity of the QWSA QMUD.
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the affordable complexity of our receiver processor is a maximum of 4 · 106 CF evaluations,

a BPSK system will be able to support U = 33 users using the QWSA QMUD in contrast

to U = 22 users, when the MAP MUD is employed. Similarly, in a 64-QAM system

supporting U = 5 users, the complexity of the QWSA QMUD is 0.25% of that of the MAP

MUD in the worst-case scenario. On the other hand, if the ACO-QWSA MUD is used,

the complexity is always lower than that of the DHA-QWSA QMUD complexity’s upper

bound and also smaller than its lower bound in large-dimensional systems. In greater

detail, for U = 30 users and QPSK symbols, the complexity of the ACO-QWSA is a

fraction of 10−12 in comparison to that of the MAP MUD. It should be stated that the

ACO-QWSA QMUD’s performance is extremely dependent on the accuracy of the ACO

algorithm involved for finding the maximum value of the CF. Comparing the proposed

QWSA QMUD to the hard-output QMUD introduced in [57] that has a complexity of

O[2l+1 log2(MU )] CF evaluations [57], for l ≥ log2

(
MU

)
operating in a noiseless scenario

[57], we may conclude that its complexity is lower, regardless of whether the DHA or ACO

is used.

The simulation results of this treatise, where the QWSA is used in a QMUD, have been

recorded for a DHA-QWSA QMUD, where the DHA offers ∼100% probability of success

in finding the minimum of −f(x). The reason behind our choice was to demonstrate the

capabilities of the QWSA, providing it with perfect and error-free normalization of the CF,

hence reaching the upper bound of the QWSA-based MUD’s performance. It should be

noted that the DHA-QWSA QMUD is a quantum-based MUD implementable in classical

systems, whereas the ACO-QWSA QMUD is a hybrid of the classical- and the quantum-

domain. After finding f(xmax) with the aid of the DHA, the CF is transformed into

f ′(x) =
f(x)

f(xmax)
=

p(y|x)

p(y|xmax)
. (3.67)

The accuracy of the weighted sum’s estimate according to [48, 62] is upper-bounded by

|â− a| ≤ 2πw

√
a(1− a)

2l
+ w2 π

2

22l
, w = 1, 2, . . . (3.68)

with a probability 8/π2 for w = 1 and at least 1 − 1/(2(w − 1)) for w ≥ 2. The choice of

the number of qubits l in the QCR depends on both the maximum tolerable probability of

erroneously deciding θ and on the accuracy, expressed in terms of the number of bits that

θ is represented by.

If during the calculation of the LLRs only one of the two bit’s values turn out to be 0

according to the QWSA QMUD, then we assume maximum confidence and we map that

bit’s LLR to 20 or -20, where
∑

x∈χ(k,m,1) p (y|x)P (x) = 0 or
∑

x∈χ(k,m,0) p (y|x)P (x) = 0,

respectively. If according to the QWSA QMUD the numerator and the denominator of a

bit LLR turns out to be equal to each other, but not equal to 0 or Smin, at low Eb/N0,

there is no significant error, since the actual LLR will also be close to 0. In this scenario,

the dominant source of error may occur due to having an inadequate precision in terms of

the number of qubits l.
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3.4.4 Quantum Weighted Sum Algorithm QMUD in a DS-CDMA sce-

nario

Let us proceed by applying the QWSA QMUD in a simple DS-CDMA scenario, where the

DS-CDMA system was described in Section 2.2. Our system supports U = 2 users who em-

ploy Bit-Interleaved Coded Modulation (BICM) with the aid of Convolutional Codes (CC)

with rate R = 1/2 and 8 trellis states. The chosen modulation is QPSK (M = 4) and

DS-CDMA is used with a codebook C including Gold Codes with SF = 31 chips. In

this example we will only focus on the QWSA QMUD, which depends on the symbols

that were transmitted during a single time slot. Let us assume that during the present

time slot and after the encoding procedure and the interleaver, the users modulate the

bits u1 =
[
u

(1)
1 , u

(2)
1

]
= [0, 0] and u2 =

[
u

(1)
2 , u

(2)
2

]
= [1, 1]. The interleaved coded bits are

modulated in the QPSK symbols x1 = 1 + j0 and x2 = −1 + j0, where Gray mapping has

been used since iterative decoding will not be employed. The energy per bit divided by the

noise power spectral density is equal to Eb/N0 = 6 dB and the symbols are transmitted

over uncorrelated Rayleigh channels with the Channel State Information (CSI) equal to

H =



−0.95 + j0.88 0

0 0.55− j0.20


 . (3.69)

The system’s parameters are summarized in Table 3.1. At the receiver side, at the output

of the matched filter stage we have

y = CHCHx + CHn = Rx + CHn (3.70)

Table 3.1: Parameters of the QWSA MUD in the DS-CDMA scenario

Number of Users U = 2

Modulation QPSK

Modulation Mapping Type Gray

Spreading Codes Gold codes, SF = 31 chips

Channel Coding Convolutional Code, R = 1/2, 8 trellis states

Eb/N0 6 dB

CSI in the present symbol period h1,1 = −0.95 + j0.88

h2,2 = 0.55− j0.20

Coded & Interleaved Bits u1 =
[
u
(1)
1 , u

(2)
1

]
= [0, 0]

in the present symbol period u2 =
[
u
(1)
2 , u

(2)
2

]
= [1, 1]

Number of qubits in the QCR l = 6 qubits

Number of qubits in the QFR n+ 1 = 4 qubits
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and we may derive that R is equal to

R = CHCH =



−0.95 + j0.88 −0.018 + j0.0065

0.031− j0.029 0.55− j0.20


 , (3.71)

and the output of the MF stage y is

y = Rx + CHn =



−0.45 + j0.37

−0.27 + j0.09


 , (3.72)

where x = [x1, x2]T and n is the SF × 1 noise vector. Let us focus on the first user’s

first bit and apply the optimal soft MAP MUD as well as the QWSA QMUD to com-

pute its LLR. The extrinsic LLR of the first user’s first bit will not include the a priori

probabilities of that particular bit being equal to 0 or 1. We will follow the notation

that x ∈ {µ ([0, 0, 0, 0]) , µ([0, 0, 0, 1]), µ([0, 0, 1, 0]), . . . , µ([1, 1, 1, 1])} corresponds to indices

x ∈ {0, 1, 2, . . . , 15}, where µ(·) describes the bits-to-symbol mapping procedure. Moreover,

the model’s likelihood p(y) which normalizes the probabilities is replaced by p(y|xmax) in

the QWSA QMUD for the same purpose. Therefore, the extrinsic LLR of the first user’s

first bit is

Lm,e

(
b
(1)
1

)
= ln

(
p (y|x = 0)P

(
b
(2)
1 = 0

)
P
(
b
(1)
2 = 0

)
P
(
b
(2)
2 = 0

)
+

(
p (y|x = 8)P

(
b
(2)
1 = 0

)
P
(
b
(1)
2 = 0

)
P
(
b
(2)
2 = 0

)
+

+p (y|x = 1)P
(
b
(2)
1 = 0

)
P
(
b
(1)
2 = 0

)
P
(
b
(2)
2 = 1

)
+ . . .

+p (y|x = 9)P
(
b
(2)
1 = 0

)
P
(
b
(1)
2 = 0

)
P
(
b
(2)
2 = 1

)
+ . . .

· · ·+ p (y|x = 7)P
(
b
(2)
1 = 1

)
P
(
b
(1)
2 = 1

)
P
(
b
(2)
2 = 1

))
/p(y|x = xmax)

· · ·+ p (y|x = 15)P
(
b
(2)
1 = 1

)
P
(
b
(1)
2 = 1

)
P
(
b
(2)
2 = 1

))
/p(y|x = xmax)

,

(3.73)

where p(y|x) = f(x) is our CF described in Equation 2.4 with σ =
√
N0/2 = 0.39 and xmax

is the index of the symbol that maximizes the CF. Since we have no a priori knowledge

about the bit probabilities,

P
(
b
(1)
1 = 0

)
= P

(
b
(2)
1 = 0

)
= P

(
b
(1)
2 = 0

)
= P

(
b
(2)
2 = 0

)
= 0.5. (3.74)

Hence, the extrinsic LLR in Equation 3.73 becomes

Lm,e

(
b
(1)
1

)
= log

1
23

(f(x = 0) + f(x = 1) + · · ·+ f(x = 7)) /f(x = xmax)
1
23

(f(x = 8) + f(x = 9) + · · ·+ f(x = 15)) /f(x = xmax)
. (3.75)



3.4.4. QWSA QMUD in a DS-CDMA scenario 125

Table 3.2: Cost Function evaluations

xi p(y|x = xi) = f(xi) xi p(y|x = xi) = f(xi)

x0 = µ([0000]) 0.0045 x8 = µ([1000]) 2.04 · 10−5

x1 = µ([0001]) 0.024 x9 = µ([1001]) 5.42 · 10−5

x2 = µ([0010]) 0.020 x10 = µ([1010]) 0.00013

x3 = µ([0011]) 0.11 x11 = µ([1011]) 0.00033

x4 = µ([0100]) 1.35 · 10−5 x12 = µ([1100]) 6.19 · 10−8

x5 = µ([0101]) 5.47 · 10−5 x13 = µ([1101]) 1.22 · 10−8

x6 = µ([0110]) 2.99 · 10−5 x14 = µ([1110]) 1.84 · 10−7

x7 = µ([0111]) 0.00012 x15 = µ([1111]) 3.63 · 10−7

Table 3.3: Log Likelihood Ratios

User k Bit m P
(
b
(m)
k = 0|yk

)
P
(
b
(m)
k = 1|yk

)
L
(
b
(m)
k

)

0 0 0.02 2.75 · 10−5 5.71

0 1 0.019̄ 6.66 · 10−5 6.59

1 0 0.0036 0.016 −1.69

1 1 0.0031 0.017 −1.51

3.4.4.1 Soft-Input Soft-Output Maximum A posteriori Probability MUD

The SISO MAP MUD will calculate the MU = 16 CFEs for every possible x and substitute

them in the numerator and denominator of Equation 3.75, ignoring the normalization factor

f(x = xmax). Even though the 16 CFEs of the SISO MAP MUD in our scenario will be

proved that are fewer than the corresponding CFEs performed by the QWSA QMUD, this

is not the case in larger systems as it may be seen in Figure 3.10. The CFEs as well as the

LLRs computed for all the bits of every user by following the classical optimal method in

our scenario may be found in Tables 3.2 and 3.3, respectively. It should be noted that the

normalization factor f(x = xmax) = 0.11 corresponds to xmax = 3 even though it was not

used by the classical SISO MAP MUD, therefore it was not included in the calculations of

the probabilities in Table 3.2 and 3.3.

3.4.4.2 Dürr-Høyer Algorithm-based MUD / Normalization Factor

Let us proceed by applying the QWSA QMUD for estimating the numerator and denom-

inator of the first user’s first bit in Equation 3.75. Firstly, the DHA will be employed for

finding xmax by finding the index that minimizes −f(x). The MF output in Equation 3.72

would make the decision that the transmitted symbol was xMF = µ([0011]) which corre-
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sponds to the index xMF = 3. From Table 3.2 we may conclude that xMF = xmax, but in

practice there is no way to have this knowledge unless all the CFEs have been obtained.

The employment of the DHA with initial input xMF = 3 would output xmax = 3 after the

minimum number of CFEs, equal to Lmin
DHA = LQD, min

DHA + LCDDHA = 4.5
√
MU + 10 = 28,

according to Algorithm 2, where LCDDHA = LCD, min
DHA was used from Equation 2.50 even

though in practice LCDDHA may be larger than LCD, min
DHA . As explained in Section 2.4.3, since

the initial input is the wanted one, the DHA will perform the minimum possible number of

Oracle operations which is equal to the maximum number of Grover iterations performed

by the BBHT algorithm when there is no solution –an index with a smaller CFE than that

of the initial input– in the search problem, plus a number of CFEs in the classical domain

equal to the number of BBHT iterations.

3.4.4.3 Quantum Weighted Sum Algorithm Analysis

In our QWSA QMUD scenario, we will estimate the numerator of the first user’s first bit’s

LLR given in Equation 3.75. Since the bit that we desire to compute the LLR for is not

included in the QFR, we need n = U · log2(M) − 1 = 3 qubits to represent all the CFEs

that exist in the numerator. More specifically, we need n = 3 qubits to create all the

N = 2n = 8 different x that appear at the numerator of Equation 3.75. From this point

onwards, the problem is transformed into estimating the weighted sum â of the CFEs that

appear in the left column in Table 3.2. Since all the probabilities are equiprobable according

to Equation 3.74, the QWSA may be considered as the QMA. Therefore, according to

Equation 3.37, Equation 3.74, Table 3.2 and the fact that f(x = xmax) = f(x = 3) = 0.11,

we may conclude that

a =
1

8

(
f(x = 0)

f(x = 3)
+
f(x = 1)

f(x = 3)
+ · · ·+ f(x = 7)

f(x = 3)

)

=
1

8
(0.041 + 0.22 + 0.18 + 1 + 0.00012 + 0.0005 + 0.00027 + 0.0011)

= 0.18. (3.76)

The following steps are summarized in Algorithm 4.

1) Resources: We will employ l = 6 qubits in the QCR and n + 1 = 4 qubits in the

QFT, initially in the all-zero states |t〉 = |0〉⊗6 and |0000〉, respectively.

2) Initialization: A Hadamard gate is applied to the QCR, evolving its state into

|t〉 = H⊗6|0〉⊗6 =
1

23

26−1∑

q=0

|q〉. (3.77)

At the same time, the operator A = A′(H⊗n ⊗ I) in Equation 3.32 is used on the QFR.

In our scenario where the CF is f ′(x) = f(x)/f(xmax) as described in Equation 3.67, the
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matrix representation of the operator A′ described in Equation 3.24 and Equation 3.30 is

A′ =




√
1− f ′(0) −

√
f ′(0) · · · 0 0

√
f ′(0)

√
1− f ′(0) · · · 0 0

...
...

. . .
...

...

0 0 · · ·
√

1− f ′(N − 1) −
√
f ′(N − 1)

0 0 · · ·
√
f ′(N − 1)

√
1− f ′(N − 1)




=




0.98 −0.20 0 0 · · · 0 0

0.20 0.98 0 0 · · · 0 0

0 0 0.88 −0.47 · · · 0 0

0 0 0.47 0.88 · · · 0 0

...
...

...
...

. . .
...

...

0 0 0 0 · · · 0.99 −0.033

0 0 0 0 · · · 0.033 0.99




, (3.78)

while the rotation gate Ri, for i = 1, 2 . . . , n in Figure 3.6 will be equal to

Ri =




1/
√

2 −1/
√

2

1/
√

2 1/
√

2


 ∀ i = 1, 2 . . . , n, (3.79)

since all the bits are considered equiprobable during the first outer iteration between the

demapper and the decoder. The state of the QFT after the application of the operator A

becomes |Ψ〉 = A|0〉⊗(n+1) as in Equation 3.33. Following the notation in Figure 3.6 and

ignoring the auxiliary second quantum register, in our scenario we have

|Ψ〉 =

7∑

x=0

(√
P (x)(1− f ′(x))|x〉1

)
|0〉3 +

7∑

x=0

(√
P (x)f ′(x)|x〉1

)
|1〉3

=
1

2
√

2

7∑

x=0

(√
1− f ′(x)|x〉1

)
|0〉3 +

1

2
√

2

7∑

x=0

(√
f ′(x)|x〉1

)
|1〉3

= 0.35|000〉1|0〉3 + 0.072|000〉1|1〉3 + 0.31|001〉1|0〉3 + 0.17|001〉1|1〉3+

+ 0.32|010〉1|0〉3 + 0.15|010〉1|1〉3 + 0|011〉1|0〉3 + 0.35|011〉1|1〉3+

+ 0.35|100〉1|0〉3 + 0.0038|100〉1|1〉3 + 0.35|101〉1|0〉3 + 0.0079|101〉1|1〉3+

+ 0.35|110〉1|0〉3 + 0.0058|110〉1|1〉3 + 0.35|111〉1|0〉3 + 0.012|111〉1|1〉3
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Figure 3.11: The probability of observing each of the states that |Ψ〉 is superimposed in. The odd
states belong to |Ψ1〉 while the even states belong to |Ψ0〉 and |Ψ〉 =

√
1− a|Ψ0〉 +√

a|Ψ1〉 for the DS-CDMA system of Figure 2.1, using the parameters summarized
in Table 3.1.

=

[
0.35 0.072 0.31 0.17 0.32 0.15 0 0.35

0.35 0.0038 0.35 0.0079 0.35 0.0058 0.35 0.012

]T
. (3.80)

The probability of observing each of the computational basis’s states that |Ψ〉 is superim-

posed in is

P (|Ψ〉) =

[
0.12 0.005 0.098 0.028 0.10 0.023 0 0.125 0.125 1.5 · 10−5

0.125 6.25 · 10−5 0.125 3.38 · 10−5 0.125 0.00014

]T
(3.81)

and it is presented in Figure 3.11. The even states, or, equivalently, the states that have

the last qubit equal to |0〉 form the set |Ψ0〉 stated in Equation 3.35, while the odd states

constitute |Ψ1〉 as in Equation 3.36. In more detail, we have

|Ψ0〉 =

[
0.60 0 0.54 0 0.56 0 0 0 0.61 0 0.61 0 0.61 0 0.61

]T

|Ψ1〉 =

[
0 0.17 0 0.39 0 0.35 0 0.83

0 0.0091 0 0.019 0 0.014 0 0.028

]T
. (3.82)

The probability of observing a state that belongs to |Ψ1〉 is equal to the sum of probabilities



3.4.4. QWSA QMUD in a DS-CDMA scenario 129

-0.05

-0.04

-0.03

-0.02

-0.01

0.0

0.01

0.02

0.03

0.04

0.05

R
ea
l
Q
u
an
tu
m

A
m
p
lit
u
d
e

0 200 400 600 800 1000

(a) Quantum State |q〉|x〉|b〉

0.0

0.002

0.004

0.006

0.008

0.01

0.012

P
ro
b
ab
ili
ty

of
ob
se
rv
at
io
n

0 200 400 600 800 1000

(b) Quantum State |q〉|x〉|b〉

Figure 3.12: (a) The real part of the quantum amplitudes of the computational basis’s states
|φ1〉 is superimposed in. (b) The probability of obtaining each of the states when
observing the quantum system. The QWSA is employed in the DS-CDMA system
of Figure 2.1, using the parameters summarized in Table 3.1.

of all the odd states, as encapsulated in

P (|zobs〉 ∈ |Ψ1〉) = P (|zobs〉 = |0001〉) + P (|zobs〉 = |0011〉) + P (|zobs〉 = |0101〉) +

+ P (|zobs〉 = |0111〉) + P (|zobs〉 = |1001〉) + P (|zobs〉 = |1011〉) +

+ P (|zobs〉 = |1101〉) + P (|zobs〉 = |1111〉)
= 0.005 + 0.028 + 0.023 + 0.125 + 1.5 · 10−5+

+ 6.25 · 10−5 + 3.38 · 10−5 + 0.00014

= 0.18. (3.83)

As it was expected, the probability of obtaining a state that belongs to |Ψ1〉 when the QFT

is observed is equal to the desired weighted sum a of the CF. The problem now transforms

into estimating the amplitude of the set of state in |Ψ1〉 and therefore the numerator

of Equation 3.75.

3) Controlled Q Operators: The QCR controls the Q operators that are applied to

the QFR. The eigenvalues of Q that are not equal to 1 or −1 are λ± = 0.64 ± j0.77.

From Equation 3.46 we have that λ± = e±j2θ, hence we may derive that θ = − j
2 log(λ+) =

0.44. Obviously, this is unknown to the system and we may not exploit it but only for terms

of comparison with the estimated value. The quantum system’s state after the application

of the controlled Q operators may be derived by Equation 3.56 and is

|φ1〉 =
ejθ√
2(l+1)

2l−1∑

q=0

ejq2θ|q〉|Ψ+〉 −
e−jθ√
2(l+1)

2l−1∑

q=0

e−jq2θ|q〉|Ψ−〉

= (0.08 + j0.038)
63∑

q=0

ejq0.88|q〉|Ψ+〉 − (0.08− j0.038)
63∑

q=0

e−jq0.88|q〉|Ψ−〉. (3.84)
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Figure 3.13: The (a) real and (b) imaginary part of the quantum amplitudes of the computational
basis’s states that |φ2〉 is superimposed in. The QWSA is employed in the DS-CDMA
system of Figure 2.1, using the parameters summarized in Table 3.1.
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Figure 3.14: Probability of obtaining each of the computational basis’s states when observing the
quantum state |φ2〉. The QWSA is employed in the DS-CDMA system of Figure 2.1,
using the parameters summarized in Table 3.1.

In the computational basis, |φ1〉 may be expressed as in Equation 3.57, resulting in

|φ1〉 = (0.022− j0.010)

63∑

q=0

7∑

x=0

(
ej(2q+1)0.44 + e−j(2q+1)0.44

)√
1− f ′(x)|q〉|x〉|0〉+

+ (0.047 + j0.022)
63∑

q=0

7∑

x=0

(
ej(2q+1)0.44 − e−j(2q+1)0.44

)√
f ′(x)|q〉|x〉|1〉, (3.85)

as it may be seen in Figure 3.12 along with the probability of observing each of its states.

4) Inverse Quantum Fourier Transform: After the IQFT has been applied to |φ1〉
we expect |φ2〉 to be in a superposition of 2l × (N + 1) states. By using Equation 3.62
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Figure 3.15: Probability of observing each of the states in the QCR after the application of the
IQFT. The QWSA is employed in the DS-CDMA system of Figure 2.1, using the
parameters summarized in Table 3.1.

and Equation 3.60, our scenario’s quantum state at this point would be

|φ2〉 =
63∑

z=0

7∑

x=0

βzx0 |z〉|x〉|0〉+
63∑

z=0

7∑

x=0

βzx1 |z〉|x〉|1〉. (3.86)

Each state’s quantum amplitude and probability of observation that |φ2〉 is superimposed

in are presented in Figure 3.13 and Figure 3.14, respectively. It may be observed from

Figure 3.14 that some of the states in |φ2〉 have a much larger probability to be observed,

a fact that will be exploited in order to estimate θ accurately.

5) Observation of the QCR: Observing only the QCR in our quantum system’s state |φ2〉
translates in observing only its first l = 6 qubits. This observation is a partial measurement

and will leave the unobserved QFR in the superposition it was before the measurement,

while the QCR will be in the observed state. Since the QFR was in the state |Ψ〉 before

entangling it with the QCR through the controlled Q operators, the resultant system’s state

would be |zobs〉|Ψ〉 after the observation of the QCR, where |zobs〉 ∈ {|0〉, |1〉, . . . , |63〉}.

The probability of observing the state |zobs〉 in the QCR during a partial measurement

is the sum of the probabilities of observing the whole system in a state that has the first

l qubits equal to |zobs〉. More specifically, according to Equation 3.63 the probability of

observing |zobs〉 in our scenario is

P (|zobs〉) =

7∑

x=0

|βzobsx1 |2 +

7∑

x=0

|βzobsx0 |2 . (3.87)

The probability of observing each of the 64 possible states is presented in Figure 3.15. It

may be noticed that the probability of observing a state |zobs〉 is equal to the probability

of observing the state |2l − zobs〉 = |64− zobs〉. This is one of the attributes introduced by

the IQFT and will be exploited at the estimation of θ. By performing an observation of
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Figure 3.16: Probability of observing each of the states in the QCR after the application of the
IQFT when l = 10 qubits exist in the QCR. The QWSA is employed in the DS-
CDMA system of Figure 2.1, using the parameters summarized in Table 3.1.

the QCR we obtained

|zobs〉 = |9〉. (3.88)

6) & 7) Estimation of θ and a: According to Equation 3.64 the observed state |zobs〉
will provide an estimate of θ equal to

θ̂zobs = π
zobs
2l

= π
zobs
64

, (3.89)

while the observed state |64− zobs〉 would yield

θ̂zobs = π
64− zobs

64
= π − θzobs . (3.90)

Hence, the symmetry of the probability of the QCR state with respect to the quantum

state |2l − 1〉 provides angles that have the same sin(·) value. Since in Equation 3.38 we

use the sine of θ to compute a, no further action regarding the observed state is required.

In our scenario where |zobs〉 = |9〉 we obtain

θ̂ = π
9

64
= 0.44 (3.91)

and finally the estimated value of the numerator of the LLR in Equation 3.75 is

â = sin2 θ̂ = 0.18. (3.92)

We would have obtained exactly the same results if |zobs〉 = |64− 9〉 = |55〉. Even though

the error between the actual value of a in Equation 3.76 and â in Equation 3.92 seems to

be equal to zero, this is only due to the rounding operations. In fact, the error between

the estimated and actual value is

|a− â| = 0.0021, (3.93)
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and its magnitude is a result of the employment of l = 6 qubits in the QCR. If more qubits

were used in the QCR, the precision would be better and the error would be closer to zero.

Let us also emphasize the fact that the error in our scenario is the smallest possible we

were able to have for l = 6, since we obtained one of the two most probable quantum states

when we observed the QCR, which correspond to the closest estimate â to the correct value

a. For example, if |59〉 was observed with probability 0.01%, the estimate of the numerator

would be â = 0.059 and the error equal to 0.12. If we increase the number of qubits l in

the QCR the quantum states with non-negligible probability of observation will yield an

estimate closer to a as described in Equation 3.68. Figure 3.16 demonstrates the probability

of observing |zobs〉 in our scenario when l = 10 qubits are used in the QCR. For the case

where l = 10 qubits are employed, the state |136〉 has 0.01% probability to be observed

and the resultant error would be 0.016, almost 10 times smaller than the respective error

when l = 6. In the same example, if the most probable state |143〉 was obtained with 0.48

probability, the error would be |a− â| = 2.3 · 10−4. The trade-off for this improvement in

the estimation of the LLR when l becomes larger is the increased complexity of the QWSA.

3.4.5 Performance of the Quantum Weighted Sum Algorithm QMUD

Let us now proceed to the soft-input soft-output QMUD by introducing a CDMA system

supporting U = 2 coexisting users, employing Gold codes having a spreading factor of

SF = 31. Each of them uses BICM with Iterative Detection (ID) constructed by a non-

systematic convolutional codes having a rate of R = 2/3 and 16 trellis states, 3 parallel bit

interleavers and 8-PSK modulators. The system model may be found in Figure 2.1. The

EXIT curves1 of both the inner MUD and of the outer decoder are presented in Figure 3.17

for Eb/N0 = 6 dB and 11 dB. It may be clearly observed that the EXIT curves of the

QWSA QMUD match those of the MAP MUD, confirming that the two systems have the

same performance. In Figure 3.17 we have also presented the EXIT curves of a system for

U = 2 users and M = 8, but replacing the R = 2/3-rate NSCC by a Turbo Convolutional

Code (TCC) having a rate of R = 1/2, relying on 8 trellis states and 4 iterations between

the convolutional codes. It may be readily verified that the EXIT curve of the inner QWSA

QMUD is identical to that of the MAP MUD.

The Monte-Carlo simulation based decoding trajectories of Figure 3.17 further justify

that the proposed QWSA QMUD may be integrated into an iterative receiver. At Eb/N0 =

6 dB and employing a R = 2/3 NSCC there is no open EXIT-tunnel leading to the IDEC,e =

1 line, which is in contrast to the Eb/N0 = 11 dB and R = 2/3 scenario, where we have

IDEC,e ≈ 1 after J = 2 outer iterations between the MUD and the decoder. We may

conclude that the extrinsic information at the NSCC decoder’s output recorded at 6 dB

and the rate R = 2/3 scheme will not exceed IDEC,e = 0.9, even if an infinite number of

MUD-decoder outer iterations are performed, while at 11 dB the maximum IDEC,e = 1 is

reached even with as few as J = 2 outer iterations. Furthermore, the system using TCC

needs J ≈ 7 outer iterations at Eb/N0 = 5 dB in order to reach IDEC,e = 1. The size of the

1For a tutorial on EXIT charts please refer to [10].
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interleaver in the NSCC systems is 20 000 bits, while that in the TCC system is 21 000 bits.

The reason why the decoding trajectories undershoot the NSCC curve for IMUD,a < 0.5

is because the outputs of the MAP and QWSA MUDs are not perfectly modelled as a

Gaussian distribution, whereas the outer EXIT curve was created assuming that the LLRs

obey the Gaussian distribution.

Even though the complexity of the DHA-QWSA QMUD in this two-user scenario is

higher than that of the MAP MUD, which are associated with 393 446 CF evaluations

in the worst case and 64 CF evaluations per time slot, respectively, our objective was

to demonstrate the match between the classical and quantum MUDs EXIT curves. The

application area of our QWSA QMUD is in systems designed for numerous users and larger

modem constellations, since its complexity is proportional to O(
√
MU ) when the DHA [52]

is used and O[2l+3 log
(
MU

)
] when the ACO is employed, while that of the classical MAP

MUD is proportional to O
(
MU

)
, as seen in Figure 3.10.

In a BICM-ID system using R = 1/2 TCC and supporting U = 2 users employing Gold

codes associated with SF = 31 chips each, the performance of the QWSA QMUD again

matches the MAP MUD’s, as it may be concluded from the EXIT chart of Figure 3.18.
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Figure 3.17: EXIT charts of a DS-CDMA system of Figure 2.1 with U = 2 users, SF = 31 chips,
BICM-ID with 8PSK and Non-Systematic Convolutional Codes, R = 2/3, 16 trellis
states as well as with QPSK modulation and Turbo Convolutional Code, R = 1/2,
8 trellis states and Iinner = 4 inner iterations. DHA-QWSA-based QMUD is used
with l = 10 qubits in the QCR of Figure 3.5.
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Figure 3.18: EXIT charts of two CDMA systems of Figure 2.1 with U = 2 users, SF = 31
chips, BICM-ID with QPSK modulation and R = 1/2, Turbo Code relying on
Convolutional Codes and Non-Systematic Convolutional Code, along with MAP-
based and DHA-QWSA-based MUD with l = 10 qubits in the QCR of Figure 3.5.

Two encoders are compared, namely a TCC and an NSCC. The choice of Eb/N0 = 2.8

dB for the TCC system was made with a value in mind, where the “turbo cliff” emerges,

whereas in the NSCC system IDEC,e has exceeded 0.9 at Eb/N0 = 7 dB. The similarity in

the BER performance between the QWSA QMUD and the classical MAP MUD is seen in

Figure 3.19. The size of the interleaver is 20 000 for each user, the number of inner iterations

in the TCC is Iinner = 4, while the number of MUD-decoder outer iterations is also fixed

to J = 4. The large size of the interleaver allows the BER floor of the TCC system to be

lower than 10−5. If more qubits are used in the QCR, the system’s performance approaches

that of the MAP MUD more closely. Furthermore, if more MUD-decoder outer iterations

are performed, the overall QMUD system’s BER becomes closer to that of the MAP MUD.

In order to further investigate the effect that the l QCR qubits have on the attainable

performance, Figure 3.20 characterizes a BICM-ID system supporting U = 4 users with the

aid of SF = 7 chips, TCC with R = 1/2, 8 trellis states and Iinner = 4. The DHA-QWSA

QMUD is used in conjunction with l ranging from 9 to 12 qubits in the QCR and the

number of MUD-decoder outer iterations considered are J = 1 and J = 4. The system

characterized in Figure 3.20 has a higher complexity than that used in Figure 3.19. As

the number of qubits l increases, the precision in the QWSA becomes better and Smin
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Figure 3.19: BER performance of two CDMA systems of Figure 2.1 with U = 2 users, SF =
31 chips, BICM-ID with QPSK modulation and R = 1/2, Turbo Code relying on
Convolutional Codes and Non-Systematic Convolutional Code, along with MAP-
based and QWSA-based MUD with l = 9, 10 and 11 qubits in the QCR of Figure 3.5.
The interleaver length is equal to 20 000 bits and 4 MUD-decoder iterations have been
applied.
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Figure 3.21: EXIT chart of an SDMA system supporting U = 3 users transmitting QPSK symbols
with NTx

= 2 transmit antennas each and P = 3 receive antennas, TCC with
R = 1/2, 8 trellis states and Iinner = 4 inner iterations. DHA-QWSA QMUD is
used with l = 11 qubits in the QCR of Figure 3.5.

becomes smaller. Hence, the performance is improved and it approaches that of the MAP

MUD, as it is clearly seen in Figure 3.20. In more detail, for J = 1 the Eb/N0 loss that

is experienced when we have l = 12, l = 11, l = 10 and l = 9 compared to the optimal

MAP MUD is approximately 0.05 dB, 0.1 dB, 0.2 dB and 0.5 dB, respectively. In all

cases, the DHA-QWSA MUD performance has more closely approached that of the MAP

MUD for J = 4, because the classical decoder assists in mitigating both the probabilistic

nature of quantum computation and the errors due to the limited precision of the QWSA.

If l > 12 qubits were to be used, the performance would be expected to be even closer to

that of the MAP MUD. Once again, the trade-off between the performance attained and

the complexity imposed becomes explicit.

Let us now proceed by applying the DHA-QWSA QMUD in an SDMA uplink scenario

supporting U = 3 users, each having NTx = 2 TAs and transmitting QPSK (M = 4)

symbols, while the BS has as few as P = 3 RAs. Hence the system is rank-deficient,

since we have (U ·NTx)/P = 2 > 1 and therefore conventional MUDs such as the MMSE

MUD exhibit a high error-floor. A TCC associated with R = 1/2, having 8 trellis states

and Iinner = 4 inner iterations is employed. The EXIT chart of our system employing

l = 11 qubits in the QCR of the QWSA is depicted in Figure 3.21 for various values of

Eb/N0 per RA. It should be noted that the EXIT curves of the inner DHA-QWSA QMUD

are identical to those of the ML MUD for all the Eb/N0 per RA values. Furthermore,
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the stair-case-shaped Monte-Carlo simulation-based decoding trajectories verify that the

DHA-QWSA QMUD may indeed be readily integrated with iterative receivers.

The BER performance of our SDMA uplink is shown in Figure 3.22. The number J

of MUD-decoder iterations was varied for J = 1, 2, 4 and so was the number of qubits in

the QCR for l = 9, 10, 11 for the sake of investigating their effect on the attained BER.

Upon increasing the number of qubits l in the QCR, the BER performance of the DHA-

QWSA QMUD approaches that of the classic ML MUD, since the accuracy of the QWSA

in Equation 3.68 becomes better. At the same time, the complexity of the QWSA is

increased. Moreover, if we increase J while considering l to be fixed, the Eb/N0 power-loss

of the DHA-QWSA QMUD with respect to the optimal ML MUD becomes smaller, since

the powerful TCC corrects more errors at the output of the QMUD, when J is increased.

For l = 11 qubits, the BER performance of the DHA-QWSA QMUD is just 0.15 dB away

from the optimal limit. If a higher value of l was used, the performance would be expected

to be even closer to that of the ML MUD.

The complexity of the ML MUD in our system is MU ·NTx = 4096 CFEs per multi-

level symbol. The complexity of the QWSA for l = 11 is equal to 8192 CFEs, hence the

application of the QWSA J · 2 · log2(MU ·NTx ) times for J = 4 results in a complexity of

786 432 CFEs. The average complexity of the DHA in our system was found to be 533.52 =

8.3
√
MU ·NTx CFEs. Therefore, the DHA-QWSA QMUD associated with l = 11 and J = 4

needed 786 966 CFEs for each multi-level symbol. Even though the complexity of the

QMUD is higher than that of the ML MUD in this small-scale system, the proposed DHA-

QWSA QMUD is designed for large-scale multi-user systems, as shown in [1]. For example,
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in an SDMA system supporting U = 6 users transmitting QPSK symbols associated with

M = 4, NTx = 2 transmit antennas per user as well as J = 2 MUD-decoder iterations,

the complexity of the ML MUD is 16 777 216 CFEs. At the same time, the DHA-QWSA

QMUD needs 878 592 CFEs, when l = 11 qubits are used in the QCR for the worst-case

scenario, where the DHA finds xmax after 22.5
√
MU ·NTx = 92 160 CFEs.

3.5 Iterative Dürr-Høyer Algorithm-based Quantum-

assisted Multi-User Detection

In a DSS/SSCH SDMA-OFDM system, the iterative MAP MUD calculates the CF values

of all the legitimate MUq,g -ary symbols of the interfering users in the gth DSS code group

on the qth subcarrier, based on Equation 3.14 and uses them for calculating each bit’s

LLR according to Equation 3.13. It was proposed in [13, 63] that even if a reduced subset

of the CFEs of all the legitimate MUq,g -ary symbols is used for the calculation of each

bit’s LLR, the performance would be near-optimal with respect to that of the MAP MUD,

provided that the subset of CF values includes the maximum possible CF values of the

numerator and the denominator of each bit’s LLR. Hence in [13, 63] an ACO-based search

was employed for selecting the particular symbol subset used for the calculation of the

LLRs. The main challenges of the ACO invoked for the selection of the symbol subsets were

identified in [13, 63] as being two fold. Firstly, when the ACO converges either to a local or

to the global maximum, all the ants follow the same path with ∼100% probability, hence

the search is converged and concluded. Moreover, in rank-deficient systems where there

are more transmit AEs than receive AEs, the ACO rarely converges to the globally optimal

symbol in that particular search space, which naturally leads to an erroneously calculated

LLR, since the selected subset of symbols does not include the globally maximum values.

As a beneficial design alternative, the DHA may be employed for performing iterative

detection by finding the specific symbol that minimizes −f(x) of Equation 3.14, or, equiv-

alently, maximizes f(x) of Equation 3.14, where x is the decimal representation, or index,

of x in Equation 3.14. Let us denote the true globally optimal symbol as xmax and the

best symbol found by the DHA as x̂max, even though we are aware that x̂max = xmax with

∼100% probability. As illustrated in Figure 3.23 for a system associated with QPSK mod-

ulation (M = 4) and U1,1 = 3 users relying on the first DSS code on the first subcarrier,

the DHA commences its search from an initial symbol and makes its way to the symbol

that maximizes f(x), while evaluating numerous other symbols due to the probabilistic

nature of the BBHT QSA. Observe in the scenario of Figure 3.23, that the symbols with

indices of 58, 57, 21, 17 and 61 have been evaluated after the point where the symbol with

index 43 has been found, before finally symbol 8 is found, which has a higher CF value

than that of symbol 43. The particular symbols that were evaluated during the BBHT

QSA calls but were not found to be better than the “best-so-far” symbol may also be used

for the calculation of the LLRs, since they have already been evaluated. Again, the DHA

has ∼100% success probability in finding the maximum of the f(x) CF of Equation 3.14
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Figure 3.23: Scenario of applying the DHA for finding the MUq,g -ary symbol that maximizes the
CF in Equation 3.14 in a rank-deficient DSS / USSCH SDMA-OFDM system where
Uq,g = U1,1 = 3 users coexist on the first subcarrier having been allocated the first
DSS code and they transmit QPSK symbols associated with M = 4 to P = 1 receive
AE. Top: The database of symbol indices and the corresponding CF values. The
rectangular box indicates the optimal symbol index associated with the maximum
CF value, while the ellipse encircles the MMSE detector’s output which is used as
the initial guess in the DHA. Bottom: The DHA process. The circles indicate the
best so far found symbols. Starting from the leftmost circle and moving counter-
clockwise, the BBHT QSA is invoked for finding a symbol that has a higher CF
value than the symbol in that particular circle. Once a better symbol is found, the
BBHT QSA is restarted for the new symbol. Once the global best symbol has been
found, the BBHT QSA times out after 4.5

√
MUq,g = 36 QD-CFEs. The number

of QD-CFEs and CD-CFEs in the DHA in this small-scale system were 52 and 41,
respectively. Therefore, the total number of CFEs was 93, which is greater than the
total number of symbols. The SO-DHA QMUD is designed for large-scale systems
where its complexity becomes much lower than that of the ML MUD.
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even in rank deficient systems, since it is independent of both the actual CF values and

of the “neighbourhood criterion”2 of the evolutionary algorithms [21]. Furthermore, the

probabilistic nature of the BBHT QSA provides the necessary candidate diversity for a

potential iterative DHA QMUD.

Let us now proceed conceiving the SISO DHA QMUDs, which are less complex than

those presented in [13, 63]. Moreover, let us assume that the discussions are based on

performing MUD at the qth subcarrier, q = 1, 2, . . . ,Q of a DSS / USSCH SDMA-OFDM

system, where Uq,g users have been allocated the gth DSS code and they transmit M -ary

symbols, implying that the database’s size is Nq,g = MUq,g .

3.5.1 DHA QMUD Relying on Maximum Approximation

The DHA QMUD relying on MAximum Approximation (DHA-MAA QMUD) employs the

DHA for finding the specific symbol that maximizes the CF f(x) in Equation 3.14. Focusing

on the mth bit of the Nq,g-ary symbol, only the pair of best symbols found for each of the

mth bit’s 0 and 1 logical values is included in the calculation of that bit’s LLR. Since the

DHA succeeds in finding the globally best symbol with ∼100% probability, that symbol’s

CF value will be included in all the LLR calculations, resulting in achieving the same LLR

signs as the MAP MUD. The unique symbols that were evaluated during the DHA form

the evaluated symbol set X . Let us also define the sets X u,m,νq,g , which are specific subsets of

X , namely those that include the particular symbols for which the [(u− 1) · log2M +m]th

bit of the corresponding binary representation is equal to v, as encapsulated in

x ∈ X u,m,vq,g ⇔ x∈X ∧ x∈χq,g(u,m, v), (3.94)

where ∧ denotes logical conjunction. Therefore, in our example of Figure 3.23, the LLR of

the first user’s first bit using the MAA would be

Lm,po

(
b
(m=1)
u=1

)
= ln

max
(
f(x)|x ∈ X u,m,0q,g

)

max
(
f(x)|x ∈ X u,m,1q,g

) (3.95)

= ln
f(22)

f(46)
, (3.96)

since the globally best symbol with index 2210 = [01|01|10]2 corresponds to b
(1)
1 = 0 and the

best symbol found with b
(1)
1 = 1 is symbol 46. If the scenario is encountered, where the set

X u,m,vq,g is empty for a specific [q, g, u,m, v] value, then according to [13, 63] another search

process should be initiated for finding the specific symbol that maximizes the CF having

fixed the mth bit of the uth user associated with the gth DSS code at the qth subcarrier

to the value v. Reasonably, the new search space has half the size compared to the one

in the first DHA operation of the DHA-MAA QMUD, but the resultant complexity may

prove to be severe, especially if more than one of the X u,m,vq,g sets are found empty after the

2The evolutionary algorithms follow a “neighbourhood criterion”, where the search space of each gen-
eration is created around the best-so-far found symbol.
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first DHA call. Hence, for the sake of circumventing this problem, we propose a Neighbour

Exploitation (NE) based complexity reduction technique.

Algorithm 5 DHA-MAA-NE QMUD [3]

1: Uq,g users, M -ary modulation, Nq,g ←MUq,g .

2: X u,m,vq,g ← ∅, for u = 1, 2, . . . , Ug,q, m = 1, 2, . . . , log2M and v = 0, 1.

3: The DHA is employed for finding the symbol x̂max that maximizes the CF in Equation 3.14
with ∼100% success probability after searching the whole search space Nq,g. Update the sets X
and X u,m,vq,g , for u = 1, . . . , Ug,q, m = 1, . . . , log2M , v = 0, 1, when a unique symbol is evaluated
by the DHA.

4: for u = 1, 2, . . . , Uq,g do

5: for m = 1, 2, . . . , log2M do

6: if x̂max ∈ X u,m,0q,g then

7: Include symbol xnb in X u,m,1q,g , where the binary representation of xnb is the same as
that of x̂max with the difference that the value of the [(u−1) · log2M +m]th bit is equal
to 1.

8: else if x̂max ∈ X u,m,1q,g then

9: Include symbol xnb in X u,m,0q,g , where the binary representation of xnb is the same as
that of x̂max with the difference that the value of the [(u−1) · log2M +m]th bit is equal
to 0.

10: end if

11: Calculate the LLR of the [(u− 1) · log2M +m]th bit according to Equation 3.95.

12: end for

13: end for

3.5.1.1 Neighbour Exploitation

If a set X u,m,vq,g is empty, it means that the best symbol x̂max found by the DHA belongs to

the set X u,m,v̄q,g , where v̄ = v ⊕ 1 and ⊕ denotes the modulo-2 addition. According to the

proposed NE-based modification, the set X u,m,vq,g will include the CF value of the neighbour

of the globally best found symbol, where the uth user’s mth bit will be equal to v̄. In our

example of Figure 3.23, if the indices of all the symbols found by the DHA were smaller

than 32, then the set X 0,0,1
q,g would be void. Since we have x̂max = 22 = [01|01|10], the

symbol with index [11|01|10] ⇒ xnb = 54, where nb stands for neighbour, would then be

included in the set X 0,0,1
q,g according to the NE modification.

The NE contributes an additional CD-CFE to the MUD’s complexity every time it is

performed, since the new symbol’s CF value has to be calculated. It may also be used

for improving the MUD’s performance even if the set that does not include x̂max is not

empty. In that case xnb is added to that set and it may be used for the calculation of

that specific LLR provided that its CF value is the highest one in that set. The steps of

the DHA-MAA-NE QMUD are stated in Algorithm 5 and the corresponding flow chart is

given in Figure 3.24.
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Figure 3.24: Flow Chart of the DHA-MAA QMUD with and without the NE modification.

3.5.1.2 Complexity

The complexity of the first DHA employment is O(
√
Nq,g), since it is applied to the en-

tire available search space, while the complexity of any subsequent DHA employment is

O(
√
Nq,g/2). More specifically, if the first DHA application encountered symbols for both

values of each bit in the DHA-MAA QMUD, the minimum complexity per bit is

CMAA,min
SO−DHA =

LQD,min
DHA + LCD,min

DHA

Uq,g · log2M
=

=
4.5
√
MUq,g + LCD,min

DHA

Uq,g · log2M
(3.97)

CFEs, where LCD,min
DHA is given in Equation 2.50 in the specific scenario, where the MMSE

detector’s output is equal to x̂max. Therefore the DHA will realize that the globally optimal
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value has already been found after 4.5
√
Nq,g QD-CFEs. On the other hand, if no symbols

were found for a specific bit’s value, the DHA has to be called again for the respective

search space, which has half the size of the total search space. The complexity per bit for

the DHA-MAA QMUD, when there are two DHA calls in total is

ĆMAA,min
SO−DHA =

LQD,min
1,DHA + LCD,min

1,DHA + LQD,min
2,DHA + LCD,min

2,DHA

Uq,g · log2M
=

=
7.682

√
MUq,g + LCD,min

1,DHA + LCD,min
2,DHA

Uq,g · log2M
(3.98)

CFEs. The minimum complexity per bit of the DHA-MAA-NE QMUD is

CMAA,NE,min
SO−DHA =

LQD,min
DHA + LCD,min

DHA + Uq,g · log2M

Uq,g · log2M
=

=
4.5
√
MUq,g + LCD,min

DHA

Uq,g · log2M
+ 1 (3.99)

CFEs. The third term in Equation 3.99 corresponds to the CFEs required for finding the

neighbours of x̂max, once for each bit of the multi-level symbol and it is independent of the

DHA. Note that the complexity per bit of the DHA-MAA-NE QMUD in Equation 3.99

includes one more CFE compared to the complexity of the DHA-MAA QMUD, if the DHA

is applied only once. By contrast, if the DHA is called at least twice in the DHA-MAA

QMUD, its complexity formulated in Equation 3.98 is significantly higher than that of the

DHA-MAA-NE QMUD.

3.5.2 DHA QMUD Relying on Multi-Input Approximation

The main differences between the DHA-MAA QMUD and the DHA QMUD with MUlti-

input Approximation (DHA-MUA QMUD) are that multiple symbols take part in the

calculation of the LLRs in the MUA. More specifically, commencing from the first user’s

u = 1 first bit’s m = 1 LLR calculation, the DHA is invoked for its numerator’s search

space, having fixed the [(u − 1) · log2M + m] = 1st bit to v = 0, and then also for the

denominator’s search space, where only the specific symbols with the 1st bit being v = 1

are considered. The two sets X u,m,0q,g and X u,m,1q,g are filled by the DHAs’ outputs in a

sorted order. Since the two DHA activations have jointly searched the entire search space,

the globally maximal symbol x̂max corresponds to the maximum CF valued entries x̂u,m,0max

and x̂u,m,1max of the two sets X u,m,0q,g and X u,m,1q,g , respectively. Therefore, by comparing the

maximum CF valued entries of the two sets we may determine x̂max as in

x̂max =





x̂u,m,0max if f
(
x̂u,m,0max

)
> f

(
x̂u,m,1max

)

x̂u,m,1max if f
(
x̂u,m,0max

)
≤ f

(
x̂u,m,1max

) , (3.100)
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Figure 3.25: Scenario of the DHA QMUD with MUA. The set X 1,1,0
q,g was created based on the

first DHA call with the MMSE detector’s output 31 as the initial input, where only

symbols with b
(1)
1 = 0 were searched. The set X 1,1,1

q,g was constructed based on the
second DHA call with the neighbour of x̂1,1,0max at the first user’s first bit’s position

22 → 54 as initial input, where only symbols with b
(1)
1 = 1 were searched. Top

to bottom left: Formulation of the sets X̄ 1,1,0
q,g and X̄ 1,1,1

q,g based on the set sizes
|X 1,1,0
q,g | = 10 and |X 1,1,1

q,g | = 6 of the sets X 1,1,0
q,g and X 1,1,1

q,g , respectively. The last

|X 1,1,0
q,g | − |X 1,1,1

q,g | = 4 symbols are deleted from X̄ 1,1,0
q,g , since |X 1,1,0

q,g | > |X 1,1,1
q,g |.

Bottom left to bottom right: Construction of the sets X̂ 1,1,0
q,g and X̂ 1,1,1

q,g based on the

signs of the difference of the CF values of the sorted symbol pairs in X̄ 1,1,0
q,g and X̄ 1,1,1

q,g .

The symbols in the positions i = 3, 5, 6 are deleted since sign(f(x1,1,0i )− f(x1,1,1i )) 6=
ς1,1 = +1 for i = 3, 5, 6.

and hence the sign of the [(u− 1) · log2M +m]th bit’s LLR is given by [63]

ςu,m = sign
[
Lm,po

(
b(m)
u

)]
=





+1 if x̂max ∈ X u,m,0q,g

−1 if x̂max ∈ X u,m,1q,g

. (3.101)

The LLR sign ςu,m will be exploited for selecting the specific entries in the sets X u,m,0q,g

and X u,m,1q,g that will participate in the calculation of the LLR. Let us denote the size of

X u,m,0q,g by |X u,m,0q,g | and that of X u,m,1q,g as |X u,m,1q,g |. The two sets may consist of a different

number of entries, therefore |X u,m,0q,g | may or may not be equal to |X u,m,1q,g |. If |X u,m,0q,g | >
|X u,m,1q,g | is true, then the |X u,m,0q,g | − |X u,m,1q,g | entries with the smallest CF value in X u,m,0q,g

are excluded from the sum. Otherwise, if |X u,m,0q,g | < |X u,m,1q,g | is true, then the |X u,m,1q,g | −
|X u,m,0q,g | symbols that correspond to the smallest CF values in X u,m,1q,g are deleted. The

min{|X u,m,0q,g |, |X u,m,1q,g |} number of remaining symbols in X u,m,0q,g and X u,m,1q,g form the sets

X̄ u,m,0q,g and X̄ u,m,1q,g , respectively. Let us now consider the scenario described in Figure 3.25,

where the above-mentioned two DHA calls created the sorted sets X u,m,0q,g and X u,m,1q,g for

the calculation of the first user’s u = 1 first bit’s m = 1 LLR. The CF values of the symbols

in the scenario of Figure 3.25 are the same as in Figure 3.23. Furthermore, the initial

input of the DHA is the MMSE detector’s output xMMSE , when the first user’s first bit’s

LLR has to be calculated and the search space does include the MMSE detector’s output.

By contrast, when the search space does not include xMMSE , as in the second search of
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Figure 3.25, where we want to construct X 1,1,1
q,g , two options may be used, depending on

whether the two DHA calls are running in parallel or consecutively:

1. If the two DHA calls are performed in parallel, the initial point may be the imme-

diate neighbour of xMMSE at the first user’s first bit’s location. In our scenario

of Figure 3.25 this may lead to the symbol x1,1,0
init = xMMSE = 31 = [01|11|11] →

[11|11|11] = 63 = x1,1,1
init .

2. If the two DHA calls are performed serially, we always activate the DHA first on the

search space corresponding to X 1,1,v0
q,g , where the MMSE detector’s output is included

in the search space as v0 = b
(1)
1,MMSE . The reason behind this choice is that there

is a higher probability of finding the global maximum of xmax = x̂1,1,0
max in the same

search space that the MMSE detector’s output belongs to [21]. After we have found

the specific index that maximizes the CF in that search space, which is x̂1,1,0
max = 22 in

our scenario, we exploit its neighbour at the first user’s first bit’s location according

to x̂1,1,0
max = 22 = [01|01|10]→ [11|01|10] = 54 = x̂1,1,1

init as the initial point of the second

DHA activation employed in the search space, which corresponds to X 1,1,v0⊕1
q,g . The

reason of choosing the neighbour of x̂1,1,v
max as the initial point of the second DHA is that

the neighbour of the “hitherto-optimal” symbol may also be close to the maximum

value in that particular search space, especially if x̂1,1,v
max turns out to be equal to

the globally optimal symbol xmax, since the values of the CF in Equation 3.14 are

correlated with the bit locations [9, 21].

In our simulations we assume that the DHA operations are performed serially, therefore

we follow the second method of selecting the initial points of the DHA calls.

Once the pair of sets X̄ u,m,0q,g and X̄ u,m,1q,g have been formulated depending on |X u,m,0q,g | and

|X u,m,1q,g |, it has to be ensured that the resultant sign of the LLR is the same as the value ςu,m

calculated in Equation 3.101. It is certain according to Equation 3.101, that the sign of the

difference of the maximum CF values of the two sets, namely sign
[
f(xu,m,01 )− f(xu,m,11 )

]

is equal to ςu,m [63], where we have xu,m,v1 = xu,m,vmax . For the sake of forcing the LLR to

have the same sign as ςu,m with 100% probability, we may only include the symbol pairs

of the two sets of which the sign of the CF-difference is equal to ςu,m of Equation 3.101, as

encapsulated in

xu,m,0i ∈ X̂ u,m,0q,g ∧ xu,m,1i ∈ X̂ u,m,1q,g

⇔ sign
[
f
(
xu,m,0i

)
− f

(
xu,m,1i

)]
= ςu,m ∧ xu,m,0i ∈ X̄ u,m,0q,g ∧ xu,m,1i ∈ X̄ u,m,1q,g

i = 2, . . . ,min{|X 1,1,0
q,g |, |X 1,1,1

q,g |}, (3.102)

where the sets X̂ u,m,0q,g and X̂ u,m,1q,g consist of the filtered symbols. In our scenario of Fig-

ure 3.25, three of the symbol pairs in X̄ u,m,0q,g and X̄ u,m,1q,g satisfy the constraints introduced

in Equation 3.102, therefore they are the specific symbols that will be included in the

calculation of the LLR.
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{
22, 31
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{
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}
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{
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}
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46

}

22

Figure 3.26: Construction of the sets X̂ u,m,vq,g for u = 1, 2, 3, m = 1, 2, v = 0, 1 in the DHA
QMUD with MUA scenario described in Figure 3.23. The symbol indices in the
boxes represent the best so far found symbols for that particular bit value, while
the bold numbers indicate the bit of which the sets have just been constructed. The
circled indices denote the initial point of a DHA procedure. Since we assume that
the DHA calls are performed serially, the initial point will be the MMSE output for
one of the first bit’s values and the neighbours of the best found symbol for the other
value of the first bit, as well as for the rest of the bits.

After the pair of sets X̂ u,m,0q,g and X̂ u,m,1q,g has been determined for the uth user’s mth

bit, its LLR in the DHA-MUA QMUD may be calculated according to

Lm,po

(
b(m)
u

)
= ln

∑
x∈X̂u,m,0q,g

f(x)

∑
x∈X̂u,m,1q,g

f(x)
. (3.103)

In Figure 3.25 the first user’s first bit’s LLR would be equal to

Lm,po

(
b
(1)
1

)
= ln

f(22) + f(8) + f(9)

f(46) + f(43) + f(62)
= 0.21. (3.104)
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Algorithm 6 DHA-MUA QMUD [3]

1: Uq,g users, M -ary modulation, N ←MUq,g .

2: X u,m,vq,g ← ∅, X̄ u,m,vq,g ← ∅, X̂ u,m,vq,g ← ∅, for u = 1, . . . , Ug,q, m = 1, . . . , log2M and v = 0, 1.

3: if b
(1)
1, MMSE = 0 then

4: The DHA is employed for finding x̂1,1,0max and for filling the set X 1,1,0
q,g , by exploiting the search

space where b
(1)
1 = 0. Initial input: MMSE detector’s output xMMSE .

5: The DHA is employed for finding x̂1,1,1max and for filling the set X 1,1,1
q,g , by exploiting the search

space where b
(1)
1 = 1. Initial input: neighbour of x̂1,1,0max at the first bit.

6: else if b
(1)
1, MMSE = 1 then

7: The DHA is employed for finding x̂1,1,1max and for filling the set X 1,1,1
q,g , by searching the search

space where b
(1)
1 = 1. Initial input: MMSE detector’s output xMMSE .

8: The DHA is employed for finding x̂1,1,0max and for filling the set X 1,1,0
q,g , by searching the search

space where b
(1)
1 = 0. Initial input: neighbour of x̂1,1,1max at the first bit.

9: end if
10: Determine x̂max according to Equation 3.100.
11: for u = 1, 2, . . . , Uq,g do
12: for m = 1, 2, . . . , log2M do
13: if u 6= 1 or m 6= 1 then
14: if x̂max ∈ X u,m,0q,g then
15: The DHA is employed for finding x̂u,m,1max and for filling the set X u,m,1q,g , by exploiting

the search space where b
(m)
u = 1. Initial input: neighbour of x̂max at the [(u − 1) ·

log2M +m]th bit.
16: else if x̂max ∈ X u,m,1q,g then
17: The DHA is employed for finding x̂u,m,0max and for filling the set X u,m,0q,g , by exploiting

the search space where b
(m)
u = 0. Initial input: neighbour of x̂max at the [(u − 1) ·

log2M +m]th bit.
18: end if
19: end if
20: Determine the sign of the LLR ςu,m based on Equation 3.101.
21: Create X̄ u,m,0q,g and X̄ u,m,1q,g depending on the sets’ sizes |X u,m,0q,g | and |X u,m,1q,g |, by keeping

the best min{|X u,m,0q,g |, |X u,m,1q,g |} values from X u,m,0q,g and X u,m,1q,g , respectively.

22: Create X̂ u,m,0q,g and X̂ u,m,1q,g according to Equation 3.102.
23: Calculate the [(u− 1) · log2M +m]th bit’s LLR based on Equation 3.103.
24: end for
25: end for

Recall from [63] that when we proceed to the calculation of the second bit of the

MUq,g -ary symbol, the ACO algorithm is called again for performing the same operation

as for the first bit, since the true globally optimal symbol xmax may not have been found

during the first two ACO operations, especially in rank-deficient systems. By contrast,

this is unnecessary in the DHA-MUA QMUD, since we have x̂max = xmax with ∼100%

probability. Therefore, there is no need for calling the DHA for finding the best symbol in

the subsequent search spaces where x̂max belongs to, resulting in a substantially reduced

complexity. The DHA is called only for the particular bit value that is not the same as that

bit’s value in x̂max. In our scenario of Figure 3.23 and Figure 3.25, the binary representation

of the optimal symbol is x̂max = 22 = [01|01|10], therefore the set X̂ 1,2,1
q,g will only consist

of X̂ 1,2,1
q,g = {22, 31}. The MMSE detector’s output of xMMSE = 31 is also included in

that set, since the second bit of its binary representation is equal to 1. For filling the

set X̂ 1,2,0
q,g , we employ the DHA for searching the symbols associated with b

(2)
1 = 0, as in

Figure 3.25. The same procedure applies for the rest of the bits in the MUq,g -ary symbol,
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as described in the example of Figure 3.26, where the sets of the bits are presented along

with their method of construction. The performance of the DHA-MUA QMUD will be

shown to be substantially better than that of the DHA-MAA QMUD, since the maximum

CF value of each LLR’s numerator and denominator is found with a ∼100% probability.

The DHA-MUA QMUD is described in Algorithm 6.

3.5.2.1 Complexity

The complexity of each DHA call in the DHA-MUA QMUD is O(
√
Nq,g/2), since the

searched space is half of the total search space. Therefore, the minimum complexity per

bit for the DHA-MUA-NE QMUD is

CMUA,NE,min
SO−DHA =
[
(Uq,g · log2M + 1)

(
4.5
√
MUq,g/2 + LCD,min

DHA

)

+ Uq,g · log2M

]
/ (Uq,g · log2M) = (3.105)

=

(
4.5
√
MUq,g/2 + LCD,min

DHA

)(
1 +

1

Uq,g · log2M

)
+ 1

CFEs, where LCD,min
DHA is computed according to Equation 2.50. The first additive term of

the lower complexity bound of the DHA-MUA-NE QMUD in Equation 3.105 corresponds

to the scenario, where the initial inputs of all (Uq,g · log2M + 1) number of DHA calls are

equal to the respective optimal symbols of the search space. The second additive term

corresponds to the CFE of the neighbour of x̂max for each bit of the multi-level symbol.

The complexity of the DHA-MUA-NE QMUD in Equation 3.105 is higher than that of the

DHA-MAA-NE QMUD in Equation 3.99.

Let us now proceed by proposing two modifications to the DHA-MUA QMUD, which

improve the attainable performance, while reducing the complexity even further, but may

impose delay and additional memory requirements on our system.

3.5.2.2 Forward Knowledge Transfer

In the Forward Knowledge Transfer (FKT) based modification, the symbols evaluated by

the DHA performed for the ith bit of the Nq,g-ary symbol, with i = 1, 2, . . . , Nq,g, are

included not only in the set X u,m,vq,g , for which set we have i = (u−1) · log2M +m, but also

in the appropriate sets of the subsequent bits j, for j = i+ 1, i+ 2, . . . , Nq,g. By invoking

the proposed FKT the performance of the SO-DHA QMUD is expected to improve, since

the sets that only consisted of x̂max and xMMSE as in Figure 3.26 will now include more

symbols, which will have been evaluated during previous calls of the DHA, leading to LLR

values closer to those of the MAP MUD. No additional delay is introduced, because once

the DHA has finished the search related to the ith bit, that bit’s LLR is computed and

passed to the deinterleaver. However, additional memory is required for storing the found
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symbols in the multiple appropriate sets.

When the FKT is applied, the initial input of the DHA of the i = [(u−1)·log2M+m]th

bit, with i ≥ 2, is determined by a comparison between the “best-so-far” symbol included in

X u,m,vq,g by the previous DHA operations, and the specific neighbour of the globally optimal

symbol x̂max at the ith bit position xu,mnb,max, as formulated in

xu,m,vinit =





x̂u,mnb,max, if f
(
x̂u,mnb,max

)
> f (x̂u,m,vmax )

x̂u,m,vmax , if f
(
x̂u,mnb,max

)
≤ f (x̂u,m,vmax )

. (3.106)

By selecting xu,m,vinit according to Equation 3.106 we introduce an extra CFE for calculating

f
(
x̂u,mnb,max

)
, but the total complexity is expected to be reduced, since the initial point in

the DHA will be closer to the symbol having the maximum CF value in that particular

search space, hence saving multiple CFEs during the search. An example of the FKT is

illustrated in Figure 3.27a and its operation is formally described in Algorithm 7.

Algorithm 7 Forward Knowledge Transfer &
Forward and Backward Knowledge Transfer [3]

1: Applicable immediately after the DHA application in steps 4, 5, 7, 8, 15 and 17 of Algorithm 6,
or after any search algorithm used in the MUA. Let us assume the DHA was employed for the
uth user’s mth bit with i=(u− 1) · log2M +m, u=1, . . . , Uq,g and m=1, . . . , log2M .

2: if Forward Knowledge Transfer then
3: d← i
4: else if Forward and Backward Knowledge Transfer then
5: d← 0
6: end if
7: for j = d, d+ 1, . . . , Uq,g · log2M do
8: Determine u′ and m′ from u′ · log2M +m′ = j and u′,m′ ∈ Z.
9: Update X u′,m′,v

q,g for v = 0, 1 with the new symbols evaluated by the DHA for the ith bit of

the MUq,g -ary symbol.
10: end for

3.5.2.3 Forward and Backward Knowledge Transfer

In the Forward and Backward Knowledge Transfer (FBKT) modification both sets of every

bit of the Nq,g-ary symbol are updated after every DHA application, regardless of which

user’s bit’s search space the DHA was employed for. The FBKT process is formally stated

in Algorithm 7. When using the FBKT, all the LLR values will be calculated based on

the same symbol pool containing all the symbols evaluated during the (Uq,g · log2M + 1)

different DHA calls. For this reason an additional memory requirement and delay are

imposed on the system, since the bits’ LLRs are calculated after all the DHA activations

have completed, which is in contrast to the FKT, where the LLR of a bit is calculated after

the DHA has been applied to its own search spaces.

Furthermore, the FBKT is expected to have a substantial impact on sub-optimal heuris-

tic search algorithms used in rank-deficient systems. For example, let us assume that the

true global optimal symbol xmax is found during an ACO search in the search space of the
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Figure 3.27: Scenario of the DHA-MUA QMUD and (a) Forward Knolwedge Transfer or (b) For-
ward & Backward Knowledge Transfer in the rank-deficient DSS / USSCH SDMA-
OFDM system of Figure 3.23. Focusing on the DHA application for the i = 2nd
bit, the underlined indices represent the new symbols found during the current DHA
search. The circled index 46 is selected to be the initial input of the DHA, because
it has a higher CF value than that of the neighbour of the optimal symbol at the
i = 2nd bit, corresponding to the decimal index 6, according to Figure 3.23. When
FKT is applied in (a) the sets of the subsequent bits i = 3, 4, 5, 6 are also updated
with the new symbols found. Similarly, when FBKT is applied in (b), the sets of the
preceding and the subsequent bits are updated along with the sets of the i = 2nd bit
for which the search was performed.
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Figure 3.28: Flow Chart of the SO-DHA-MUA MUD with the NE modification, as well as the
FKT and FBKT methodologies of Section 3.5.2.2 and Section 3.5.2.3.
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last bit of the multi-level symbol i = Uq,g · log2M . Based on the FBKT, all the bit-based

LLRs of that particular Nq,g-ary symbol will be computed based on xmax, as if it was

found during the first search. If no knowledge transfer was employed, or even if the above-

mentioned FKT was used in the same scenario, only the last bit’s LLR would exploit xmax

and hence calculate an LLR close to that of the MAP MUD. An example of the FBKT is

portrayed in Figure 3.27b. The flowchart of the DHA-MUA MUD with and without the

aid of the FKT or the FBKT is depicted in Figure 3.28.

3.6 Soft-Output Ant Colony Optimization with Free Will

The ACO algorithm of [145] employs ζ ants during Ξ generations. In the ξth generation,

with ξ = 1, 2, . . . ,Ξ, every ant chooses a (Uq,g · log2M)-bit long binary path, having a

decimal representation corresponding to a specific symbol index. According to the ACO

algorithm [145], if all ζ ants follow the same path during a single generation, the ACO al-

gorithm is deemed to have converged and it is stopped at that particular generation. When

the Soft-Output-ACO (SO-ACO) MUDs proposed in [13, 63] are employed in heavily rank-

deficient systems, they may converge with a high probability to a local optimum, rather

than to the globally optimal symbol xmax. Therefore, the performance of the SO-ACO

MUDs may be degraded in rank-deficient systems and its complexity may vary, depending

on the number of generations that were evaluated before the ACO algorithm converged.

For the sake of circumventing these problems and for improving the performance, while

fixing the complexity to a predetermined number of CFEs, we introduce a mutation prob-

ability [64], which may be interpreted as the free will3 (FW) of the ants. According to

the FW, after each ant has chosen its path for the current generation based on both the

pheromone and on the intrinsic affinity [13], we introduce the concept of mutation prob-

ability, namely the probability that a bit of the selected path will change its value. For

example, if an ant has chosen the [01|10|11] path in a system where Uq,g = 3 users transmit

QPSK (M = 4) symbols, and the FW probability is chosen to be pfw = 0.1, then there is a

0.1 · 0.95 = 0.06 probability of the final path to be [11|10|11]. Furthermore, there also is a

0.06 probability for the final path to be [01|10|01], while there is a 0.96 = 0.53 probability

of the selected path to remain unchanged.

By introducing the concept of FW, we deliberately expand the search space by in-

troducing new symbols that might not have been visited otherwise, and the attainable

performance is therefore expected to be improved. At the same time, the ACO algorithm

has a modest, but non-negligible probability of convergence given by (1− pfw)ζ·Uq,g ·log2M ,

which corresponds to the unlikely scenario, where none of the ants changed the initially se-

lected paths. Therefore, the complexity may be considered as being fixed to (ζ ·Ξ) number

of CFEs.

The NE modification proposed for the DHA-MAA and DHA-MUA QMUDs may also

3The free will probability of an ant in the ACO algorithm may be considered as the equivalent of the
mutation probability of a chromosome in the genetic algorithm.
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be used for the SO-ACO MUDs. More specifically, during the ACO-MAA-NE MUD the

neighbours of the best found symbol x̂max of the first ACO search applied to the total search

space are also considered as candidates for the calculations of the LLRs. Moreover, when

the ACO is employed twice in the ACO-MUA-NE MUD for the ith bit, the neighbour of

the best found symbol in these two ACO calls is included for the ith bit’s LLR calculation.

On the other hand, if the ACO-MUA-FKT-NE MUD is employed, the neighbour of the

“best-so-far” symbol of all the ACO searches up to the ith bit’s searches is included in

the ith bit’s LLR calculation. Finally, in the ACO-MUA-FBKT-NE MUD the neighbours

of the best found symbol after all the ACO searches have been completed for the current

multi-level symbol are included in all the LLR calculations.

The corresponding complexity of the ACO-MAA-NE-FW MUD becomes

CMAA,NE,FW,min
SO−ACO =

ζ · Ξ
Uq,g · log2M

+ 1 (3.107)

CFEs per bit, where the first additive term corresponds to the number of CFEs of the sole

ACO based search in the total search space divided by the number of bits in the MUq,g -ary

symbol, while the second term represents the extra CFE required for the calculation of

the best found symbol’s neighbour for each bit. If no FW is used in the ACO, then the

complexity of the ACO-MAA-NE is expected to be lower, since the ACO will converge

sooner with a high probability. Nonetheless, it might converge to a local optimum. The

total complexity of the ACO-MUA-NE-FW MUD is equal to

CMUA,NE,FW,min
SO−ACO = 2 · ζ · Ξ + 1 (3.108)

CFEs per bit, since two ACO activations take place for each bit and a neighbour’s CF

value is calculated.

3.7 Soft-Output Detection Performance in DSS/SSCH

SDMA-OFDM Systems

In this section we evaluate the soft-output BER performance versus complexity performance

of our proposed families DHA QMUDs in the uplink of DSS/USSCH SDMA-OFDM sys-

tems. The first communication system investigated supports U = 8 users transmitting

QPSK M = 4 symbols and the base station is equipped with P = 4 AEs. We adopt a

channel model used in the Long Term Evolution (LTE) standard, termed as the Extended

Vehicular A (EVA) model [146]. We assume an urban vehicular scenario, where the velocity

of each mobile user is v = 30 km/h, the carrier frequency is fc = 2.5 GHz, the sampling

frequency is equal to fs = 15.36 MHz and hence the Doppler frequency is fd ' 70 Hz.

The users transmit on Q = 1024 OFDM subcarriers and the length of the cyclic prefix

(CP) is 128. For comparison between the iterative DHA QMUDs and the SO-ACO MUDs,

let us firstly investigate a scenario where all users transmit on all the subcarriers. More-

over, we will also temporarily assume that all the users have been allocated the same DSS
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Table 3.4: Parameters of the SDMA-OFDM uplink scenario

Number of Users U = 8

Number of AEs per User NTx = 1

Number of AEs at the BS P = 4

Normalized User-Load UL = Uq,g/P = 2

Modulation QPSK M = 4

Channel Code TCC, R = 1/2, 8 trellis states

Iinner = 4 iterations

Mobile Velocity v = 30 km/h

Carrier Frequency fc = 2.5 GHz

Sampling Frequency fs = 15.36 GHz

Doppler Frequency fd = 70 Hz

Channel Model Extended Vehicular A [146]

Number of Subcarriers Q = 1024

Cyclic Prefix CP = 128

Number of Subcarriers per User W = 1024

Number of DSS codes G = 1

Bit Interleaver Length 10 240 symbols per user

code, therefore they all interfere with each other, hence the resultant system becomes an

SDMA-OFDM system. The interleaver length is equal to 10 240 symbols per user and turbo

convolutional codes associated with a rate of R = 1/2, 8 trellis states and Iinner = 4 inner

iterations are employed. The specifications of our SDMA-OFDM system are summarized

in Table 3.4.

Observe in Figure 3.29, that the ACO-MAA MUD and ACO-MUA MUD are exactly as

proposed in [13] and [63], respectively, when employed in the context of the SDMA-OFDM

system of Table 3.4. These may be compared to the BER curves of the MAP MUD, as well

as to those of the proposed ACO-MAA-FW, ACO-MAA-NE, ACO-MAA-NE-FW, ACO-

MUA-NE-FW, ACO-MUA-FKT, ACO-MUA-FKT-NE-FW, ACO-MUA-FBKT

and ACO-MUA-FBKT-NE-FW MUDs, which are gathered in Table 3.5. After appropriate

tuning of the ACO for minimizing the BER, we have opted for the pheromone weight of

a = 1, the intrinsic affinity weight of β = 6, while the weight of the elite ant was set to σ = 8

and the evaporation rate to ρ = 0.5 [63] for the ACO-aided searches in all the ACO-based

MUDs. The number of ants in the ACO-MAA MUDs is equal to ζ = 44, and the number

of generations is also Ξ = 44. Similarly, in the ACO-MUA MUDs invoked for our SDMA-

OFDM system of Figure 3.29 we employ ζ = 27 ants during Ξ = 27 generations, while

ζ = 25 ants and Ξ = 25 generations are used in the ACO-MUA-FKT and ACO-MUA-

FBKT MUDs. Explicitly, we have selected these values for achieving a similar average

number of CFEs per bit between the ACO-FW-based MUDs and the DHA-based QMUDs.

The FW probability, when used, is chosen to be equal to pFW = 0.1. The parameters of

the ACO instances are gathered in Table 3.6.

According to Figure 3.29, the BER curves of the ACO-MAA and ACO-MAA-NE MUDs
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Table 3.5: Algorithmic elements of the prototype detectors

Search Algorithm: • Dürr-Høyer Algorithm (DHA).

• Ant Colony Optimization (ACO) Algorithm.

Approximation: • MAximum Approximation (MAA): Each LLR is computed
based on the pair of symbols that maximize the CF both in its
numerator and denominator, respectively, as in Equation 3.95.

• MUlti-input Approximation (MUA): Each LLR is computed
based on a carefully selected subset of symbols, as in Equa-
tion 3.101, Equation 3.102 and Equation 3.103.

Knowledge Transfer: After the completion of the selected search algorithm for the i = [(u−
1) log2M +m]th bit position

• OFF: Only Xu,m,0q,g and Xu,m,1q,g are updated with the search re-
sults.

• Forward Knowledge Transfer (FKT): The sets Xu′,m′,0
q,g and

Xu′,m′,1
q,g are updated with the search results, for all [u′,m′] val-

ues satisfying (u′ − 1) log2M + m′ ≥ i with u′ = 0, 1, . . . , Uq,g,
m′ = 0, 1, . . . , log2M .

• Forward & Backward Knowledge Transfer (FBKT): All the sets
Xu,m,0q,g and Xu,m,1q,g are updated with the search results, for u =
0, 1, . . . , Uq,g, m = 0, 1, . . . , log2M .

Neighbour Exploitation (NE): • OFF: If a set Xu,m,vq,g is empty for a specific [u,m, v] value, the
search algorithm employed is initiated again for the search space
corresponding to the [u,m, v] value.

• ON: The neighbour xnb of the best-so-far found symbol x̂max at
each bit position is included as a candidate for the calculation
of the respective LLR. If the DHA is used, xnb is the initial
input when possible. No set Xu,m,vq,g , for u = 1, 2, . . . , Uq,g, m =
1, 2, . . . , log2M , v = 0, 1 will be empty with NE.

Free Will (FW): Applicable only when the ACO algorithm is chosen as the search algo-
rithm.

• OFF: Conventional ACO algorithm employed in [13, 63].

• ON: After an ant has selected a step along its path, which cor-
responds to a specific bit position, during each generation, there
is a predetermined FW mutation probability to flip that bit’s
value for that specific ant’s path.

of Table 3.5 are approximately 7.25 dB and 8.25 dB away from the MAP MUD’s limit for a

BER of 10−1, respectively. Furthermore, the ACO-MAA and ACO-MAA-NE MUDs reach

a BER floor of ∼10−3, indicating that the ACO-MAA MUDs’ performances are degraded

in rank-deficient systems supporting a normalized user-load of UL = U/P = 2. The

ACO-MAA-NE MUDs attain a modest performance improvement in rank-deficient systems

supporting UL = 2 over the respective ACO-MAA MUDs, and they also have a lower

complexity than the ACO-MAA MUD when no FW is enabled, since only a single ACO

search is performed, when the NE modification is applied. In our scenario of Figure 3.29 the

average number of CFEs per bit is approximately three times lower in the ACO-MAA-NE

MUD compared to the ACO-MAA MUD.

When the FW-based mutation is enabled in the ACO-MAA-FW and ACO-MAA-NE-

FW MUDs of Table 3.5, the BER performances become better than those of the ACO-MAA

or ACO-MAA-NE MUDs. More precisely, the ACO-MAA-FW and ACO-MAA-NE-FW

MUDs reach a BER of 10−5 when operating 4.9 dB and 4.85 dB away from the MAP MUD.
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Table 3.6: Parameters of the ACO in the SDMA-OFDM scenario

Number of Ants MAA: ζ = 44 ants

MAA-NE: ζ = 44 ants

MUA: ζ = 27 ants

MUA-FKT: ζ = 25 ants

MUA-FBKT: ζ = 25 ants

Number of Generations MAA: Ξ = 44 generations

MAA-NE: Ξ = 44 generations

MUA: Ξ = 27 generations

MUA-FKT: Ξ = 25 generations

MUA-FBKT: Ξ = 25 generations

Pheromone Weight a = 1

Intrinsic Affinity Weight β = 6

Weight of Elite Ant σ = 8

Evaporation Rate ρ = 0.5

Free Will Probability pFW = 0.1

Still referring to Figure 3.29, the performances of the ACO-MUA and ACO-MUA-NE-FW

MUDs of Table 3.5 are also seen to be close to those of the ACO-MAA and ACO-MAA-FW

MUDs, respectively. This is because in rank-deficient systems the ACO algorithm fails in

finding the true globally maximal symbol xmax for the numerator and the denominator of

each bit of a multi-level symbol, even if FW-based mutation is adopted. Note that when

the FW-based mutation is not used, the performance of the SO-ACO-MUA MUD becomes

worse than those of the ACO-MAA and of the ACO-MAA-NE MUDs. The reason for this

observation is that according to the MUA approach of [63], when xmax is found during the

two ACO activations for the ith bit, it will only be used for the LLR calculation of the

ith bit. This is in contrast to the MAA approach of [13], where xmax is exploited for the

calculation of all the LLRs provided that it has been found. The search space of the first

ACO employment in the MAA approach has twice the size with respect to the search spaces

of the ACO calls in the MUA approach. However, even in conjunction with the provision

of a larger number of ants and generations, xmax may not be found by the ACO search

in the MAA approach. When FW-based mutation is used, the ant population does not

converge, therefore the incident of evaluating xmax becomes more frequent in the FW-aided

MUA approach. The increased probability of finding xmax, in conjunction with the use of

a subset of legitimate symbols for calculating the LLR in the ACO-MUA-NE-FW results

in a better performance than that of the ACO-MAA-FW and ACO-MAA-NE-FW MUDs

of Table 3.5.

When the proposed FKT of Section 3.5.2.2 is adopted in the MUA approach, the

performance is improved, as it may be verified by observing the ACO-MUA-FKT MUD’s

and ACO-MUA-FKT-NE-FW MUD’s curves in Figure 3.29. Upon invoking the FKT of

Table 3.5 in the ACO, if xmax is found during one of the ith bit’s ACO searches, then it will

also be included in the LLR calculations of the subsequent bits, even if those bits’ ACO calls
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Figure 3.29: BER versus Eb/N0 performance in the rank-deficient SDMA-OFDM system of Fig-
ure 3.1, using the parameters of Table 3.4, supporting a normalized user-load of
UL = U/P = 2 when the MAP MUD and various modifications of the ACO-MAA
and ACO-MUA MUDs with neighbour exploitation, free will, forward knowledge
transfer, as well as forward and backward knowledge transfer are employed. The al-
gorithmic elements of the detectors are summarized in Table 3.5 and the parameters
of the ACO are stated in Table 3.6. All the MUDs provide soft outputs and only
one iteration is allowed between the MUD and the decoder.

failed to find xmax on their own. Hence, by using the FKT of Table 3.5, the accuracy of the

LLR values is greatly improved provided that xmax is found, hence gradually approaching

the LLR values of the SO-MAP MUD. Similarly, the BER performances of the ACO-MUA-

FBKT and ACO-MUA-FBKT-NE-FW MUDs of Table 3.5 become even better than that

when the FKT is used, since all the LLRs exploit xmax, provided it is indeed found during

any of the ACO searches employed for that particular Nq,g-ary symbol. Upon invoking the

FBKT of Table 3.5 there is a trade-off between the attainable performance and the delay

imposed, since the calculation of the LLR of each bit in a multi-level symbol has to be

stalled until after all the searches have been completed. In all the ACO-based MUDs of

Table 3.5 the performance is improved, when the FW-based mutation is adopted. When

the FKT or the FBKT is used, the memory requirements are increased.

The SO-DHA QMUDs of Figure 3.24 and Figure 3.28, which are also summarized

in Table 3.5, perform better than their classical ACO MUDs counterparts, as shown in

Figure 3.30, where we compare the SO-DHA QMUDs to our novel SO-ACO MUDs using

both the NE and FW, which outperform the ACO MUDs presented in [13, 63], as evidenced

in Figure 3.29. Since the DHA succeeds in finding xmax with ∼100% probability, the DHA-

MAA, DHA-MAA-NE and DHA-MUA QMUDs of Figure 3.24, Figure 3.28 and Table 3.5

experience improved BER curves in contrast to the ACO-MAA-FW, ACO-MAA-NE-FW

and ACO-MUA-FW MUDs. The DHA-MAA and DHA-MAA-NE QMUDs perform within

about 1.35 dB and 1.45 dB, respectively, of the MAP MUD’s limit at a BER of 10−5. The
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Figure 3.30: BER performance with respect to Eb/N0 in the rank-deficient SDMA-OFDM system
of Figure 3.1, using the parameters of Table 3.4 when the MAP MUD and various
DHA QMUDs, as well as ACO MUDs with free will are employed. The effects of
the modifications of neighbour exploitation, forward knowledge transfer, as well as
forward and backward knowledge transfer on the BER of the ACO-FW MUDs and
the DHA QMUDs are illustrated. The algorithmic elements of the detectors are
summarized in Table 3.5 and the parameters of the ACO are stated in Table 3.6. All
the MUDs provide soft outputs and only one iteration is allowed between the MUD
and the decoder.

DHA-MUA QMUD performs better than the ACO-MUA-FBKT-NE-FW MUD, which is

the best-performing MUD from the family of SO-ACO MUDs, demonstrating the attractive

performance versus complexity potential of the QMUDs. As expected, the DHA-MUA-

FKT and DHA-MUA-FBKT QMUDs have an improved performance, despite their lower

complexity than that of the DHA-MUA QMUD. Since information about the searched

symbols is transferred between the relevant bits after each DHA application in the FKT

and FBKT, there is a higher probability that the next DHA call will have as an initial input

a symbol with a closer CF value to that specific search space’s optimal symbol’s CF value.

This leads to fewer CFEs before that optimal symbol is found by the DHA. The BER

performances of the DHA-MUA QMUDs closely match the MAP limit of Figure 3.30. The

specific effect that the FKT and FBKT modifications have on the DHA-MUA QMUD is

minor compared to their effect on the ACO-MUA MUDs, since all the DHA-MUA QMUDs

find xmax during the first two DHA calls.

The complexity expressed in terms of the total number of CFEs performed per bit

both in the classical and the quantum domain of the analysed soft DHA QMUDs and

SO-ACO MUDs is depicted in Figure 3.31 versus the Eb/N0 values. The total number

of CFEs of all the SO-ACO MUDs that use FW is fixed and independent of the Eb/N0

values. More specifically, the exact number of CFEs per bit for the ACO-MAA-FW MUDs

is 122 CFEs according to both Equation 3.107 and Figure 3.31, while the complexity
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Figure 3.31: Complexity in terms of total number of CFEs per bit of each MUD and QMUD em-
ployed in the SDMA-OFDM system of Figure 3.1, using the parameters of Table 3.4
with respect to the Eb/N0 values. The BER performances of the ACO-based MUDs
and DHA-based QMUDs are depicted in Figure 3.29 and Figure 3.30, respectively.
The average number of CFEs per bit of each MUD is stated at the legend. The
complexity of the MAP MUD is 4096 CFEs per bit. The algorithmic elements of the
detectors are summarized in Table 3.5 and the parameters of the ACO are stated
in Table 3.6. All the MUDs provide soft outputs and only one iteration is allowed
between the MUD and the decoder.

of the ACO-MUA-FW MUD is 1459 CFEs and that of both the ACO-MUA-FKT-NE-

FW and ACO-MUA-FBKT-NE-FW MUDs is 1251 CFEs based on Equation 3.108 and

Figure 3.31. The complexities of the SO-DHA QMUDs are reduced only marginally versus

the transmit power. Therefore they may be practically considered as being fixed even in

the context of rank-deficient systems. This phenomenon is observed due to the Eb/N0-

related improvement of the MMSE detector’s output, which is the input of the first DHA

call, as investigated in [2]. If the DHA-QWSA QMUD [1] was employed in our SDMA-

OFDM system in conjunction with 11 qubits in the Quantum Control Register (QCR)

of Figure 3.5, its minimum complexity would be 32 792 CFEs per bit for Uq,g = 6 and

M = 4 [1], which is significantly higher than both that of the MAP MUD and the SO-DHA

QMUDs. The DHA-QWSA QMUD aims to operate in systems supporting many users and

multiple MUD-decoder iterations, while its performance matches that of the MAP MUD,

provided that the number of qubits in the QCR is sufficiently high. Observe in Fig. 3.30

that the DHA QMUDs with no MUD-decoder iterations perform close to the MAP MUD’s

limit and they only impose a fraction of the complexity that DHA-QWSA QMUD does.

The specific choice of the number of ants ζ and generations Ξ in the SO-ACO MUDs

was specifically arranged to make the complexities of the iterative DHA QMUDs and of

the respective ACO-FW MUDs comparable. The MAP MUD performs 4096 CFEs per bit

in our SDMA-OFDM system, which is higher than that of all the investigated MUDs. The



3.7. SO Detection Performance in DSS/SSCH SDMA-OFDM Systems 161

Table 3.7: Comparison of the MUDs in the SDMA-OFDM system of Table 3.4

MUD

Distance
from MAP
MUD at

BER = 10−5

(dB)

Complexity at
BER = 10−5

(CFEs / bit)

Increased
Delay

Increased
Memory
Require-
ments

MAP 0 4096 X XXX

DHA-MAA 1.46 119.4

ACO-MAA-FW 4.90 121

ACO-MAA
(BER = 0.1) (BER = 0.1)

8.25 218.77

DHA-MAA-NE 1.32 120.4

ACO-MAA-NE-FW 4.85 122

ACO-MAA-NE
(BER = 0.1) (BER = 0.1)

7.25 75.06

DHA-MUA 0.18 1409

ACO-MUA-NE-FW 3.81 1459

ACO-MUA
(BER = 0.1) (BER = 0.1)

13.25 1060

DHA-MUA-FKT 0.08 1176.8 X

ACO-MUA-FKT-NE-FW 0.44 1251 X

ACO-MUA-FKT 2.29 955.2 X

DHA-MUA-FBKT 0.045 1177.42 X XX

ACO-MUA-FBKT-NE-FW 0.2 1251 X XX

ACO-MUA-FBKT 0.67 967.73 X XX

complexities of a system that employs FKT and one that uses FBKT are the same, since

they have the same effect on the subsequent searches. Furthermore, the difference in the

number of CFEs per bit between the DHA-MAA and the DHA-MAA-NE QMUDs is only

1 CFE, corresponding to the CFE of the best found symbol’s neighbour for each bit.

The complexity of the ACO-MAA MUD is seen to be higher in Figure 3.31 than those of

the ACO-MAA-NE, ACO-MAA-FW and ACO-MAA-NE-FW MUDs, as well as than those

of the DHA-MAA QMUDs, since the ACO-aided search is re-employed, unless a symbol

corresponding to each bit’s value is found. This is not an issue in the ACO-MAA-NE MUD,

where the ACO is called only once. Based on this fact, it may be observed in Figure 3.31

that the complexity of the ACO-MAA-NE MUD is the lowest of the MUDs based on MAA,

as are the complexities of the ACO-MUA MUDs of Table 3.5 operating without FW and

NE with respect to the rest of the MUDs based on MUA.

Table 3.7 summarizes both the performance and complexity, as well as the delay and

memory requirements of the MUDs employed. The check mark (X) in Table 3.7 indicates

the existence of delay or increased memory requirement, when compared to the MAA and

MUA methodologies. The number of check marks represents the size of the increase. Even

though the ACO-MUA-FBKT needs fewer CFEs per bit on average than the DHA-MUA,
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DHA-MUA-FKT and DHA-MUA-FBKT QMUDs according to Figure 3.31, its performance

is slightly worse than that of the above-mentioned QMUDs according to Figure 3.29 and

Figure 3.30. Furthermore, the comparison of the DHA-MUA-FKT and DHA-MUA-FBKT

QMUDs indicates that there is no substantial benefit in tolerating an increased delay, since

the performance of the higher-delay systems is almost identical. Finally, when we compare

the DHA-MUA QMUD to the ACO-MUA-FBKT MUD, a trade-off between the complexity

versus the extra delay - and memory - requirements has to be struck, with the DHA-MUA

QMUD offering a better performance.

3.8 DSS-based Uniform Slow Subcarrier Hopping Versus Uni-

form Slow Subcarrier Hopping

Let us now proceed to the uplink scenario of the DSS/SSCH SDMA-OFDM system of

Figure 3.1, where U = 24 users transmitting QPSK (M = 4) symbols are supported, there

are P = 2 receive AEs at the BS and G = 2 WH DSS codes are allocated to the U = 24

users. Furthermore, each user transmits on W = 512 out of the Q = 1024 subcarriers.

The subcarrier allocation algorithm is performed every Th = 2 OFDM frames. The new

parameters are summarized in Table 3.8, while the rest of the parameters are the same as

in Table 3.4. Since there are U = 24 users and G = 2 DSS codes, U/G = 12 users will be

allocated the g = 1st code and the remaining 12 users will have the code associated with

g = 2. Similarly, since each user transmits on W subcarriers, the number of subbands is

also W = 512. The number of subcarriers per subband is SB = Q/W = 2. According to

the DSS-based USSCH and the example presented in Figure 3.3, U1 = 6 users with the

g = 1st code will be allocated to one of the SB = 2 subcarriers of a subband and the other

U2 = 6 users will be allocated to the remaining subcarrier in the same subband. Therefore,

we expect to support Uq,g = 6 for q = 1, 2, . . . , 1024 and g = 1, 2. Indeed, by observing

Figure 3.32, where we compare the proposed DSS-based USSCH to the USSCH and the

RSSCH [21] for the same DSS code allocated to the same subcarrier, it is verified that

Uq,g = 6 can be supported for all values of q and g in the DSS-based USSCH. On the other

hand, when the USSCH is used in our system supporting U = 24 users, the allocation of

the U1 = 12 users which have been allocated the same DSS code on the two subcarriers of

each subband varies from 6 users to each subcarrier up to the rare incident, where all 12

users are allocated to one of the two subcarriers causing an excessive amount of unnecessary

MUI and simultaneous increase in complexity, albeit this only occurs with a probability of

10−6. Quantitatively, if the MAP MUD is employed in the DSS-based USSCH system the

average complexity would be

C
DSS/USSCH
MAP =

∞∑

Uq,g=1

pUq,g ·MUq,g

Uq,g · log2M
=

1 · 46

6 · 2 = 341.33 (3.109)

CFEs per bit, where pUq,g is the probability of having Uq,g users associated with the gth

DSS code on the qth subcarrier. On the other hand, the average complexity in the USSCH
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Table 3.8: Parameters of the DSS/USSCH SDMA-OFDM uplink scenario

Number of Users U = 24

Number of AEs at the BS P = 2

Number of Subcarriers per User W = 512

Number of DSS codes G = 2

Normalized User-Load

↪→ DSS-based USSCH UL = Uq,g/P = 3

↪→ USSCH UL = Uq,g/P ∈ {0, 0.5, . . . , 6}
Subcarrier Allocation Period Th = 2 OFDM frames

system would be 1135.3 CFEs per bit according to Figure 3.32, while the complexity of the

RSSCH was 3188.3 CFEs per bit for the system supporting 24 users.

Let us now also investigate a system, where SF = 4 WH DSS codes are allocated to

U = 235 users. Let us assume furthermore that each user transmits on half of the available

subcarriers, hence we have SB = Q/W = 2. Since there are K = 235 users and 4 DSS

codes, 59 users will be allocated to the first 3 DSS codes and 58 will be allocated to the

last one according to Equation 3.1. When the DSS-based USSCH is used, exploiting the

fact that SB = 2, the first DSS code group’s users will be split as uniformly as possible

between the two subcarriers. In other words, for each of the first three DSS code groups

29 users will be allocated to one subcarrier and the remaining 30 users will be allocated

to the other subcarrier. For the last DSS code group, 29 users will be allocated to each

subcarrier. As a result, 5 out of 8 times, or 62.5% of the time, we will have 29 users of the

same DSS code group on the same subcarrier and 37.5% of the instances 30 users of the

same DSS code group will transmit on the same subcarrier. The simulations of Figure 3.32

verify these expectations, resulting in an average complexity for the DSS-based USSCH

which is ∼736 times lower than that of the USSCH system, when the MAP MUD is used.

In Figure 3.33 the BER curves of the DSS/USSCH SDMA-OFDM system employing

the USSCH and the DSS-based USSCH procedures of Section 3.2.3 are combined with

different MUDs. More specifically, the MAP MUD is used in both scenarios and the BER

performance is improved by the system employing DSS-based USSCH by approximately

0.5 dB, as a benefit of its reduced MUI. Moreover, the average complexity of the MAP

MUD is reduced from 1494 CFEs per bit in the USSCH system to 341.33 CFEs per bit

in the DSS-based USSCH system, which is due to the fact that we have Uq,g = 6 for all

values of g and q. Furthermore, in Figure 3.33 we employ the DHA-MUA-FKT QMUD

of Figure 3.28 and Table 3.5 in our DSS-based USSCH scenario achieving a near-optimal

performance, which is also better than that of the MAP MUD, when USSCH is used. As

an added benefit, it has a lower complexity than both the MAP MUDs investigated in the

context of the DSS/USSCH SDMA-OFDM system.

In Figure 3.33 we also present a hybrid DHA-MUA-FKT / MAP MUD, when USSCH

is employed. According to Figure 3.32, the value of Uq,g varies with respect to the specific

subcarrier and DSS code group when USSCH is used. The average complexity of the DHA-
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Figure 3.32: Histograms of the number of users who belong to the same gth DSS code group while
transmitting on the qth subcarrier when the RSSCH, USSCH and the DSS-based
USSCH are employed in the DSS/SSCH SDMA-OFDM system of Figure 3.1, using
the parameters summarized in Table 3.8 and Table 3.4. The two subcarrier allocation
schemes are compared in a system where SF = 2 WH DSS codes are allocated to
U = 24 users who transmit on half of the available subcarriers SB = Q/W = 2, as
well as in a system where SF = 4 WH DSS codes are allocated to U = 235 users
who also transmit on half of the available subcarriers.

MUA-FKT QMUD used by DSS-based USSCH system associated with Uq,g = 6 and M = 4

is 316.33 CFEs per bit. According to Equation 3.105, the minimum complexity of pure

CFEs in the quantum domain employed in isolation if Uq,g = 5 and QPSK (M = 4) is used

when the DHA-MUA-FKT QMUD is employed becomes

4.5 ·
√
MUq,g/2 · (Uq,g log2M + 1)/(Uq,g · log2M) = 112.01

CFEs per bit, which is slightly higher than the MAP MUD’s complexity of 45/10 = 102.4

CD-CFEs per bit. Therefore, we introduce a threshold based on Uq,g for activating either

the use of the DHA-MUA-FKT QMUD or that of the MAP MUD. If Uq,g ≥ 6 is true on

the qth subcarrier, the DHA-MUA-FKT QMUD is employed, otherwise the MAP MUD

performs the detection. The resultant SNR performance of the hybrid MUD is approxi-

mately 0.5 dB away from the MAP MUD’s performance limit, while performing 34.1% of

the CFEs that the MAP MUD requires.

3.9 Iterative Detection Performance in MC-IDMA Systems

In this section we investigate the behaviour, in the advanced context, when the system

benefits from exchanging soft-information between the QMUD and the despreader / decoder
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Figure 3.33: BER performance with respect to Eb/N0 in the rank-deficient DSS/USSCH SDMA-
OFDM system of Figure 3.1, using the parameters of Table 3.8, when the USSCH
and DSS-based USSCH subcarrier allocation algorithms are used. The hybrid DHA-
MUA-FKT / MAP MUD employs the DHA-MUA-FKT QMUD when the number of
users on the qth subcarrier using the gth DSS code is higher than Uq,g ≥ 6, otherwise
the MAP MUD is employed. The numbers in the legend denote the average number
of CFEs per bit for each MUD. Both MUDs provide soft outputs and only one
iteration is allowed between the used MUD and the decoder.

(DES/DEC) in the context of an attractive MC-IDMA system [5] of Fig. 3.4, in contrast to

Section 3.7, where we allowed only one MUD-DEC iteration in DSS/USSCH SDMA-OFDM

systems. More specifically, the QMUDs perform approximations in the calculation of the

bit-based LLRs of Equation 3.19 for the sake of avoiding all MUq CFEs of the classical

MAP MUD. However, the specific values of the extrinsic LLRs calculated at the output

of the QMUD affect both the decoding procedure and hence also the updated a priori

probabilities P (x). It is expected that if the QMUD outputs incorrect LLRs during the

first QMUD-DES/DEC iteration, which we associate with erroneous signs or extremely

high / low confidence, it will be difficult to correct them during the subsequent iterations,

since the updated a priori LLRs will have been calculated based on these erroneous values.

Therefore, we have to determine which approximations applied to the LLR calculations

affect the suitability of the QMUDs to be implemented in iterative receivers and then

compare the resultant QMUDs to the SISO DHA-QWSA QMUD, which was shown in

Section 3.4.5 that it may be integrated in an iterative receiver.

Let us focus our investigations on the uplink of the sophisticated MC-IDMA system

of Figure 3.4 supporting U = 14 users and transmitting QPSK symbols to P = 4 receive

AEs. The system’s parameters are summarized in Table 3.9. We have selected a half-rate

non-systematic convolutional (NSC) code and SF = 2 for the repetition-spreading code,

resulting in a total code rate of Rtotal = R/SF = 1/4. The Extended Typical Urban

(ETU) channel model of [146] corresponds to a high-velocity scenario, of v = 130 km/h,
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Table 3.9: Parameters of the 14-User MC-IDMA System

Number of Users U = 14

Number of AEs per User NTx = 1

Number of AEs at the BS P = 4

Modulation QPSK M = 4

Mapping Type Gray for soft-output receivers &

Set Partition for iterative receivers

Channel Code Non-Systematic Convolutional Code,

R = 1/2, 8 Trellis states

Spreading Factor SF = 2

Number of Subcarriers Q = 1024

Cyclic Prefix CP = 128

Number of Subcarriers per User W = 512

Normalized User Load UL = U ·NTx ·W/(P ·Q) = 7/4

Subcarrier Allocation every Th = 5 OFDM symbol periods

Bit Interleaver Length 20 480 per User

Channel Model Extended Typical Urban (ETU) [146]

Mobile Velocity v = 130 km/h

Sampling Frequency fs = 15.36 MHz

Carrier Frequency fc = 2.5 GHz

Normalized Doppler Frequency fd = 1.96 · 10−5

Channel Estimation Perfect, unless specified otherwise

which we use for representing the maximum Doppler frequency for this channel model. We

assume practical scenarios, where we experience complex-valued continuously fluctuating

Rayleigh-fading envelopes at the subcarriers. Since the normalized Doppler frequency of

the independent Rayleigh fading channels on each tap of the ETU channel model is equal

to fd and we have Q subcarriers, the effective Doppler frequency Fd becomes

Fd = Q · fd ' 0.02. (3.110)

The normalized user load UL is equal to 1.75, indicating a rank-deficient system, where

conventional detectors would perform poorly. Since the U = 14 users transmit on half the

subcarriers, we will have Uq = 7 for q ∈ {1, 2, . . . , 1024}, allowing us to focus our discussions

only on the qth subcarrier. Finally, the USSCH is applied every Th = 5 OFDM symbol

periods and every user transmits 20 480 bits per frame.

The BER performance of the DHA-MAA and DHA-MUA QMUDs employed in our

MC-IDMA system described in Table 3.9 after 1, 2 and 3 MUD-DES/DEC iterations is

presented in Figure 3.34. The BER curves of the DHA-MUA QMUDs closely follow those

of the MAP MUD, even when multiple MUD-DES/DEC iterations are employed, indicat-

ing that they are eminently suitable for iterative detection. On the other hand, we may

observe that the performance of the DHA-MAA QMUDs is improved slower upon increas-
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Figure 3.34: BER performance of the families of DHA-MAA QMUDs and DHA-MUA QMUDs,
the DHA-QWSA QMUD, as well as the MAP MUD in the MC-IDMA system sce-
nario of Figure 3.4, using the parameters of Table 3.9. The algorithmic elements of
the detectors are summarized in Table 3.5.

ing the number of MUD-DES/DEC iterations. This is in contrast to the trend of both the

MAP MUD and of the DHA-MUA QMUDs, both of which exhibit an approximately 5 dB

improvement, when a second MUD-DES/DEC iteration is affordable. The DHA-MAA

QMUD relying on Neighbour Exploitation (NE)4 [3] performs better than the DHA-MAA

QMUD. Quantitatively, it is only 2.1 dB away from the MAP MUD’s curve at BER = 10−5

after 3 MUD-DES/DEC iterations, compared to the 9 dB loss of the DHA-MAA QMUD.

However, it still performs worse than the DHA-MUA QMUDs. Therefore, generating in-

flated LLRs based on the simplified LLR calculation of Equation 3.95 for the DHA-MAA

methodology results in lower-quality a priori LLRs at the output of the DES/DEC of Fig-

ure 3.4. However, the DHA-MUA methodology, which uses the more accurate LLRs of

Equation 3.103 exhibits an improved BER in Figure 3.34. The SISO DHA-MUA QMUDs

also perform better than the DHA-QWSA QMUD with the aid of l = 10 control qubits,

where the number of control qubits l in the DHA-QWSA QMUD determines both the pre-

cision of the LLRs’ calculation, as well as the complexity of the QWSA as demonstrated

in Section 3.4.5. Explicitly, if we use more control qubits in the DHA-QWSA QMUD, the

extrinsic LLRs will become more accurate, but the complexity will be higher.

The complexities of the QMUDs employed are summarized in Table 3.10. As expected,

the complexities per bit of the QMUDs are lower than that of the MAP MUD during the

4In the DHA-MAA QMUD, after the initial DHA search the sets Xu,m,0q and Xu,m,1q of each bit are
updated with the search results. Naturally, one of the two sets of each bit will include the globally optimal
symbol xmax. When the Neighbour Exploitation modification is employed, the set of each bit that does not
include the globally optimal symbol xmax will include its neighbour symbol xnb at that specific bit position,
as described in Steps 7 and 9 of Algorithm 3, regardless of whether it is among the DHA’s search results or
not.
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Table 3.10: Complexity in terms of the number of CFEs / bit in Figure 3.34

Eb/N0 6 dB 1 dB −1 dB

MUD-DES/DEC Iterations 1 2 3

MAP 1170.30 1170.30 1170.30

DHA-MAA 67.40 139.27 210.65

DHA-MAA-NE 68.33 140.56 213.19

DHA-MUA 744.35 1390.24 1998.39

DHA-MUA-FKT 599.17 1204.95 1773.42

DHA-MUA-FBKT 599.17 1204.95 1773.42

DHA-QWSA 769.49 1472.09 2174.05

first MUD-DES/DEC iteration. When multiple MUD-DES/DEC iterations are used and

we assume that perfect channel estimation is available before the first iteration with the

aid of decision-directed channel estimation, then the complexity of the MAP MUD may

remain constant, provided that we have sufficient memory for storing the CF values ob-

tained during the first iteration. Naturally, in practical systems perfect channel estimation

is unachievable, but a better channel estimate becomes available during each subsequent

MUD-DES/DEC iteration, essentially forcing the MAP MUD to evaluate all the legiti-

mate CF values again, hence resulting in 2340 and 3510 CFEs/bit after the second and

third MUD-DES/DEC iteration, respectively. It is worth mentioning that according to

Figure 3.34 the DHA-MUA QMUDs outperform the DHA-QWSA QMUD associated with

l = 10, despite requiring fewer CFEs/bit, as seen in Table 3.10.

3.9.1 Gaussian Versus Non-Gaussian LLR Distributions and EXIT Chart

Analysis

The effect that a simplified LLR calculation has on the MUD’s performance may be ob-

served on the inner EXIT curves, when they are generated under the Gaussian assumptions.

Figure 3.35 shows the EXIT chart of our system under the assumption of having a Gaussian

distribution at the output of the DHA-MAA and DHA-MAA-NE QMUDs, as well as for

the MAP MUD at Eb/N0 = 0 dB. The figure also includes the corresponding Monte-Carlo

simulation based stair-case-shaped decoding trajectory, where each user has transmitted a

frame of 20 480 bits. Similarly, Figure 3.36 depicts the EXIT chart relying on Gaussian

assumptions for the DHA-MUA, DHA-MUA-FKT and DHA-MUA-FBKT QMUDs, as well

as for the MAP MUD of the system described in Table 3.9.

According to Figure 3.35 and Figure 3.36, the QMUDs initially output a lower Mutual

Information (MI) than the MAP MUD, but eventually “appear” to yield a higher MI,

except for the DHA-MUA and DHA-QWSA QMUDs, which output smaller MI than the

MAP MUD for any input. However, we will demonstrate that this fact does not represent

the reality. To elaborate a little further, the investigated QMUDs always generate extrinsic

LLRs, which have the same polarity as those of the MAP MUD. Due to the fact that the
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Figure 3.35: EXIT chart of the DHA-MAA and DHA-MAA-NE QMUDs in the MC-IDMA system
scenario of Figure 3.4, using the parameters of Table 3.9. The algorithmic elements
of the detectors are summarized in Table 3.5. The inner and outer average EXIT
curves of the MI are presented, along with the inner EXIT curves that take into
consideration the standard deviation. Moreover, a snapshot of the inner EXIT curves
and the corresponding trajectories are shown.

DHA-MAA QMUDs generate their LLRs according to Equation 3.95 and that most of the

time they do not use the optimal symbols - either for the numerator or for the denominator

- we expected to obtain LLR values having the correct polarity, but a higher confidence

than they should truly have. Therefore, their inner QMUD EXIT curves erroneously give

the impression that the QMUDs outperform the MAP MUD.

The DHA-QWSA QMUD estimates the total sum in the numerator and denominator of

every bit-based LLR, therefore its inner EXIT curve seen in Figure 3.36 is expected to have

a lower MI at its output than the MAP MUD. The DHA-MUA QMUD may be considered

as a special case of the DHA-MAA QMUD. In more detail, during the two DHA search

processes of the first bit, the globally optimal symbol is found. This and only this globally

optimal symbol is copied into the appropriate symbol sets of all the bits of the multi-level

symbol. Note that no DHA search is performed for those sets, since the optimal symbol

has already been found. According to the algorithm of Figure 3.28 and Algorithm 6, the

LLR of each bit in the DHA-MUA will be calculated by using the same number of symbols

in the numerator and the denominator. Therefore, the DHA-MUA QMUD will calculate

each bit-based LLR using the globally optimal symbol and the best symbol found for that

set’s counterpart, which is the best symbol for that bit’s value, because the DHA will have
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Figure 3.36: EXIT chart of the DHA-MUA, DHA-MUA-FKT, DHA-MUA-FBKT and DHA-
QWSA QMUDs in the MC-IDMA system scenario of Figure 3.4, using the parameters
of Table 3.9. The algorithmic elements of the detectors are summarized in Table 3.5.
The inner and outer average EXIT curves of the MI are presented, along with the
EXIT inner curves that take into consideration the standard deviation. Moreover, a
snapshot of the inner EXIT curves and the corresponding trajectories are shown.

found it with ∼100% success probability. In a nutshell, the DHA-MUA QMUD calculates

an LLR by using the single best symbols of each sets, achieving the correct polarity with the

maximum possible confidence, when following our MUA algorithm of Algorithm 6. This is

the reason why the output MI of the DHA-MUA QMUD is always lower than that of the

optimal MAP MUD, except for the case of IMUD,a = 1, when the MAP MUD is also using

only the single best symbol of each set for calculating a bit’s LLR.

Moreover, all the EXIT curves seen in Figure 3.35 and Figure 3.36 have been generated

using Gaussian-distributed LLRs as their inputs, which is one of the necessary require-

ments to be satisfied for creating an accurate EXIT chart as a design tool [9]. In practice,

this has been adopted because the outputs of both the widely used MUDs as well as of

the channel decoders follow the Gaussian distribution, provided that their input is also

Gaussian distributed. Since the initial input of the MUD obeys the Gaussian distribution

with zero mean and zero standard deviation - this scenario corresponds to the IMUD, a = 0

point - the generation of EXIT curves using input LLRs obeying the Gaussian distribution

is indeed accurate.

The output of the DHA-MUA QMUDs is also approximately Gaussian, but the actual

output values of the DHA-MUA-FKT and DHA-MUA-FBKT QMUDs are slightly higher
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Figure 3.37: Histograms of the output LLRs of the MAP MUD, the DHA-MAA, DHA-MAA-
NE, DHA-MUA, DHA-MUA-FKT, DHA-MUA-FBKT and DHA-QWSA QMUDs
at IMUD, a = 0.5 of a single frame of 20 480 bits per user in the MC-IDMA system
of Figure 3.4, using the parameters of Table 3.9. The algorithmic elements of the
detectors are summarized in Table 3.5. The histograms which have their main peak
at a positive LLR value correspond to the LLRs of a bit equal to 0, while those which
have their main peak at a negative LLR value correspond to the LLRs of a bit equal
to 1.

than those of the MAP MUD, as it may be observed in Figure 3.37, where the PDF curves of

the LLRs obtained for IMUD, a = 0.5 are plotted. The DHA-MAA-NE QMUD mistakenly

projects a higher confidence than that of the MAP MUD. By contrast, the DHA-MAA

QMUD does not follow the Gaussian distribution and the probability of providing “over-

confident” LLRs is expected to lead to a flawed design. More precisely, for IMUD, a = 0.5

and for Gaussian distributed LLRs inputs to the MUDs, the probability of obtaining an

LLR with an absolute value of |Lm,e| ≥ 5 is 67.84% for the DHA-MAA QMUD, 21.98%

for the DHA-MUA-FBKT QMUD and only 16.85% for the MAP MUD, indicating the

excessive confidence exhibited by the QMUDs’ outputs.

3.9.1.1 Consistency Condition of the DHA-MAA QMSDDs

As stated in Section 3.3, the a posteriori probability of the uqth user’s mth bit, where

uq ∈ {1, 2, . . . , Uq} and m ∈ {1, 2, . . . , log2(M)}, at the output of the MUD on the qth

subcarrier of an MC-IDMA system is equal to

P
(
b(m)
uq |yq

)
=
p
(
yq|b(m)

uq

)
P
(
b
(m)
uq

)

p
(
yq
) (3.111)
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and its extrinsic LLR is equal to

LMUD,e

(
b(m)
uq

)
= ln

P
(
b
(m)
uq = 0|yq

)

P
(
b
(m)
uq = 1|yq

) − LMUD,apr

(
b(m)
uq

)
(3.112)

= ln
P
(
b
(m)
uq = 0|yq

)

P
(
b
(m)
uq = 1|yq

) − ln
P
(
b
(m)
uq = 0

)

P
(
b
(m)
uq = 1

) (3.113)

= ln
P
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b
(m)
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)
· P
(
b
(m)
uq = 1

)

P
(
b
(m)
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)
· P
(
b
(m)
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) (3.114)

= ln
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)
·P (yq)
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(
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)
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)
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P
(
b
(m)
uq =1

)
(3.115)

= ln
p
(
yq|b(m)

uq = 0
)

p
(
yq|b(m)

uq = 1
) , (3.116)

where the channel PDF p(yq|x) is given in Equation 3.18. Unless the MAP MUD is

employed, in practice the extrinsic LLRs at the output of the QMUDs is not equal to the
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value of Equation 3.116, due to the necessary simplifications that have been applied for

lowering the computational complexity of the calculations.

Assuming a single-user, single-input single-output fading channel in a coherent example

system, the channel PDF is equal to

p (y|x) =
1√

2πσ2
exp

(
−|y − h · x|

2

2σ2

)
, (3.117)

where y = h · x + n is the received signal, x is the transmitted BPSK symbol, σ2 is the

variance of the AWGN noise n and h is the channel state. The extrinsic LLR of the bit

that corresponds to the symbol x, where x ∈ {−1,+1} is equal to

Le = Lc · y, (3.118)

where

Lc =
2h

σ2
= 4 · h · Es/N0. (3.119)

In order for the EXIT chart of an MUD to be useful as a design tool, the output LLRs of the

MUD should satisfy the consistency condition [147]. In the case of the single user, single in-

put single output scenario, this is verified by combining Equation 3.116 and Equation 3.118

as in

Lc · y = ln
p (y|x = +1)

p (y|x = −1)
⇒ (3.120)

p(y|x = −1) = exp(−Lc · y) · p(y|x = +1). (3.121)

A symmetrical probability density function p(y|x) satisfies

p (−y|x = +1) = p (y|x = −1) . (3.122)

Therefore, by combining Equation 3.121 and Equation 3.122 we arrive at

p(−y|x = +1) = exp(−Lc · y) · p(y|x = +1)

p(−y|x = −1) = exp(+Lc · y) · p(y|x = −1)




⇒ (3.123)

p(−y|x) = exp(−x · Lc · y) · p(y|x)⇒ (3.124)

Lc · y = Le = ln
p(y|x = +1)

p(y|x = −1)
, (3.125)

which is the consistency condition [147].

In order to check if the consistency condition is still true for an MUD after calculating

L̂e with the applied simplifications, we may observe its PDF described in Figure 3.37 and

substitute the PDF of L̂e in the right hand term of Equation 3.125. If the right hand term in

Equation 3.125 turns out to be equal to the expected extrinsic LLR values, then the MUD

satisfies the consistency condition. It should be noted that since we compare the calculated
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Figure 3.39: Methodology for the generation of inner and outer EXIT curves with non-Gaussian
distributed inputs by using (a) one and (b) two auxiliary MSDD-DEC iterations.

LLR values to the expected LLR values, the consistency condition is satisfied if the equality

in Equation 3.125 is held. If no approximations have been made in the calculations of the

bit-based LLRs, we should expect the values of the LLRs of the bit-based LLRs to be equal

to those of the bit-based LLRs, therefore the corresponding curves in Figure 3.38 should

be on the main diagonal. Indeed, the MAP MUD’s curve follows the main diagonal. Even

though both families of DHA-MAA and DHA-MUA QMUDs have performed simplifications

on the calculation of LLRs, the DHA-MAA QMUDs are far away from the main diagonal

in Figure 3.38, due to their more simplified approximation, explaining the smaller gain in

dB achieved by allowing additional MUD-DES/DEC iterations when compared to the rest

of the MUDs.

The fact that the inner detector EXIT curves generated with the aid of Gaussian as-

sumptions correspond to an unrealistic scenario may be verified by inspecting the Monte-

Carlo simulation based decoding trajectories of the QMUDs in Figure 3.35 and Figure 3.36,

which do not accurately match the inner and outer decoder EXIT curves. The mismatch

becomes particularly grave for the DHA-MAA QMUD in Figure 3.35, which exhibits a

closed EXIT tunnel. Although not visible in Figure 3.35, our investigations, which are in-

cluded in the following figures, demonstrated that this mismatch occurs, because the inner

and outer decoder EXIT curves that the system actually experiences during the second

QMUD-DES/DEC iteration exhibit a lower MI than that shown by the EXIT curves gen-

erated with the aid of Gaussian assumptions, as a consequence of processing non-Gaussian

distributed LLRs output by the previous MUD and DES/DEC processes. This is a result of

the approximations applied in the calculations of the QMUD’s LLRs in Equation 3.95 and

Equation 3.103. The staircase-shaped Monte-Carlo simulation based decoding trajectories

represent the simulation of an actual system, while the inner and outer decoder EXIT

curves are generated separately without taking into consideration the specific outer and

inner codes, respectively.

For verifying the aforementioned speculations concerning the iterative behaviour of our

proposed SISO QMUDs, let us now dispense with the assumption of having non-Gaussian

LLRs in order to generate accurate EXIT charts [144]. More specifically, the generation
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Figure 3.40: General Methodology for the generation of inner and outer EXIT curves with non-
Gaussian distributed inputs by using multiple auxiliary MSDD-DEC iterations.

of the EXIT curves for the QMUDs and the decoders with non-Gaussian assumptions

follows the methodology described in Figure 3.39 [144]. Following Figure 3.39a, an auxiliary

(Eb/N0)∗ value is selected during the initialization stage. This (Eb/N0)∗ value acts as

our control parameter and replaces the need for having Gaussian distributed input LLRs

corresponding to a specific IMUD,a value. By feeding the auxiliary QMUD with an all-

zero a priori LLR sequence and the auxiliary (Eb/N0)∗ value, at its output we obtain the

auxiliary extrinsic LLRs L∗m,e. These extrinsic LLRs obey the specific distribution, which

characterizes the outputs of the auxiliary QMUD employed, and by calculating their MI

after deinterleaving them, we are able to determine the specific IDES/DEC, a value of our

non-Gaussian assumption-based EXIT chart. Still following Figure 3.39a, at the output of

the DES/DEC used during the EXIT curve calculation stage we may obtain the extrinsic

LLRs Lc,e, generated by a non-Gaussian input. Once we have calculated the corresponding

MI of Lc,e, we have found the specific point
{
IDES/DEC,a, IDES/DEC,e

}
of the EXIT outer

curve. Moreover, the Lc,e stream of Figure 3.39a is interleaved and fed to the same QMUD,

but operating at the true Eb/N0 value we want to create the non-Gaussian inner EXIT

curve for. At the output of the QMUD we may obtain the extrinsic LLRs, based on which

we calculate IMUD,e. By carefully tuning the auxiliary (Eb/N0)∗ value, we are able to

create the resultant inner and outer decoder EXIT curves.

Let us assume now that both initialization stages are invoked as in Figure 3.39b. We

perform two MUD-DES/DEC iterations at the auxiliary (Eb/N0)∗ value, commencing with

an all-zero a priori LLR vector, before proceeding to the EXIT curve calculation stage,

which is the same as in Figure 3.39a. If the QMUDs affect the distribution of the output

extrinsic LLRs, it is expected for the MI of both the inner and outer EXIT curves to

have smaller values than those of the corresponding curves generated with none or a single

auxiliary MSDD-DEC iteration. This would result in a narrower constriction in the open

tunnel for the trajectory and it may explain why the trajectory of the DHA-MAA QMSDD

seen in Figure 3.35 gets stuck, despite having an open tunnel.

Figure 3.40 shows the general flow chart of creating a non-Gaussian EXIT chart. The

number of initialization stages may be as high as required, with the first one being the

same as the first stage in Figure 3.39 and the rest being the same as the second stage

in Figure 3.39, added before the EXIT curves calculation stage. In this treatise we use

up to 2 initialization stages for the non-Gaussian EXIT charts. Every initialization stage

corresponds to an actual MUD-DES/DEC iteration of the decoding trajectory and an

auxiliary MUD-DES/DEC iteration during the generation of the non-Gaussian PDF-based
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Figure 3.41: EXIT chart of the DHA-MAA QMUD in the MC-IDMA system of Figure 3.4, us-
ing the parameters of Table 3.9, as well as 0, 1 and 2 auxiliary QMUD-DES/DEC
iterations for the generation of the inner and outer EXIT curves for Eb/N0 = 0 dB
and (Eb/N0)∗ = −3,−2, . . . , 7 dB. The inner and outer curves corresponding to each
iteration match the decoding trajectory. The algorithmic elements of the detector
are summarized in Table 3.5.

inner and outer decoder EXIT curves. Therefore, the trajectory is expected to match

with the inner decoder’s EXIT curve generated using 0 initialization stages during its first

iteration, with the inner and outer EXIT curves generated using 1 initialization stage during

its second iteration and so on.

The inner and outer decoder EXIT curves of the DHA-MAA QMUD with none, a

single and two auxiliary MUD-DEC iterations are plotted for Eb/N0 = 0 dB in Figure 3.41.

Similarly, the non-Gaussian EXIT charts of the DHA-MAA-NE, DHA-MUA, DHA-MUA-

FKT and DHA-MUA-FBKT QMUDs are presented in Figure 3.42, Figure 3.43, Figure 3.44

and Figure 3.45, respectively. The non-Gaussian inner and outer decoder EXIT curves were

generated for (Eb/N0)∗ = −3,−2, . . . , 7 dB. By observing the inner decoder’s EXIT curve in

the aforementioned figures, we may conclude that for a fixed value of IMUD,a, the output MI

of the presented QMUDs becomes lower upon increasing the number of MUD-DES/DEC

iterations, because the input and output LLRs do not obey the Gaussian distribution.

Similarly, the same figures verify that the operation of the DES/DEC in Figure 3.4 is

also affected by the non-Gaussian LLR inputs. More specifically, the DES/DEC perturbs

the classic turbo effect and provides a reduced IDES/DEC,e for the same IDES/DEC,a upon
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Figure 3.42: EXIT chart of the DHA-MAA-NE QMUD in the MC-IDMA system of Figure 3.4,
using the parameters of Table 3.9, as well as 0, 1 and 2 auxiliary QMUD-DES/DEC
iterations for the generation of the inner and outer EXIT curves for Eb/N0 = 0 dB
and (Eb/N0)∗ = −3,−2, . . . , 7 dB. Only the parts of the inner and outer EXIT curves
that are in the proximity of the trajectory are shown for clarity. The algorithmic
elements of the detector are summarized in Table 3.5.

increasing the number of MUD-DES/DEC iterations. As expected for the DHA-MAA

QMUD, the outer decoder’s EXIT curve is above the inner decoder’s EXIT curve after

two MUD-DES/DEC iterations, essentially closing the tunnel. On the other hand, the

trajectory of the DHA-MUA-FBKT QMUD shown in Figure 3.45 can still get through the

open tunnel after two iterations and reaches the IDES/DEC,e = 1 line.

3.9.2 Impact of the Coding Rate and Spreading Factor

The employment of non-Gaussian EXIT charts assists us in interpreting the exact behaviour

of practical receivers, where approximations have been applied either at the MUDs or the

decoders. However, since the DHA-MUA QMUDs are expected to have similar Gaussian

and non-Gaussian EXIT charts, as shown in Figure 3.43, Figure 3.44 and Figure 3.45, in

this section we will rely on Gaussian EXIT charts for characterizing the DHA-MUA-FKT

QMUD.

Figure 3.46 presents the EXIT chart of three MC-IDMA systems having [R1 = 1, SF1 =
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Figure 3.43: EXIT chart of the DHA-MUA QMUD in the MC-IDMA system of Figure 3.4, using
the parameters of Table 3.9, as well as 0, 1 and 2 auxiliary QMUD-DES/DEC iter-
ations for the generation of the inner and outer EXIT curves for Eb/N0 = 0 dB and
(Eb/N0)∗ = −3,−2, . . . , 7 dB. Only the parts of the inner and outer EXIT curves
that are in the proximity of the trajectory are shown for clarity. The algorithmic
elements of the detector are summarized in Table 3.5.

4], [R2 = 1/2, SF2 = 2] and [R3 = 1/4, SF3 = 1] and the parameters summarized in

Table 3.9. It should be noted that we have R/SF = 1/4 for all three systems, therefore

they have an identical throughput, since we keep the frame length the same. As expected,

the inner decoder’s EXIT curves which correspond to the MUD procedure are the same

in all three systems. Based on the outer decoder’s EXIT curves, the [R3 = 1/4, SF3 = 1]

system does not spread the bits and provides error-free decoding with the fewest iterations,

provided that a sufficiently high Eb/N0 value is used. In the other extreme scenario, the

[R1 = 1, SF1 = 4] system employs only a repetition code and performs better than the rest,

when the power is so low that the EXIT tunnel will be closed for the [R2 = 1/2, SF2 = 2]

and [R3 = 1/4, SF3 = 1] systems, even though it will not reach the IDEC,e = 1 line. We may

observe that even for Eb/N0 = 0 dB, it outputs a higher MI than the other two systems

during the first iteration. The [R2 = 1/2, SF2 = 2] system’s performance lies between

that of the other two systems, but it is more similar to that of the [R3 = 1/4, SF3 = 1]

system. Based on Figure 3.46, if the received power is high enough, we should expect a

small difference between these two systems’ performance. The conclusions we made based

on the EXIT chart of Figure 3.46 are verified by inspecting the BER vs Eb/N0 curves
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Figure 3.44: EXIT chart of the DHA-MUA-FKT QMUD in the MC-IDMA system of Figure 3.4,
using the parameters of Table 3.9, as well as 0, 1 and 2 auxiliary QMUD-DES/DEC
iterations for the generation of the inner and outer EXIT curves for Eb/N0 = 0 dB
and (Eb/N0)∗ = −3,−2, . . . , 7 dB. Only the parts of the inner and outer EXIT curves
that are in the proximity of the trajectory are shown for clarity. The algorithmic
elements of the detector are summarized in Table 3.5.

encapsulated in Figure 3.47, where we have invoked J = 3 MUD-DES/DEC iterations. The

[R1 = 1, SF1 = 4] system offers a lower BER at low powers, while the [R2 = 1/2, SF2 = 2]

and [R3 = 1/4, SF3 = 1] systems perform equally well. However, the DES/DEC complexity

of the [R2 = 1/2, SF2 = 2] system is lower than that of the [R3 = 1/4, SF3 = 1] system,

even though they both use the same constraint length. This observation is due to having

fewer coded bits at the output of the NSC and hence a reduced number of branches in

the decoding trellis diagram [10], assuming that having 12 additional branches in a trellis

diagram contributes more to the DES/DEC complexity than a half-rate repetition code

does [10] in terms of the classic Add-Compare-Select (ACS) arithmetic operations.

3.9.3 Effect of the Imperfect Channel Estimation

In practice perfect CSI is not available, especially during the first MUD-DES/DEC iter-

ation. For characterizing the systems, when only realistic imperfect CSI is available, we

contaminated the perfect CSI values h
(uq)
p,q of Equation 3.16 with AWGN, assuming that
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Figure 3.45: EXIT chart of the DHA-MUA-FBKT QMUD in the MC-IDMA system of Figure 3.4,
using the parameters of Table 3.9, as well as 0, 1 and 2 auxiliary QMUD-DES/DEC
iterations for the generation of the inner and outer EXIT curves for Eb/N0 = 0 dB
and (Eb/N0)∗ = −3,−2, . . . , 7 dB. Only the parts of the inner and outer EXIT curves
that are in the proximity of the trajectory are shown for clarity. The algorithmic
elements of the detector are summarized in Table 3.5.

the CSI-estimation error is Gaussian, yielding

h̃
(uq)
p,q = h

(uq)
p,q + ν, (3.126)

where ν is an AWGN sample having a zero mean and a variance of Nν , with Nν = 0

corresponding to the perfect CSI scenario. In our system we assume that the CSI noise

power is halved during each MUD-DES/DEC iteration, modelling in this way the better

CSI estimate that becomes available during each iteration. In Figure 3.48 we have plotted

the BER performance of the system characterized in Table 3.9, when the MAP MUD and

the DHA-MUA-FKT QMUD are employed in conjunction with Nν = 0.0791, 0.0396, 0.0198

during the first, second and third iteration, respectively. We may observe that the DHA-

MUA-FKT QMUD’s performance is within 0.7 dB of that of the MAP MUD, regardless of

the accuracy of the channel estimates, even though they are 6.5 dB away from the MAP

MUD’s performance recovered with the aid of perfect CSI at BER = 0.0025 after a single

MUD-DES/DEC iteration. An important observation is that with the aid of imperfect CSI,

the MAP MUD has to repeat the CFEs during each MUD-DES/DEC iteration, in a similar
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Figure 3.46: EXIT chart of the DHA-MUA-FKT QMUD in 3 MC-IDMA system scenarios of
Figure 3.4 with [R1 = 1, SF1 = 4], [R2 = 1/2, SF2 = 2] and [R3 = 1/4, SF3 = 1] and
the rest of the parameters summarized in Table 3.9.

way as the DHA-MUA-FKT QMUD, hence having completed in total 1170, 2340 and

3510 CFEs / bit after the first, second and third MUD-DES/DEC iteration, respectively,

regardless of the power level and Nν . At the same time, the DHA-MUA-FKT QMUD’s

complexity depends on both Eb/N0 and on Nν due to its deterministic initialization with

the aid of the MMSE detector [3]. Therefore, assuming operation at BER = 10−5 after

J = 3 MUD-DES/DEC iterations, the DHA-MUA-FKT QMUD has carried out 600, 1226

and 1783 CFEs / bit, after the first, second and third MUD-DES/DEC iteration.

Therefore, since every multi-level symbol in our scenario includes 14 bits, we may

conclude that when the MAP MUD is called during each MUD-DES/DEC iteration, its

complexity is higher than those of the proposed SISO QMUDs in a system having 214

entries in its database. In fact, based on our simulations, the proposed SISO DHA-MAA

and DHA-MUA QMUDs have a lower complexity than the MAP MUD, even when the

database’s size is reduced to 212 entries, which corresponds to a scenario where 12 (3) users

transmitting BPSK (16-QAM) symbols interfere with each other.
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and the rest of the parameters summarized in Table 3.9.

3.10 Conclusions

In Section 3.4 we presented a generalized version of the quantum mean algorithm [62]

resulting in the quantum weighted sum algorithm [1], which is employed for designing a

quantum-assisted MUD relying on soft inputs and providing soft outputs. The QWSA-

based QMUD may be considered as the quantum-domain equivalent of the MAP MUD,

since it aims for estimating the weighted sums that are present in the numerator and denom-

inator of a bit’s LLR. The process within the QWSA QMUD takes place in the quantum

domain, while its inputs and outputs remain in the classical domain, hence allowing the

quantum-assisted MUD to be integrated in a state-of-the-art iterative receiver of a classical

communication system. The DHA is used prior to the QWSA in order to detect the spe-

cific multi-level symbol that maximizes the CF and for normalizing its outputs. The EXIT

charts of Figure 3.17, Figure 3.18, Figure 3.36 and BER curves of Figure 3.20, Figure 3.34

presented for the DS-CDMA and MC-IDMA systems verify that the QWSA MUD has a

performance equivalent to that of the classical optimal ML MUD, which is achieved at a re-

duced computational complexity, when compared to the MAP MUD supporting numerous

users and high-order modulation schemes.

Diverse iterative DHA QMUDs [3] were designed in Section 3.5, which were applied

in a rank-deficient vehicular DSS/SSCH SDMA-OFDM system in Section 3.7 and in MC-

IDMA systems in Section 3.9, where the conventional detectors experience an error floor.

A range of further measures were also applied for improving the SO-ACO MUDs of [13, 63]

in Section 3.6, while introducing the free-will-based mutation. The BER performances

of the soft-output DHA QMUDs were better than those of the corresponding SO-ACO
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MUDs according to Figure 3.30, while requiring fewer CFEs per bit than the DHA-QWSA

QMUD of [1] based on Figure 3.34 and Table 3.10. Table 3.11 summarizes the performance

and complexity of the proposed SISO QMUDs in the context of the MC-IDMA system of

Figure 3.34 and Table 3.9 when perfect channel estimation is available.

A novel DSS-based USSCH was also proposed in Section 3.2.3.3 for both reducing the

complexity of the MUD and for improving the BER performance of the system, when

compared to a system where USSCH [21] is used. Finally, in Figure 3.33 a hybrid SO-DHA

/ SO-ML MUD was designed for the family of DSS/SSCH SDMA-OFDM systems.

In Section 3.9.1 we used non-Gaussian EXIT charts for explaining the behaviour of

the iterative DHA-based as well as QWSA-based QMUDs and then highlighted the effects

that the necessary simplifications of the SISO QMUDs have on the design of the systems.

Moreover, in Figure 3.47 we compared an MC-IDMA system to two systems using either

only convolutional channel coding or DSS with the same joint coding rate of R/SF and

with the same throughput by keeping the frame length the same. Finally, in Figure 3.48

we evaluated the optimal MAP MUD and the DHA-MUA-FKT QMUD in an MC-IDMA

system, where only imperfect CSI was available, hence degrading the performance and

forcing the MAP MUD to be employed during each MUD-DES/DEC iteration for exploiting

the improved channel estimates. Table 3.12 describes the performance of the optimal

classical SISO MAP MUD, when compared to the DHA-MUA-FKT QMUD in the system

context of Figure 3.48 and Table 3.9, where realistic imperfect channel estimation is used.

The effect that the imperfect CSI has on the performance motivates us to investigate non-

coherent receivers, where detection is successfully performed without the need for knowing

the CSI, albeit at a performance penalty when compared to a coherent receiver with perfect
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Table 3.11: Summary of the QMUDs designed for the MC-IDMA system of Figure 3.34 and Ta-
ble 3.9 for BER = 10−5

MUD

MUD-DEC Complexity
% complexity

Eb/N0

Eb/N0

BERdifference

of the from the

iterations (CFEs / bit)
MAP MUD

(dB) MAP Figure

MUD (dB)

DHA-MAA

1 67.4 5.76% 9.8 3.7

3.342 139.3 11.9% 8.5 7.55

3 210.7 18% 8.15 9.06

DHA-MAA-NE

1 68.3 5.83% 8.39 2.29

3.342 140.6 12% 3.135 2.185

3 213.2 18.2% 1 1.91

DHA-MUA

1 744.4 63.6% 6.175 0.075

3.342 1390.2 118.8% 1.135 0.185

3 1998.4 170.8% −0.3 0.61

DHA-MUA-FKT

1 599.2 51.2% 6.165 0.065

3.342 1205.0 103% 1.29 0.34

3 1773.4 151.5% −0.4 0.51

DHA-MUA-FBKT

1 599.2 51.2% 6.1 0

3.342 1205.0 103% 1.23 0.28

3 1773.4 151.5% −0.56 0.35

DHA-QWSA

1 769.5 65.75% 7 0.9

3.342 1472.1 125.8% 2.28 1.33

3 2174.4 185.8% 0 0.91

MAP

1 1170.3 100% 6.1 0

3.342 1170.3 100% 0.95 0

3 1170.3 100% −0.91 0

CSI knowledge.
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Table 3.12: Summary of the QMUDs designed for the MC-IDMA system of Figure 3.48 and Ta-
ble 3.9 for BER = 10−5

MUD

MUD-DEC Complexity
% complexity

Eb/N0

Eb/N0

BERdifference

of the from the

iterations (CFEs / bit)
MAP MUD

(dB) MAP Figure

MUD (dB)

DHA-MUA-FKT

1 600.9 51.3% 18 0

3.482 1226.1 52.4% 3.39 0.73

3 1783.6 50.8% 0.44 0.62

MAP

1 1170.3 100% 18 0

3.482 2340.6 100% 2.66 0

3 3510.9 100% −0.18 0





Chapter 4
Non-Coherent Quantum

Multiple-Symbol Differential

Detection in Multiple Access

Systems

4.1 Introduction

The family of coherent MUDs and QMUDs that were investigated in Chapter 2 and in

Chapter 3 perform optimally when there is perfect knowledge of all the channel states at the

receiver. However, the potentially excessive additional complexity required for performing

channel estimation [21, 29, 148] has not been included in the calculations of the complexity

of the MUDs and QMUDs. Nonetheless, the comparison between the MUDs and QMUDs

presented in Chapter 2 and in Chapter 3 remains valid if the complexity of the channel

estimation procedure is also taken into account.

When a fading channel’s state experiences small fluctuations over several transmission

periods, it is typically termed as a quasi-static channel, which hence only has to be es-

timated infrequently, therefore imposing a moderate complexity. The channel estimation

may be based on training by transmitting known pilot symbols to the receiver [149, 150].

Given the knowledge of the transmitted pilot symbol, the channel state may be estimated

by comparing it to the noisy received pilot signal. In practice, the channel estimation does

not offer perfect estimates of the channel states [21, 29, 148] due to a number of reasons,

such as the limited number of pilots used, the dynamic nature of the channels and the noise.

Semi-blind channel estimation [151, 152], which uses a reduced number of pilot signals, as

well as totally blind channel estimation dispensing with pilots [153–155] may also be used

for quasi-static channels.

When a fading channel’s state changes rapidly between transmissions due to its high

187
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Figure 4.1: Classical and quantum-assisted non-coherent data detectors.

Doppler frequency, the density of pilot symbols in a Pilot Symbol Assisted Modulation

(PSAM) frame [156] should be increased. When the density of the pilot symbols in a frame

is increased, the effective throughput of the system is reduced. If the Doppler frequency

of a fading channel is excessive, it may become infeasible to try and estimate the channel

states, whilst simultaneously supporting an adequate throughput, since the density of pilot

symbols required for performing accurate channel estimation will be too high.

As verified in Chapter 2 and Chapter 3, imperfect channel estimation in a multiple-

access system results in a degradation of the performance of the Multi-User Detectors

(MUD) [2], even though it gives a more realistic view of a practical system. In the emerging

mm-Wave communication [17] and massive MIMO [8, 21, 41, 42] eras the number of transmit

and receive antenna elements may be over 100 at each terminal, hence the total number of

channels invoked in a single transmission may be over 104, essentially making the accurate

estimation of their channel states impractical.

The family of non-coherent data detection schemes [21, 29, 148] presented in Figure 4.1

relies on no channel estimation, for the sake of avoiding the computational complexity

imposed by the channel estimation algorithms. Furthermore, since channel estimation is

not required, apart from a reference symbol for each detection window, there is no need for

pilot signals to be transmitted for this purpose, hence actually resulting in a higher system

throughput and more efficient channel usage. On the other hand, the performance of a

system relying on a non-coherent detector is worse than that of a system using a coherent

detector as detailed in [21].

In the multiple access systems considered in this Chapter, the users’ transmissions are

orthogonal to each other in either the time domain, the frequency domain or the code

domain and hence they may be readily separated without estimating their Channel State

Information (CSI). Hence in this treatise we will focus our attention on differential mod-

ulation [21] and more specifically on Differential Phase Shift Keying (DPSK) [157–160].
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In DPSK, the symbol transmitted in the tth time slot depends on the symbol transmit-

ted during the (t − 1)st time slot. At the receiver side, the non-coherent Conventional

Differential Detector (CDD) [157–159] performs the inverse procedure and extracts the

transmitted symbol based on the previously detected, differentially modulated symbol.

The Multiple Symbol Differential Detector (MSDD) [157, 161, 162] makes a decision con-

cerning all the most recent (Nw − 1) differentially modulated and transmitted symbols,

based on the most recent Nw received signals, where Nw is the decision window width.

If we have Nw = 2, then the MSDD becomes equivalent to the CDD. It is expected that

the higher the value of Nw, the more computationally demanding the MSDD becomes, but

at the same time the BER performance of the system is improved. The classical Maxi-

mum Likelihood (ML) MSDD [21] is considered as the optimal but high-complexity non-

coherent Hard-Input Hard-Output (HIHO) MSDD. Both the Decision-Feedback Differen-

tial Detector (DFDD) [158, 163–165] and the Multiple Symbol Differential Sphere Detector

(MSDSD) [166–168] are attractive non-coherent detectors, since they offer a near-optimal

performance with respect to the MSDD whilst imposing a reduced complexity. The Soft-

Input Soft-Output (SISO) versions of the MSDD [161], namely the DFDD [169–171] and

the MSDSD [172] may be integrated into an iterative receiver, where extrinsic information

is exchanged between the channel decoders and the multiple symbol detectors as detailed

in [21].

In this Chapter we propose attractive low-complexity HIHO, Hard-Input Soft-Output

(HISO) and SISO Quantum-assisted MSDDs [6], which require no knowledge of the CSI,

hence eliminating the computational complexity that would be required by the channel es-

timation procedure for providing accurate channel estimates. More specifically, we conceive

both the SISO DHA-aided QMSDD relying on MUlti-input Approximation (MUA) and the

DHA-aided Quantum Weighted Sum Algorithm (QWSA) assisted QMSDD, both of which

achieve a performance equivalent to that of the MAP MSDD, while requiring a substan-

tially lower number of CFEs than the MAP MSDD. In addition, we design the DHA-aided

MAximum Approximation (MAA) QMSDD, which may be used for non-iterative soft-

output data detection and has a lower number of CFEs than the DHA-MUA QMSDD and

the DHA-QWSA QMSDD. Furthermore, we propose the HIHO DHA-based and Early-

Stopping-aided (ES) DHA QMSDD, followed by comparing their performances to that of

the optimal HIHO ML MSDD.

The QMSDDs are employed in multi-user Direct Sequence Spreading (DSS) and Slow

SubCarrier Hopping (SSCH)-aided Spatial Division Multiple Access (SDMA) systems in-

trinsically amalgamated with Orthogonal Frequency Domain Multiplexing (OFDM), where

the users are separated in the frequency, time or code domain. The QMSDDs’ performance

is evaluated based on their Bit Error Ratio (BER) versus Eb/N0 plots, as well as on EX-

trinsic Information Transfer (EXIT) charts. Moreover, a novel methodology is designed

for deterministically initializing the DHA for the proposed QMSDDs for the sake of reduc-

ing the receiver’s complexity by exploiting the CDD. For further lowering the detector’s

complexity invoked in our iterative receivers, the SISO QMSDDs are not activated during

every single MSDD - DECoder (DEC) iteration, whilst mitigating the resultant perfor-
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mance degradation. Finally, the effect of the detection window length Nw employed in

the QMSDDs, that of the interleaver length and of the SSCH period on the QMSDDs’

performance is investigated.

The chapter is structured as follows. In Section 4.2 we will analyse the DPSK mod-

ulation scheme in the context of a Direct-Sequence and Slow Subcarrier-Hopping aided

SDMA-OFDM system. In Section 4.3 we will present the classical CDD, while in Sec-

tion 4.4 we will investigate the HIHO QMSDDs and compare them to the classical HIHO

multiple symbol differential detectors. In Section 4.5 the SISO QMSDDs are analysed,

along with the MAP MSDD. A novel methodology for deterministically initializing the

DHA searches in the QMSDDs is proposed in Section 4.6, while in Section 4.7 we employ

the QMSDD every IpS number of QMSDD-DEC iterations. The effect of the detection win-

dow length Nw, the interleaver length and the subcarrier hopping period on the QMSDDs’

performance is stated in Section 4.8. Finally, our conclusions are offered in Section 4.9.

4.2 Direct-Sequence and Slow Subcarrier-Hopping aided SDMA-

OFDM System Model With Non-Coherent Receiver

The DSS/SSCH SDMA-OFDM system model relying on non-coherent detection is pre-

sented in Figure 4.2. The system supports U users, each of whom encodes his / her

information bits {bu}, u ∈ {1, 2, . . . , U}, using a turbo convolutional encoder, resulting in

the encoded bit sequence {cu}.

After the encoded bit sequence has been interleaved, the bit sequence {du} is separated

into W parallel streams, where W is the number of subcarriers associated to each user.

Let us assume that Q subcarriers are available in our system and that the length of each

user’s symbol stream is equal to Γ symbols. Therefore, we have W ≤ Q, W ≤ Γ and

mod (Γ,W ) = 0. It should be noted at this stage that the user-specific scheduling of

the subcarrier allocation algorithm is assumed to change every Th OFDM symbol periods.

The subcarrier allocation procedure follows the DSS-aided Uniform SSCH (USSCH) [3]

algorithm performed at the BS.

Each parallel stream is differentially encoded by the DMPSK Symbol Mapping block

of Figure 4.2. The differentially encoding process for the DMPSK modulation scheme is

described in Figure 4.3. Let us assume that conventional M -ary PSK modulation having

a mapping set M = {2πm/M ; m = 0, 1, . . .M − 1} is chosen. Furthermore, we omit the

user subscript without any loss of generality, since the same procedure occurs at each

user’s terminal. The first transmitted symbol s[0] is termed as the reference symbol, which

is assumed to be known at the receiver. After log2(M) bits have been mapped to an M -ary

PSK symbol x[t] during the tth time slot, the resultant symbol is multiplied by the symbol

transmitted during the (t− 1)st time slot s[t− 1], as encapsulated in

s[t] = s[t− 1] · x[t]. (4.1)
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Figure 4.2: System model of a direct-sequence and slow subcarrier-hopping aided SDMA-OFDM
system with a non-coherent receiver.
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Figure 4.3: Mapping of the DPSK modulation scheme.
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Figure 4.4: Visual representation of Th and Nw for the uth user on the qth subcarrier.

Then, s[t] is buffered at the transmitter for encoding s[t+ 1], following Equation 4.1.

Each of the W differentially encoded symbol sequences {su,w} of the uth user are then

mapped to the respective subcarriers based on the schedule received by the BS. The differ-

ential detection carried out at the receiver is based on the assumption that the multipath

Rayleigh channel states change very slowly in that specific domain where the differential

encoding took place. In this treatise we have opted for the differential encoding to take

place in the time domain, hence the channels are assumed to experience slow fading. Since

the subcarrier allocation schedule changes every Th OFDM symbol periods for each user,

it is not reasonable to assume that the channel state of the uth user on the qth subcarrier

will be similar to that of the same user on the jth subcarrier after a new subcarrier alloca-

tion schedule associated with j 6= q. Therefore, the differential encoding procedure of the

DMPSK symbol mapping block seen in Figure 4.2 and Figure 4.3 occurs in blocks of Th

symbols on each of the W parallel streams of the uth user. This architecture ensures that

a new reference symbol is transmitted every time the subcarriers the uth user transmits

on are changed. A visual representation of Nw and Th is depicted in Figure 4.4. It is logi-

cal to expect that when Th is increased, the channel-correlation between the differentially

encoded symbols is also increased. Therefore, if an MSDD is used in conjunction with

Nw = Th, the performance will be improved. However, at the same time, the complexity of

the MSDD becomes higher. Furthermore, in the same scenario, the users who have been

allocated gravely faded subcarriers suffer from prolonged frames, since the channel states

vary slowly.

Following the SSCH mapper of Figure 4.2, the OFDM modulator modulates the symbols
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of each user by performing a Q-point Inverse Fast Fourier Transform (IFFT). The symbols

are then spread in the time domain by a DSS spreader, using a user-specific spreading

sequence associated with a spreading factor of SF . Let us use G = SF -chip Walsh-

Hadamard spreading codes, which are orthogonal to each other. The allocation of the G

number of WH spreading codes to the U users may be performed as in

⌊
U

G

⌋
+





1 if g < mod(U,G)

0 if g ≥ mod(U,G)

, (4.2)

where g ∈ {1, 2, . . . , G}. Following the DSS spreading scheme in Figure 4.2 in the time

domain, the symbols are transmitted over multipath Rayleigh channels to the BS.

Since we will focus our attention on the QMSDD performance rather than the MUD, let

us proceed by separating the users in the frequency or the code domain in order to remove

the need for an MUD. More precisely, in this Chapter the systems we investigate have

users supported by the same DSS code allocated to different subcarriers. Therefore, there

is no need to perform non-coherent multi-user detection in the spatial domain, since there

will be no users who interfere with each other, because we use orthogonal WH codes. It

should be noted that even though we use multipath channels, we transmit on narrowband

subcarriers, which have smaller signal bandwidth than the coherence bandwidth of the

channel. Therefore, each subcarrier experiences flat fading and the WH codes do not lose

their orthogonality at the receiver. These scenarios assist us in focusing our attention on

non-coherent MSDD, rather than on non-coherent MUD.

Still considering Figure 4.2, after the signals of the U users have been transmitted,

they are received by the P receive AEs at the BS. Naturally, the users who transmit

on different subcarriers do not interfere with each other, since they are separated in the

frequency domain. In this treatise we assume the employment of a synchronous system,

therefore all the received signals are synchronously superimposed at the pth receive AE,

with p ∈ {1, 2, . . . , P}. Furthermore, Additive White Gaussian Noise (AWGN) is added at

each receive AE, having a zero mean and a variance of N0 = 2σ2. The DSS despreader

of Figure 4.2 then despreads the signals received on each receive AE in the time domain.

At this stage, the users who transmit on the same subcarrier and have been allocated

different orthogonal DSS codes are separated. Afterwards, the received OFDM symbol is

demodulated on the pth receive AE chain by using the Q-point FFT. Finally, the demod-

ulated symbols transmitted on different subcarriers are dehopped and fed to the MUD /

Differential Detector.

For the analysis of differential detectors, let us focus our attention on the signal process-

ing of the qth subcarrier and the pth receive AE chain. Let us assume that Ug,q users have

been allocated the gth DSS code on the qth subcarrier, Uq users transmit on the qth sub-

carrier, with 1 ≤ Uq ≤ U , while Gq different DSS codes are present on the qth subcarrier,

with 1 ≤ Gq ≤ G. Since in our differential detection scenarios we allow at most one user

belonging to a single DSS group to transmit on the qth subcarrier, we have Uq = Gq and
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Uq,g = 1. Therefore, the signal rp,q received in our synchronous DSS/SSCH SDMA-OFDM

system on the qth subcarrier at the pth receive AE is expressed as [21]

rp,q = c̄GqH̄p,q s̄q + np,q, (4.3)

where c̄Gq is the (SF × Uq) = (SF × Gq)-element matrix that contains the DSS codes of

the Uq users on the qth subcarrier, as in [21]

c̄Gq = [c1, . . . , c1︸ ︷︷ ︸
Uq,1=1

, c2, . . . , c2︸ ︷︷ ︸
Uq,2=1

, . . . , cGq , . . . , cGq︸ ︷︷ ︸
Uq,Gq=1

] (4.4)

= [c1, c2, . . . , cGq ], (4.5)

where cg is the gth DSS code, represented by a (SF × 1)-element vector as in

cg = [ cg[1], cg[2], . . . , cg[SF ] ]T , (4.6)

and cg[i] is the value of the ith chip of the gth DSS code, with g ∈ {1, 2, . . . , Gq} and

cg[i] ∈ {− 1√
SF
,+ 1√

SF
}. Furthermore, the H̄p,q matrix in Equation 4.3 represents the

(Uq × Uq)-element FD-CHTF matrix of the channel states on the qth subcarrier between

the Uq users and the pth receive AE, which is represented as [21]

H̄p,q = diag
[
h

(1)
p,1,q, h

(1)
p,2,q, . . . , h

(1)
p,Gq ,q

]
(4.7)

= diag
[
hp,1,q, hp,2,q, . . . , hp,Gq ,q

]
, (4.8)

where h
(i)
p,g,q is the complex-valued channel state in the frequency domain on the qth sub-

carrier between the ith user in the gth DSS code group and the pth receive AE, where

the fact that we have Uq,gq = 1 was exploited, with gq ∈ {1, 2, . . . , Gq}. Since in our non-

coherent scenarios we have allowed only one user, if any, from a single DSS code group to be

mapped to a subcarrier, we have i = 1 if the gth DSS code is present on the qth subcarrier.

Therefore, we may omit the superscript (i) corresponding to the user index in the gth DSS

code group. Moreover, the (Uq × 1)-element symbol vector s̄q in Equation 4.3 represents

the differentially encoded symbols of the Uq users who transmit on the qth subcarrier, as

in [21]

s̄q =
[
s

(1)
1,q , s

(1)
2,q , . . . , s

(1)
Gq ,q

]T
(4.9)

=
[
s1,q, s2,q, . . . , sGq ,q

]T
, (4.10)

where s
(i)
g,q is the differentially encoded symbol transmitted by the ith user of the gth DSS

group on the qth subcarrier. Once again, in our system we have i ∈ {0, 1}, therefore we

may omit the superscript (i) as we did in Equation 4.10. Finally, the (1 × SF )-element

noise vector np,q with zero mean and a variance equal to N0 = 2σ2 is represented as [21]

np,q = [np,q[1], np,q[2], . . . , np,q[SF ] ]T . (4.11)
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After the DSS despreading procedure, the (Gq × 1)-element symbol vector mapped to the

qth subcarrier at the pth receive AE chain ȳp,q is equal to [21]

ȳp,q = čGqrp,q (4.12)

= R̄Gq H̄p,q s̄q + n̄p,q, (4.13)

where čGq is the (SF ×Gq)-element code book, containing all the different DSS codes that

appear on the qth subcarrier, as in [21]

čGq =
[
c1, c2, . . . , cGq

]T
, (4.14)

where cg is the DSS code presented in Equation 4.6. In our system, where a maximum of

one user of the gth DSS code group is allowed to transmit on the qth subcarrier, we have

čGq =
(
c̄Gq
)T
, (4.15)

where c̄Gq is given in Equation 4.5. In Equation 4.13, the (Gq × 1)-element noise vector

n̄p,q represents the effective noise and is given in

n̄ = čGqnp,q (4.16)

=
[
np,1,q, np,2,q, . . . , np,Gq ,q

]T
. (4.17)

Finally, R̄Gq in Equation 4.13 is the (SF ×Uq)-element cross-correlation matrix of the

Gq DSS codes that are present on the qth subcarrier, as formulated in

R̄Gq =




ω11 · · · ω11 · · · ω1Gq · · · ω1Gq

ω21 · · · ω21 · · · ω2Gq · · · ω2Gq

...
...

...

ωGq1 · · · ωGq1︸ ︷︷ ︸
Uq,1

· · · ωGqGq · · · ωGqGq︸ ︷︷ ︸
Uq,Gq




(4.18)

=




ω11 ω12 · · · ω1Gq

ω21 ω22 · · · ω2Gq

...
...

. . .
...

ωGq1 ωGq2 · · · ωGqGq




, (4.19)

where ωi,j is the cross-correlation between the ith and the jth DSS code, where Uq,i = 1 was

exploited. Since we have chosen orthogonal WH codes in our system, the cross-correlation
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matrix in Equation 4.19 is equal to the identity matrix, because we have:

ωi,j =





1 if i = j

0 if i 6= j

. (4.20)

In the end, the signal ȳp,q in Equation 4.13 becomes




yp,1,q

yp,2,q

...

yp,Gq ,q




=




1 0 · · · 0

0 1 · · · 0

...
...

. . .
...

0 0 · · · 1




·




hp,1,q 0 · · · 0

0 hp,2,q · · · 0

...
...

. . .
...

0 0 · · · hp,Gq ,q




·




s1,q

s2,q

...

sGq ,q




+




np,1,q

np,2,q

...

np,Gq ,q




(4.21)

=




hp,1,q 0 · · · 0

0 hp,2,q · · · 0

...
...

. . .
...

0 0 · · · hp,Gq ,q




·




s1,q

s2,q

...

sGq ,q




+




n1,q

n2,q

...

nGq ,q




. (4.22)

Therefore, a user transmitting on the qth subcarrier and having been allocated the gth

DSS code is separated by the rest of the users. According to Equation 4.22, the resultant tth

symbol of the uth user entering the quantum differential detector of Figure 4.2 is formulated

as:

yp,g,q[t] = hp,g,q[t] · sg,q[t] + ng,q[t] (4.23)

⇒ yp,u,q[t] = hp,u,q[t] · su,q[t] + nu,q[t], (4.24)

since in our system there is an one-to-one correspondence between the user index and

the DSS code index on every subcarrier. In the following sections the same differential

detection process will be applied for every user’s symbol stream, having been allocated a

DSS code and transmitting on their allocated subcarriers, therefore we may omit the u, g

and q subscripts without any loss of generality.

4.3 Conventional Differential Detector

In this section we will investigate the classic differential detector employed in the DSS/SSCH

SDMA-OFDM system of Section 4.2. The procedures described in this section correspond

to the Differential Detection block of Figure 4.2, therefore the symbols given in Equa-

tion 4.24 are assumed to be available. As mentioned in Section 4.2, the differential detec-
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tion is performed on three parallel bases, hence we omit the subscripts corresponding to

the specific user, subcarrier and DSS code indices.

The signals received during the (t− 1)st and tth time slots at the pth receive AE are

yp[t− 1] = hp[t− 1] · s[t− 1] + np[t− 1] (4.25)

yp[t] = hp[t] · s[t] + np[t], (4.26)

respectively, where hp[t − 1] and hp[t] denote the channel states at the (t − 1)st and tth

time slots, respectively, between the user and the pth receive AE, while np[t− 1] and np[t]

are the AWGN samples imposed on the pth receive AE at the (t− 1)st and tth time slots,

respectively. Each of the noise samples np[t − 1] and np[t] have zero mean and a variance

of 2σ2. Assuming that the transmissions occur over slow-fading channels, we have

hp[t− 1] = hp[t], ∀p = 1, 2, . . . , P (4.27)

for every time slot that corresponds to the same transmitted frame after the most recent

reference symbol was transmitted. It should be noted that Equation 4.27 represents the

main assumption of non-coherent detection, but it does not imply that hp[t − 1] = hp[t]

is necessarily true in the actual channel. Therefore, the more the channel varies in time,

the more inaccurate the assumption in Equation 4.27 becomes, and hence the worse the

performance of the non-coherent detector is expected to be. By substituting Equation 4.27

into Equation 4.25 and Equation 4.26, we arrive at:

yp[t] = hp[t− 1] · s[t− 1] · x[t] + np[t] (4.28)

= yp[t− 1] · x[t] + np[t]− np[t− 1] · x[t]︸ ︷︷ ︸
n′p[t]

. (4.29)

Therefore, the M -ary symbol x[t] may be obtained by following the same procedure as in a

single-input multiple-output channel, where yp[t−1] is the reference signal, or the “known”

channel state, and n′p[t] is the effective noise with a variance of 4σ2, since np[t] and np[t−1]

are added. The resultant decision concerning x[t] is performed as in

x[t] =
P∑

p=1

yp[t]

yp[t− 1]
, (4.30)

where yp[t− 1] and yp[t] are described in Equation 4.25 and Equation 4.26, respectively.

The advantage of detecting the desired symbol without requiring an estimate of the

channel state is gleaned at the cost of a 3 dB penalty due to the effects of noise [21]. This

is verified in Figure 4.5, where we present the BER performance of both the conventional

coherent detector and of the CDD in the uplink of a four-user U = 4 OFDM system having

one transmit antenna each and P = 2 receive AEs at the BS, using QPSK modulation,

no channel coding and Q = 1024 subcarriers with a channel bandwidth of 10 MHz [146].

In contrast to the LTE standard, we will assume that all Q = 1024 subcarriers are active.
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Figure 4.5: BER performance of a U = 4-user DSS/SSCH SDMA-OFDM system of Figure 4.2,
with the parameters stated in Table 4.1. The EPA, EVA and ETU channel models of
the LTE standard, which are summarized in Table 4.2, have been used and no channel
coding has been applied. The frame length of each user is 12 288 bits. The conventional
coherent and differential detectors are compared, with the CDD experiencing a 3 dB
performance loss when the effective normalized Doppler frequency Fd is small enough,
but not requiring channel estimation.

Moreover, each user transmits on W = 512 subcarriers out of the available Q = 1024

subcarriers and is allocated one of the G = 2 available Walsh-Hadamard DSS codes. The

schedule of the subcarrier allocation is generated by the DSS-based USSCH [3] and it

changes every Th = 13 OFDM symbol periods, while the length of a symbol frame is equal

to 12 288 symbols. Let us use the Extended Pedestrian A (EPA), Extended Vehicular A

(EVA) and Extended Typical Urban (ETU) LTE channel models for our example. The

parameters of the system are described in Table 4.1, while those of the channel models are

offered in Table 4.2. The sampling frequency is chosen according to the LTE standard [146],

while a carrier frequency of fc = 2.5 GHz is selected. The mobile velocity of the three

channels is the one that corresponds to the maximum Doppler frequency of the channels,

according to the LTE standard [146]. It should be noted that we assume a practical LTE

system, where we experience continuous Rayleigh fading at the subcarriers. Therefore, if

the normalized Doppler frequency of the independent Rayleigh channels on each tap of the

multipath channel model is equal to fd and we have Q subcarriers, the effective Doppler

frequency between the channel states of two consecutively received symbols on the qth

subcarrier is equal to

Fd = fd · Q. (4.31)

In other words, the effective channel that a subcarrier experiences in the time domain has

a Doppler frequency of Fd in Equation 4.31. In this treatise, all the channels experience

Rayleigh fading, unless specified otherwise. The Rayleigh fading is a complex-valued zero-
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Table 4.1: Parameters of the 4-user OFDM system used for analysing differential detection

Number of Users U = 4

Number of AEs per User NTx = 1

Number of AEs at the BS P = 2

Normalized User Load UL = U ·NTx/P = 2

Modulation DQPSK in time domain

Mapping Type Gray for soft-output receivers &

Set Partition for iterative receivers

Channel Code (when used) Turbo Code, R = 1/2, 8 Trellis states

Iinner = 4 iterations

Number of Subcarriers Q = 1024

Cyclic Prefix CP = 128

Number of Subcarriers per User W = 512

Number of Walsh-Hadamard DSS Codes G = 2

Subcarrier Allocation every Th = 13 OFDM symbol periods

Bit Interleaver Length 24 576 per User

Channel Models Refer to Table 4.2

mean Gaussian process with a variance of σ2
h [21].

We may observe the 3 dB performance loss in Figure 4.5, when comparing the two BER

curves that correspond to the CDD and the coherent ML detector when transmitting on

the EPA and the EVA channels. No channel coding is employed. When we use the ETU

channel model, the CDD experiences a BER floor at a BER of approximately 10−4, due

to the increased effective normalized Doppler frequency of the channel based on Table 4.2.

At the same time, the coherent ML detection is affected less severely by the normalized

Doppler frequency, resulting in an Eb/N0 performance loss of 12 dB for the CDD at a

BER of 10−4. Therefore, we may conclude that the EPA and EVA channels, when we use

the 10 MHz channel bandwidth, are suitable for the CDD, while the ETU channel varies

far too rapidly for the CDD to perform well. Even though a higher transmission power

is required in non-coherent systems for achieving the same performance as their coherent

counterparts, the complexity of the non-coherent receivers is typically much lower.

4.3.1 Effect of Time-Selective Channels

The DPSK modulation may be performed for the consecutive symbols in the time domain,

for consecutive OFDM symbols of the same subcarriers. It may also be carried out in

the frequency domain, by differentially encoding the symbols of the adjacent subcarriers

of the same OFDM symbol. In this treatise, we will proceed by applying differential

modulation in the time domain. Therefore, according to the slow-fading assumption made

in Equation 4.27 about the channels, time-selective channels are expected to impose a

major effect on the differential detection in our systems. This is characterized by the
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Table 4.2: Parameters of the LTE channel models

Sampling Frequency fs = 15.36 MHz

Carrier Frequency fc = 2.5 GHz

Extended Pedestrian A (EPA)

Mobile Velocity v = 5 km/h

Normalized Doppler Frequency fd = 7.54 · 10−7

Number of Taps Ntaps = 5

Power Profile [−2.392 − 4.392 − 12.931 − 22.131 − 25.731]

Delay Profile [0 1 2 3 6]

Extended Vehicular A (EVA)

Mobile Velocity v = 30 km/h

Normalized Doppler Frequency fd = 4.52 · 10−6

Number of Taps Ntaps = 8

Power Profile [−3.852 − 7.576 − 9.776 − 6.776

−15.276 − 13.176 − 18.177 − 23.076]

Delay Profile [0 2 5 6 11 17 27 39]

Extended Typical Urban (ETU)

Mobile Velocity v = 130 km/h

Normalized Doppler Frequency fd = 1.96 · 10−5

Number of Taps Ntaps = 9

Power Profile [−9.062 − 9.062 − 9.062 − 8.062 − 8.062

−8.062 − 11.062 − 13.062 − 15.062]

Delay Profile [0 1 2 3 4 8 25 35 77]

autocorrelation function of the channel states between the uth user and the pth receive AE

on the qth subcarrier, which is [21]

φthh[κ] , E
{
hp[t+ κ] · h∗p[t]

}
= J0 (2πFdκ) = J0 (2πQfdκ) , (4.32)

where J0(·) is the zeroth-order Bessel function, fd is the normalized Doppler frequency of

the channels, while Fd is the effective normalized Doppler frequency of the channels as

described in Equation 4.31.

Figure 4.6 demonstrates the effect of time-selectivity in the performance of differen-

tial detectors, by showing the BER curves of the system described in Table 4.1 when

transmitting over EVA channels. The magnitude of the autocorrelation function given in

Equation 4.32 is also shown in Figure 4.6 for various effective Doppler frequencies. Even

though the maximum Doppler frequency in an EVA channel is equal to 70 Hz, correspond-

ing to a normalized Doppler frequency of fd = 70/fs = 4.52 · 10−6, let us assume higher

normalized Doppler frequencies for observing the CDD’s performance. In Figure 4.6 we

may observe that when the normalized Doppler frequency fd is high enough, the system

experiences an error floor in its BER performance, in addition to the 3 dB performance

loss, when compared to the conventional coherent detection. Furthermore, the higher the
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Figure 4.6: (a) Magnitude of the autocorrelation function in Equation 4.32 for different values of
the effective normalized Doppler frequency Fd in Equation 4.31. (b) BER performance
of the uncoded DSS/SSCH SDMA-OFDM system of Figure 4.2 with its parameters
summarized in Table 4.1, in an EVA channel with different Doppler frequencies, as
stated in Table 4.2. The frame length of each user is 12 288 bits.

normalized Doppler frequency of the channels, the higher the BER value that the error

floor appears at.

The differential detectors exploit the correlation between the phase distortions of the

consecutively received symbols in the time or the frequency domain. Since in our treatise

we differentially encode the symbols in the time domain, we should exploit the correlation

of the channels in the time domain. The CDD compares the signal received during the

tth time slot to the signal received during the (t − 1)th time slot. Since the detection of

the CDD is based on two symbols, it may be viewed as detection using a sliding window

of Nw = 2 symbols. In the first OFDM symbol on the qth subcarrier, q ∈ {1, 2, . . . ,Q},
the reference symbol is transmitted. Afterwards, the first differentially encoded symbol

is transmitted during the second OFDM symbol and the CDD estimates its value. Once

the third OFDM symbol has been received, the previously detected symbol, which was

transmitted during the second OFDM symbol, acts as the reference symbol. Explicitly,

assuming that the previous detection was correct, the CDD makes a decision concerning

the third symbol. This procedure is repeated, until the whole frame has been transmitted,

or another reference symbol is transmitted.

4.4 Hard-Input Hard-Output Multiple Symbol Differential

Detectors

The performance of the CDD mainly depends on the accuracy of the detection, since every

decision made for the most recently received symbol affects the detection of the next symbol.

The MSDD performs detection on Nw consecutively received symbols with Nw > 2. The



4.4. Hard-Input Hard-Output Multiple Symbol Differential Detectors 202

BER performance of the MSDDs is assumed to be better than that of the CDD, since

the correlation between the phase distortions of symbols that were transmitted with more

than one symbol period difference is also taken into consideration in the detection. On

the other hand, the complexity of any MSDD is higher than that of the CDD, since the

problem becomes a “shortest-vector” problem [21] and the pool of legitimate candidates

increases exponentially with Nw. Since the reference symbol is known to the receiver, the

MSDD performing detection over Nw received symbols determines the estimates of (Nw−1)

symbols.

As in the CDD section, the following analysis takes place at the differential detection

stage of Figure 4.2. We focus our attention on the uth user, having been assigned the gth

DSS code and transmitting on the qth subcarrier, therefore we omit the subscripts u, g and

q. Furthermore, the symbols described in Equation 4.24 are assumed to be available. The

number of OFDM symbols transmitted between two reference symbols is equal to Th.

Since the detection is performed in blocks of Nw symbols, with the consecutive blocks

overlapping by one symbol, the ith received symbol vector, i ∈ {1, 2, . . . , Th/Nw}, at the

pth receive AE consisting of Nw consecutively received symbols in the time domain is

yp[i] , [yp[Nw · i− (Nw − 1))], yp[Nw · i− (Nw − 2)], . . . , yp[Nw · i]]T . (4.33)

The received symbol vector of Equation 4.33 is exploited by the MSDD for estimating

the ith Nw-element transmitted symbol vector ŝ[i], which corresponds to the ith actually

transmitted symbol vector

s[i] , [s[Nw · i− (Nw − 1))], s[Nw · i− (Nw − 2)], . . . , s[Nw · i]]T , (4.34)

which in turn is the differentially encoded version of the (Nw − 1)-element symbol vector

x[i] , [x[Nw · i− (Nw − 2))], x[Nw · i− (Nw − 3)], . . . , x[Nw · i]]T . (4.35)

The objective of the MSDD is to find the best estimate x̂[i] of the symbol vector in Equa-

tion 4.35. The MSDD performs detection on a block-by-block basis, therefore we may

omit the subscript i in Equation 4.33, Equation 4.34 and Equation 4.35 from our analysis,

resulting in

yp , [ yp[1], yp[2], . . . , yp[Nw] ]T , (4.36)

s , [ s[1], s[2], . . . , s[Nw] ]T , (4.37)

x , [ x[2], x[3], . . . , x[Nw] ]T . (4.38)

The conditional PDF of the received symbol vector y of Equation 4.36 over Nw consec-

utive OFDM symbols, given that the symbol vector s of Equation 4.37 was transmitted,

is [166]

p(Y|s) =
exp

(
−Tr

{
YHΨ−1Y

})

(det {πΨ})P
, (4.39)
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where Y is the (Nw × P )-element matrix that contains the P number of received symbol

vectors yp, p ∈ {1, 2, . . . , P}, as in

Y = [y1,y2, . . . ,yP ] (4.40)

and Tr{·} yields the trace of a square matrix. Furthermore, Ψ = E
{
ypy

H
p |s
}

is the

(Nw ×Nw)-element conditional autocorrelation matrix of the Rayleigh channel. The con-

ditional autocorrelation matrix of the Rayleigh channel Ψ in Equation 4.39 depends on the

transmitted symbol vector s, the noise variance N0 and the normalized Doppler frequency

Fd, therefore it is the same for each of the P receive AEs, hence allowing us to omit the

subscript p from the following discussion of Ψ. It may be expanded as

Ψ = E
{
yyH |s

}
(4.41)

= diag(s) · E
{
hhH

}
· diag(sH) + E

{
nnH

}
(4.42)

= diag(s) ·
(
E
{
hhH

}
+ 2σ2 · INw

)
· diag(sH) (4.43)

= diag(s) ·C · diag(sH), (4.44)

where C , E
{
hhH

}
+ 2σ2 · INw and diag(s) is a diagonal matrix with the vector s on its

diagonal as in

diag(s) =




s1 0 · · · 0

0 s2 · · · 0

...
...

. . .
...

0 0 · · · sNw




, (4.45)

where we have diag(s∗) = diag(s)H for any complex vector s and

diag(s)−1 = diag(s∗) = diag(s)H , (4.46)

since s ∈ MNw . Moreover, Σh = E
{
hhH

}
is the channel’s covariance matrix in the time

or frequency domain. Since we have opted for differentially encoding the symbols in the

time domain, Σh may be represented as

Σh = E
{
hhH

}
(4.47)

= σ2
h ·




φthh[0] φthh[1] · · · φthh[Nw − 1]

φthh[1] φthh[0] · · · φthh[Nw − 2]

...
...

. . .
...

φthh[Nw − 1] φthh[Nw − 2] · · · φthh[0]




, (4.48)

where σ2
h is the variance of the channel and φthh[κ], k ∈ {0, 1, . . . , Nw−1}, is the autocorre-

lation function of the channel states in the time domain, which is stated in Equation 4.32.
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4.4.1 Maximum-Likelihood MSDD

In non-coherent receivers, where no channel coding has been applied, the performance of

HIHO MSDDs will be equivalent to the performance of SISO MSDDs, provided that the

legitimate symbols are transmitted with equal probability, but the required complexity is

smaller. In HIHO MSDDs, the detection is performed by finding that particular multi-level

symbol estimate x̂ of Equation 4.38, or, equivalently, ŝ of Equation 4.37, which minimizes

a specific metric, thus transforming the problem into a “shortest-vector” problem [166].

More specifically, the ML MSDD detects that particular symbol vector ŝ, which maximizes

the probability of ŝ having been transmitted, given that the symbol matrix Y has been

received, or, in other words

ŝML = arg max
s∈MNw

(P (s|Y)) (4.49)

= arg max
s∈MNw

(
p(Y|s) · P (s)

p(Y)
,

)
(4.50)

where the Bayes’ theorem [173, 174] was applied. Still referring to Equation 4.50, p(Y|s)

is the conditional probability of having received the symbol matrix Y, given that s was

transmitted as in Equation 4.39, P (s) is the a priori probability of the symbol vector

s to have been transmitted and p(Y) is termed as the system model probability, which

represents the probability of having received Y. Considering that a HIHO receiver is non-

iterative and that the transmitter generated the source bits equiprobably, the values of

p(Y) and P (s) are the same for every legitimate s.

The conditional PDF p(Y|s) in Equation 4.39 is the ML metric of the HIHO MSDD.

Therefore, based on Equation 4.50, the detected symbol vector ŝ will be the vector that

satisfies

ŝML = arg max
s∈MNw

(p(Y|s)) (4.51)

= arg min
s∈MNw

(
Tr
{
YHΨ−1Y

})
(4.52)

= arg min
s∈MNw

(
Tr
{
YH diag(s) C−1 diag(s)H Y

})
(4.53)

= arg min
s∈MNw

P∑

p=1

(
sH · diag(yp) ·C−1 · diag(yp)

H · s
)

(4.54)

= arg min
s∈MNw

P∑

p=1

(
sH · diag(yp) · FH · F · diag(yp)

H · s
)
, (4.55)

where Equation 4.46 and Equation 4.44 were used and F is an upper-triangular matrix

obtained by the Cholesky factorization of C−1 and satisfies

C−1 = FH F. (4.56)
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By defining the upper-triangular matrix Up for p = 1, 2, . . . , P as

Up , F diag(yp)
H (4.57)

= F diag(yp)
∗ (4.58)

and substituting it in Equation 4.55 we obtain

ŝML = arg min
s∈MNw

P∑

p=1

(
sH ·UH

p ·Up · s
)

(4.59)

= arg min
s∈MNw

P∑

p=1

(
‖ Up · s ‖22

)
. (4.60)

The ML MSDD performs optimally by exhaustively searching the entire setMNw−1 for

the symbol vector s that satisfies Equation 4.60. Therefore, the Cost Function (CF) of the

HIHO MSDD is

fHIHOMSDD(s) =
P∑

p=1

(
‖ Up · s ‖22

)
. (4.61)

The MSDSD [166] is also based on the metric in Equation 4.60 and approaches the detection

of ŝ by disassembling Equation 4.60 into a symbol-by-symbol decision. The performance of

the MSDSD is near-optimal and its complexity is lower than that of the ML MSDD [21, 167].

4.4.2 Dürr-Høyer Algorithm-Based QMSDD

The DHA may be used for performing HIHO QMSDD. The DHA was detailed in Sec-

tion 2.4.3. The ML MSDD evaluates the CF in Equation 4.61 for every legitimate symbol

vector s inMNw with the first element of s being fixed to the reference symbol. Therefore,

the effective search space is MNw−1 and hence the complexity of the ML MSDD increases

exponentially with the size of the detection window 2 ≤ Nw ≤ Th, requiringMNw−1 CFEs.

The DHA QMSDD replaces the Uf in the Oracle circuit in Figure 2.12 with the CF of

the HIHO MSDD described in Equation 4.61. With the HIHO MSDD’s CF operating in

the Oracle, the DHA QMSDD succeeds in finding the specific symbol vector s that mini-

mizes the CF in Equation 4.61 at a complexity of O
(√

MNw−1
)

CFEs. Since no a priori

knowledge is provided about a specific value for the symbol vector s as in the coherent

MUD, where the MMSE detector could provide an initial estimate, the DHA QMSDD is

randomly initialized.

Let us proceed by comparing the DHA QMSDD to both the ML MSDD and to the

CDD in our DSS/SSCH SDMA-OFDM system characterized in Table 4.1 and Table 4.2.

The size of the detection window Nw is chosen to be Nw = 5 or Nw = 7, where Nw = 2

corresponds to an MSDD equivalent to the CDD. The symbol detected by the MSDDs at

the Nwth position of s is the reference symbol of the subsequent MSDD procedure.

Figure 4.7 depicts the BER performance of both the DHA QMSDD, as well as of
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Table 4.3: Computational complexity in terms of the number of CFEs / bit in Figure 4.7

Nw = 5 Nw = 7

ML MSDD 32 CFEs / bit 341.33 CFEs / bit

DHA MSDD 12.77 CFEs / bit 43.6 CFEs / bit

the ML MSDD and of the CDD in our system scenario. Additionally, we have included

the performance of the equivalent coherent system for reference, where the channel states

have been perfectly estimated at the BS. We may observe that the DHA QMSDD has an

equivalent performance to that of the ML MSDD, for both values of Nw. At the same

time, the computational complexity of the DHA QMSDD was only 55% and 12.77% of

the corresponding complexities of the ML MSDD for Nw = 5 and Nw = 7, respectively,

as presented in Table 4.3. Furthermore, the ML MSDD and the DHA QMSDD perform

better than the CDD by approximately 0.6 dB for Nw = 7. Naturally, the BER versus

Signal to Noise Ratio (SNR) improvement is achieved at an increased complexity, since

the complexity of the CDD is 2 CFEs / bit. The BER improvement between the scenario

where Nw = 7 was used and the one where Nw = 5 was selected is 0.2 dB. This is mainly

due to the fact that since we have Th = 13, there are two and three detection windows

when Nw = 7 and Nw = 5, respectively, resulting in a similar performance. The expected

3 dB difference between the coherent ML detection and the MSDDs is indeed present in

Figure 4.7 and it becomes higher upon increasing Eb/N0 due to the channel coding having

a more beneficial effect on coherent systems [21].
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Figure 4.7: BER performance of the DHA QMSDD, the ML MSDD and the CDD in the coded
example DSS/SSCH SDMA-OFDM system of Figure 4.2, using the parameters of
Table 4.1 and the EPA channel model of Table 4.2. The BER performance of the
coherent detection of the same example is also included for terms of comparison.
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4.4.3 Early-Stopping Aided Dürr-Høyer Algorithm-Based QMSDD

The ES-DHA was presented in Section 2.4.4. Based on the acquired statistics of the required

number of CFEs of off-line searches using the DHA, the ES-DHA may be able to reduce

the necessary complexity of the QMSDD. In more detail, when the randomly-initialised or

the deterministically-initialised DHA finds the symbol vector ŝML of Equation 4.60 after a

number of BBHT iterations, it does not realize this success until another BBHT iteration

yields a symbol vector s, which has a higher CF value than that of the already found ŝML.

By simulating a large number of DHA searches in an off-line fashion for the same search

space size as our system’s search space, we may gather statistics concerning the number

of CFEs that were required for the DHA to find the solution ŝML, rather than to realize

that the solution has already been found [2]. By carefully interpreting these statistics,

we are able to perform optimal MSDD at a reduced complexity, or allow a suboptimal

performance, if we operate under a strict complexity-budget in terms of the number of

CFEs.

For our scenario, the CDF curves of the number of CFEs performed both in the CD and

the QD, as well as the total number of CFEs carried out in both domains during the DHA

searches are plotted in Figure 4.8a for Nw = 7 and Eb/N0 = 13.5. Since the initial DHA

input is selected to be random, the value of the Eb/N0 does not affect the resultant PDF

and CDF curves [2]. We simulated the DHA in our system scenario for 12 ·106 independent

instances. Figure 4.8a shows that in 99% of the DHA instances, the search was completed

in fewer than 787 CFEs, or performing less than 787/4096 · 100% = 19.2% of the number

of CFEs required by the ML QMSDD. Similarly, 80% of the DHA searches were completed

after evaluating the CF of Equation 4.60 at most 605 times, which forms 14.8% of the

number of CFEs per multi-level MSDD symbol vector performed in the ML MSDDs. It

should be noted at this point that the statistics do not take into consideration the success

of the search, but only the complexity required for the search to be completed. However,

the DHA has a success probability of ∼100%, hence in most of the instances the search is

indeed successful. By exploiting the CDF curves of Figure 4.8 we may stop the DHA in

our scenario after 787 CFEs and expect a ∼99% success probability in our search for ŝML.

By observing Figure 4.8a we are also able to infer that the minimum number of total

CFEs required by the DHA to complete its actions is 313, which forms 7.6% of the CFEs

in the ML MSDD. This is the minimum number of CFEs that the DHA required out of

12 · 106 instances for realizing that it had already found ŝML and this corresponds to the

scenario, where the random initial DHA input was equal to ŝML and the minimum number

of CFEs both in the CD and the QD were performed. The probability of the random initial

DHA input to be equal to the optimal symbol index and at the same time the DHA to

require exactly 4.5
√
MNw−1 = 288 CFEs in the QD for finding it turned out to be equal

to 1.4 · 10−5 based on the CDF seen in Figure 4.8b. Furthermore, the minimum number of

CFEs performed in the CD was equal to 25 CFEs with a probability of occurrence equal

to 9 · 10−6 according to the CDF in Figure 4.8c. In total, the scenario associated with the

lowest complexity is the one, where the random initial DHA input is equal to the optimal

symbol index and the DHA performs 288 CFEs in the QD and 25 CFEs in the CD, resulting
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Figure 4.8: PDF and CDF curves of the DHA in the system scenario of Figure 4.2, described in
Table 4.1 and Table 4.2 after 12·106 number of independent DHA instances, before and
after subtracting the minimum total number of CFEs, equal to 314 CFEs, required
by the DHA to realize that the solution has already been found.

in a total of 313 CFEs. In our simulation instances this incident occurred with a probability

of 3 · 10−6.

These 313 CFEs did not impact the output, since the initial DHA input was already

equal to the desired output. Therefore, the ES-DHA QMSDD considers this amount of 313

CFEs as unnecessary complexity and always subtracts it from the affordable number of

CFEs of the DHA, without altering the success probability indicated by the CDF curves.

In other words, if we allow the DHA to run in our system scenario for 787 CFEs and for

787−313 = 474 CFEs, which form only 11.6% of the number of CFEs performed in the ML

MSDD, we should expect a ∼99% success probability in both scenarios. This non-intuitive

phenomenon may be logically interpreted as the difference between the number of CFEs

the DHA requires to find the solution and the number of CFEs the DHA requires to realize

that it has already found the solution. In the first case, the DHA will naturally terminate

its own operation 99% of the time while having found the solution. By contrast, in the

second case the DHA will naturally stop on its own 34.4% of the time but it will again

have found the solution 99% of the time, assuming a 100% success ratio. Figure 4.8a also

presents the CDF curve after 313 CFEs have been subtracted.

The BER performance of the ES-DHA QMSDD is illustrated in Figure 4.9, where it

is compared to the DHA QMSDD of Section 4.4.2 for various early stopping points based

on the gray CDF curve in Figure 4.8a and Nw = 7. According to Figure 4.9, the BER
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Figure 4.9: BER performance of the ES-DHA QMSDD for the 99%, 80% and 50% points of the
CDF curve in Figure 4.8, corresponding to a maximum of 474, 292 and 201 CFEs,
respectively, in the DSS/SSCH SDMA-OFDM system scenario of Figure 4.2, using
the parameters summarized in Table 4.1 for Nw = 7 in the EPA channel of Table 4.2.

Table 4.4: Computational complexity in terms of the number of CFEs / bit in Figure 4.9

MSDD / QMSDD Number of CFEs per bit

CDD 2

ML 341.33

DHA 43.6

ES-DHA CDF % CDF at Eb/N0 = 13.5 dB Number of CFEs per bit

99% 474 37.9

80% 292 24.33

50% 201 16.75

performance of the ES-DHA QMSDD when the 474 CFEs corresponding to the 99% point

of the CDF are chosen as the maximum affordable number of CFEs is equivalent to that of

the DHA QMSDD and the ML MSDD. The computational complexity of the ES-DHA-99%

QMSDD is equal to 37.9 CFEs per bit, compared to the complexity of the DHA QMSDD,

which requires 43.6 CFEs per bit, according to Table 4.4. Moreover, when the 80% point

of the CDF is selected, the ES-DHA QMSDD’s performance is equivalent to that of the

CDD until the Eb/N0 = 9 dB point, after which it becomes worse. It seems that in this

system scenario, the CDD finds the optimal solution more often than 80% of the time.

This might have been expected, since the power gain of the MSDD when compared to the

CDD is only 0.5 dB. Similarly, the performance of the ES-DHA QMSDD when the 50%

point of the CDF in Figure 4.8 is chosen is worse than that of the CDD by 2− 3 dB. The

reason for this is that the 201 CFEs in the ES-DHA QMSDD, which correspond to the
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50% CDF point, are insufficient for achieving an acceptable performance. Furthermore,

the fact that the ES-DHA is randomly-initialized contributes to the fact of experiencing a

worse performance than the CDD, when the number of maximum affordable CFEs is not

sufficiently high. We will propose a method for circumventing this problem in Section 4.6.

4.5 Soft-Input Soft-Output Multiple-Symbol Differential De-

tectors

When channel coding is used, the decoding procedure yields improved estimates of the

source’s bits, especially, when the inputs of the decoder are soft estimates of the encoded

bits. Therefore, the MSDDs should provide the decoder these soft estimates by generating

extrinsic bit-based or symbol-based LLRs. Moreover, the BER performance of the system is

further improved, if information is allowed to be transferred from the decoder to the MSDD,

resulting in iterations between the MSDD and the decoder. In this case, the MSDD should

be capable of accepting soft inputs in terms of the a priori LLRs of the encoded bits. The

a priori LLRs provided by the decoder affect the calculation of the extrinsic LLR.

4.5.1 Maximum A Posteriori Probability MSDD

Based on Equation 4.39, Equation 4.55 and Equation 4.60, the a posteriori LLR of the tth

symbol’s mth bit, with t ∈ {2, 3, . . . , Nw} and m ∈ {1, 2, . . . , log2(M)}, at the output of

the MAP MSDD is [21]

LMSDD,apo

(
b
(m)
t

)
= ln

P
(
b
(m)
t = 0 | Y

)

P
(
b
(m)
t = 1 | Y

) (4.62)

= ln
p
(
Y | b(m)

t = 0
)
· P
(
b
(m)
t = 0

)
/P (Y)

p
(
Y | b(m)

t = 1
)
· P
(
b
(m)
t = 1

)
/P (Y)

(4.63)

= ln

∑
x∈χ(t,m,0)

p(Y | x) · P (x)

∑
x∈χ(t,m,1)

p(Y | x) · P (x)
(4.64)

= ln

∑
x∈χ(t,m,0)

exp
(
−Tr

{
YHΨ−1Y

})
· P (x)/ (det {πΨ})P

∑
x∈χ(t,m,1)

exp
(
−Tr

{
YHΨ−1Y

})
· P (x)/ (det {πΨ})P

(4.65)

= ln

∑
x∈χ(t,m,0)

exp
(
−Tr

{
YHΨ−1Y

}
+ ln (P (x))

)

∑
x∈χ(t,m,1)

exp
(
−Tr

{
YHΨ−1Y

}
+ ln (P (x))

) (4.66)
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= ln

∑
x∈χ(t,m,0)

exp

(
−

P∑
p=1

(
‖ Up · s ‖22

)
+ ln (P (x))

)

∑
x∈χ(t,m,1)

exp

(
−

P∑
p=1

(
‖ Up · s ‖22

)
+ ln (P (x))

) , (4.67)

where χ(n,m, v) =
{
MNw | b(m)

t = v
}

is the set that includes the specific multi-level sym-

bols of MNw of which the (n · log2(M) + m)th bit is equal to v. Furthermore, assuming

that the bits of a symbol are independent, the symbol-based a priori LLR P (x) is equal to

P (x) = P
(
b
(1)
2

)
· · ·P

(
b
(log2(M))
2

)
· P
(
b
(1)
3

)
· · ·P

(
b
(log2(M))
Nw

)
(4.68)

The extrinsic LLR of the tth symbol’s mth bit is calculated by removing the contribution

of the bit-based a priori LLR that corresponds to b
(m)
t , as in

LMSDD,ex

(
b
(m)
t

)
= LMSDD,apo

(
b
(m)
t

)
− ln



P
(
b
(m)
t = 0

)

P
(
b
(m)
t = 1

)


 . (4.69)

The MAP MSDD calculates every additive term in both the numerator and denominator of

Equation 4.66 that takes part in the computation of the extrinsic LLR [21]. The CF in the

SISO MSDD is similar to that of the HIHO MSDD and it is extracted from Equation 4.66

as in

fSISOMSDD(x) = −Tr
{
YHΨ−1Y

}
+ ln (P (x)) (4.70)

Therefore, when an M -ary modulation scheme is employed and the detection window of

the MSDD has a size of Nw symbols, the complexity of the MAP MSDD is equal to

CMAP =
MNw−1

(Nw − 1) log2(M)
, (4.71)

where (Nw−1) was used instead of Nw, since the reference symbol is known at the receiver.

During the first MSDD-DEC iteration, where all the multi-level symbols have equal a

priori probability, the two multi-level symbols x that minimize the CF in Equation 4.66 in

the numerator and the denominator, respectively, of Equation 4.66 are the two multi-level

symbols with the highest impact in the calculation of that bit’s LLR. The MSDSD makes

a careful selection of the legitimate x and creates a subset both for the numerator and

for the denominator of Equation 4.66, which are used for the computation of the extrinsic

LLRs. After the extrinsic LLRs of the MSDD are fed to the decoder, the updated decoder’s

extrinsic LLRs at its output return to the MSDD as the new a priori LLRs.
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4.5.2 Dürr-Høyer Algorithm-based QMSDD with Maximum Approxi-

mation

As in the MAP MSDD analysis, let us focus our discussions on the calculation of the tth

differentially encoded symbol’s mth bit. The methodology of the DHA-based detector re-

lying on the MAximum Approximation (DHA-MAA) is described in detail in Section 3.5.1.

In this section we will apply the DHA-MAA algorithm for performing HISO QMSDD.

The DHA-MAA QMSDD calculates the bit-based or symbol-based LLRs by using only a

reduced subset of the legitimate multi-level MSDD symbol vectors in the MAP MSDD.

The DHA-MAA QMSDD invokes the DHA for finding the symbol vector x̂min that

satisfies

x̂min = arg max
x∈MNw−1

{
exp

(
−Tr

{
YHΨ−1Y

}
+ ln (P (x))

)}
(4.72)

= arg min
x∈MNw−1





P∑

p=1

(
‖ Up · s ‖22

)
− ln (P (x))



 , (4.73)

= arg min
x∈MNw−1

{
fSISO−DHAMSDD (x)

}
(4.74)

where the connection between s and x is stated in Equation 4.1 and its CF is given by:

fSISO−DHAMSDD (x) =

P∑

p=1

(
‖ Up · s ‖22

)
− ln (P (x)) . (4.75)

The DHA will search through the entire legitimate search space MNw−1, where the first

symbol in the MSDD symbol vector x is fixed to its known value, since it corresponds

to the reference symbol. During the search for x̂, the DHA evaluates the CF value of

Equation 4.75 for many other multi-level symbols, which may be stored and exploited for

the calculation of the LLRs. More precisely, once the search is completed, the best symbol

found for the numerator and the best symbol found for the denominator of each bit’s LLR

are used for its calculation. Let us redefine a number of sets for assisting us in the analysis

of the DHA-MAA QMSDD. The set X includes the unique symbols that were evaluated

during the DHA search. From that set X , we may then create two sets for each bit, based

on the bit’s specific value. For example, X t,m,v is that particular set, which contains all

the symbols in X , where the value of the tth transmitted symbol’s mth bit is equal to v.

By using the decimal representation x for indexing the corresponding symbol vector x as

in Section 2.4, we have

x ∈ X t,m,v ⇔ x ∈ X ∧ x ∈ χ(t,m, v). (4.76)

In other words, X t,m,v includes all the unique symbols that the DHA search encountered,

which have the (t · log2M +m)th bit of their binary representation equal to v. Hence, the
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LLR calculated by the DHA-MAA is equal to

LDHA−MAA,apo

(
b
(m)
t

)
= ln

max
(

exp
(
−fSISO−DHAMSDD (x)

)
| x ∈ X t,m,0

)

max
(

exp
(
−fSISO−DHAMSDD (x)

)
| x ∈ X t,m,1

) . (4.77)

According to Equation 4.77, the globally optimal symbol x̂ that is found during the

DHA search, will be used for the calculation of every bit’s LLR, either in its numerator

or in its denominator, since there is no symbol with a higher exp
(
−fSISO−DHAMSDD (x)

)
value

than x̂min. Hence, the signs of the LLRs calculated by the DHA-MAA QMSDD always

match the signs of the LLRs calculated by the MAP MSDD. The difference between the

two MSDDs’ LLRs is in the magnitude of the LLRs, with the DHA-MAA QMSDD tending

to output LLRs having a higher confidence than they actually have [3]. This occurs due

to the fact that the optimal multi-level symbol of a set is used for the calculation of either

the numerator or the denominator, while in some cases a sub-optimal symbol is used for

the calculation of the denominator or the numerator, respectively.

In the case when a set X t,m,v is empty for a specific {t,m, v} set, the DHA is called

again to search for the specific multi-level symbol x̂t,m,vmin ∈ χ(t,m, v) that minimizes the CF

in Equation 4.73 [3]. By employing another DHA search, we can ensure that the optimal

symbol of that set is found with ∼100% probability and considering that the globally

optimal symbol was found during the initial DHA search, the value of the (t · log2M+m)th

bit’s LLR calculated by the DHA-MAA QMSDD will be close to that of the MAP MSDD.

However, the additional complexity imposed by the extra DHA search is added to the total

complexity of the DHA-MAA QMSDD. For this reason, we have proposed in [3] a solution

that we termed as the Neighbour Exploitation (NE) technique.

Briefly, according to the NE technique, if the set X t,m,v is empty after the initial DHA

search, then the neighbour of the globally optimal symbol x̂ that was found at the (t ·
log2M + m)th position becomes the sole member of X t,m,v. More specifically, if the set

X t,m,v is empty, then the set X t,m,v⊕1 includes x̂. At the price of an additional CFE,

we may use the globally optimal symbol x̂ and the corresponding neighbour of x̂ for the

calculation of the tth symbol’s mth bit’s LLR.

As stated in Section 3.5.1, the minimum complexity per bit quantified in terms of the

number of CFEs of the DHA-MAA QMSDD then becomes

Cmin
DHA−MAA =

4.5
√
M (Nw−1) + LCD,min

DHA

(Nw − 1) · log2M
, (4.78)

where LCD,min
DHA is the minimum possible number of CFEs performed in the classical domain

during the initial DHA search, which is described in Equation 2.50. By contrast, the

minimum number of CFEs of the DHA-MAA-NE QMSDD is equal to [3]

Cmin
DHA−MAA−NE =

4.5
√
M (Nw−1) + LCD,min

DHA

(Nw − 1) · log2M
+ 1, (4.79)
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Figure 4.10: BER performance of the DHA-MAA QMSDDs and the MAP MSDD in the
DSS/SSCH SDMA-OFDM system scenario of Figure 4.2, using the parameters sum-
marized in Table 4.1 for Nw = 7 in the EPA channel of Table 4.2.

which is only a single CFE higher than the minimum complexity of the DHA-MAA QMSDD

in Equation 4.78 due to the requirements of the NE technique.

In Figure 4.10 we compare the BER performances of the MAP MSDD and the DHA-

MAA QMSDD both with and without the NE technique, when used in the DSS/SSCH

SDMA-OFDM system scenario of Figure 4.2 relying on the parameters of Table 4.1 in-

volving J = 3 iterations between the MSDD and the channel decoder. We may observe

that there is an 1 dB loss between the MAP MSDD and the DHA-MAA QMSDD with 1

MSDD-DEC iteration. Additionally, the DHA-MAA-NE QMSDD offers a slightly better

BER performance, when compared to that of the DHA-MAA QMSDD. When the number

of iterations between the MSDDs and the decoders is increased, the performance of the

MAP MSDD is improved, but those of the DHA-MAA QMSDD and the DHA-MAA-NE

QMSDD essentially remain the same, hence resulting in a power loss of approximately 2 dB

for the latter pair after J = 3 MSDD-DEC iterations between the MAP MSDD and the

DHA-MAA QMSDDs.

The computational complexities of the MSDDs quantified in terms of the number of

CFEs per bit are summarized in Table 4.5, where again the CF is given in Equation 4.75. We

make the conclusive assumption that all the CF values obtained by the MAP MSDD during

the first MSDD-DEC iteration are stored and reused during any subsequent iterations,

which reduces the complexity. Therefore, the complexity of the MAP MSDD is assumed to

be independent of the number of MSDD-DEC iterations, when quantified in terms of the

number of CFEs. On the other hand, we assume that the DHA-MAA QMSDD is performed

during every MSDD-DEC iteration. In this way, the comparison of the complexities of the

classical and quantum MSDDs has the smallest difference possible and corresponds to the
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Table 4.5: Complexity in terms of the number of CFEs / bit in Figure 4.10

MSDD / QMSDD

Eb/N0 = 10.5 dB

Number of MSDD-DEC iterations

1 2 3

MAP 341.33 341.33 341.33

DHA-MAA 43.70 44.13 44.57

DHA-MAA-NE 44.62 45.95 46.26

MSDD / QMSDD

Eb/N0 = 5 dB

Number of MSDD-DEC iterations

1 2 3

MAP 341.33 341.33 341.33

DHA-MAA 43.70 88.53 128.05

DHA-MAA-NE 44.62 88.34 130.73

worst-case-scenario for the QMSDDs.

According to Table 4.5, the complexities of the DHA-MAA and DHA-MAA QMSDDs

are lower than that of the MAP MSDD. When operating at Eb/N0 = 10.5 dB the complexity

of the QMSDDs does not increase dramatically with the number of MSDD-DEC iterations,

because most of the time the entire frame was correctly decoded during the first iteration.

Therefore, the small number of additional CFEs, which may be as low as a single CFE

per bit, when J = 2 MSDD-DEC iterations are performed, provides a modest gain of 0.25

dB as observed in Figure 4.10, when we compare the QMSDDs using J = 1 MSDD-DEC

iteration and that using J = 2 MSDD-DEC iterations. Similarly, when J = 3 iterations are

allowed between the MSDDs and the channel decoders, the complexities of the QMSDDs

are only slightly increased at Eb/N0 = 10.5 dB. However, the BER performance remains

essentially the same as in the case, where J = 2 MSDD-DEC iterations were performed.

When we have Eb/N0 = 5 dB, the complexities of the DHA-MAA QMSDDs combined

with multiple MSDD-DEC iterations may be deemed to be the corresponding multiples of

the complexities required for a single MSDD-DEC iteration. For example, in the case of

the DHA-MAA-NE QMSDD, 44.62 CFEs are required for a single MSDD-DEC iteration,

while almost three times more are necessitated for the scenario where J = 3 MSDD-DEC

iterations are performed. Observe in Figure 4.10 this increased complexity fails to achieve

any substantial BER performance improvement for the system. The reason for the increase

in complexity is that none of the frames are correctly decoded during any of the previous

iterations.

Therefore, based on Figure 4.10, despite increasing the receiver-complexity by allowing

iterations between the MSDD and the channel decoder, the performance of the DHA-MAA

QMSDDs is not improved. In the context of the DHA-MAA QMSDD, the MSDD-DEC

iterations translate into updated values of the a priori symbol-based probabilities P (x)

in Equation 4.66 and Equation 4.73. By calculating the LLR as in Equation 4.77, the



4.5.2. DHA-MAA QMSDD 216

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

I M
S
D
D
,e
/I

D
E
C
,a
→

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

IMSDD,a/IDEC,e →

Outer curve, TC, R = 1/2, 3 registers, 8 Trellis states, 4 inner iterations
Inner curve, MAP MSDD at Eb/N0 = 4 dB
Inner curve, DHA-MAA QMSDD at Eb/N0 = 4 dB
Inner curve, DHA-MAA-NE QMSDD at Eb/N0 = 4 dB
Mean Mututal Information, 400 frames, 24 576 bits per frame
Mean + Standard Deviation Mutual Information
Mean - Standard Deviation Mutual Information

Figure 4.11: EXIT chart of the DHA-MAA QMSDDs in the DSS/SSCH SDMA-OFDM system
scenario of Figure 4.2, using the parameters summarized in Table 4.1 with Nw = 7
in the EPA channel of Table 4.2. The inner and outer average EXIT curves of the
mutual information are presented, along with the EXIT inner curves that take into
consideration the standard deviation.

DHA-MAA QMSDD essentially ignores other symbols, although they would be expected to

improve the resultant LLR value. Moreover, since the DHA-MAA QMSDD does not always

use the optimal symbols for the calculation of both the numerator and the denominator

of each bit’s LLR, the excessive value of the resultant LLRs, which actually represent an

undue confidence, have a negative effect on the channel decoder by misinforming it. This is

verified by observing the EXIT chart of our system scenario in Figure 4.11, where the inner

decoder’s curves corresponding to the MSDDs and the outer decoder’s curve corresponding

to the Turbo Convolutional Codes (TCC) employed are depicted. All the EXIT curves in

this treatise have been generated by using the histogram-based method [21], which provides

more accurate predictions of the soft-information PDFs than the Gaussian approximation.

The EXIT inner curves of our system are sensitive to the specific snapshot that they are

calculated for, since we have a multi-carrier system with subcarrier hopping and a user

may experience deep fading during one transmitted frame and a flat channel during the

subsequent frame. The presented EXIT curves correspond to the mutual information of

all the users combined. For this reason, we have also provided two additional EXIT inner

curves for each MSDD, where the standard deviation of the acquired data of the mutual

information at the output of the MSDDs is taken into account and the gap of approximately

0.1 at IMSDD,e = 0 verifies the time-related sensitivity of our system.
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a bit equal to 0.

According to Figure 4.11, the DHA-MAA and DHA-MAA-NE QMSDDs initially output

a lower MI than the MAP MSDD, but upon iterating they eventually become higher than

that of the MAP MSDD, yielding a higher MI at their output. This fact does not represent

the reality, yet, it was expected. The DHA-MAA and DHA-MAA-NE QMSDD always gen-

erate extrinsic LLRs, which have the same polarity as the ones the MAP MSDD generates.

Due to the fact that the two QMSDDs generate their LLRs according to Equation 4.77 and

that most of the times they do not use the optimal symbols for both the numerator and

the denominator, we expect to obtain LLR values having the correct polarity, but higher

values than they should truly have. Therefore, their inner decoder EXIT curves erroneously

represent the belief that the QMSDDs surpass the performance of the MAP MSDD. All

the EXIT curves seen in Figure 4.11 have been generated using Gaussian-distributed LLRs

as their inputs. In practice, this is used because the outputs of the MSDDs and the chan-

nel decoders obey the Gaussian distribution, provided that their input is also Gaussianly

distributed. Since the initial input of the MSDD is the Gaussian distribution with zero

mean and zero standard deviation, that corresponds to the IMSDD,a = 0 point. Hence, the

generation of EXIT curves using input LLRs with Gaussian distribution is accurate. The

QMSDDs employed also approximate the Gaussian distribution, but their confidence is

higher than that of the MAP MSDD, as it may be observed in Figure 4.12. More precisely,

for IMSDD,a = 0.5 and for Gaussian distributed LLRs at the input of the MSDDs, the prob-

ability of obtaining an LLR with an absolute value equal to or higher than |LMSDD,e| ≥ 20

is 56.1% for the DHA-MAA QMSDD, 42.7% for the DHA-MAA-NE QMSDD and only
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Figure 4.13: LLR values obtained by the MSDDs with respect to the expected LLR values based
on the histograms in Figure 4.12 in the DSS/SSCH SDMA-OFDM system of Fig-
ure 4.2, using the parameters of Table 4.1 with Nw = 7 in the EPA channel of
Table 4.2. The consistency condition for iterative detection for a particular MSDD
is satisfied if its corresponding curve is close to the main diagonal line. The frame
length of each user is equal to 24 576 bits.

7.8% for the MAP MSDD, indicating an inflated confidence of the DHA-MAA QMSDDs’

outputs.

Figure 4.13 plots Equation 3.125 when the PDF of the MAP MSDD’s, of the DHA-

MAA QMSDD’s and of the DHA-MAA-NE QMSDD’s LLR values presented in Figure 4.12

are substituted into the right-hand term of Equation 3.125. The MAP MSDD satisfies

the consistency condition, since its curve follows the main diagonal of Figure 4.13. This

was expected, since the MAP MSDD does not use any approximations for computing the

extrinsic LLRs and the only reason that its corresponding curve in Figure 4.13 does not

exactly follow the diagonal curve is the finite length of the frame, which is equal to 24 576

bits for each user. On the other hand, the DHA-MAA QMSDD and the DHA-MAA-

NE QMSDD do not satisfy the consistency condition, since the log-likelihood ratios of the

probabilities of the bit-based LLRs L(Lm,e(b)) are not equal to those specific bit-based LLR

values Lm,e(b). The DHA-MAA-NE QMSDD’s curve is closer to the diagonal, verifying its

slightly better performance than that of the DHA-MAA QMSDD. Based on Figure 4.13

the DHA-MAA and the DHA-MAA-NE QMSDDs are not suitable for iterative decoding,

which explains their slightly improved BER curves over multiple MSDD-DEC iterations.

The unsuitability of the DHA-MAA QMSDD and of the DHA-MAA-NE QMSDD for
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MSDD in the DSS/SSCH SDMA-OFDM system scenario of Figure 4.2, using the
parameters of Table 4.1 with Nw = 7 in the EPA channel of Table 4.2, using a single
snapshot for the inner EXIT curve which corresponds to the MSDDs.

iterative differential detection may be observed in Figure 4.14, where a single snapshot of

their inner decoder EXIT curves and their corresponding trajectories are plotted for a single

transmitted frame of 24 576 bits for each user. As a result of this Gaussian approximation,

the decoding trajectories of the QMSDDs reach their respective inner decoder curve at

IMSDD,a = 0, but beyond this point they do not match with their respective EXIT curves.

More specifically, the decoding trajectory of the DHA-MAA QMSDD fails to reach the

IDEC,e = 1 line of perfect convergence to a vanishingly low BER, when the inner and

outer decoders are serially connected as in our scenario. The reasons for the behaviour

of this trajectory is that the DHA-MAA and DHA-MAA-NE QMSDDs do not satisfy the

consistency condition [147], which implies that they provide excessive, overconfident LLR

values, which is partly attributable to the fact that their interleaver length is limited to

24 576 bits for each user. Again, the inner and outer decoder EXIT curves have been

simulated assuming LLR inputs following the normal distribution. However, in reality the

extrinsic LLRs at the outputs of the DHA-MAA and DHA-MAA-NE QMSDDs obey the

distributions presented in Figure 4.12.
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Figure 4.15: EXIT chart of the DHA-MAA QMSDD in the DSS/SSCH SDMA-OFDM system
scenario of Figure 4.2, using the parameters of Table 4.1 with Nw = 7 in the EPA
channel of Table 4.2 using 0, 1 and 2 auxiliary QMSDD-DEC iterations for the
generation of the inner and outer EXIT curves for Eb/N0 = 4 dB and (Eb/N0)∗ =
0, 1, . . . , 10 dB. Top left: Inner EXIT curves. Top right: Outer EXIT curves Bottom:
EXIT chart with inner and outer EXIT curves and the decoding trajectory.

4.5.2.1 EXIT Charts of the DHA-MAA QMSDDs without Gaussian Assump-

tions

For clarifying the behaviour of the DHA-MAA and DHA-MAA-NE QMSDDs, we generated

the inner and outer decoder EXIT curves of our system with the input LLRs following their

non-Gaussian distributions, as inspired by [144].

The inner and outer decoder EXIT curves of the DHA-MAA QMSDD with none, a sin-

gle and two auxiliary MSDD-DEC iterations are plotted for Eb/N0 = 4 dB in Figure 4.15,

while those of the DHA-MAA-NE QMSDD are presented in Figure 4.16. The non-Gaussian

inner and outer decoder EXIT curves were generated for (Eb/N0)∗ = 0, 1, . . . , 10 dB. By

observing the inner decoder EXIT curve in the top left EXIT chart of both Figure 4.15

and Figure 4.16, we may conclude that for a fixed value for IMSDD,a, the output mutual

information of the DHA-MAA and DHA-MAA-NE QMSDDs becomes lower upon increas-
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Figure 4.16: EXIT chart of the DHA-MAA-NE QMSDD in the DSS/SSCH SDMA-OFDM system
scenario of Figure 4.2, using the parameters of Table 4.1 with Nw = 7 in the EPA
channel of Table 4.2 using 0, 1 and 2 auxiliary QMSDD-DEC iterations for the
generation of the inner and outer EXIT curves for Eb/N0 = 4 dB and (Eb/N0)∗ =
0, 1, . . . , 10 dB. Top left: Inner EXIT curves. Top right: Outer EXIT curves Bottom:
EXIT chart with inner and outer EXIT curves and the decoding trajectory.

ing the number of MSDD / DEC iterations due to the output/input LLRs, which do not

follow the Gaussian distribution. Similarly, the top right EXIT chart of the same figures

verifies that the channel decoder is also affected by the non-Gaussian LLR inputs. More

specifically, the channel decoder “loses” its turbo effect and provides lower IDEC,e for the

same IDEC,a upon increasing the number of MSDD-DEC iterations, when the DHA-MAA

and the DHA-MAA-NE QMSDDs are used. Finally, the bottom EXIT charts of Figure 4.15

and Figure 4.16 combine the two EXIT charts of their respective top row and present the

decoding trajectories for the DHA-MAA QMSDD and the DHA-MAA-NE QMSDD, re-

spectively. As expected for the DHA-MAA QMSDD, the outer decoder EXIT curve after

two MSDD-DEC iterations at IDEC,a = 0.857 has a higher output value for the mutual

information IDEC,e = 0.862, than the output of the MSDD after two auxiliary MSDD-DEC

iterations at IMSDD,a = IDEC,e = 0.862 which has a value of IMSDD,e = 0.853. In other

words, at IMSDD,a = IDEC,e = 0.862, the outer decoder EXIT curve is higher than the
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inner decoder EXIT curve, essentially closing the trajectory’s tunnel. On the other hand,

the specific trajectory of the DHA-MAA-NE shown in Figure 4.16 still experiences an open

tunnel after two iterations and reaches the IDEC,e = 1 line.

The employment of non-Gaussian EXIT charts helps in explaining the exact behaviour

of practical receivers, where approximations have been applied at the multi-level symbol

detectors or the decoders. EXIT curves with even more auxiliary iterations may also

be generated, but since the aim of the design of an EXIT chart is to simplify that of

a receiver, we chose to use the non-Gaussian EXIT charts only for explaining the non-

intuitive behaviour of our QMSDDs, where the inner EXIT curve was higher than that of

the optimal MAP MSDD.

4.5.3 Dürr-Høyer Algorithm-based QMSDD with Multi-Input Approxi-

mation

The Dürr-Høyer algorithm-based MUD with MUA was analysed in Section 3.5.2. The

same principles are followed here for the creation of the DHA-MUA QMSDD. The DHA-

MUA QMSDD starts by performing a single DHA search for finding the optimal multi-level

MSDD symbol vector that belongs to the numerator of the first bit’s LLR and another single

DHA search for finding the optimal multi-level symbol that belongs to the denominator

of the first bit’s LLR. Therefore, the search space of each of the first two DHA searches

has MNw−2 entries. The CF used for determining the optimality of the symbols is the one

formulated in Equation 4.75.

When we randomly initialize the DHA-MUA QMSDD, if the randomly selected initial

symbol belongs to the numerator of the first bit’s LLR, we firstly perform the DHA search

for that numerator. Similarly, we commence with the denominator of the first bit’s LLR,

provided that the random initial symbol belongs to it. Let us assume that we start by

performing the DHA for the numerator. After we find the optimal symbol x̂1,1,0
min in the

X 1,1,0 set, we initialize the DHA search for the denominator using the neighbour of x̂t,m,0min

in the first bit position. Once both searches have been completed, we compare the two

optimal symbols x̂1,1,0
min and x̂1,1,1

min for determining the globally optimal symbol x̂min with

the aid of:

x̂min =





x̂1,1,0
min if fDHA

(
x̂1,1,0

min

)
< fDHA

(
x̂1,1,1

min

)

x̂1,1,1
min if fDHA

(
x̂1,1,0

min

)
> fDHA

(
x̂1,1,1

min

) . (4.80)

For the calculation of the LLRs of the subsequent bits, we only perform a single DHA

search per bit. More specifically, if the globally optimal symbol x̂min belongs to the nu-

merator of a bit’s LLR, then we perform a DHA search for the specific search space that

corresponds to the denominator of that bit’s LLR, and vice versa. At the end, every set

X t,m,v for t ∈ {1, 2, . . . , Nw − 1}, m ∈ {1, 2, . . . , log2M} and v ∈ {0, 1} will contain at

least one symbol. Let us assume without loss of generality that the symbols both in X t,m,0
and X t,m,1 are stored in a descending order based on their CF values. The pair of knowl-

edge transfer techniques that were investigated in [3] in the context of MUDs, namely the
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Figure 4.17: BER performance of the family of DHA-MUA QMSDDs and the MAP MSDD in
the DSS/SSCH SDMA-OFDM system scenario of Figure 4.2, using the parameters
of Table 4.1 with Nw = 7 in the EPA channel of Table 4.2.

Forward Knowledge Transfer (FKT)1 of Section 3.5.2.2 and the Forward and Backward

Knowledge Transfer (FBKT)2 of Section 3.5.2.3, may be readily applied in the context of

the QMSDD for the creation of the sets X t,m,v. The NE technique is also applicable in the

DHA-MUA QMSDD.

Moreover, let us assume that X t,m,1 contains more symbols than X t,m,0, i.e. we have

that
∣∣X t,m,1

∣∣ >
∣∣X t,m,0

∣∣ . Then, the sets X̄ t,m,0 and X̄ t,m,1 are created by trimming the

last symbols in X t,m,1 with the lowest CF values, so that the resultant set X̄ t,m,1 has the

same size as X̄ t,m,0 = X t,m,0. Let us also define the sign variable ςt,m, which is equal to +1

if the globally optimal symbol x̂min belongs to X̄ t,m,0, otherwise it is −1.

Afterwards, we calculate the difference between the CF values of the respective last

symbols in the sorted X̄ t,m,0 and X̄ t,m,1 sets. If the sign of the result does not match

the value of ςt,m, both symbols are deleted from their respective sets and we continue this

process with the rest of the symbol pairs until we reach the first elements of each set. If

the sign of the difference matches the value of ςt,m, no action is taken and we proceed with

1In the DHA-MUA QMSDD, the search results obtained for the [(u − 1) · log2(M) + m]th bit of
a multi-level QMSDD symbol vector on the qth subcarrier are stored in Xu,m,0q and Xu,m,1q . These
search results are used only for calculating the LLR of the [(u − 1) · log2(M) + m]th bit. When the
Forward Knowledge Transfer modification is employed, the search results of the DHA related to the
[(u − 1) · log2(M) + m]th bit are also used for the calculation of the LLRs of the subsequent bits
b[(u−1)·log2(M)+m+1], b[(u−1)·log2(M)+m+2], . . . , b[U·log2(M)] of the multi-level symbol, by being stored in their

corresponding sets Xu,m+1,0
q ,Xu,m+1,1

q , . . . ,XU,log2(M),0
q ,XU,log2(M),1

q .
2Similarly to the Forward Knowledge Transfer modification, when the Forward & Backward Knowl-

edge Transfer modification is employed, the search results of the DHA related to the [(u − 1) · log2(M) +
m]th bit of a multi-level QMSDD symbol vector are also used for the calculation of the LLRs of all
the bits b1, b2, . . . , b[U·log2(M)] of the multi-level symbol, by being stored in their corresponding sets

X 1,1,0
q ,X 1,1,1

q , . . . ,XU,log2(M),0
q ,XU,log2(M),1

q .
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Table 4.6: Complexity in terms of the number of CFEs / bit in Figure 4.17

MSDD / QMSDD

Eb/N0 = 8 dB

Number of MSDD-DEC iterations

1 2 3

MAP 341.33 341.33 341.33

DHA-MUA 392.17 466.73 501.15

DHA-MUA-FKT 316.72 374.51 401.11

DHA-MUA-FBKT 316.72 374.51 401.11

MSDD / QMSDD

Eb/N0 = 4 dB

Number of MSDD-DEC iterations

1 2 3

MAP 341.33 341.33 341.33

DHA-MUA 394.06 689.93 962.78

DHA-MUA-FKT 317.87 585.44 820.46

DHA-MUA-FBKT 317.87 585.44 820.46

the next symbol pairs. The newly formed sets are described by X̂ t,m,0 and X̂ t,m,1. By

performing this procedure, we ensure that the resultant LLR’s polarity is the same as in

the MAP MSDD.

The LLR of the tth symbol’s mth bit is calculated as in

LDHA−MUA,apo

(
b
(m)
t

)
= ln

∑
x∈X̂ t,m,0

exp
(
−fSISO−DHAMSDD (x)

)

∑
x∈X̂ t,m,1

exp
(
−fSISO−DHAMSDD (x)

) . (4.81)

In this treatise we will only consider the scenario, where the DHA-MUA QMSDDs adopt

the NE technique having a total minimum complexity of

Cmin
DHA−MUA−NE =

(
4.5
√
MNw−1/2 + LCD,min

DHA

)(
1 +

1

(Nw − 1) · log2M

)
+ 1 (4.82)

The BER performances of the DHA-MUA QMSDD are illustrated in Figure 4.17 for

our system scenario associated with Nw = 7, where they are compared to the DHA-MAA

QMSDD, DHA-MAA-NE QMSDD and the MAP MSDD. In the same figure we have also

plotted the BER curves, when different knowledge transfer techniques are exploited. If we

allow a single iteration between the MSDDs and the channel decoders, the performance of

the DHA-MUA, DHA-MUA-FKT and DHA-MUA-FBKT QMSDDs is near optimal, with

those of the DHA-MUA-FBKT and DHA-MUA-FKT QMSDDs being slightly better than

that of the DHA-MUA QMSDD and only 0.12 dB away from that of the optimal MAP

MSDD, due to their more intelligent knowledge transfer technique. When we calculate the

BER at the output of the decoders after two MSDD-DEC iterations, there is a 0.35 dB
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Figure 4.18: EXIT chart of the family of DHA-MUA QMSDDs in the DSS/SSCH SDMA-OFDM
system scenario of Figure 4.2, using the parameters of Table 4.1 for Nw = 7 in
the EPA channel of Table 4.2. The inner and outer average EXIT curves of the
mutual information are presented, along with the EXIT inner curves that take into
consideration the standard deviation.

loss between the DHA-MUA-FBKT QMSDD and the MAP MSDD. The reason for this

increased loss when multiple iterations are performed is the specific nature of the approx-

imations that have been adopted for the QMSDDs, when considering the calculation of

the LLRs. During the first MSDD-DEC iteration, the a priori LLRs are all-zero, hence

they are the same for the MAP MSDD and the QMSDDs. During the second iteration,

the a priori LLRs of the QMSDDs become different from those of the MAP MSDD, hence

eroding the performance. Nonetheless, only 0.1 dB extra transmission power is required for

the DHA-MUA-FBKT QMSDD to achieve the same performance as the MAP MSDD. Fi-

nally, when J = 3 MSDD-DEC iterations are performed, the performance of the QMSDDs

becomes similar to their respective performance, when assuming that J = 2 MSDD-DEC

iterations were allowed, provided that we have Eb/N0 < 8 dB. The gain of allowing a third

MSDD-DEC iteration appears so late due to the finite frame length of 24 576 bits per user

and owing to the simplifications applied by the QMSDDs. The power loss between the

DHA-MUA-FBKT QMSDD and the MAP MSDD is 0.45 dB at BER = 10−5.

The complexities of the QMSDDs are summarized in Table 4.6 and, once again, the

complexities of the QMSDDs at multiple MSDD-DEC iterations rely on the Eb/N0 value.

In our scenario we may see that the complexities of the DHA-MUA QMSDDs approach

that of the MAP MSDD. Therefore, the family of DHA-MUA QMSDDs is more suitable
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for non-coherent receivers, where Nw and M are high, for the sake of achieving a higher

complexity gain compared to the MAP MSDD, as we will see in Section 4.8. Since the

complexity of the DHA-MUA QMSDD decreases upon increasing the SNR and a typical

system is desired to operate around BER = 10−5, we expect that the top half of Table 4.6

will be more applicable in practice. It should also be noted that the complexity of the

DHA-MUA QMSDD encountered in our scenario is higher than that of the MAP MSDD

even during the first MSDD-DEC iteration, while the complexities of the DHA-MUA-FKT

and DHA-MUA-FBKT QMSDDs become higher than that of the MAP MSDD during the

second MSDD-DEC iteration. The DHA-MUA-FKT and DHA-MUA-FBKT QMSDDs

require more memory than the DHA-MUA, DHA-MAA and DHA-MAA-NE due to the

associated knowledge transfer, but their required memory is still smaller than that of the

MAP MSDD. Furthermore, the FBKT technique imposes delay on the system, due to the

backward knowledge transfer, but once again, the delay is lower than that of the MAP

MSDD, where all the bits have to wait for all the CFEs to be performed.

The DHA-MUA QMSDDs are eligible for employment in an iterative receiver, by up-

dating the values of the a priori symbol probabilities in Equation 4.73 and restarting the

DHA searches. The inner decoder EXIT curves of the DHA-MUA, DHA-MUA-FKT and

DHA-MUA-FBKT QMSDDs in our system scenario of Table 4.1 and the EPA channel of

Table 4.2 are given in Figure 4.18 for Eb/N0 = 4 dB. The inner EXIT curves of the DHA-

MUA-FKT and DHA-MUA-FBKT QMSDDs match that of the MAP MSDD, with the
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Figure 4.19: Histograms of the output LLRs of the MAP MSDD, the DHA-MUA, DHA-MUA-
FKT and DHA-MUA-FBKT QMSDDs at IMSDD,a = 0.5 of a single frame of 24 576
bits per user in our system scenario described in Figure 4.2, using the parameters of
Table 4.1 with Nw = 7 in the EPA channel of Table 4.2. The histograms which have
their main peak at a positive LLR value correspond to the LLRs of a bit equal to
1, while those who have their main peak at a negative LLR value correspond to the
LLRs of a bit equal to 0.
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on the histograms in Figure 4.19. The consistency condition for iterative detection
for a particular MSDD is satisfied if its corresponding curve is close to the main
diagonal line. The frame length of each user is equal to 24 576 bits.

inner decoder EXIT curves of the DHA-MUA being a little lower than those of the rest.

The fact that the inner decoder EXIT curves of the DHA-MUA-FKT and DHA-MUA-

FBKT QMSDDs are slightly higher than that of the MAP MSDD at IMSDD,A = 0.5 is

due to the simplifications made by the MUA and the visualisation relying on EXIT charts

assuming to have Gaussian inputs, similarly to the MAA case. In systems associated with

larger search spaces, the difference is expected to be more obvious, since the approximations

of the QMSDDs will have a larger impact on the performance.

4.5.3.1 Consistency Condition of the DHA-MUA QMSDDs

The PDF curves of the DHA-MUA QMSDDs’ LLRs are presented in Figure 4.19, where

they are compared to those of the MAP MSDD. Based on Figure 4.19 we may conclude

that the behaviour of the family of DHA-MUA QMSDDs recorded for our system scenario

is adequate, since their PDF curves of the bit-based LLRs are close to those of the MAP

MSDD. In addition, Figure 4.20 visualises the consistency condition for the DHA-MUA

QMSDDs and verifies the expectations of the DHA-MUA QMSDDs to be eligible to operate

in an iterative receiver, since their corresponding curves are close to the main diagonal line

and hence satisfy the consistency condition of Equation 3.124.
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Figure 4.21: EXIT chart of the DHA-MUA, DHA-MUA-FKT and DHA-MUA-FBKT QMSDDs,
as well as the MAP MSDD in the DSS/SSCH SDMA-OFDM system scenario of
Figure 4.2, using the parameters of Table 4.1 with Nw = 7 in the EPA channel of
Table 4.2, using a single snapshot for the inner EXIT curve which corresponds to
the MSDDs.

4.5.3.2 EXIT Charts of the DHA-MAA QMSDDs without Gaussian Assump-

tions

Let us proceed by invoking EXIT charts for the family of DHA-MUA QMSDDs. Figure 4.21

shows snapshots of the inner decoder EXIT curves of the DHA-MUA QMSDDs and their

respective decoding trajectories for the same transmitted frames as in Figure 4.14, where

we have Eb/N0 = 4 dB and the transmit frame of each user includes 24 576 bits. We may

observe that in Figure 4.21 all the decoding trajectories reach the IDEC,e = 1 line after a

single MSDD-DEC iteration.

The effects of the simplifications applied by the DHA-MUA QMSDDs may become more

intuitive, if we examine their EXIT charts, where no Gaussian assumptions are made for the

input extrinsic LLRs. Similar to Figure 4.15 and Figure 4.16 recorded for the DHA-MAA

QMSDDs, Figure 4.22, Figure 4.23 and Figure 4.24 present the inner and outer EXIT curves

of the DHA-MUA QMSDD, DHA-MUA-FKT QMSDD and DHA-MUA-FBKT QMSDD,

along with their respective trajectories, after one and two auxiliary QMSDD-DEC itera-

tions, following the methodologies described in Section 3.9.1 and Figure 3.39. By comparing

the top left EXIT charts of the DHA-MUA, DHA-MUA-FKT and DHA-MUA-FBKT QMS-

DDs in Figure 4.22, Figure 4.23, Figure 4.24 to those of the DHA-MAA and DHA-MAA-NE
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Figure 4.22: EXIT chart of the DHA-MUA QMSDD in the DSS/SSCH SDMA-OFDM system
scenario of Figure 4.2, using the parameters of Table 4.1 for Nw = 7 in the EPA
channel of Table 4.2 using 0, 1 and 2 auxiliary QMSDD-DEC iterations for the
generation of the inner and outer EXIT curves for Eb/N0 = 4 dB and (Eb/N0)∗ =
0, 1, . . . , 10 dB. Top left: Inner EXIT curves. Top right: Outer EXIT curves Bottom:
EXIT chart with inner and outer EXIT curves and the decoding trajectory.
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Figure 4.23: EXIT chart of the DHA-MUA-FKT QMSDD in the DSS/SSCH SDMA-OFDM
system scenario of Figure 4.2, using the parameters Table 4.1 with Nw = 7 in
the EPA channel of Table 4.2 using 0, 1 and 2 auxiliary QMSDD-DEC iterations
for the generation of the inner and outer EXIT curves for Eb/N0 = 4 dB and
(Eb/N0)∗ = 0, 1, . . . , 10 dB. Top left: Inner EXIT curves. Top right: Outer EXIT
curves Bottom: EXIT chart with inner and outer EXIT curves and the decoding
trajectory.
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Figure 4.24: EXIT chart of the DHA-MUA-FBKT QMSDD in the DSS/SSCH SDMA-OFDM
system scenario of Figure 4.2, using the parameters of Table 4.1 for Nw = 7 in the
EPA channel of Table 4.2 using 0, 1 and 2 auxiliary QMSDD-DEC iterations for the
generation of the inner and outer EXIT curves for Eb/N0 = 4 dB and (Eb/N0)∗ =
0, 1, . . . , 10 dB. Top left: Inner EXIT curves. Top right: Outer EXIT curves Bottom:
EXIT chart with inner and outer EXIT curves and the decoding trajectory.
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QMSDDs in Figure 4.15 and Figure 4.16, we observe that the family of DHA-MUA QMS-

DDs offer a better behaviour over multiple MSDD-DEC iterations, since their inner EXIT

curves after one and two auxiliary MSDD-DEC iterations do not differ much from the inner

decoder EXIT curves generated by Gaussian inputs. Similarly, the outer decoder EXIT

curves shown at the top right EXIT charts of the aforementioned figures verify that the

DHA-MUA QMSDDs have a better performance, due to satisfying the consistency con-

dition, which is translated in the LLRs’ PDF curves becoming more Gaussian-like. The

finite interleaver length of 24 576 bits per frame per user does not succeed in completely

eliminating the correlation between the bits, hence also contributing to the shaping of the

inner and outer decoder EXIT curves.

4.5.4 Quantum Weighted Sum Algorithm-based QMSDD

The QWSA described in Section 3.4 may be used for performing non-coherent MSDD.

The QWSA estimates the weighted sum of a function at a precision, which depends on

the number lQWSA of qubits employed in its Quantum Control Register (QCR). The more

qubits are used in the QCR, the higher the estimation accuracy becomes, but at the same

time, the computational complexity of the QWSA is increased. The detailed analysis of

the QWSA is given in Section 3.4. In our MSDD applications, we use the a priori bit-

based LLRs of the MSDD, associated with the a priori bit probabilities as the weights of

the QWSA. At the same time, the function to be estimated by the weighted sum is the

normalized CF of the MSDD presented in Equation 4.61 as in

fQWSA(s) =

P∑
p=1

(
‖ Up · s ‖22

)

P∑
p=1

(
‖ Up · smax ‖22

) , (4.83)

where smax is the legitimate multi-level symbol that maximizes the CF of the MSDD in

Equation 4.61. The QWSA only accepts functions that obey f : {0, 1, . . . , N − 1} → [0, 1].

The reason for including the denominator of Equation 4.83 for normalizing the CF of the

QWSA is ensuring that the CF values remains limited to its legitimate value range.

Any search algorithm may be used for finding smax, which is suitable for calculating the

denominator in Equation 4.83. These are exemplified by the brute force search, ant colony

optimization and genetic algorithm-based search. However, suboptimal search methods

may output an smax value that is different from the true one, in which case the CF value of

the true smax will have a value higher than 1, hence forcing the QWSA to output erroneous

results. In this treatise, the DHA is employed for finding smax, since we may achieve a

∼100% probability of success at a low complexity. The total computational complexity of

the DHA-aided QWSA QMSDD expressed in terms of the number of CFEs per bit depends
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Figure 4.25: BER performance of the DHA-aided QWSA QMSDD and the MAP MSDD in the
DSS/SSCH SDMA-OFDM system scenario of Figure 4.2, using the parameters of
Table 4.1 with Nw = 7 in the EPA channel of Table 4.2, when using l = 9, 10, 11
control qubits in the QWSA.

on both the DHA as well as the QWSA and it is in the range of

CDHA−QWSA = 2l+3

+





22.5
√
MNw−1/ [(Nw − 1) log2(M)] upper bound

4.5
√
MNw−1/ [(Nw − 1) log2(M)] lower bound

. (4.84)

According to [1], the DHA-QWSA and hence the DHA-QWSA QMSDD may also be

employed in large-scale systems, since its effect can only be evident there. However, we

will focus our attention on small-scale systems, due to the practical constraints in our

simulation time and memory requirements. Let us employ the DHA-QWSA QMSDD in

our system scenario described in Table 4.1 for the EPA channel of Table 4.2. The BER

performance of the DHA-QWSA QMSDD for lQWSA = 9, 10, 11 qubits is compared to that

of the optimal classical MAP MSDD in Figure 4.25. We may verify that by increasing the

number of control qubits lQWSA in the QWSA, we improve the system’s performance, at

the cost of increasing the complexity required to achieve it. For lQWSA = 10 qubits, we

may achieve a loss of 0.5 dB, when compared to the MAP MSDD, while if lQWSA = 11

qubits are used in the QCR of the QWSA, we have a 0.22 dB loss, when J = 3 MSDD-

DEC iterations are affordable. The total number of CFEs of the DHA-QWSA QMSDDs

in Figure 4.25 are given in Table 4.7. Since the complexity of the DHA-QWSA QMSDD is

higher than that of the MAP MSDD in every instance of our scenario, it is worth noting

once again that the DHA-QWSA QMSDD is suitable for large-scale systems, as are most

of the quantum detectors advocated in this treatise. Based on Table 4.7 we may observe
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Table 4.7: Complexity in terms of the number of CFEs / bit in Figure 4.25

MSDD / QMSDD

Eb/N0 = 8 dB

Number of MSDD-DEC iterations

1 2 3

MAP 341.33 341.33 341.33

QWSA

l = 9 4139.65 5266.92 6004.28

l = 10 8235.71 10 100.34 10 919.02

l = 11 16 427.67 19 849.57 21 323.38

MSDD / QMSDD

Eb/N0 = 4 dB

Number of MSDD-DEC iterations

1 2 3

MAP 341.33 341.33 341.33

QWSA

l = 9 4139.66 8235.68 12 331.66

l = 10 8235.80 16 427.73 24 619.80

l = 11 16 427.80 32 811.80 49 195.80
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Figure 4.26: EXIT chart of the DHA-QWSA QMSDD with l = 10 qubits in the DSS/SSCH
SDMA-OFDM system scenario of Figure 4.2, using the parameters of Table 4.1 in
the EPA channel of Table 4.2. The inner and outer average EXIT curves of the
mutual information are presented, along with the EXIT inner curves that take into
consideration the standard deviation.
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that the performance of the DHA-QWSA QMSDD is almost independent of the power

during the first MSDD-DEC iteration, since the number of CFEs per bit is similar for

both Eb/N0 = 4 dB and Eb/N0 = 8 dB. On the other hand, when we can afford multiple

MSDD-DEC iterations, the complexity becomes lower, when the power is increased, which

is due to the fact that a second or a third MSDD-DEC iteration is required less often,

because the frame is perfectly decoded during the first or second MSDD-DEC iteration.

The average inner EXIT curves of the DHA-aided QWSA QMSDD, along with the

statistically acquired standard deviation, are depicted for Eb/N0 = 4 dB and l = 10

in Figure 4.26 for our scenario of Table 4.1 and for the EPA channel of Table 4.2. As

expected, the inner EXIT curves of the DHA-QWSA QMSDD closely match those of the

MAP MSDD and an open tunnel exists between the inner and outer decoder EXIT curves.

4.5.4.1 Consistency Condition of the DHA-QWSA QMSDD

Figure 4.27 shows the PDF curves of the bit-based LLRs of a single frame averaged over the

four supported users in our system of Table 4.1 when IMSDD,a = 0.5. The quantization of
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Figure 4.27: Histograms of the output LLRs of the MAP MSDD and the DHA-QWSA QMSDD
with l = 10 qubits at IMSDD,a = 0.5 of a single frame of 24 576 bits per user in
our system scenario described in Figure 4.2, using the parameters of Table 4.1 for
Nw = 7 in the EPA channel of Table 4.2. The histograms which have their main
peak at a positive LLR value correspond to the LLRs of a bit equal to 1, while those
who have their main peak at a negative LLR value correspond to the LLRs of a bit
equal to 0.
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Figure 4.28: LLR values obtained by the MSDDs with respect to the expected LLR values based
on the histograms in Figure 4.27. The consistency condition for iterative detection
for a particular MSDD is satisfied if its corresponding curve is close to the main
diagonal line. The frame length of each user is equal to 24 576 bits.

the numerator and the denominator of the LLR calculation in Equation 4.66 naturally leads

to a quantization of the LLR values, explaining the appearance of spikes in the PDF curves

in Figure 4.27. Furthermore, the presence of “cliffs” at LLR = ±16 is due to the selected

minimum value at the output of the QWSA. As described in Section 3.4, the minimum

sum value that the QWSA can output while using l number of control qubits is equal to

aQWSA,min = 0. Furthermore, the minimum non-zero sum value is equal to

aQWSA,nz,min = sin2
(
π/2l

)
. (4.85)

Therefore, when the sum in the numerator or the denominator of an LLR is smaller than

aQWSA,nz,min/2, it is most likely to be mapped to aQWSA,min = 0, resulting in an LLR of

plus or minus infinity, respectively. For avoiding this issue, we have decided to map these

sums that are initially equal to aQWSA,min = 0 to the value of

aQWSA,min = sin2
(

0.1 · π/2l
)
, (4.86)

which depends on the number of control qubits l, scaling it to the rest of the legitimate

values. If we opted for an even lower positive number for aQWSA,min, the resultant LLR

range would become larger, since the upper and lower limits of the LLR values with the



4.5.4. Quantum Weighted Sum Algorithm-based QMSDD 237

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

I M
S
D
D
,e
/
I D

E
C
,a
→

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

IMSDD,a / IDEC,e →

Outer curve, TC, R = 1/2, 3 registers, 8 Trellis states, 4 inner iterations
Inner curve, MAP MSDD
Inner curve, DHA-QWSA QMSDD, l = 10 qubits
Trajectory, MAP MSDD
Trajectory, DHA-QWSA QMSDD, l = 10 qubits

Eb/N0 = 4 dB
24 576 bits per frame per user

Figure 4.29: EXIT chart of the QWSA QMSDD with l = 10 qubits, as well as the MAP MSDD in
the DSS/SSCH SDMA-OFDM system scenario of Figure 4.2, using the parameters
of Table 4.1 and the EPA channel of Table 4.2, using a single snapshot for the inner
EXIT curve which corresponds to the MSDDs.

aforementioned modification become

Lmax = ln
sin2

(
2l−1 · π/2l

)

sin2 (0.1 · π/2l) (4.87)

= ln
sin2 (π/2)

sin2 (0.1 · π/2l) (4.88)

= ln
1

sin2 (0.1 · π/2l) (4.89)

= − ln
(

sin2
(

0.1 · π/2l
))

(4.90)

Lmin = ln
(

sin2
(

0.1 · π/2l
))

, (4.91)

respectively, where the upper limit Lmax corresponds to the case, when the numerator is

equal to the highest legitimate value of 1 and the denominator is equal to aQWSA,min,

while the opposite is true for the lower limit. For our scenario of l = 10 qubits, we have

aQWSA,min = 9.412 · 10−8, resulting in Lmin = −16.179 and Lmax = 16.179 as verified in

Figure 4.27. Still referring to Figure 4.27, we should note that the main peaks of the PDF

curves match those of the MAP MSDD, while the secondary peaks are formed due to the

range limitation we introduced in conjunction with aQWSA,min = 9.412 · 10−8.

The consistency condition of the DHA-QWSA QMSDD is tested in Figure 4.28. By
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Figure 4.30: Exploitation of the CDD for initializing the DHA searches in the first detection
window of the QMSDDs, resulting in reduced complexity and same performance.

observing Figure 4.28 we may conclude that the DHA-aided QWSA QMSDD is eligible

for integration in an iterative receiver, since its curve matches that of the MAP MSDD.

Figure 4.29 presents the EXIT chart of our scenario for a single frame transmitted by each

user at Eb/N0 = 4 dB. According to Figure 4.29, the frame length of 24 576 bits per frame

per user was not sufficient for the specific Monte-Carlo decoding trajectory to be fully

decoded by the MAP MSDD after one iteration. Both the MAP MSDD and the DHA-

QWSA QMSDD successfully reach the IDEC,E = 1 point after two MSDD-DEC iterations.

By observing Figure 4.29 we may conclude that the DHA-aided QWSA QMSDD may

be beneficially incorporated into an iterative receiver, since its inner decoder EXIT curve

matches that of the MAP MSDD.

4.6 Exploitation of the Conventional Differential Detector

All the MSDDs that detect the transmitted symbols over an Nw-long symbol window

require the reception of Nw signals. In our discussions presented in the previous sections,

we have assumed having a random initial input to the DHA, since we have no a priori

information about the transmitted multi-level symbol. When we used coherent multi-user

detection in Chapter 2 and Chapter 3, we initialized the DHA searches with the output

symbol of either the MF, ZF or the MMSE detectors.

By assuming that the signals arrive in the same sequence as they were transmitted,

we may be able to perform CDD for every consecutively formed received signal pair in

each Nw-long symbol window, while waiting for all the Nw signals to be received. Once

all the signals are received and the QMSDD procedure can be initiated, the combined

outputs of the (Nw − 1) CDDs may be used as the initial input of the corresponding DHA

search. Therefore, no additional delay is imposed on the QMSDD and there is only a

modest increase in complexity, since the (Nw − 1)-fold increase of the CDD applications

is compensated by the lower complexity required by a deterministically-initialized DHA.

By exploiting the CDD in our scenario described in Table 4.1, the resultant procedure is

described in Figure 4.30, where the first detection window is presented.
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Figure 4.31: Exploitation of the CDD for initializing the DHA searches in the nth detection
window of the QMSDDs, resulting in reduced complexity and same performance.

More specifically, we firstly receive the reference signal, which is buffered. When the

second signal is received, we perform the CDD on the first two received signals, obtaining

the symbol index output xCDD, 1 ∈ {0, 1, . . . ,M−1}. Both received signals remain buffered.

After the third signal has arrived, the CDD is applied for the detection window formed by

the second and third signal, where the second signal acts as the reference, which is equal to

xCDD, 1. The output of the second CDD is xCDD, 2 ∈ {0, 1, . . . ,M−1}. The same process is

repeated, until all Nw signals have been received and (Nw−1) CDDs have been performed,

obtaining xCDD, k, k = 1, 2, . . . , Nw−1. Finally, we are ready to combine the CDD outputs

for the sake of obtaining a multi-level symbol index, which may be the initial symbol of

the DHA in the QMSDD employed. The initial multi-level symbol index is equal to

xinit =

Nw−1∑

k=1

xCDD, k ·MNw−1−k. (4.92)

During the second detection window, the procedure ensues similarly to the one analysed

during the first detection window, with the slight difference that instead of a reference

symbol, the output of the QMSDD generated for the last symbol of the previous detection

window is used. The visual representation of the CDD activation for the nth detection

window is depicted in Figure 4.31. By using the CDD initialization, we essentially perform

a CDD for every unknown symbol. Therefore, the additional complexity of the CDD

initialization imposed to the overall detection complexity in terms of number of CFEs per

bit is equal to

CCDD,init =
M

log2(M)
. (4.93)

4.6.1 Hard-Output CDD-initialized Quantum Multiple-Symbol Differen-

tial Detection

The impact of the deterministic CDD initialization of the DHA is more apparent, when

we use the DHA QMSDD of Section 4.4.2. Figure 4.32 shows the PDF and CDF curves
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of our system scenario presented in Table 4.1 for the EPA channel of Table 4.2, when we

either initialize the DHA using the CDD outputs or randomly. In the same figure, we may

observe that the DHA finds the solution sooner, when it is initialized by the CDD instead

of being randomly initialized. This is indeed expected, since the closer we start the search

to the optimal symbol, the faster the optimal symbol will be found and the search will be

concluded. It is reasonable to expect that the DHA search is completed sooner when the

initial symbol is the optimal one. Based on the CDF curves seen in Figure 4.8 we may

also invoke the “CDD-initialized” ES-DHA for achieving a near-optimal performance at

an even lower complexity. For example, if we stop the CDD-initialized ES-DHA QMSDD

of Figure 4.8 in Section 4.4.3 after 363 − 313 = 50 CFEs, we will have found the optimal

multi-level symbol with a success probability of 90%, where in our scenario 313 is the

minimum number of CFEs that the DHA needs for realizing that the solution has indeed

been found in our scenario. On the other hand, we will require 656 − 313 = 343 CFEs to

achieve the same probability of success with a randomly-initialized ES-DHA QMSDD. It

is reasonable to conclude that achieving a good performance by the CDD is vital for the

sake of attaining a substantial complexity reduction by the CDD-initialized DHA QMSDD.

According to Figure 4.7, the BER performance of the CDD was 0.5 dB away from that

of the ML MSDD, therefore its outputs were identical to the optimal symbol most of the

time, as it can also be inferred from the shape of the CDD-initialized DHA QMSDD’s
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Figure 4.32: PDF and CDF curves of the DHA in the DSS/SSCH SDMA-OFDM scenario of
Figure 4.2, using the parameters of Table 4.1 for Nw = 7 in Table 4.2 after 12 · 106

number of independent DHA instances, when the DHA searches are initialized by
using the pre-calculated CDD outputs or by using a random symbol index.
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Figure 4.33: BER performance of the randomly-initialized and CDD-initialized DHA QMSDD in
the DSS/SSCH SDMA-OFDM system scenario of Figure 4.2, using the parameters
of Table 4.1 for Nw = 7 in the EPA channel of Table 4.2.

PDF curve portrayed in Figure 4.32a. The BER performance of the CDD-initialized DHA

QMSDD is expected to be equivalent to that of the randomly-initialized DHA QMSDD.

This is indeed verified in Figure 4.33, where we may observe that the CDD-initialized DHA

QMSDD performs equivalently both to the random-initialized DHA QMSDD and to the

ML MSDD.

4.6.2 Soft-Input Soft-Output CDD-initialized Quantum Multiple-Symbol

Differential Detection

The initialization of the DHA searches with the aid of the CDD outputs may also be used in

the SISO DHA-aided QMSDDs of Figure 4.17 in Section 4.5.3. The effect of the CDD-aided

initialization of the DHA search in the SISO QMSDDs is not as straightforward as in the

hard-output QMSDDs, since the goal is not only to find the optimal multi-level symbol,

but also to create a set of the best symbols found. By commencing the search closer to the

optimal multi-level symbol, we may exclude a number of near-optimal symbols that would

have been found, if the randomly-initialized search was used instead.

In addition to the CDD-aided initialization of the DHA searches, in the iterative QMS-

DDs we may also use the optimal multi-level symbol found during the first MSDD-DEC

iteration as the initial input of the DHA search during the second MSDD-DEC iteration.

Similarly, the best symbol found during the second MSDD-DEC iteration may initialize

the DHA search of the same detection window during the third MSDD-DEC iteration and

so on. In this way, the CDD is performed only during the first MSDD-DEC iteration and

no additional complexity is imposed by initializing the DHA search during the subsequent
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Figure 4.34: BER performance of the randomly-initialized and CDD-initialized DHA-MUA-FKT
QMSDD in the DSS/SSCH SDMA-OFDM system scenario of Figure 4.2, using the
parameters of Table 4.1 for Nw = 7 in the EPA channel of Table 4.2. The CDD-
initialized DHA-MUA-FKT QMSDD also employs deterministic DHA initialization
during the second and third MSDD-DEC iterations by using the optimal symbol of
each detection window found during the previous MSDD-DEC iteration.

MSDD-DEC iterations. Let us use the term deterministic initialization in the context of

the SISO QMSDD, when we employ the CDD-based initialization for the DHA searches

during the first QMSDD-DEC iteration and we use the best found symbols for initializing

the DHA searches of the subsequent QMSDD-DEC iterations.

The BER performance of the deterministically-initialized DHA-MUA-FKT QMSDD is

compared in Figure 4.34 both to that of the randomly-initialized DHA-MUA-FKT QMSDD

of Figure 4.17 as well as to that of the MAP MSDD of Figure 4.17, while their respective

computational complexities are given in Table 4.8. Based on Figure 4.34, the performance

of the CDD-initialized DHA-MUA-FKT QMSDD is seen to be equivalent to that of the

randomly-initialized DHA-MUA-FKT QMSDD. According to Table 4.8, the complexity

of the deterministically-initialized DHA-MUA-FKT QMSDD is higher than that of the

randomly-initialized DHA-MUA-FKT QMSDD during the first QMSDD-DEC iteration

and it becomes lower during the second and third QMSDD-DEC iteration. The reason

that the deterministically-initialized DHA-MUA-FKT QMSDD of Figure 4.34 has a higher

complexity lies in its nature, where multiple DHA searches take place. For example, let us

focus our attention on the nth detection window. The two DHA searches of the multi-level

symbol’s first bit will be concluded sooner in the deterministically-initialized DHA-MUA-

FKT QMSDD than in the randomly-initialized DHA-MUA-FKT QMSDD, as it was also

shown in the case of the hard-output DHA QMSDD of Section 4.6.1. Therefore, it is

expected for the resultant sets X 1,1,0 and X 1,1,1 of the deterministically-initialized DHA-

MUA-FKT QMSDD to contain fewer elements. According to the methodology followed
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Table 4.8: Computational complexity in terms of the number of CFEs / bit in Figure 4.34

MSDD / QMSDD

Number of CFEs per bit at Eb/N0 = 8 dB

1 MSDD-DEC 2 MSDD-DEC 3 MSDD-DEC

iteration iterations iterations

MAP 341.33 341.33 341.33

DHA-MUA-FKT

Random Initialization 316.72 374.51 401.11

Deterministic Initialization 317.74 374.11 399.94

Random Initialization &
316.72 373.07 398.86

Iteration memory

DHA-MUA

Random Initialization 392.17 466.73 501.15

Deterministic Initialization 384.29 455.13 487.74

MSDD / QMSDD

Number of CFEs per bit at Eb/N0 = 4 dB

1 MSDD-DEC 2 MSDD-DEC 3 MSDD-DEC

iteration iterations iterations

MAP 341.33 341.33 341.33

DHA-MUA-FKT

Random Initialization 317.87 585.44 820.46

Determinstic Initialization 318.75 581.18 810.12

Random Initialization &
317.87 580.30 809.16

Iteration memory

DHA-MUA

Random Initialization 394.06 689.93 962.78

Deterministic Initialization 387.25 673.33 926.09

by the DHA-MUA-FKT QMSDD, the subsequent DHA searches of the rest of the bits

in the multi-level symbols are initialized either based on the best already found symbols

during the previous DHA searches due to the forward knowledge transfer, or based on

the neighbours of the globally optimal symbol. Therefore, the more elements are included

in the sets X 1,1,0 and X 1,1,1, the higher the probability of initializing the DHA search of

the second bit closer to its optimal symbol. Hence, the randomly-initialized DHA-MUA-

FKT QMSDD has the edge over the deterministically-initialized DHA-MUA-FKT QMSDD

during this part due to the size of its initial sets X 1,1,0 and X 1,1,1, effectively mitigating

the complexity imposed during the first bit’s first DHA search. After the DHA searches of

the first few bits have been completed, the deterministically-initialized DHA-MUA-FKT

QMSDD of Figure 4.34 has also increased its sets’ size and the complexity of the DHA

searches conducted for the rest of the bits in the multi-level symbol is similar to that in

its randomly-initialized counterpart. It should be noted that in the DHA-MUA QMSDD,

where there is no knowledge transfer, the deterministically-initialized DHA-MUA QMSDD

will have a lower complexity than its randomly-initialized counterpart, as portrayed in
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Table 4.8.

During the subsequent QMSDD-DEC iterations, the initial advantage of the deter-

ministically initialized DHA-MUA-FKT QMSDD of Figure 4.34 becomes more dominant,

since the initialization of the first bit’s first DHA is the best found symbol during the

previous QMSDD-DEC iteration and it often remains the optimal symbol of the specific

detection window during the rest of the QMSDD-DEC iterations. This results in the

deterministically-initialized DHA-MUA-FKT QMSDD essentially initializing the first bit’s

DHA search with its solution. The deterministically-initialized DHA-MUA-FKT is ex-

pected to have fewer elements in the X t,m,vq sets than its randomly-initialized counterpart,

since it will reach the optimal multi-level MSDD symbol vector after fewer CFEs, which,

in turn leads to fewer unique CF values found. The problem of the smaller set size arrived

at after the first two DHA searches also persists for the deterministically-initialized DHA-

MUA-FKT QMSDD, but the difference in complexity reduction is not mitigated sufficiently

rapidly by the randomly-initialized DHA-MUA-FKT QMSDD of Figure 4.34.

In Table 4.8 we also characterize the randomly-initialized DHA-MUA-FKT QMSDD

with iteration memory, which uses a randomly selected initial input for the DHA searches

during the first MSDD-DEC iteration and then later employs the globally optimal multi-

level symbol found during the previous iteration for the subsequent MSDD-DEC itera-

tions. The randomly-initialized DHA-MUA-FKT QMSDD associated with an iteration

memory uses a random initial input only during the J = 1st MSDD-DEC iteration. For

the subsequent J ≥ 2 MSDD-DEC iterations the best symbol found during the previ-

ous MSDD-DEC iteration is used instead for the sake of initializing the DHA. This hy-

brid semi-deterministically-initialized DHA-MUA-FKT QMSDD has a complexity, which

is identical to that of the randomly-initialized DHA-MUA-FKT QMSDD during the first

iteration, while its complexity during the rest of the iterations is similar to that of ts

deterministically-initialized counterpart.

4.7 Employment of the QMSDD every IpS QMSDD-DEC

Iterations

In case of coherent detection, when we use the MAP MUD we may assume that improved

channel estimates become available during the subsequent MUD-DEC iterations, therefore

the MAP MUD should re-evaluate the CF for all the legitimate multi-level symbols during

each MUD-DEC iteration, which, inevitably increases its complexity upon each additional

iteration. By contrast, in case of non-coherent detection, the MAP MSDD is only employed

during the first MSDD-DEC iteration and the hitherto computed complete set of CFEs is

reused during the subsequent MSDD-DEC iterations. In this treatise, we assume that the

reuse of the same hitherto found CFE set is granted without any additional computational

complexity, since our metric is selected to be the number of CFEs performed by an MSDD.

This may have been observed in Table 4.5, Table 4.6, Table 4.7 and Table 4.8, where the

complexity of the MAP MSDD remains constant over the three MSDD-DEC iterations.
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Figure 4.35: BER performance of the randomly-initialized DHA-MUA-FBKT QMSDD with it-
eration memory in the DSS/SSCH SDMA-OFDM system of Figure 4.2, using the
parameters summarized in Table 4.1 for Nw = 7 in the EPA channel of Table 4.2 for
IpS ∈ {1, 2, 3, 6}.

However, we have employed our QMSDDs during each QMSDD-DEC iteration, taking

into consideration the fact that there is a possibility that during the second QMSDD-DEC

iteration the globally optimal symbol may be a symbol that was not found during the

first QMSDD-DEC iteration. This may occur, since the proposed QMSDDs find a suitable

subset of symbols used for calculating the bit-based LLRs, instead of calculating the CFE

corresponding to every legitimate multi-level symbol, as in the MAP MSDD.

In this section we investigate the effect of actively not employing the DHA-MUA-FBKT

QMSDD during every QMSDD-DEC iteration in our scenario presented in Table 4.1 for the

EPA channel of Table 4.2 in the interest of reducing the complexity imposed. During the

specific QMSDD-DEC iterations which dispense with employing the QMSDD, the LLRs

are calculated based on the most recently found CFE set and the newly obtained a priori

probabilities gleaned from the channel decoder. Hence, the CF that is used when the

QMSDD is employed does not include the a priori probabilities, which is in contrast to

Equation 4.75 and it becomes

fSISO−DHAMSDD,IpS (x) =
P∑

p=1

(
‖ Up · s ‖22

)
, (4.94)

where the relationship between s and x is described in Equation 4.1. By dispensing with the

employment of the QMSDD during each QMSDD-DEC iteration and by exploiting both the

previously found symbol as well as the CFE sets we expect an even lower complexity, albeit

at the cost of a BER performance degradation. It should be noted that the entire CFE set

that was found during the most recent QMSDD-DEC iteration, where the QMSDD was
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Table 4.9: Computational complexity in terms of the number of CFEs / bit in Figure 4.35

MSDD / QMSDD

Number of CFEs per bit at Eb/N0 = 8 dB

1 MSDD-DEC 2 MSDD-DEC 3 MSDD-DEC

iteration iterations iterations

MAP 341.33 341.33 341.33

DHA-MUA-FBKT

IpS = 1 316.72 374.51 401.11

IpS = 2 316.72 316.72 346.97

IpS = 3 316.72 316.72 316.72

IpS = 6 316.72 316.72 316.72

MSDD / QMSDD
4 MSDD-DEC 5 MSDD-DEC 6 MSDD-DEC

iterations iterations iterations

MAP 341.33 341.33 341.33

DHA-MUA-FBKT

IpS = 1 412.99 426.07 439.15

IpS = 2 346.97 368.65 368.65

IpS = 3 342.73 342.73 342.73

IpS = 6 316.72 316.72 316.72

used will be exploited for the calculation of the LLRs during the QMSDD-DEC iterations,

where the QSMDD is not used, by substituting the CF values in Equation 4.66, along with

the updated a priori probabilities.

Figure 4.35 presents the BER performance of the randomly-initialized DHA-MUA-

FBKT QMSDD of Section 4.5.3 relying on having an iteration memory in our scenario as

portrayed in Section 4.6.2, when it is employed during every QMSDD-DEC iteration. In

other words, this corresponds to an Iterations per Search (IpS ) ratio of IpS = 1. Further-

more, the scenarios of IpS = 2, 3 and 6 are also presented in Figure 4.35. We may observe

that the BER performance is worse, when we employ the QMSDD less frequently. However,

the complexity reduction attained by reusing the same, previously obtained sets diminishes

upon increasing the number of QMSDD-DEC iterations. Observe in Figure 4.35 that there

is a trade-off between the performance gain and the decoding complexity obtained by a

QMSDD-DEC iteration, where the previously found symbol set is used.

Based on Figure 4.35 we observe that as expected, the gain achieved during an additional

iteration, when the QMSDD is employed is higher than that when the previously obtained

CFE set is used. However, the performance degradation may not be severe, whilst the

attainable complexity reduction is substantial. For example, the performance of the DHA-

MUA-FBKT QMSDD associated with IpS = 3 after J = 3 MSDD-DEC iterations is

0.25 dB away from that of its counterpart relying on IpS = 1 at BER = 10−5. In other

words, in this scenario if we employ the DHA-MUA-FBKT QMSDD only during the first

MSDD-DEC iteration, similarly to the MAP MSDD, we would need 0.25 dB more power
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for achieving the same performance as in the case, where we employed J = 3 MSDD-DEC

iterations. The complexities of the systems investigated are summarized in Table 4.9. It

should be noted that similarly to the MAP MSDD, the complexity of the QMSDD relying

on the previously found sets being reused remains the same.

4.8 Detection Window Length and Frequency of Subcarrier

Hopping

In non-coherent multiple-symbol differential detection, extending the length of the detection

window Nw has a beneficial impact on the system’s performance, which however has to be

traded-off against the detector’s complexity. Explicitly, the MAP MSDD’s complexity

increases exponentially with the detection window’s size, but the BER performance is

improved. This is illustrated in Figure 4.36, where we investigate the system specified in

Table 4.1 for the EPA channel of Table 4.2 with the slight difference that 10 752 bits are

transmitted by each of the 4 users in each frame, when we have Nw = 8 and Nw = 4

and when QPSK modulation associated with M = 4 is used, resulting in a search space

of MNw−1 = 16 384 and 64 legitimate multi-level symbols, respectively. We may observe

that fewer bit errors occur at the end of the channel decoding procedure, for Nw = 8 than

in the case of Nw = 4 for the same Eb/N0 value. More specifically, the performance gap

between the Nw = 8 system and the Nw = 4 system is approximately 0.3 dB, when a

single MSDD-DEC iteration is performed and 0.5 dB when we allow 2 or 3 MSDD-DEC

iterations. However, the complexity of the Nw = 8 MAP MSDD quantified in terms of the

number of CFEs per bit is 109.68 times higher than that of the MAP MSDD, which uses

Nw = 4. In more detail, according to Equation 4.71, the complexity of the MAP MSDD

associated with Nw = 8 is equal to 1170.3 CFEs per bit, while only 10.67 CFEs per bit are

required by the MAP MSDD for Nw = 4.

It should be noted that in both systems characterized in Figure 4.36 the same value

was used for the period of subcarrier hopping Th. The reason Th was kept the same is

that of providing a fair comparison between the MSDDs having different detection window

lengths. In fact, even by keeping the value of Th the same, there is a difference in the

operation of the MAP MSDDs using Nw = 8 and Nw = 4, since the former one has to

detect the signal of (Th− 1)/(Nw − 1) = 21/7 = 3 windows after the most recent reception

of a reference symbol and before a new reference symbol arrives on a different subcarrier,

while the MAP MSDD associated with Nw = 4 has to detect the signals gleaned from

(Th − 1)/(Nw − 1) = 21/3 = 7 windows during the same period. Naturally, the difference

in the number of detection windows affects the system’s performance in the case, where

the last symbol of a detection window which is subsequently used as the reference symbol

of the next detection window has been erroneously detected. That scenario occurs more

frequently, when we have a shorter window length Nw and a longer subcarrier hopping

period Th.

When we increase the subcarrier hopping period Th, we require the transmission of
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fewer reference symbols, since each user transmits on the same slow-fading subcarrier for

a longer period of time, therefore increasing the system’s throughput. At the same time

however, we do not allocate the resources to the users in a fair manner, since in the scenario

of a user operating in a deeply-fading channel, that user will have to continue to have to

suffer for the duration of Th symbols. A trade-off between the throughput and quality of

service has to be struck in the SSCH multi-carrier systems.

In our QMSDD application, the value of Th may have an additional impact in the

performance of the system. Explicitly, when we increase the subcarrier hopping period

Th, the number of consecutive detection windows with only the first symbol of the first

detection window of that chain being a reference symbol is also increased. Intuitively, this

would lead to a worse BER performance than when the subcarrier hopping period Th is

equal to the detection window’s length Nw and hence a reference symbol is transmitted for

each detection window. In Figure 4.37, we show the BER performance of our system, when

we use the MAP MSDD associated with [Nw, Th] ∈ {[8, 8], [8, 22], [4, 4], [4, 22]}. We may

conclude that the value of Th has an impact on the BER performance, even though the gain

achieved is relatively modest and should be considered in the light of the associated system

throughput reduction. Interestingly, in the case of Nw = 4, the performance improves,

when we increase Th in the BER= 10−2 − 10−4 range, but when operating at BER= 10−5,

the performance of the two MAP MSDDs remains essentially the same.

For comparison, in Figure 4.37 we have also included the BER curves of the MAP MSDD

associated with [Nw = 7, Th = 13], where each user transmits 12 288 bits per frame. The

objective of this comparison is that of determining the impact of the detection window’s

length Nw, when contrasted to an increased interleaver length and hence a commensurately
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Figure 4.36: BER performance of the MAP MSDD in the DSS/SSCH SDMA-OFDM system
described in Figure 4.2, using the parameters of Table 4.1 in the EPA channel of
Table 4.2 for 10 752 bits per frame per user and Nw ∈ {4, 8}.
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Figure 4.37: BER performance of the MAP MSDD in the DSS/SSCH SDMA-OFDM system of
Figure 4.2, using the parameters of Table 4.1 in the EPA channel of Table 4.2 for
10 752 bits per frame per user and [Nw, Th] ∈ {[8, 8], [8, 22], [4, 4], [4, 22]}.

Table 4.10: Computational complexity in terms of the number of CFEs / bit of the QMSDDs that
use Nw = 8 in Figure 4.37, Figure 4.38, Figure 4.39 and Figure 4.40

MSDD / QMSDD

Number of CFEs per bit at Eb/N0 = 9 dB

1 MSDD-DEC 2 MSDD-DEC 3 MSDD-DEC

iteration iterations iterations

MAP 1170.30 1170.30 1170.30

DHA-MUA 739.82 775.47 781.79

DHA-MUA-FKT 604.95 639.17 645.11

DHA-MUA-FBKT 604.95 639.17 645.11

improved channel decoding performance. Based on Figure 4.37, the BER performance of

the MAP MSDD using [Nw = 8, Th = 8] when 10 752 bits per frame per user are transmitted

is equivalent to that of the MAP MSDD associated with [Nw = 7, Th = 13] when 12 288

bits per frame per user are used. Therefore, the interleavers’ length and the value of the

detection window’s length Nw have the most substantial impact on a system, while that of

the subcarrier hopping period Th is significantly lower.

In Figure 4.38, Figure 4.39 and Figure 4.40 we present the BER performance with

respect to the Eb/N0 values of the deterministically-initialized DHA-MUA QMSDD, DHA-

MUA-FKT QMSDD and DHA-MUA-FBKT QMSDD, respectively, all equipped with an

iteration memory for the sake of updating the initial guess of the DHA searches. In the same

figures, we have replotted the BER performance of the MAP MSDD associated with [Nw =

8, Th = 8] for comparison. As expected, the QMSDDs using [Nw = 8, Th = 8] performs
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Figure 4.38: BER performance of the deterministically-initialized DHA-MUA QMSDD with it-
eration memory in the DSS/SSCH SDMA-OFDM system of Figure 4.2, using the
parameters of Table 4.1 in the EPA channel of Table 4.2 for 10 752 bits per frame
per user and [Nw, Th] ∈ {[8, 8], [8, 22], [4, 4], [4, 22]}.
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Figure 4.39: BER performance of the deterministically-initialized DHA-MUA-FKT QMSDD with
iteration memory in the DSS/SSCH SDMA-OFDM system of Figure 4.2, using the
parameters of Table 4.1 in the EPA channel of Table 4.2 for 10 752 bits per frame
per user and [Nw, Th] ∈ {[8, 8], [8, 22], [4, 4], [4, 22]}.

close to the optimal MAP MSDD. Once again, the effect of Th is not very pronounced,

since systems having the same detection window length Nw perform equally well. On the

other hand, by increasing Nw we achieve an improved BER performance at the cost of a
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Figure 4.40: BER performance of the deterministically-initialized DHA-MUA-FBKT QMSDD
with iteration memory in the DSS/SSCH SDMA-OFDM system of Figure 4.2, using
the parameters of Table 4.1 in the EPA channel of Table 4.2 for 10 752 bits per frame
per user and [Nw, Th] ∈ {[8, 8], [8, 22], [4, 4], [4, 22]}.

concomitant increase in complexity, as stated in Table 4.10, where only the complexities of

the QMSDDs that employ Nw = 8 are stated, since their complexity recorded for Nw = 4

is higher than that of the respective MAP MSDD associated with Nw = 4. It should be

noted that the value of Th does not affect the complexity of the QMSDD, therefore the same

QMSDDs that employ [Nw = 8, Th = 8] and [Nw = 8, Th = 22] have an identical complexity

in terms of the CFEs. Based on Table 4.10, the QMSDDs have lower complexities than

the MAP MSDD, even after J = 3 MSDD-DEC iterations. A comparison between the

complexities stated in Table 4.6 and Table 4.10, which characterize the same QMSDDs

associated withNw = 7 andNw = 8, respectively, demonstrates the scaling of the QMSDDs’

complexities with respect to that of the MAP MSDD. The reason for the associated slight

increase of the number of CFEs per bit required in the QMSDDs when adding an extra

QMSDD-DEC iteration is that due to the relatively high value of Eb/N0 = 9 dB, most

of the frames were successfully decoded during the previous iterations. Therefore, only

the erroneously detected frames will participate in the subsequent MSDD-DEC iteration.

When the value of Eb/N0 is lower, the complexity of the QMSDDs seen in Table 4.10

becomes higher, while that of the MAP MSDD will remain the same. However, since

typically it is required for the systems to operate at BER = 10−5 or even lower, the choice

of Eb/N0 = 9 dB satisfies the QMSDDs associated with J = 3 QMSDD-DEC iterations.
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4.9 Conclusions

In this chapter we answered a number of design dilemmas. More explicitly, we argued

in favour of the family of non-coherent receivers, which do not require channel estimates,

in contrast to their higher-complexity coherent receiver counterparts, which rely on the

accuracy of the channel estimation. Therefore, the complexity of the non-coherent receivers

is lower, but their BER performance is degraded, when compared to that of a coherent

receiver provided with perfect channel estimates. Furthermore, we showed that the MSDD

performs better than the CDD, by performing detection over an extended window of several

symbols. Based on the complexity reduction achieved by the quantum algorithms over their

classical counterparts, we opted for exploiting them in the context of MSDD in non-coherent

receivers, whilst achieving a near-optimal performance at a reduced complexity.

We introduced a number of quantum-assisted multi-symbol differential detectors. More

specifically, we investigated the HIHO DHA QMSDD and ES-DHA QMSDD in Section 4.4.2

and Section 4.4.3, respectively, as well as the SO DHA-MAA QMSDD and DHA-MAA-

NE QMSDD in Section 4.5.2. Furthermore, we presented the SISO DHA-MUA QMSDD,

DHA-MUA-FKT QMSDD, DHA-MUA-FBKT QMSDD in Section 4.5.3 and the DHA-

aided QWSA QMSDD in Section 4.5.4.

In Figure 4.7 we showed that the DHA QMSDD offers an equivalent performance to the

ML MSDD, while requiring fewer CFEs per bit. The ES-DHA QMSDD provides a tunable

performance based on the affordable complexity budget, as demonstrated in Figure 4.9.

We showed in Figure 4.10 and Figure 4.14 that the DHA-MAA and the DHA-MAA-NE

QMSDDs are unsuitable for integration with iterative receivers, but they provide a near-

optimal performance at a low complexity during the first MSDD-DEC iteration. The

family of DHA-MUA QMSDDs may be used in a receiver, as presented in Figure 4.21,

where iterations are carried out between the MSDD and the DEC, hence achieving a BER

performance, which is less than 1 dB away from that of the optimal MAP MSDD’s perfor-

mance, as depicted in Figure 4.17. Figure 4.41 depicts the performance of the best SISO

and HIHO QMSDDs with respect to the classic optimal SISO MAP MSDD and HIHO ML

MSDD, for the parameters summarized in Table 4.1 and for the EPA channel of Table 4.2.

Moreover, in Section 4.6 we proposed a methodology for deterministically initializing

the DHA searches of the QMSDDs, by employing the CDD, while waiting for the signals

that participate in a detection window to arrive and hence acquiring an early estimate of

the optimal symbol. In the scenarios, when the CDD estimate turns out to be the same

as the MSDD’s estimate, or close to it in terms of its Hamming distance, the complexity

reduction achieved is higher. As seen in Figure 4.32 and Table 4.8, the impact of the

CDD initialization on the complexity is more apparent in the HIHO DHA and ES-DHA

QMSDDs, where the objective is to simply find the globally optimal multi-level symbol.

Table 4.11 summarizes both the performance and the complexity of the HIHO QMSDDs

designed for the DSS/SSCH SDMA-OFDM system of Table 4.1 and the EPA channel of

Table 4.2. We may note that the CDD-initialized DHA QMSDD performs better than the

Randomly-initialized ES-DHA QMSDD operating at the 99% point of its CDF of Figure 4.8,
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the parameters of Table 4.1 in the EPA channel of Table 4.2.

Table 4.11: Summary of the presented HIHO QMSDDs for the DSS/SSCH SDMA-OFDM system
of Table 4.1 in the EPA channel of Table 4.2

MSDD

Complexity
% complexity

Eb/N0

Eb/N0

BERdifference

of the from the

(CFEs / bit)
ML MSDD

(dB) ML Figure

MSDD (dB)

Random-i ES-DHA
16.75 4.9% 18 4.65 4.9

(50% CDF)

Random-i ES-DHA
24.33 7.2% 14.46 1.11 4.9

(80% CDF)

CDD-i DHA 30.62 9% 13.35 0 4.33

Random-i ES-DHA
37.9 11.1% 13.35 0 4.9

(99% CDF)

Random-i DHA 43.6 12.8% 13.35 0 4.9, 4.33

ML 341.33 100% 13.35 0 4.9, 4.33

while requiring fewer CFEs per bit. In the case of the SISO DHA-based QMSDDs, the

CDD-initialized QMSDDs require approximately the same complexity as the randomly-

initialized QMSDDs, due to their more complex methodology. For this reason, we proposed

the iteration memory concept of Section 4.6.2 for the SISO QMSDDs, where the globally

optimal symbol found during a single MSDD-DEC iteration is used for initializing the

DHA searches of the next MSDD-DEC iteration, hence further reducing the complexity.
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Table 4.12: Summary of the presented QMSDDs for the DSS/SSCH SDMA-OFDM system of
Table 4.1 in the EPA channel of Table 4.2 at BER = 10−5

MSDD

MSDD-DEC Complexity
% complexity

Eb/N0

Eb/N0

BERdifference

of the from the

iterations (CFEs / bit)
MAP MSDD

(dB) MAP Figure

MSDD (dB)

Random-i 1 43.7 12.8% 10.75 1

4.10
DHA-MAA

2 44.13 12.9% 10.5 1.48

3 44.57 13.1% 10.5 2.03

Random-i 1 44.62 13.1% 10.71 0.96

4.10
DHA-MAA-NE

2 45.95 13.5% 10.5 1.48

3 46.26 13.6% 10.5 2.03

CDD-i 1 384.29 112.6% 9.855 0.105

4.17
DHA-MUA

2 455.13 133.3% 9.1 0.08

3 487.74 142.9% 9 0.53

Random-i 1 316.72 92.8% 9.845 0.095

4.34DHA-MUA-FKT 2 373.07 109.3% 9.1 0.08

iteration memory 3 398.86 116.9% 8.95 0.48

Random-i 1 316.72 92.8% 9.84 0.09

4.17
DHA-MUA-FBKT

2 374.51 109.72% 9.1 0.08

3 401.11 117.51% 8.9 0.43

DHA-QWSA

1 8235.71 2412.8% 10.3 0.55

4.252 10100.34 2959.1% 9.4 0.38

3 10919.02 3199% 9.1 0.63

MAP

1 341.33 100% 9.75 0 4.10,

2 341.33 100% 9.02 0 4.17,

3 341.33 100% 8.47 0 4.25

A summary of the SISO QMSDDs that were employed in the DSS/SSCH SDMA-OFDM

system of Figure 4.2, using the parameters of Table 4.1 in the EPA channel of Table 4.2 is

given in Table 4.12.

Furthermore, motivated by our quest for low-complexity QMSDDs, we proposed the

reuse of the symbol set created by the SISO DHA-based QMSDDs during a single QMSDD-

DEC iteration in (IpS− 1) of the subsequent QMSDD-DEC iterations, hence reducing the

complexity, since the QMSDD was not employed in those iterations. We found that the

system performance associated with IpS > 1 was close to that of the scenario, where

the QMSDD is employed during every QMSDD-DEC iteration, albeit the corresponding

complexity was lower for IpS > 1.

Finally, in Figure 4.37, Figure 4.38, Figure 4.39 and Figure 4.40 we investigated the

effect of the detection window length Nw, of the subcarrier-hopping period Th and of the
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interleaver length on the system’s performance. The parameters having the highest impact

were the interleaver length and the detection window length Nw, with the subcarrier-

hopping period Th having a much lower effect on the system’s BER.





Chapter 5
Conclusions and Future Work

Based on quantum computing, in this treatise we have proposed a number of optimal

and near-optimal hard-input hard-output (HIHO), as well as soft-input soft-output (SISO)

quantum-assisted multi-user detectors (QMUD) for coherent receivers and quantum-assisted

multiple symbol differential detectors (QMSDD) conceived for non-coherent receivers. We

have demonstrated that the performance of the HIHO quantum-assisted detectors used in

DS-CDMA and SDMA communication systems matches that of the ML detectors, despite

its substantial computational complexity reduction. Similarly, the SISO quantum-assisted

detectors were employed in both DSS/SSCH SDMA-OFDM and MC-IDMA communication

systems and were shown to provide a performance equivalent to that of the optimal Max-

imum A posteriori Probability (MAP) detector. Most of the proposed quantum-assisted

detectors rely on the Dürr-Høyer algorithm (DHA). The DHA performs a search in an N -

element, unsorted database and succeeds to find the specific index that corresponds to the

minimum entry of the database after O(
√
N) queries to the database, while the optimal,

serial search requires O(N) queries.

The novel fixed-complexity early-stopping-aided DHA based multiple-symbol detec-

tor [2] of Section 2.4.4 succeeds in performing similarly to the optimal ML MUD in Chap-

ter 2, while having a reduced complexity with respect to the optimal DHA QMUD [2] of

Section 2.4.3. The ES-aided DHA QMUD of Section 2.4.4 is also tunable in terms of its

complexity, albeit at a sub-optimal performance. The ES-aided DHA QMUD relies on the

pre-computed CDF curves of the optimal DHA QMUD and exploits their statistics in order

to predict the probability of succeeding in estimating the transmitted multi-level symbols.

Additionally, in Chapter 3 we have conceived a quantum algorithm termed as the quan-

tum weighted sum algorithm (QWSA) [1], which is based on the quantum mean algorithm

presented in [62]. By using the QWSA of Section 3.4 in combination with the DHA of

Section 2.4.3 we were able to formulate a soft-input soft-output quantum-assisted multiple-

symbol detector [1], which may be integrated with receivers for performing iterative de-

tection with at least a quadratic reduction in the computational complexity of the MAP

detector.
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The DHA was also used for the provision of soft bit-based log likelihood ratios (LLR),

which are required for performing iterative detection at the receiver. Iterative detection

was achieved by employing the ES-DHA QMUD once for the numerator and once for

the denominator of each bit of the multi-level symbol for computing the bit-based LLRs.

More specifically, by using the maximum approximation (MAA) [13] and the multi-input

approximation (MUA) [63], the DHA-MAA detector of Section 3.5.1 and the DHA-MUA

SISO detector of Section 3.5.2 were created [3]. It was shown that the DHA-MUA detector

performs better than the DHA-MAA detector, even though it has a higher complexity. The

performance of the DHA-MUA detector of Section 3.5.2 was demonstrated to be closer to

that of the MAP detector than to that of the DHA-QWSA detector of Section 3.4.5, while

having a lower complexity than both the MAP detector and the DHA-QWSA detector,

always with respect to the number of cost function evaluations. The DHA-MAA detector

of Section 3.5.1 was found to be more suitable for soft-output detection, rather than iterative

detection. In Section 3.7 the soft-output detectors were also compared to the soft-output

ant colony optimization (ACO) detectors of Section 3.6 proposed in [13, 63].

By using the output of a conventional detector, such as the MF or MMSE detector,

as the initial guesses for the minimum entry in the DHA search, we were able to further

reduce the complexity. This may not be the case in highly rank-deficient systems, where

the conventional detector’s performance is so poor that it may be considered random.

Furthermore, the neighbour exploitation (NE) modification of Section 3.5.1.1 was proposed

for the soft DHA detectors. By using the neighbour exploitation modification, we may

achieve an improved BER performance at essentially the same complexity.

The forward knowledge transfer (FKT) methodology of Section 3.5.2.2 and the forward

and backward knowledge transfer (FBKT) methodology of Section 3.5.2.3 were also inves-

tigated and applied to the DHA-MUA detectors of Section 3.5.2. It was shown that by

exploiting knowledge about the cost function values to be transferred between a multi-level

symbol’s bits we are able to greatly improve the performance, while reducing the complexity

imposed.

The iterative detection capabilities of the proposed quantum-assisted detectors were

evaluated in Section 3.9 with the aid of Gaussian extrinsic information transfer (EXIT)

charts [21], as well as non-Gaussian EXIT charts [144]. The mutual information in the

non-Gaussian EXIT charts was created by exploiting a number of auxiliary decoding iter-

ations prior to the main decoding iteration. By using non-Gaussian EXIT charts we may

visualise the actual nature of the detection and decoding algorithms employed and their

true capabilities when employed in iterative receivers. However, the Gaussian EXIT charts

are less complex to create and they have similar results to the non-Gaussian EXIT charts,

when the decoding components are suitable for iterative detection.

The non-coherent systems of Chapter 4 were shown to have a degraded performance

with respect to the coherent systems, but they do not require any knowledge about the

channel states. In future wireless communications, where lastge-scale MIMO and mm-Wave

systems are expected to be the norm, the estimation of hundreds of channel states may

become unrealistic, due to the high complexity required for channel estimation. The HIHO
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and SISO quantum-assisted detectors were also applied in non-coherent receivers, achieving

a near-optimal performance.

Apart from the challenges of near-optimal non-coherent detection at a low complexity,

there is a number of open problems in wireless systems that may be efficiently tackled by

quantum computing and quantum search algorithms. Our future work will be focused on:

1. Creating a joint quantum MUD and decoder, by incorporating the forward error

correction metric into the multiple-stream detection metric.

2. Moreover, quantum-assisted turbo synchronization and channel estimation may prove

less complex than the existing algorithms, while the Minimum BER (MBER) crite-

rion may be adopted for performing quantum-assisted turbo synchronization, channel

estimation and detection [175, 176].

3. A study, which benchmarks the quantum-assisted solutions against the best known

bio-inspired algorithms [11, 21, 23, 177, 178] may also prove beneficial.

4. Quantum search algorithms may also be used in the context of network coding [179,

180].

5. Furthermore, the quantum search algorithms employed in this treatise are assumed

to operate in an error-free environment. In practice, based on the imperfections of

the materials that will be used to create the quantum gates, the qubits may have a

non-zero probability of changing their states [43, 44], leading to undesirable search

outcomes. Modelling the effects of specific materials as a quantum channel, we may

be able to use quantum error correction codes [67, 181] for stabilizing the quantum

states in the quantum circuits.

6. The proposed quantum-assisted detectors may be employed in visible light commu-

nication systems, providing a better detection performance than the state-of-art it-

erative, parallel interference cancellation detectors [182, 183].

7. Quantum-assisted solutions may also be used in mm-Wave systems [17] for achieving

low-complexity search and detection.

8. The consideration of SDMA scenarios where each user is assigned a Relay Node (RN)

for conveying to the BS the information of the primary user. In a scenario where each

user cooperates with a unique RN, the size of the transmitters is doubled and hence

low-complexity MUDs such as our proposed QMUDs are required.

9. The cooperative scenario may be extended to a multi-cell system where the BSs are

linked by optical fibre allowing them to cooperate [184]. Once again, low-complexity

QMUDs may be employed for operating at the ML MUD’s limit.





List of Abbreviations

ACO Ant Colony Optimization

ACS Add-Compare-Select

AE Antenna Element

APP A Posteriori Probability

AWGN Additive White Gaussian-distributed Noise

BBHT Boyer-Brassard-Høyer-Tapp

BER Bit Error Ratio

BICM Bit-Interleaved Coded Modulation

BPSK Binary Phase Shift Keying

BS Base Station

CC Convolutional Code

CDD Conventional Differential Detector

CDF Cumulative Density Function

CF Cost Function

CFE Cost Function Evaluation

CIR Channel Impulse Response

COMP Cooperative Multi-cell Processing

CP Cyclic Prefix

CSI Channel State Information

DEC Decoder

DFDD Decision-Feedback Differential Detectors
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DHA Dürr-Høyer Algorithm

DPSK Differential Phase Shift Keying

DS-CDMA Direct-Sequence Code Division Multiple Access

DSS Direct Sequence Spreading

EPR Einstein-Podolsky-Rosen

ES Early Stopping

ETU Extended Typical Urban

EVA Extended Vehicular A

EXIT Extrinsic Information Transfer

FBKT Forward and Backward Knowledge Transfer

FCSD Fixed-Complexity Sphere Decoder

FD Frequency Domain

FD-CHTF Frequency-Domain Channel Transfer Function

FFT Fast Fourier Transform

FKT Forward Knowledge Transfer

FW Free Will

GA Genetic Algorithm

HIHO Hard-Input Hard-Output

HIHO Hard-Input Hard-Output

HISO Hard-Input Soft-Output

ID Iterative Detection

IDMA Interleave Division Multiple Access

IFFT Inverse Fast Fourier Transform

IpS Iterations per Search

IQFT Inverse Quantum Fourier Transform

LBER Least Bit Error Ratio

LLR Log-Likelihood Ratio

LTE Long Term Evolution
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MAA MAximum Approximation

MAP Maximum A Posteriori Probability

MBER Minimum Bit Error Ratio

MBER Minimum Bit Error Ratio

MC Multi-Carrier

MC-CDMA Multi-Carrier Code Division Multiple Access

MC-IDMA Multi-Carrier Interleave Division Multiple Access

MF Matched Filter

MFAA Multi-Functional Antenna Array

MIMO Multiple-Input Multiple-Output

ML Maximum Likelihood

ML Maximum Likelihood

MMSE Minimum Mean Square Error

MSDD Multiple Symbol Differential Detector

MSDSD Multiple Symbol Differential Sphere Detector

MSE Mean Square Error

MU Multi-User

MUA MUlti-input Approximation

MUD Multi-User Detection

MUD Multi-User Detection

MUI Multi-User Interference

NE Neighbour Exploitation

NE Neighbour Exploitation

NSCC Non-Systematic Convolutional Code

OFDM Orthogonal Frequency-Division Multiplexing

PDF Probability Density Function

PEA Phase Estimation Algorithm

PSAM Pilot Symbol Assisted Modulation
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PSO Particle Swarm Optimization

QAA Quantum Amplitude Amplification

QAE Quantum Amplitude Estimation

QAM Quadrature Amplitude Modulation

QBSC Quantum Bit String Comparator

QCA Quantum Counting Algorithm

QCR Quantum Control Register

QD Quantum Domain

QET Quantum Existence Testing

QFT Quantum Fourier Transform

QGOA Quantum Genetic Optimization Algorithm

QIR Quantum Index Register

QMA Quantum Mean Algorithm

QMSDD Quantum-assisted Multiple Symbol Differential Detector

QMUD Quantum Multi-User Detection

QoS Quality of Service

QR Quantum Register

QSA Quantum Search Algorithm

QWSA Quantum Weighted Sum Algorithm

RN Relay Node

RSSCH Random Slow Subcarrier Hopping

SDM Space Division Multiplexing

SDMA Spatial Division Multiple Access

SF Spreading Factor

SFH Slow Frequency Hopping

SISO Soft-Input Soft-Output

SM Spatial Multiplexing

SNR Signal to Noise Ratio
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SO Soft-Output

SSCH Slow Subcarrier Hopping

TCC Turbo Convolutional Code

TD Time Domain

USSCH Uniform Slow SubCarrier Hopping

UWB Ultra-Wide Band

WH Walsh-Hadamard

ZF Zero Forcing
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