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ON EVIDENCE GATHERING IN 3D POINT CLOUDS OF STATIC AND MOVING OBJECTS

by Anas Abuzaina

The recent and considerable progress in 3D sensing technologies mandates the development of efficient algorithms to process the sensed data. Many of these algorithms are based on computing and matching of 3D feature descriptors in order to estimate point correspondences between 3D datasets.

The dependency on 3D feature description and computation can be a significant limitation to many 3D perception tasks; the fact that there are a variety of criteria used to describe 3D features, such as surface normals and curvature, makes feature-based approaches sensitive to noise and occlusion. In many cases, such as smooth surfaces, computation of feature descriptors can be non-informative. Moreover, the process of computing and matching features requires more computational overhead than using points directly.

On the other hand, there has not been much focus on employing evidence gathering frameworks to obtain solutions for 3D perception problems. Evidence gathering approaches, which use data directly, have proved to provide robust performance against noise and occlusion. More importantly, evidence gathering approaches do not require initialisation or training, and avoid the need to solve the correspondence problem.

The capability to detect, extract and reconstruct 3D objects without relying on feature matching and estimating correspondences between 3D datasets has not been thoroughly investigated, and is certainly desirable and has many practical applications.
In this thesis we present theoretical formulations and practical solutions to 3D perceptual tasks, that are based on evidence gathering. We propose a new 3D reconstruction algorithm for rotating objects that is based on motion-compensated temporal accumulation. We also propose two fast and robust Hough Transform based algorithms for 3D static parametric object detection and 3D moving parametric object extraction.

Furthermore, we introduce two algorithms for 3D motion parameter estimation that are based on Reuleaux’s and Chasles’ kinematic theorems. The proposed algorithms estimate 3D motion parameters directly from the data by exploiting the geometry of rigid transformation. Moreover, they provide an alternative to the both local and global feature description and matching pipelines commonly used by numerous 3D object recognition and registration algorithms.

Our objective is to provide new means for understanding static and dynamic scenes, captured by new 3D sensing technologies as we believe that these technologies will be dominant in the perception field as they are going under rapid development. We provide alternative solutions to commonly used feature based approaches by using new evidence gathering based methods for the processing of 3D range data.
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Nomenclature

$R$ 3 × 3 Rotation matrix
$t$ 3D translation vector
$p$ A 3D point with $(p_x, p_y, p_z)$ geometric coordinates
$T$ 4 × 4 Homogeneous transformation matrix
$P$ Point cloud, a set of $M$ 3D points

$\theta$ Rotation angle
$w$ Angular velocity
$\dot{w}$ Estimated angular velocity
$\xi$ Accumulator angular resolution
$W$ Range of angular velocities
$V$ Velocity point cloud
$A$ Temporal accumulation
$D$ Subsampled velocity point cloud
$S$ Stack of subsampled velocity point clouds
$O$ Octree representation of $V$
$\sigma$ Noise standard deviation
$\rho$ Error metric

cx $x$-coordinate of sphere centre
cy $y$-coordinate of sphere centre
cz $z$-coordinate of sphere centre
$r$ Sphere radius
$v$ Root mean square error metric

d Displacement vector
$m$ Midpoint of displacement vector
$B$ Orthogonal plane through displacement midpoint
$r$ Axis of rotation
$\dot{r}$ Estimated axis of rotation
$rg$ Ground truth axis of rotation
$v$ Direction of axis of rotation
NOMENCLATURE

q  Point on axis of rotation
K  Max number of possible estimated axes
L  Number of computed axes
α  Geometric consistency tolerance threshold
t_{pos}  Euclidean tolerance threshold
t_{dir}  Cosine similarity threshold
U  Voting algorithm iterations
n  Normal vector
hc  Screw axis
hec  Estimated screw axis
hg  Ground truth screw axis
h  Direction of screw axis
c  Critical point
η  Screw axis pitch
p  Projected point
e_{pos}  Positional offset
e_{dir}  Directional offset
e_θ  Angle offset
β  Subsampling voxel size
Chapter 1

Introduction

1.1 Context

Much progress has been made in the development of 3D acquisition methods and technologies, especially recently when new high-resolution 3D sensing technologies became available to the public such as the Microsoft Kinect. The research community quickly employed such consumer depth sensors to solve many computer vision problems, and to develop numerous 3D perception applications.

By providing a third dimension of the spatial coordinates of their output data such as point clouds, the Kinect and similar depth sensors provide practical and accurate means for overcoming traditional problems in computer vision applications. Such problems are mainly related to background and foreground segmentation, object occlusion, unknown object scaling and changing lighting conditions. As a result, computer vision is rapidly becoming more sophisticated; scenes are understood and objects are recognised.

The processing of 3D imagery plays a crucial role in state of the art 3D computer vision applications such as 3D object detection and tracking, 3D geometry computation, object recognition, surface registration, structure perception and production of 3D models. Introducing robust, realistic and fast solutions for such problems, although extensively studied, is still a challenging research task.

The significant perception improvement in 3D sensing technologies lead towards the development of numerous algorithms designed specifically to work with 3D imagery; many of these algorithms are based on the computing and matching of 3D feature descriptors and estimating point correspondences to solve 3D perception problems such as recognising objects and registering 3D surfaces. Even though these algorithms provide robust and accurate performance in some cases, the fact that there are a variety of criteria used to describe 3D features, such as surface normals and curvature, makes feature-based 3D perception algorithms more sensitive to noise and occlusion. Moreover, the process
of computing and matching features requires more computational overhead than using points directly.

On the other hand, there has not been much focus on employing evidence gathering frameworks to obtain solutions for these problems. Having been employed in many 2D applications, evidence gathering is well-known for its ability to handle noise and occlusion; which are significant challenges to many computer vision algorithms. Moreover, evidence gathering approaches do not require initialisation or training, avoid the need to solve the correspondence problem, and use the data (3D points) directly; hence bypassing the need for computing and matching 3D feature descriptors.

By the nature of evidence gathering, the best correspondences of the investigated feature produce the highest accumulator peaks. The evidence is the votes cast in an accumulator array, which is simply an N-dimensional array where each cell corresponds to certain parameter.

In this research we present theoretical formulations and practical solutions to 3D perceptual tasks, that are based on evidence gathering. We propose an algorithm for 3D reconstruction of rotating objects that is based on motion-compensated temporal accumulation, two methods for 3D static parametric object detection and 3D moving parametric object extraction, based on the Hough transform, and a new method for 3D motion estimation based on Reuleaux’s and Chasles’ kinematic theorems employing invariant properties that can be inferred from the motion.

The developed methods must be robust in terms of noisy data and occlusions, and to handle errors and false positives. Also these methods have to be efficient in terms of computational power and memory requirements, and to work within available computational constraints. Moreover, they have to be generic in terms of the shape or model of the object to be detected and constructed, and the quality and source of the input data.

Our objective is to provide new means for understanding static and dynamic scenes, captured by new 3D sensing technologies as we believe that these technologies will be dominant in the perception field as they are going under rapid development, and being employed widely in research as well as in practical fields. We provide alternative means to commonly used feature based approaches by introducing employment of evidence gathering based methods to the processing of 3D range data.
1.2 Contributions

The contribution of this research is of four parts:

- We present an algorithm for 3D reconstruction of point clouds that is based on motion-compensated temporal accumulation. This algorithm accumulates surface information over the sequence after applying a series of rigid transformations on the point clouds of the input sequence, and then resamples the accumulated point clouds based on a computed space partitioning and votes for the best reconstruction based on the number of points in each resampled point cloud.

- We introduce a fast and robust Hough Transform (HT) based algorithm for detecting spherical structures in 3D point clouds. To the best of our knowledge, our algorithm is the first HT based implementation that detects spherical structures in typical 3D point clouds generated by consumer depth sensors. Our approach has been designed to be computationally efficient; reducing an established limitation of HT based approaches.

- We present the new 3D velocity Hough Transform (3DVHT) which incorporates motion parameters in addition to structural parameters in an evidence gathering process to accurately detect moving spheres at any given point cloud from the sequence. The 3DVHT globally integrates information in all frames (point clouds), so information missed in one frame, yet present in another, still contributes to the final evidence gathered. We demonstrate its capability to predict the occurrence of spheres which are obscured within the sequence of point clouds, even in the case of full occlusion.

- We introduce two algorithms for 3D motion parameter estimation that are based on two kinematics theorems. The proposed algorithms estimate 3D motion parameters directly from the data by exploiting the geometry of rigid transformation using an evidence gathering technique in a Hough-voting-like approach. The two proposed algorithms provide an alternative to the both local and global feature description and matching pipelines commonly used by numerous 3D object recognition and registration algorithms, as they do not rely on keypoint detection and feature descriptor computation and matching.

Moreover, we propose a method for voting for 3D motion parameters using a one-dimensional accumulator space, which enables voting for motion parameters more efficiently than other methods that use up to 7-dimensional accumulator spaces.
1.3 Publications

- The technique for object reconstruction by temporal accumulation was presented at the 2014 International Conference on Pattern Recognition [1].

- The static sphere detection technique was presented at the 2013 conference of Computer Analysis of Images and Patterns [2].

- The moving sphere detection technique was presented at the 2013 IEEE Image, Video and Multidimensional Signal Processing Workshop on 3D Image/Video Technologies and Applications [3].

- The new method for motion estimation will be submitted to IEEE Transactions on Pattern Analysis and Machine Intelligence (in preparation).

1.4 Thesis Outline

This thesis is organised as follows:

_Chapter 2_ reviews the background on 3D motion estimation, gives a detailed overview of both local and global surface matching methods and discusses the main issues driving the different research strands in the area of surface matching and motion estimation. This is followed by a list of the most recent advancements in available 3D sensing technology and description of the properties of the output data these sensors provide. In addition, properties of point clouds and subsampling methods are discussed, and a variation to current techniques is introduced. The next four chapters will each have a section on related work discussing methods and algorithms specifically related to the content of each chapter.

_Chapter 3_ describes an algorithm for 3D reconstruction of point clouds that is based on motion-compensated temporal accumulation. The chapter first discusses the related work to our algorithm in terms of registration and temporal accumulation, followed by a detailed overview of the presented algorithm. After that, experimental results on synthetic and real data are demonstrated, and finally the performance of the algorithm evaluated in terms of noise and processing time.

_Chapter 4_ describes the 3D Hough transform for sphere detection in static point clouds. This chapter begins by describing parametric 3D shape detection and listing related work. After that, the theory of the 3D Hough transform for sphere detection is explained. Next, details of the implementation of the algorithm are described. Finally, evaluation and performance analysis in terms of occlusion, noise and bin size, are provided.

_Chapter 5_ describes the 3D velocity Hough transform (3DVHT). The chapter begins by describing moving object detection and listing related work. After that, it describes
the algorithm for detecting moving parametric objects via the 3DVHT. Next, details of
the implementation of the algorithm are described. After that, experimental analysis
demonstration examples of synthetic and real point cloud sequences are provided.

Chapter 6 describes a new method for 3D motion estimation. The chapter begins by
discussing related work, in terms of motion estimation using geometrical analysis and
Hough voting. The next section describes the proposed method for rotation estimation.
The third section describes the second proposed method for general motion estimation.
After that, demonstration examples to validate and verify the theory of the two algo-
rithms are given. Then analysis, experimental evaluation and results of implementing
the algorithms on real data are provided followed by a discussion of the properties of
the proposed algorithms.

Chapter 7 outlines the further work of this research and concludes this thesis.
Chapter 2

State of the Art

Analysing multiview 3D image data largely concerns deploying processing pipelines that can find the relative motion between the data sets by assessing similarity between surfaces in the underlying 3D data. Determining similarities between datasets, or surface matching, leads to finding the relative positions and orientations between datasets, and hence finding the transformation consisting of translation and rotation which transforms one data set to the other, which is referred in the literature as motion estimation or transformation estimation.

In other words, surface matching concerns with finding correct correspondences between 3D datasets; as finding transformation between datasets is easily calculated if correct point correspondences are known.

Object recognition and registration are of the most fundamental topics that have been focused on by 3D computer vision researchers; especially in the last few years when low cost sensors, such as the Microsoft Kinect, became popular within the research community. Object recognition aims to identify and detect the presence of objects in a given scene, and determine their poses (positions and orientations), while registration concerns integrating separately acquired datasets into a consistent global model.

Given a model of the object, recognition systems typically identify and classify objects present in a single viewpoint and estimate their pose in the real world by matching surfaces on the given model to points in the scene. On the other hand, registration is achieved by finding the poses of multiple partial datasets acquired from different viewpoints, and aligning them into a complete model in such a manner that intersecting regions overlap perfectly. This also requires matching surfaces and estimating the motion between multiple partial datasets.

Intensive research has been done on developing methods for finding, matching and refining point correspondences between 3D datasets, and to estimate the resulting transformation. In the following sections, we explain 3D motion estimation and give a detailed
overview of both local and global surface matching methods; we discuss the procedural pipelines of both categories, explain related concepts, and list state of the art methods and algorithms and how they are employed to estimate the motion between 3D datasets. We also discuss the main issues driving the different research strands in the area of surface matching and motion estimation.

Additionally, we list the most recent advancements in available 3D sensing technology and describe the properties of the output data these sensors provide. We also discuss properties of point clouds and subsampling methods, introducing a variation to current techniques that provides a better representation of the subsampled point cloud.

### 2.1 Motion Estimation

The process of computing the relative position and orientation between 3D datasets from predetermined corresponding pairs is called motion estimation, also referred to in the literature as rigid transformation estimation and the absolute orientation problem.

A rigid (Euclidean) transformation, shown in Figure 2.1, preserves the distance between any two points on the surface of the object for all motions; it consists of a rotation component represented by a $3 \times 3$ matrix ($R$) and a translation component represented by a 3D vector ($t$). If $p$ is any point on the 3D object undergoing the rigid transformation and $p'$ is the corresponding point resulting the transformation, then the following relation holds:

$$ p' = Rp + t $$

(2.1)
which can be expanded to

\[
\begin{bmatrix}
p'_x \\ p'_y \\ p'_z 
\end{bmatrix} = \begin{bmatrix} R_{11} & R_{12} & R_{13} \\ R_{21} & R_{22} & R_{23} \\ R_{31} & R_{32} & R_{33} \end{bmatrix} \begin{bmatrix} p_x \\ p_y \\ p_z \end{bmatrix} + \begin{bmatrix} t_x \\ t_y \\ t_z \end{bmatrix}
\]  \tag{2.2}

The rigid transformation can also be represented by a single $4 \times 4$ matrix ($T = [R|t]$) in homogeneous coordinates, Equation 2.3.

\[
T = \begin{bmatrix} R_{11} & R_{12} & R_{13} & t_x \\ R_{21} & R_{22} & R_{23} & t_y \\ R_{31} & R_{32} & R_{33} & t_z \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]  \tag{2.3}

If only the 3D coordinates of the correspondences are used, three correspondence pairs are required to deduce a transformation between the surfaces to be matched. Some other methods which use surface normals at keypoints in addition to their 3D coordinates, require two points for motion estimation, as in [4].

Many algorithms have been developed to compute the parameters of the 3D rigid transformation from established 3D point correspondences between a pair of 3D datasets. Comprehensive surveys of 3D motion estimation methods are in [5, 6].

[5] Presented a qualitative summary and comparison of iterative as well as closed form motion estimation methods categorised by the type of feature used in the motion estimation task.

[6] Presented a comparative analysis of four popular and efficient algorithms, based on accuracy, stability and efficiency. Each algorithm computes the translational and rotational components of the transformation in closed form, given the point correspondences between the two 3D point sets. These algorithms differ in terms of the transformation representation used and the mathematical derivation of the solution; namely singular value decomposition (SVD), orthonormal matrices, unit quaternions and dual quaternions. The results of this analysis indicated that under typical, real-world noise levels, there is no difference in the robustness of the final solutions of those four algorithms.

Other methods exploit the geometrical properties of a rigid transformation to compute the 3D motion parameters such as in [7, 8] in which the vector distance between feature points and angular information are used as constraints to analyse transformation parameters. [9] Determine the transformation in the form of screw displacement parameters using line geometry and the Reuleaux method. Methods that use geometric properties for motion estimation are discussed in detail in Chapter 6.
2.2 3D Surface Matching

There are two main categories for 3D surface matching methods; matching by global descriptors and matching by local feature correspondences. Global surface matching methods rely on global feature descriptors that describe the entire 3D object, while local methods use local feature descriptors that are computed locally around keypoints on the surface of the objects. Figure 2.2 shows the pipelines of global and local surface matching methods.

A 3D feature descriptor, also called geometric feature, shape descriptor, or just simply 3D feature, is a compact high-dimensional representation of 3D data. 3D feature descriptors are vector functions that describe the geometry of an object (global) or a local neighbourhood (local) around a keypoint on the surface of an object, by projecting the neighbourhood into a proper feature space. Thus, comparing two different objects, or two different points on two different surfaces, results in comparing the difference in some space between their feature vectors. A 3D feature descriptor is invariant to a specific class of transformations and/or set of disturbances.

Unlike 2D feature description, 3D descriptor computation is based on surface geometry rather than the attributes like colour and texture used in 2D image recognition and retrieval. This is due to the fact that the similarity between 3D objects is congregated by their shapes. Furthermore, colour and texture information are not guaranteed to be provided in 3D data.

2.2.1 Global Surface Matching

Global surface matching methods characterise the object as one entity and define a set of global features that describe the entire 3D object concisely. Usually, global feature descriptors are computed for 3D data that is likely to be objects, and they usually deploy a specific preprocessing step based on segmentation.

The key idea of global matching methods is to transform an arbitrary 3D model into a parameterized function that can easily be compared with other functions, which is a relatively simple problem when compared to surface matching methods that use feature correspondences, model fitting and parameterisation.

The global surface description pipeline starts with a segmentation step, and then the segmented objects are described with a global feature descriptor in order to be matched in the next step. After matching, a transformation that aligns the datasets is computed and finally a hypothesis verification step implemented to improve the estimated transformation accuracy.
2.2.1.1 Segmentation

Since global feature descriptors require the notion of objects, segmentation is required to extract objects from the scene. Several methods have been developed for the specific task of segmentation, such as in [10, 11]. These methods are usually based on the extraction of a dominant plane in the scene and clustering remaining points.
2.2.1.2 Global Object Description

Global object descriptors are high-dimensional representations of object geometry and are mainly employed for object recognition, pose estimation and object classification. They can be considered as a mapping from the space of 3D objects to some finite-dimensional vector space. Such mappings are designed to preserve as much information as possible and to build the resulting representing vector in a possibly low-dimension to allow fast and reliable similarity searches. The viewpoint feature histogram (VFH) [12], 3D moments [13], Eigen shapes [14], shape distributions [15], and extended Gaussian images [16] are amongst the most widely used global descriptors in recognition and registration pipelines.

2.2.1.3 Global Matching

In the global feature framework, the shape and geometry of segmented objects is described by means of a single global descriptor. As mentioned earlier, this descriptor can be represented as a histogram or another high dimensional mapping in a different vector space. This descriptor is typically compared against those obtained of a given model in the training stage, or other data sets and the best \( K \) Nearest neighbours (\( NNs \)) are retrieved. The \( K \) \( NNs \) represent the \( K \) most similar datasets according to the description obtained by means of the desired global feature and the metric used to compare the feature vectors [17]. To improve matching results, a number of nearest neighbours instead of the single nearest neighbour are usually retrieved. For histogram based global feature matching methods, typically a brute-force matching algorithm is used for fast and reliable similarity searches, such as in [18]. Other methods find similarities by means of correlation between mapped feature vectors [16, 19, 20].

2.2.1.4 Transformation estimation

Once global descriptors are matched, a six degrees of freedom transformation consisting of rotation and translation is computed to perform alignment between the 3D datasets, also referred to as 6 DoF pose estimation. This is typically achieved by an optimisation function that correlates the generated global descriptor vectors to obtain the transformation that best aligns the surfaces of the input 3D datasets.

2.2.1.5 Hypothesis Verification

Typically, the last step of both local and the global surface matching pipelines is hypotheses verification, which aims to improve the outcome of the surface matching by reducing the number of false positives while retaining correct correspondences [17]. This
is achieved by aligning matched surfaces by the transformation computed in previous steps and then refining the alignment with methods such as the iterative closest point algorithm (ICP) and its variants [21]. [22] Introduced a hypothesis verification method for global surface matching pipelines that is based on the number of inliers between datasets.

2.2.1.6 Limitations

Generally, global feature descriptors suffer from a number of limitations; since these descriptors process the object as one complete entity they ignore the specific details of the object. Also it is difficult to handle partial data using global descriptors. Moreover, they require a priori segmentation of the object from the scene, therefore are not suitable for the recognition of a partially visible object from cluttered scenes, as the global descriptor may include points from the clutter around the object. Furthermore, mapping to other spaces can be non-informative and ambiguous in some cases.

Additionally, some of these global methods are limited to special cases; [20] depends heavily on point cloud resolution and its consistency and can be computationally complex. [16] Relies on the calculation of normals which do not provide enough information about the geometry in some point clouds and does not give accurate results when handling arbitrarily curved objects. [19] Does not produce a single solution and therefore requires methods to evaluate a set of potential solutions. According to [23], most focus has been on surface feature based methods as they are more robust to occlusion and clutter which are frequently present in a real-world scene.

2.2.2 Local Surface Matching

Local surface matching methods depend on the detection of local distinguishable points (keypoints) and estimating the correspondences between point sets by computing and comparing feature vector functions (descriptors) describing the geometry in the neighbourhood of the keypoint, thus finding correspondences is achieved by comparing differences between these descriptors. In the last few years, numerous keypoint detection as well as feature description and matching methods, aimed to solve recognition and registration paradigms, have been introduced and implemented widely within research as well as industry.

Typically, a local feature-based matching pipeline which aims to find the transformation between 3D datasets, such as registration and object recognition systems, is implemented in the following five steps:

1. Keypoint detection: The first step is to identify keypoints on the surface of the datasets to be matched, these keypoints are identified by a 3D detector.
2. Feature description: At each keypoint, a vector describing the local neighbourhood of the keypoint is computed; this vector is called feature descriptor.

3. Feature matching: Computed feature descriptors are compared and matched, and correspondences are estimated from the most reliable matches. An additional procedure is included in this step to eliminate wrong correspondences, usually referred as correspondence grouping.

4. Transformation estimation: Remaining correspondences are used to compute the transformation between the 3D datasets.

5. Hypothesis Verification: Similar to the global surface matching pipeline, this step is implemented to improve the accuracy of the estimated transformation.

In the following sections we present a detailed overview these five steps of the local surface matching pipeline.

2.2.2.1 Keypoint Detection

3D datasets typically have large number of points; point clouds generated by the Kinect sensor for example have 300K points on average, also laser range finders can produce point clouds with multi million points. Extracting local features from such a great number of points can be computationally inefficient. Instead, working with a subset of interest points with rich information content from the 3D dataset significantly reduces time and computational cost. The interest points are called keypoints, Figure 2.3.

Keypoint detection is the first step of any feature-based surface matching; detecting keypoints significantly reduce the computational burden of the subsequent feature extraction and matching phases, as feature descriptors are computed only for detected keypoints instead of every point in the 3D dataset.

Keypoints can be defined as points of the shape that are prominent according to a particular definition of interestingness or saliency [24]. The position and the neighbourhood size of the keypoint define a local surface which is used in the subsequent feature description phase. According to [25], a 3D keypoint on a 3D model or a 2.5D surface must satisfy three constrains: the detected keypoints must have high repeatability between different 2.5D views and 3D model of the same object. Second, a unique 3D coordinate basis can be defined from the neighbourhood surface to extract invariant local features. And third, the neighbourhood surface of the keypoint must contain sufficient descriptive information which uniquely characterizes that point.

3D keypoints are extracted from surfaces by a 3D detector. 3D keypoint detectors analyse local neighbourhoods around the elements of the given surface in order to identify
such interest points. A good keypoint detector should have two main traits; distinctiveness and repeatability [24]. Distinctiveness is the ability to detect keypoints that can be effectively described and matched, which subsequently will provide correct correspondences. Repeatability in this context means that the detector should have the capability to detect the same keypoints accurately under various nuisances affecting the data such as viewpoint changes, missing parts, point density or topology variations, clutter, sensor noise, etc.

In the past few years several 3D keypoint detectors have been introduced, detailed comprehensive surveys and evaluations of 3D keypoint detectors can be found in [23, 24, 25]. In summary, 3D keypoint detection methods (keypoint detectors) can be categorised into three groups: sparse sampling methods, fixed-scale detectors and adaptive-scale detectors.

Sparse sampling and mesh decimation methods are the simplest keypoint detectors. As their name suggests, these methods subsample the 3D data into a reduced number of sparse points, this is achieved by specially partitioning the 3D space into small volumes using a data structure such as octree [26] or Kd-tree [27], overviews of these methods can be found in [28, 29].

The problem with sparse sampling methods is that they do not result in qualified keypoints in terms of repeatability and amount of information, and thus their resulting features are not sufficiently descriptive; as they do not consider the richness of discriminative information of the keypoints [23]. We discuss point cloud subsampling in detail in Sub-section 2.5.2.
Other keypoint detection methods are categorised based on the scale (neighbourhood size) of the key point; whether it is predetermined (fixed-scale) or adaptively detected (adaptive scale).

Fixed-scale keypoint detection methods find distinctive key points at a specific, constant neighbourhood size or scale. This neighbourhood size is determined by the scale, which is an input parameter to the keypoint detection algorithm [24]. Although these methods are easy to implement, using fixed scale might cause the detection of few keypoints on the surface, and neglecting useful scale information encoded in local structures. Examples of fixed-scale keypoint detectors include local surface patches (LSP) [30], rotational projections [31] and intrinsic shape signatures [32].

A lot of recent research has been focused on adaptive-scale keypoint detection methods, which build a scale-space for the 3D dataset and pick the points with extreme distinctiveness measures in both the spatial and scale neighbourhoods as keypoints [23]. These methods provide the ability of associating a characteristic scale with each detected keypoint, which is selected as the maximum along the scale dimension of a suitable function, generally coinciding with the saliency [24]. This defines the support for the subsequent feature description stage. Examples of adaptive-scale keypoint detectors include Laplace-Beltrami Scale-space [33], 3D SURF [34] and 3D SIFT [35].

According to [23], these methods can be divided into four categories: coordinate smoothing, geometric attribute smoothing, surface variation and transform based methods.

### 2.2.2.2 Feature Description

According to [36], the importance of 3D local features comes from the fact that they provide a more robust alternative to representing points with only their 3D Cartesian coordinates; as the latter is an ill-posed problem, because even though 3D points are equal with respect to some distance measure (e.g. Euclidean metric), they could be sampled on completely different surfaces, and thus represent totally different information when taken together with the other surrounding points in their vicinity. 3D feature descriptors provide applications which need to compare points with better characteristics and metrics to be able to distinguish between geometric surfaces.

Once keypoints are extracted, they are associated to local feature descriptors; this is done by determining a subset of neighbouring points around extracted keypoints and using it to compute a description of the local geometry for each keypoint. Generally, 3D local descriptors are developed for specific applications such as registration, object recognition, and local surface categorization. Typically keypoint detection is combined with a local feature descriptor to achieve an optimal performance, which is also dependent on the size of the neighbourhood around the keypoint; as large neighbourhood enables a descriptor to encode more information while being more sensitive to occlusion and clutter.
According to [23], local feature descriptors can be categorised according to the approaches employed to construct the feature descriptors; these sub-categories include signature based, histogram based, and transform based methods:

- **Signature based Methods**: these methods describe the local neighbourhood of a keypoint by encoding one or more geometric measures computed individually at each point of a subset of the neighbourhood. Examples of this sub-category are the normal aligned radial feature (NARF) [37] and the Binary Robust Appearance and Normal Descriptor (BRAND) [38].

- **Histogram based Methods**: these methods describe the local neighbourhood of a keypoint by accumulating geometric or topological measurements (e.g., point numbers, mesh areas) into histograms according to a specific domain (e.g., point coordinates, geometric attributes). These methods can further be divided into spatial distribution histogram such as pairwise geometric histograms [39], Rotational Projection Statistics (RoPS) [31], geometric attribute histogram such as Histogram of Oriented Normal Vectors HONV [40], Point feature histogram (PFH) [41], Signature of Histograms of Orientations SHOT [42], and oriented gradient histogram based methods such as MeshHOG [43] and Local Depth SIFT (LD-SIFT) [35].

- **Transform based Methods**: these methods first transform a range image from the spatial domain to another domain (e.g., spectral domain), and then describe the 3D surface neighbourhood of a given point by encoding the information in that transformed domain, such as 3D SURF [34] and Heat Kernel Signature HKS [44].

Finally, it is worth to mention that many 3D keypoint detection methods, as well as 3D feature descriptors are inspired by their successful 2D ancestors. For example, LD-SIFT and 3D SURF feature detectors are respectively extensions of SIFT [45], SURF [46] detectors.

### 2.2.2.3 Local Matching

Once local feature descriptors are computed for the 3D datasets, they need to be matched to yield point-to-point correspondences. Local feature descriptors are compared using the Euclidean distance, and correspondences are set between each descriptor from one 3D dataset and its nearest neighbour (NN) in the other dataset according to a matching threshold. According to [47] there are three popular strategies for feature matching, i.e., threshold based, Nearest Neighbour (NN) based and Nearest Neighbour Distance Ratio (NNDR) based strategies.

Once point-to-point correspondences are computed, they will contain true and false matches, hence additional stages need to be implemented to select the best correspondences and discard false ones in order to obtain the correct transformation. These
additional stages include techniques such as correspondence grouping, RANSAC, game theory and Hough transform based methods.

In correspondence grouping, correspondences are discarded by enforcing geometrical consistency between them. More specifically, by assuming that the transformation between the model and its instance in the current scene is rigid, the set of correspondences related to each model is grouped into subsets, each one holding the consensus for a specific rotation and translation of that model in the scene. Subsets whose consensus is too small are discarded, simply by thresholding based on their cardinality [17].

Even with enforcing geometric consistency, it is not guaranteed that all correspondences are consistent with a unique 3-D rigid rotation and translation. Hence, additional steps can be included to the local feature matching process to reduce the number of the remaining correspondences such as RANSAC. Random sample consensus (RANSAC) eliminates correspondences which are not consistent with the same six degrees of freedom transformation (translation and rotation), such as in [4].

In addition to geometric consistency and RANSAC, researchers have introduced other methods for eliminating false correspondences, such as game theory based methods [48] and Hough transform based methods [34, 49]. Game theory based methods perform a selection process to select feature correspondences which satisfy a global rigidity constraint while Hough transform based methods perform a voting process in a parameter space, the peaks of the parameter space are considered to be the transformation hypothesis. A detailed discussion on Hough based methods is in Chapter 6.

2.2.2.4 Transformation Estimation

Once correspondences are estimated by the surface matching step, and then wrong correspondences are eliminated by correspondence grouping, a rigid transformation that aligns the matched 3D datasets is computed from remaining correspondences, as explained in section 2.1.

2.2.2.5 Hypothesis Verification

Similar to global surface methods, a final hypotheses verification step is required to guarantee that any correspondence is consistent with the estimated transformation. The ICP algorithm is employed with some other metrics usually used with local surface matching methods to perform verification. Other methods such as in [50] minimise cost functions of geometrical cues to achieve optimal hypotheses.
2.2.2.6 Computational Complexity

Searching for matches between feature descriptors can be implemented by a brute-force search, which compares a scene feature with all model features. Assuming there is one model, the computational complexity of a direct brute-force search is $O(N_f)$, where $N_f$ is the number of model features [23]. Faster alternatives have been introduced in which special data structures employed for indexing. For example, [51] used hash tables, and [48] and [31] used a kd-tree based method to perform feature matching.

Other than the number of features, the dimensionality $D$ of the feature vector affects the computational complexity. Generally, the number of bins required for a particular division of the features space into $div$ divisions for each dimension is $div^D$, [17]. The dimensionality of the feature space can be significantly large, for example the 3D SIFT descriptor proposed by [52] has 2048 dimensions. 3D feature descriptors vary in dimensionality and in general require spaces with many dimensions.

2.3 Issues

There are many issues that are driving the different research strands in the area of surface matching and motion estimation and subsequently 3D applications such as surface registration and object recognition; in [53], the authors highlight the main issues of registration and fusion of 2.5D range images into full 3D data sets, here we briefly describe the most significant of these issues.

1. Initial registration and range of convergence. Most registration algorithms use an iterative algorithm that ideally converges to the best multiple data set registration. Many algorithms only converge to a good solution if the initial relative pose estimate is sufficiently close to the optimal registration. So, one issue is how to find a good initial relative pose estimate. It is interesting to note that even with good initialisation, algorithms may not find an optimal registration or even may not be able to refine the initial coarse registration. This is due to a large number of local minima due to noise, occlusion, appearance and disappearance of points, and general lack of knowledge about the distribution of points.

2. Inexact correspondences. Two or more 3D data sets are unlikely to be acquired such that the 3D data points exactly correspond. For example, the sampling density might be different due to scanner settings, scanner distance or surface slopes. Thus, a point or feature in one data set will not have an exact correspondence in another data set, yet some sort of alignment between the elements in the two data sets will be needed. However, it is observed that registration errors are a function of inter-point distances and thus, the resolution of the scanning. The smaller such
distances, the larger the potential for accurate registration. This suggests that registration accuracy may be improved from fitted surfaces.

3. Outliers/partial overlap. When registering two (or more) data sets, there are usually 3D data points or other features that do not have any correspondence between the data sets. The two main causes of this are: 1) regions of the data where there is no overlap (a natural consequence of extending the data description by incrementally fusing partially overlapping data) and 2) noise outliers. Hence, great effort has been made to identify outliers and partial overlap based on techniques. It has been shown that the identification of outliers and partial overlap are essential steps to the estimation of motion parameters. Moreover, these two steps are often interweaved and affect each other especially when no exact information is available about the distribution of points, occlusion, appearance and disappearance of points.

4. Pose versus correspondence search. Most registration algorithms align data sets by finding approximately corresponding data features and then estimating the pose that aligns these. A problem that arises from this approach is the convergence to significantly misaligned local minima, which can happen when the data sets are initially far from correct alignment or slight misalignment when near to the global optimum. More recent research has started search in the pose space instead of the correspondence space and seem to be finding a broader range of initial poses that still lead to convergence near the correct alignment.

5. Registerable feature type. When searching for corresponding features in the two data sets, there are a variety of criteria that one can use for classifying points as being similar or interesting or key points, such as colour, local surface normals, local curvature shape, edgeness, texture, etc. All such features are to varying degrees sensitive to noise and other conditions such as occlusion and thus the extraction of such features is also a challenging task. This contrasts with using the points directly with the shortcoming that such algorithms often require good initialisation.

6. Performance acceleration. The correspondence search algorithms generally have a large potential space to search through in order to find corresponding features. This problem is usually solved by including processes to reduce the computational complexity of this search, including coarse-to-fine strategies.
Figure 2.4: Consumer depth sensors. Microsoft Kinect (top left), Microsoft Kinect v2 (top right), Asus Xion Pro (bottom left) and Leap Motion (bottom right).

2.4 Depth Sensors

In recent years, a number of consumer depth sensors have been introduced to the public, such as the Microsoft Kinect\textsuperscript{1}, Microsoft Kinect v2\textsuperscript{2}, Asus Xion Pro\textsuperscript{3} and Leap Motion\textsuperscript{4}, Figure 2.4. The low cost, reliability and real-time 3D measurement not only made these sensors very popular within computer gamers, but also within the computer vision research community. Moreover, numerous applications in computer vision, robotics, human-computer interaction, health care, industrial design, 3D printing, gaming, even artistic projects and fashion have employed such devices.

More recently, there has been a focus to port 3D sensing technology in mobile devices; such as Google Project Tango\textsuperscript{5} devices which contain customized hardware and software designed to track the full 3D motion of the device, and the Structure Sensor\textsuperscript{6}, that can be attached to mobile devices and use their hardware for computation, Figure 2.5. The introduction of 3D sensing to mobile devices will open up new avenues for indoor navigation and immersive gaming, among many other things.

Out of these sensors, the Microsoft Kinect is the most widely employed in research as well as in other applications. The Kinect can capture 3D measurement within an approximate volume of $(7.5 \times 4.5 \times 9)$ meters.

Microsoft Kinect and other similar low-cost range sensors provide an attractive alternative to other expensive 3D sensors such as time-of-flight cameras (ToF), laser scanners and structured light sensors. However they have several drawbacks compared to their expensive counterparts. These drawbacks are mainly related to the quality and accuracy

\footnotesize\textsuperscript{1}http://msdn.microsoft.com/en-us/library/hh855355.aspx  
\footnotesuperscript{2}http://www.microsoft.com/en-us/kinectforwindows  
\footnotesuperscript{3}http://www.asus.com/uk/Multimedia/Xtion_PRO  
\footnotesuperscript{4}http://www.leapmotion.com  
\footnotesuperscript{5}http://www.google.com/atap/projecttango  
\footnotesuperscript{6}http://www.structure.io
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Figure 2.5: Mobile depth sensors. Google Project Tango (left), Structure (right).

of the 3D data, as the Kinect and similar low cost sensors have higher level of noise and quantisation errors.

The Kinect sensor was developed especially for use with the Microsoft Xbox console for gesture-based interaction. Since its release in late 2010, it has been employed in numerous vision applications. Such applications include human gesture recognition [54], human body analysis [55], virtual reality [56], robotics [57] and other applications. The Kinect has an RGB camera, an infrared sensor and a laser emitter; the latter two parts form the depth sensor. The Kinect captures a $640 \times 480$ RGB image and a 3D point cloud simultaneously at a frame rate of up to 30 fps. The RGB camera and the depth sensors are pre-calibrated and hence each point in the point cloud is assigned to the RGB colour captured by the camera. Kinect Point clouds typically contain about 300K points. The Kinect works by projecting a pattern of infrared dots over the scene in front of it; this pattern is captured by the infrared camera. The captured pattern is correlated to a reference pattern and the XYZ distances are calculated of all the dots forming the pattern from the disparity triangulation between the reference pattern and the pattern projected on the scene.

The Kinect sensor has inherent drawbacks such as temporal flickering artefacts, missing depth information, misaligned pixels, which all lead to unstable points which degrade the quality of 3D reconstruction. According to [58] experimental results show that the random error of depth measurement increases with increasing distance to the sensor, and ranges from a few millimetres up to about 4 cm at the maximum range of the sensor.[59] and [58] present a detailed analysis on the accuracy, depth measurement resolution and error properties of the Kinect.

Microsoft has recently (2014) released a new version of the Kinect that is based on a time of flight camera. The new version has better output than its predecessor in terms of 3D resolution, precision and noise elimination. This research has been carried out on data generated from a Kinect of the first version before the release of the second.
2.5 3D Imagery

The output of 3D sensors is a dataset that contain 3D measurements of the observed scene, which is usually referred to in the literature as range images. Range images can have different representations, depth maps and point clouds are the most used representations for 3D sensor output.

Note that the output of the Kinect and similar depth sensors is 2.5D, i.e. only points on surfaces facing the sensor are acquired, Figure 2.7.

Range images generated by depth sensors provide direct measure of the 3D Cartesian coordinates of the points in object space. Whereas monocular computer vision applications working on 2D camera images are limited by the fact that images are only projections of the 3D world to the 2D image plane; the 3D geometry of any objects in the image is lost. In other words, 2D images capture how objects look rather than how they are.
Even with multi-camera configurations and stereo rigs, the geometry of an object is acquired from projections of the real world and a number of processing steps, such as camera calibration, feature matching and optimisation, are required to produce 3D geometry of objects in the scene. Moreover, points in range images define the surfaces of the objects in the scene, meaning there is no need for any edge detection procedures required in 2D images. The advantage of point clouds is that 3D information is available directly, eliminating any occlusion or scaling issues common in 2D images.

Depth maps, are 2D images that have pixel values corresponding to the distance measured from the sensor (note that in some literature depth maps are referred to as range images). If the sensor is properly calibrated the pixel values can be given directly in physical units, such as meters. On the other hand, point clouds are sets of data points defined in a typically 3D coordinate system; each point in the set has 3D coordinates, Figure 2.6. Generally, depth maps and point clouds are not directly usable in many high-end applications, such as mobile manipulation and collision detection, therefore point clouds are usually converted to polygon or triangle meshes, which approximate surfaces in more detail, via a process commonly referred to as surface reconstruction [60].

In this research we will be working with 3D point clouds; switching between point clouds and depth maps representations is relatively simple, and can be achieved by projection and back-projection [61], hence all algorithms presented by this research can be applied to depth maps.

### 2.5.1 3D Point Clouds

A point cloud is a collection of 3D points (or vertices) in a fixed 3D coordinate system. With analogy to images generated from conventional cameras, point clouds represent the output format for 3D perception systems, such as laser scanners and consumer depth sensors, and provide sampled (discrete) representations of the scene. Every point
(vertex) in a point cloud is given by a vector \((x, y, z)\) representing the points position in space with respect to the origin of the coordinate system of the point cloud. Unless otherwise specified, the origin of the point cloud is at the 3D sensor and hence each point in the cloud represents the 3D distance between the sensor and the surface on which the point is sampled on. Moreover, a point may have other properties in addition to the 3D coordinates, such as colour information and surface normals.

### 2.5.2 Point Cloud Subsampling

![Voxelisation at three resolutions.](image)

As previously mentioned, point clouds generated from 3D sensors usually contain large number of points. Moreover, the Kinect for example generates point clouds at a rate of 30 Hz, which can lead to the requirement for extremely fast processors to apply any 3D vision process, and large memory allocation. To overcome memory and processing speed limitations, researches have introduced spatial decomposition techniques to partition point clouds to chunks, such that neighbouring points are grouped in one volume of specified dimensions. This will allow queries and processing based on point locations and neighbouring points to be performed in significantly sorter time.

As mentioned in Subsection 2.2.2, there are different sparse sampling and mesh decimation methods which subsample the 3D data into a reduced number of points. Many of these methods are based on voxelisation; which is the process of converting a geometric representation of a 3D object into a set of voxels that “best” represents that synthetic model within the discrete voxel space [62], Figure 2.8.

A voxel is an enclosed three-dimensional shape, mostly a cube, although it can be any regular, more complicated shape. Voxels are positioned in a symmetrical/regular three-dimensional continuous grid, usually stored in a data structure such as octree [26] or Kd-tree [27]. Figure 2.9 shows a voxel grid applied on a point cloud.
Figure 2.9: Voxel grid applied on a point cloud. Source of input point cloud [64].

Since we are working with 3D point clouds, in this research we employ an octree-based sparse voxelisation technique to subsample the input point clouds. The root node of an octree represents the entire scene; each of its children represents an eighth of its volume and so forth for every node; this structure allows querying for voxel data at any resolution and with increasing detail by descending the tree hierarchy, Figure 2.10. A detailed overview of octree-based sparse voxelisation and can be found in [63].

Figure 2.10: Octree visualisation. Every interior node in the tree has 8 children. The 8 children are determined by the physical center point of their parent node.

We create a voxel grid implemented by an octree, initialised by a certain resolution. The resolution parameter is the smallest voxel size at the lowest octree level. After applying the voxel grid on the input point cloud, subsampling is performed such that all points within each of the voxels in the octree are approximated with only one point; this
Figure 2.11: Options for approximation of points within a voxel for subsampling. Note that, unlike the other two methods, the proposed method (point nearest to centroid) does not introduce a new point, hence more accurate subsampling.

point is typically the centre of the voxel or the centroid of the points within the voxel. Here we introduce a third approximation that preserves the surface, and is the most true subsampled representation of the input point cloud; that is by taking the original surface point nearest to the centroid, Figure 2.11.

Although approximating points within each voxel with its centre is very fast, approximating the points with their centroid represents the underlying surface more accurately. However it is not the most accurate representation of the surface as the centroid might not be a point on the actual surface. Taking one original point that is nearest to the calculated centroid of points within the voxel achieves subsampling, and guarantees the most true representation of the surface of the object as it does not introduce any new points. This point is found by a simple neighbours within voxel search operation. This search method assigns the search point to the corresponding leaf node voxel and returns the index of point nearest to the computed centroid.

After voxelisation, the resultant subsampled point cloud will have an approximately uniform point density; the density is dependent on the voxel size (resolution) used in the octree. Figure 2.12 shows the results of the three subsampling approximation methods.

2.6 Conclusions

In this chapter we gave a detailed overview of both local and global 3D motion estimation and surface matching methods; we discussed the procedural pipelines of both categories, explained related concepts, and listed state of the art methods and algorithms and how
they are employed to estimate the motion between 3D datasets. We also discussed the main issues driving the different research strands in the area of surface matching and motion estimation.

Additionally, we listed the most recent advancements in available 3D sensing technology and described the properties of the output data these sensors provide. We also discussed properties of point clouds and subsampling methods, introducing a variation to current techniques that provides a better representation of the original subsampled point cloud.

In the following chapters we present novel evidence gathering algorithms that provide practical solutions to 3D perceptual tasks, without relying on feature computing and matching. We propose an algorithm for 3D reconstruction of rotating objects that is based on motion-compensated temporal accumulation, two methods for 3D static parametric object detection and 3D moving parametric object extraction, based on the Hough transform, and a new method for 3D motion estimation based on Reuleaux’s and Chasles’ kinematic theorems employing invariant properties that can be inferred from the motion.
Chapter 3

3D Moving Object
Reconstruction by Temporal Accumulation

3.1 Introduction

The reconstruction of 3D models of rigid objects is generally achieved by the following steps: First the data acquisition step where point clouds or range images (depth maps) are generated by the 3D sensor. This data is 2.5D where only the surfaces facing the sensor are captured. Secondly, an optional segmentation and filtering step is applied to separate the observed object from its background. Thirdly scans from different viewpoints are aligned together in one coordinate frame (registration). Then the aligned scans are typically resampled and merged (integrated) by surface reconstruction techniques into a seamless 3D surface and rendered for display.

We present an algorithm for 3D reconstruction of point clouds that is based on motion-compensated temporal accumulation. Given a fixed centre or axis of rotation, the algorithm estimates the best rigid transformation parameters for registration, and reconstructs the full geometry of rotating 3D objects from 2.5D point clouds. This algorithm accumulates surface information over the sequence after applying a series of rigid transformations on the point clouds of the input sequence, and then resamples the accumulated point clouds based on a computed space partitioning and votes for the best reconstruction based on the number of points in each resampled point cloud.

The novelty of the algorithm relies in the fact that it does not require key-point detection, feature description, correspondence matching, any subsequent ICP refinement steps, provided object models or any geometric information about the object. Moreover,
the algorithm performs surface resampling, noise reduction and estimates the optimum angular velocity of the moving object integrally.

For this research, we assume that the object is already segmented, the motion is purely rotational with a given axis or centre of rotation, and the angular velocity is approximately constant subject to monotonic change. However the algorithm can be generalised to any rigid motion.

This chapter is structured as follows: first we will discuss the related work to our algorithm in terms of registration and temporal accumulation. Second, we give a detailed overview of our algorithm with establishing the foundations for understanding its methodology. Then we validate and verify the theory and give experimental analysis. After that we show experimental results on synthetic and real data and finally we evaluate the performance of the algorithm in terms of noise and processing time and conclude this chapter.

3.2 Related Work

3.2.1 Registration

As described in Chapter 2, registration concerns finding the transformation (rotation and translation) that aligns data sets into one global coordinate system. The goal is to find transformations that aligns point clouds acquired from different views to one consistent 3D point cloud model correctly representing the object.

There are many methods for 3D data registration which can be classified in a number of ways. Generally, registration methods can be divided to rough (global) and fine registration (local), a detailed review of methods for 3D registration is in [65]. The dominant and most widely used method for local registration of three dimensional data is the ICP (Iterative Closest Point) algorithm [66] and its variants [21]. The high speed of the ICP algorithm and its variants resulted in development of many real time, high quality dense 3D model acquisition methods using structured light [67, 68, 69], and more recently using 3D sensors, such as the Microsoft Kinect [70]. ICP based methods require an initial alignment between 3D point sets to be known, as it depends on local optimisation and not guaranteed to the global optimal alignment, and require significant overlap between point clouds to be registered.

3.2.2 Temporal Accumulation

A temporal accumulation algorithm was used in [71] to determine bulk motion of walking people in 2D image sequences for gait analysis purposes. [72] used temporal accumulation of Fourier descriptors to extract arbitrarily moving arbitrary shapes in 2D images,
by tracing a locus of votes in the form of the template shape, adjusted for the estimated motion of the object relative to the time reference of each frame. [73] perform temporal evidence accumulation on stereo image sequences for extraction of specified objects undergoing linear motion.

A colour-augmented search algorithm is used in [74] to accumulate coloured point clouds from successive time frames for a moving vehicle, to track the vehicle and build a 3D model of it. Their algorithm requires 3D point clouds and a colour image to align successive frames. The alignment is found by a pre-filtered iterative coarse to fine optimisation by first aligning the centroids of each colour-interpolated point cloud and then projecting them to a 2D occupancy grid and then by voting based on Euclidean as well as colour difference between point pairs.

This approach is similar to ours in terms of using the best alignment of the point clouds of the object to estimate velocity. However it is very different in its methodology for finding the alignment and input data. Their algorithm assumes a small motion between frames, and hence alignment based on centroid locations is most likely to be a “good enough” rough initial alignment. If the motion is large, which leads to no significant overlap between frames, alignment would fail and hence the registration would be false.

Our algorithm does not require any colour information, computation of object centroids, projecting to a 2D plane or significant overlap between frames.

### 3.3 Algorithm

The proposed algorithm finds the registration of a series of point clouds based on motion-compensated temporal accumulation. Motion compensation is back-projection along the expected line of motion to convert the coordinates to the same temporal frame of reference as the initial frame. The algorithm takes each cloud in the sequence of a rotating 3D object and applies a series of rigid transformations based on velocities given in a predefined range. Transformed point clouds are accumulated together based on their velocity, each velocity in the range will have a corresponding “velocity cloud” that is the accumulation of point clouds transformed by a transformation corresponding to that velocity. An octree-based [26] space partitioning algorithm is applied to downsample each velocity cloud, and the resulting downsampled velocity cloud with the minimum number of points is taken as the truest representation of the object.

#### 3.3.1 Rotation in 3D

By definition, a rotation $R$ about an origin is a transformation that preserves the origin; so rotations centre on the coordinate system, as matrix or vector multiplication has no
effect on the zero vector (the coordinates of the origin). To rotate an object $P$ around any fixed point $a = (a_x, a_y, a_z)$ in 3D space, we take the fixed point as the origin of a Cartesian coordinate system, then apply the rotation. This is done by applying a translation vector $t = -[a_x, a_y, a_z]^T$, then rotation, then translating back to the point of rotation, given by:

$$P' = tRt^{-1}P$$

Alternatively, a rotation around an axis in the direction of unit vector $u$ and passing through the point $a = (a_x, a_y, a_z)$ is given by the following transformation matrix:

$$T(\theta, u, a) = \begin{bmatrix}
    u_x^2 + (u_y^2 + u_z^2) \cos \theta & u_x u_y c - u_z \sin \theta & u_x u_z + u_y \sin \theta & t_x \\
    u_x u_y c + u_z \sin \theta & u_y^2 + (u_x^2 + u_z^2) \cos \theta & u_y u_z c - u_x \sin \theta & t_y \\
    u_x u_z c - u_y \sin \theta & u_y u_z c + u_x \sin \theta & u_z^2 + (u_x^2 + u_y^2) \cos \theta & t_z \\
    0 & 0 & 0 & 1
\end{bmatrix}$$

where $c = (1 - \cos \theta)$.

Rotations in 3D can be defined by the axis-angle representation in which a 3D unit vector represents an axis and a scalar angle describes the magnitude of the rotation about that axis. Six degrees of freedom are needed to describe a rigid transformation in 3D; three to determine position of the axis or point of rotation, two for the normalized direction vector of the axis and one for the scalar angle.

### 3.3.2 Angular Velocity

Having a sequence $C = \{P_0, P_1, \ldots, P_{N-1}\}$ of $N$ point clouds, where each point cloud $P_i$ represents a set $M$ of 3D points distributed in $\mathbb{R}^3$, $P = \{p_0, p_1, \ldots, p_{M-1}\}$, $p_i = \{x_i, y_i, z_i\}$ of a rigid object rotating around a fixed axis of a direction given by the unit vector $u = [u_x, u_y, u_z]$, and passing through the point $a = (a_x, a_y, a_z)$, with angular velocity $w$, given by the equation:

$$w(\theta, u) = \frac{d\theta}{dt} u$$

(3.4)
for every point cloud $P_t$ ($t = 0; t < N; t++)$ do
  for every angular velocity $w_j$ ($w_j = w_{\text{min}}; w_j = w_{\text{max}}; w++$) do
    Rotate $P_t$ by $R(w_j, t)$
    Add to velocity cloud $V_j$
  end
  Save $V_j$ in $A$
end
for every $V_j$ in $A$ do
  Build an octree representation $O_j$ for $V_j$
  for every occupied voxel in $O_j$ do
    Find centroid of points within voxel
    Add centroid point to downsampled cloud $D_j$
  end
  Save $D_j$ in $S$
end
Search $S$ for $D_j$ with minimum number of points.

**Algorithm 1:** 3D object reconstruction by temporal accumulation.

which is defined as the rate of change of angular displacement $\theta$ measured by degrees per unit time $t$, which with a time reference relative to the arbitrary start point (e.g. point cloud number versus point cloud 0). The angular velocity describes the speed of rotation and the orientation of the instantaneous axis about which the rotation occurs.

The first step of the algorithm is to rotate each point cloud in the sequence by a series of rotations; the instantaneous rotation angle $\theta$ is given by multiplying the angular velocity $w$ by time $t$:

$$\theta = wt$$

where $w \in W = [w_{\text{min}}, w_{\text{max}}]$. At any angular velocity, according to [75], the instantaneous rotation by an angle of $\theta$ about an axis in the direction of unit vector $u$ is given by:

$$R(\theta, u)|_{w,t} = \begin{bmatrix}
\cos \theta + u_x^2c & u_xu_yc - u_z\sin \theta & u_zu_xc + u_y\sin \theta \\
u_yu_xc + u_z\sin \theta & \cos \theta + u_y^2c & u_yu_zc - u_x\sin \theta \\
u_zu_xc - u_y\sin \theta & u_zu_yc + u_x\sin \theta & \cos \theta + u_z^2c
\end{bmatrix}$$

where $c = (1 - \cos \theta)$. If the position and direction of the axis of rotation are given, to find the rotation we need to solve for only one degree of freedom, that is the angle of rotation $\theta$.

However if only a point of rotation is known, i.e. the direction of the axis of rotations remains unknown, the dimensionality of the problem increases, as there are three degrees of freedom to be solved. This can be solved by applying Equation 3.6 three consecutive times; by taking three angles around the three main axis. Thus the angular velocity will
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Table 3.1: Temporal accumulation process.

| \( w_{\text{min}} \) | \( w_{\text{min}}P_0 + w_{\text{min}}P_1 + \cdots + w_{\text{min}}P_{N-1} = V_0 \) |
| \( w_1 \) | \( w_1P_0 + w_1P_1 + \cdots + w_1P_{N-1} = V_1 \) |
| \( \vdots \) | \( \vdots \) |
| \( w_{\text{max}} \) | \( w_{\text{max}}P_0 + w_{\text{max}}P_1 + \cdots + w_{\text{max}}P_{N-1} = V_{W-1} \) |

be presented by three angles instead of an angle and an axis, as given by:

\[
w = \left( \frac{d\gamma}{dt} \hat{x}, \frac{d\phi}{dt} \hat{y}, \frac{d\psi}{dt} \hat{z} \right)
\]  

(3.7)

where \( \gamma, \phi, \psi \) are angles of consecutive rotations about the \( X, Y, Z \) axis respectively, and \( \hat{x}, \hat{y}, \hat{z} \) are the unit vectors of these axes.

Similar to the axis-angle configuration, the consecutive instantaneous rotation angles \( \gamma, \phi, \psi \) are given by multiplying the corresponding component of the angular velocity \( w \) by time \( t \). The instantaneous rotation \( R \) is given by:

\[
R(\gamma, \phi, \psi)|_{w,t} = \begin{bmatrix}
\cos \phi \cos \psi & \cos \psi \sin \phi \sin \gamma - \cos \gamma \sin \psi & \sin \gamma \sin \psi + \cos \gamma \sin \phi \cos \psi \\
\cos \phi \sin \psi & \cos \gamma \cos \phi + \sin \gamma \sin \phi \sin \psi & \cos \gamma \sin \phi \sin \psi - \sin \gamma \cos \psi \\
-\sin \phi & \sin \gamma \cos \phi & \cos \gamma \cos \phi
\end{bmatrix}
\]  

(3.8)

The final rotated point cloud \( P' \) is given by Equation 3.1.

The reason of using this representation in this case is that voting for parameters in the temporal accumulation process is faster than applying Equation 3.6 three consecutive times, when these parameters are angles rather than 3D vectors. As the degree of freedom to solve for is one scalar angle in the case of known axis, when we use Euler angles we retain the consistency of the algorithm by simply increasing the voting process dimensionality to three scalar angles.

3.3.3 Temporal Accumulation

In the second stage of the algorithm, all point clouds rotated by the rotation corresponding to the same angular velocity are accumulated together; each angular velocity \( w_j \in W \) will be represented as a point cloud \( V_j \) which is the sum of all object points of all point clouds rotated by this velocity.

\[
V_j = \sum_{t=0}^{N-1} P'_{j,t} = \sum_{t=0}^{N-1} R|_{w_j,t}P_t
\]  

(3.9)
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Figure 3.2: Steps of proposed algorithm. Top row shows velocity clouds (0-3) accumulated from the 2.5D sequence according to angular velocities (0-30) \( dt^{-1} \) respectively. Middle row shows the octree space partitioning of the velocity clouds into voxels. Bottom row shows the downsampled velocity clouds. The correct representation of the object is the downsampled point cloud with minimum number of points.

The total temporal accumulation process \( (A) \) of the complete sequence can be summarised by the equation:

\[
A = \bigcup_{j=w_{\min}}^{w_{\max}} V_j \tag{3.10}
\]

For each accumulated “velocity point cloud” \( V_j \), the 3D space is spatially partitioned into fixed-sized volumes (voxels) using an octree data structure, such that all points \( p_i \in V_j \) are associated with a voxel \( v_k \in O_j \), where \( O_j \) is the octree representation of \( V_j \).

Then a downsampling process is performed such that all points within each of the voxels in the octree are approximated with only one point which is their centroid. All velocity point clouds will have the same number of points before downsampling. However after downsampling, points from different point clouds transformed by a rotation corresponding to the correct angular velocity will theoretically coincide, or near enough to be in the same voxel, requiring less voxels in the voxel grid, and subsequently less points in the down-sampled velocity point cloud \( D_j \), Figure 3.2. Hence the downsampled velocity point cloud with the least number of points \( (D^*) \) is the truest alignment of the unknown 3D object:

\[
D^* = \arg\min_{M} (S) \tag{3.11}
\]
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Figure 3.3: Histogram (1D accumulator space) for the Mug sequence using parameters described in Table 3.2 and Table 3.3. The downsampled velocity point with the least number of points \((D_2)\) is the truest alignment of the 3D object.

where \(S\) is the stack of the downsampled velocity point clouds and \(M\) is the number of points in each cloud.

\[
S = \bigcup_{j=w_{\text{min}}}^{w_{\text{max}}} D_j \tag{3.12}
\]

The accumulator space used to vote for the best representation of the object is one-dimensional. It is a histogram of the number of points in the downsampled velocity clouds, Figure 3.3. Note that the bin size used in the accumulator is the rotational velocity step (angular resolution) \(\xi\) which is equal to \(10 \, \text{dt}^{-1}\) for the Mug sequence.

We can also find the best estimate for the object’s angular velocity \(\hat{w}\) by this equation:

\[
\hat{w} = \arg \min_{\omega \in \mathbb{W}} (S) \tag{3.13}
\]

### 3.4 Analysis

The algorithm is verified by implementing it on a 2.5D synthetic sequence of a rotating object. Figure 3.1 shows four synthetic point clouds from a sequence of 31 point clouds of an object rotating about the horizontal \(X\) axis of the origin \((0, 0, 0)\). Only the front
surface of the object is available to resemble real data generated by depth sensors. The object has an angular velocity of 10 degrees per unit time ($dt^{-1}$). Given a range of velocities $[0, 100]$ with a step of $10 dt^{-1}$, we apply the algorithm; the point clouds are transformed and accumulated into the velocity clouds, the 3D space of each velocity point cloud is partitioned into voxels by an octree structure, and downsampled, Figure 3.2. Note that all velocity clouds have the same number of points before downsampling.

Similarly, the algorithm is implemented on a sequences of real point clouds placed on a turntable, Figure 3.4 shows four real Kinect point clouds from a sequence of eight point clouds in which the object was rotated around the vertical $Y$ axis positioned at $(0, 20, 100) cm$. The object has an angular velocity of 45 degrees per unit time ($dt^{-1}$). Figure 3.6 shows the steps of the algorithm implemented on the real sequence. Full details of the experiments are in Table 3.2.

Note that all real point cloud sequences used in this chapter are generated by a Kinect positioned exactly 1$m$ from the turntable, Figure 3.5. All objects are placed on the axis of rotation to show the performance of the algorithm in the case of self-occlusion, which is shown in Figure 3.6 (top left) where the accumulated frames have zero rotational velocity, i.e. no rotation.

If we take the histogram of the number of points in the voxels, the velocity cloud corresponding to the correct velocity should have a histogram with a peak value of the
number of point clouds in the sequence, 31 the case of the synthetic sequence shown in Figure 3.1, as each correctly rotated point cloud accumulates one point. However, because the sequence is 2.5D, as with real data generated by depth sensors, the histogram should be centred at approximately half the number of point clouds. Histograms of the rest of the accumulated velocity clouds will be centred towards the left at low number of points in the voxel and typically have multiple peaks with higher values for numbers of voxels, Figure 3.7.

3.4.1 Octree-based Voxelisation

This observation is based on the choice of voxel size relative to the density of the point clouds; in this case the voxel size was chosen to be small enough to allow only coincident or very close points to exist within the voxel. Larger voxels will still verify this observation, but will allow more points to be within them resulting in a higher number of peaks. After parameter tuning we set the voxel size for real and synthetic point clouds to (10 × 10 × 10)mm³. The point cloud dimensions and the voxel size used in the octree determine the number of levels of the octree, Table 3.3.

The angular velocity also has an effect on the shape of the histogram; the larger it is, the smaller the overlap area between point clouds is and hence more voxels containing less
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Figure 3.7: Histograms of accumulated velocity clouds. It is clear that the histogram of velocity cloud 2 is centered on higher number of points, thus it is considered the most correct alignment. The blue histogram is generated from the same velocity cloud but from a 3D sequence instead of 2.5D. Note that the peak is centered at the number of point clouds in the sequence (31), which verifies the methodology of the algorithm.

points. Additionally, the cloud’s point density and the isometry of the object also affect the shape of the histogram. Nevertheless the significant property of the accumulated velocity clouds is the distribution of the histogram rather than the number of peaks or their amplitude.

3.5 Results

Figure 3.8 show 2.5D point clouds from four sequences, one synthetic and three real. And Figure 3.9 shows the reconstructed full 3D point clouds generated using the proposed algorithm. Details of the obtained results are in Table 3.2.

3.5.1 Surface Resampling and Reconstruction

The final step of every 3D model acquisition method is to reconstruct the surface of the object after estimating the alignment between multiple scans. When point clouds are registered to one model, overlapping areas of different point clouds coincide, resulting
Table 3.2: Object reconstruction by temporal accumulation algorithm performance. Columns left to right: sequence name, number of point clouds, total number of points, number of velocities, rotational velocity step (bin size) and total processing time. (running on 2.4 GHz Intel Core i7 and 4GB RAM).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>N</th>
<th>$N \times M$</th>
<th>W</th>
<th>$\xi$ (°)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mug</td>
<td>31</td>
<td>4896</td>
<td>10</td>
<td>10</td>
<td>0.16</td>
</tr>
<tr>
<td>Cat</td>
<td>18</td>
<td>30600</td>
<td>150</td>
<td>1</td>
<td>13.01</td>
</tr>
<tr>
<td>Box</td>
<td>8</td>
<td>33453</td>
<td>10</td>
<td>15</td>
<td>1.46</td>
</tr>
<tr>
<td>Teddy</td>
<td>8</td>
<td>58458</td>
<td>30</td>
<td>10</td>
<td>6.65</td>
</tr>
<tr>
<td>Bird</td>
<td>8</td>
<td>18464</td>
<td>20</td>
<td>5</td>
<td>3.25</td>
</tr>
</tbody>
</table>

Table 3.3: Octree voxelisation parameters. Columns left to right: sequence name, optimum velocity cloud bounding box dimensions, voxel size, number of voxels in the octree and number of octree levels.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>dms ($mm^3$)</th>
<th>vox ($mm^3$)</th>
<th>No. vox</th>
<th>$O$ levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mug</td>
<td>119 × 95 × 80</td>
<td>10</td>
<td>274</td>
<td>6</td>
</tr>
<tr>
<td>Cat</td>
<td>350 × 378 × 193</td>
<td>10</td>
<td>4233</td>
<td>8</td>
</tr>
<tr>
<td>Box</td>
<td>184 × 107 × 100</td>
<td>10</td>
<td>953</td>
<td>8</td>
</tr>
<tr>
<td>Teddy</td>
<td>218 × 254 × 197</td>
<td>10</td>
<td>3162</td>
<td>7</td>
</tr>
<tr>
<td>Bird</td>
<td>145 × 92 × 140</td>
<td>10</td>
<td>598</td>
<td>7</td>
</tr>
</tbody>
</table>

for the density of points to be multiplied. Moreover, typical quantisation errors and missing data from 3D sensors can generate empty areas in the point cloud. This variety of point density on the registered model negatively affects any subsequent rendering or recognition processes. This problem is solved by resampling. Whether it is up-sampling or downsampling, resampling methods aim to smooth surfaces to have an approximately constant point density, a robust resampling algorithm is presented in [76].

In our algorithm, resampling is integral; it is achieved in the stage before last of our algorithm when the points in octree voxels are approximated by their centroid. The resultant downsampled point cloud will have an approximately uniform point density; the density is dependent on the voxel size used in the octree.

Detailed surface reconstruction is beyond the scope of this research, here the Poisson surface reconstruction algorithm [77] is applied on the resultant cloud that is the output of our algorithm to reconstruct the 3D surface of the rotating object, Figure 3.10. For more accurate resampling that will produce smoother reconstructed surfaces, an upsampling and hole filling algorithm such as in [76] can be applied after using our algorithm to obtain the correct object velocity, and transform and accumulate the original point clouds of the sequence.
Figure 3.8: Three point clouds from four 2.5D sequences. Top row is of a synthetic sequence of 18 frames. Bottom three rows are of real objects placed on a turn-table, each sequence has 8 frames.

Figure 3.9: Reconstructed objects by proposed algorithm.
3.6 Evaluation

3.6.1 Noise

Even with significantly corrupted input data, our algorithm was still able to detect the correct angular velocity and reconstruct the object. Moreover, the noise is integrally reduced in the reconstructed point cloud as a result of space partitioning and resampling stages of our algorithm, Figure 3.11. The performance of the algorithm is quantified against noise by conducting an actual implementation on data corrupted with noise.

Figure 3.13 shows the performance of the algorithm applied on a synthetic object with the presence of noise. The noise is modeled by adding a normally distributed random number \((\text{rnd})\) to each of the three coordinates of each point in the point cloud, Equation 3.14.

\[
\begin{align*}
\dot{p}_x &= p_x + \text{rnd} \\
\dot{p}_y &= p_y + \text{rnd} \\
\dot{p}_z &= p_z + \text{rnd}
\end{align*}
\]

Where \(\dot{p}_i\) represent a 3D point with added Gaussian noise. The Gaussian (normal) distribution model \(G\) used to generate the random number has an increasing standard deviation \((\sigma)\) and zero mean \((\mu)\), given by Equation 3.15.

\[
G(x, \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]

The point clouds illustrated in Appendix A show the effect of adding Gaussian noise with increasing standard deviation. Note that the noise is added to all the point clouds in the sequence.

To give a useful meaning to the noise readings, we introduce the error metric \(\rho\), which is given by the ratio of mean cloud-to-cloud distance to the width of the object, Equation 3.16.

\[
\rho = \left( \frac{1}{N} \sum_{c \in C} \min_{g \in G} \|c - g\| \right) / \text{width} \times 100\%
\]
Figure 3.11: Noise reduction. Top row: Original point cloud from sequence of 30 clouds (left), added Gaussian noise ($\sigma = 4\text{mm}$) (middle), and result of implementing the proposed algorithm on noisy sequence (right). Bottom row shows the surface reconstruction of each point cloud.

Where $N$ is the number of points in the reconstructed cloud $C$, and $G$ is the ground truth model. The mean cloud-to-cloud (C2C) distance is the mean of all distances from each point in the reconstructed point cloud to its closest point in the original ground truth model.

3.6.1.1 Angular Resolution

As mentioned earlier, the bin size used in the accumulator is the rotational velocity step, or in other words the angular resolution ($\xi$). The value of the angular resolution relative to the object’s rotational velocity affects the performance of the algorithm. For example, in the Mug sequence the object has a rotational velocity of $10dt^{-1}$, if the accumulator’s angular resolution was chosen so that the value of the velocity occurs at an integer multiple of the bin size, such as $\xi = 2\text{ }dt^{-1}$ or $\xi = 5\text{ }dt^{-1}$ then the algorithm will give a better reconstruction of the object than other bin size values that are not an integer multiple of velocity such as $\xi = 3\text{ }dt^{-1}$ or $\xi = 4\text{ }dt^{-1}$.

Nevertheless, the algorithm will still estimate that “nearest” velocity value to the ground truth value and reconstruct the object based on that velocity. For example if the angular resolution was chosen to be $\xi = 3\text{ }dt^{-1}$, the algorithm will estimate the object’s velocity to be $9\text{ }dt^{-1}$ as it is the nearest velocity value to the correct velocity which falls at a bin.
Figure 3.12: Reconstruction at different accumulator angular resolutions. Note that at angular resolutions that are divisors of the correct rotational velocity, the object is reconstructed with minimal error.

Figure 3.12 shows the reconstructed object at different values accumulator angular resolutions, the estimated rotational velocities for angular resolutions 2, 3, 4, 5, 10 $dt^{-1}$ are 10, 9, 8, 10, 10 $dt^{-1}$ respectively. Figures 3.14 to 3.17 show the performance of the algorithm against noise at different noise levels similar to Figure 3.13. The five figures 3.13 to 3.17 are summarised in figures 3.18 and 3.19. The figures clearly show that at angular resolutions (2, 5 and 10 $dt^{-1}$) which are divisors of the correct rotational velocity, the algorithm gives that same performance.

Similarly, if the angular velocity has changed relative to a fixed size angular resolution, the velocity will be estimated to the nearest resolution. The smaller the angular resolution the more accurate the reconstruction will be.

We showed that the algorithm integrally reduces the noise in the reconstructed point cloud as a result of space partitioning and resampling stages, Figure 3.11. This gives it the advantage to produce better reconstructions of objects than methods that use the frames directly without performing temporal accumulation or resampling, such as the ICP algorithm. Naturally any least square minimisation algorithm or the ICP algorithm can be used as an extra stage within the pipeline of the algorithm to better align the accumulated point clouds in each velocity cloud just before the downsampling stage.
Figure 3.13: Performance of object reconstruction algorithm against noise at $\xi = 10dt^{-1}$. The mean C2C distance at no added noise is 0.93 mm, and the error metric $\rho = 0.010\%$, which assures the accuracy of the algorithm. This plot is generated by applying the algorithm on the Mug sequence using parameters described in Table 3.2 and Table 3.3.

Figure 3.14: Performance against noise at $\xi = 2dt^{-1}$. 
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Figure 3.15: Performance against noise at $\xi = 3dt^{-1}$.

Figure 3.16: Performance against noise at $\xi = 4dt^{-1}$. 
Figure 3.17: Performance against noise at $\xi = 5dt^{-1}$.

Figure 3.18: C2C (cloud to cloud) mean distance with varying angular resolution ($\xi$) and noise ($\sigma$).
3.6.2 Time

The performance of the algorithm in the case of given axis of rotation is $O(N \cdot M \cdot W)$ while in the case of a point of rotation is $O(N \cdot M \cdot W^3)$. $N$ is the number of point clouds, $M$ is the average number of points in each point cloud, and $W$ is the number of velocities in the given range. Table 3.2 shows the algorithm’s processing time.

3.7 Conclusion

We presented a novel algorithm for full 3D reconstruction of unknown rotating objects in 2.5D point cloud sequences. Our algorithm incorporates structural and temporal motion information to build 3D models of rotating objects that is based on motion compensated temporal accumulation. We verified the theory of the algorithm, provided experimental analysis, showed experimental results on synthetic and real data which show that successful reconstruction can be achieved. A limitation of the proposed algorithm is the requirement of known point or axis of rotation; this problem is solved in Chapter 6.

The next two chapters present evidence gathering methods to detect and extract static and moving parametric objects such as spheres in 3D point clouds.
Chapter 4

The 3D Hough Transform for Sphere Detection

Object detection in 3D point clouds is gaining more interest due to the increasing popularity of 3D sensors within the research community. Even in complex scenes, many real objects can be approximated by parametric 3D shapes such as planes, spheres and cylinders.

Although for some 3D vision applications, direct measurements in point clouds may already suffice, most applications require an automatic processing of point clouds to extract information on the shape of the recorded objects. This processing often involves the recognition of specific geometric shapes or more general smooth surfaces [78].

In this chapter we introduce a fast and robust and Hough Transform (HT) based algorithm for detecting spherical structures in 3D point clouds. The use of a Hough transform provides resilience to noise and occlusion, and it is easily implemented in 3D. To our knowledge, our algorithm is the first HT based implementation that detects spherical structures in typical in 3D point clouds generated by consumer depth sensors such as the Microsoft Kinect. Our approach has been designed to be computationally efficient; reducing an established limitation of HT based approaches.

We are interested in detecting spheres in real data, which is point clouds acquired from the Kinect. Point clouds generated by the Kinect and similar sensors are 2.5D, i.e. only points on surfaces facing the sensor are acquired, which are about 50% of the total number of points on the object’s surface if the object is symmetrical, such as a sphere, hence a complete geometry of the object cannot be acquired. Our algorithm is able to robustly detect partial spheres such those acquired by depth sensors, without this characteristic it would not be applicable on real data.

We begin this chapter by describing parametric 3D shape detection and listing related work. After that the theory of the 3D Hough transform for sphere detection is explained.
Next, details of the implementation of the algorithm are described and results of applying the algorithm on synthetic and real data are shown. Finally, we provide evaluation and performance analysis based on a number of elements.

4.1 Parametric Shape Detection in 3D

3D parametric object detection in 3D point clouds is fundamental to 3D computer vision. Parametric shapes are those shapes that can be represented by parametric equations, unlike arbitrary shapes which require more complex representations. In 3D, parametric shapes such as planes, spheres, cylinders and cones can be considered as geometric primitives that are used to explain parts of the 3D point cloud. According to [79], such geometric primitives enable the system to add surface information for parts of the object that were not covered by sensor data. Moreover, exploiting the knowledge about the shape enables to eliminate inaccuracies caused by sensor noise as it determines the best shape fit for the sensor data.

Detecting parametric shapes approaches in 3D data can be categorized to two groups: model-fitting approaches that are based on RANSAC [80] and evidence gathering approaches which are based on Hough transform (HT) [81].

RANSAC (Random Sample Consensus) based approaches decompose the point cloud into a concise structure of inherent shapes and a set of remaining points using random sampling, each detected shape serves as a proxy for a set of corresponding points. These approaches have been proven to be efficient for detecting parametric 3D shapes (planes, spheres, cylinders, etc.), such as in [82].

The other direction of methods for detecting parametric shapes is to use evidence gathering techniques such as the Hough transform (HT), in which a voting procedure is carried in the parameter space from which object candidates are obtained as local maxima. Hough transform based methods have been successfully implemented to detect planes [83, 84], spheres [85] and cylinders [86] in three-dimensional data. A well known characteristic of the Hough transform is its resilience to noise and occlusion. Moreover, HT based methods in general have faster runtime than RANSAC. Moreover HT approaches can detect multiple instances of the shape while RANSAC methods are limited to a single instance.

In this research we will develop an HT based approach to detect spheres, not only for the mentioned reasons, but also for the ability to be extended to include motion parameters, discussed in the following chapter. Detailed comparisons between RANSAC and HT approaches for detecting parametric shapes in 3D data are in [87] and in [88].
4.2 Related Work

Detecting spheres in 3D data using the Hough transform is a topic that has not been investigated enough; one of the earliest approaches was by [89], who proposed a pipelined multi-window surface parameter estimation approach, this approach detects spheres and cylinders using a multi-window parameter estimation technique, multi-resolution k-tree parameter space searching and voting, and a conflict resolution process that eliminates invalid parameter hypotheses. This algorithm splits the parameter set in into several windows and uses a near neighbour voting strategy to reduce problems of clusters splitting across bins. This algorithms shows good results for low resolution range images, however no occlusion, noise, scene complexity were considered by these method.

[90] proposed the partitioned Hough transform for ellipsoid detection, multiple ellipsoids with the same rotational axis in low resolution range images can be detected by this method. The voting in this method is performed for seven parameters (three for centre position, three for deformation coefficients and one for rotation angle). The limitation of this method is that it only applicable for small datasets, and computationally unfeasible for large data sets. Moreover it requires gradient information to detect the orientation of the ellipse border at each step.

[91] proposed a technique to automatically determine the sub-voxel position and size of a sphere in unsegmented 3D CT and MRI images. This method detects the sphere centre using gradient vectors and voting in a 3D accumulator space. Then the sphere radius is determined by mapping gradient voxel values on a histogram and finding the peak. The limitations of this method that it requires gradient information and limited to a small radius range.

[92] proposed the hierarchical Hough transform to detect spheres in a stack of CT slices. This method takes all slices into consideration sequentially and a 2D accumulator array is used to obtain the projection coordinates of the sphere centre into every XY-plane. Then a 2D Hough transform for circle or circular detection is implemented to detect circle parameters in each CT slice. The limitation of this method is that it is not general to any 3D data type.

[93] presented a method for detecting and tracking a spherical shape canister in the space. This method tracks and detects spheres using an enhanced Hough Transform technique and $H_{\infty}$ filter is proposed. Similar to [92], a 2D Hough transform is employed to detect circles assuming that a projected sphere on a pixel matrix always results in a circular shape.

[85] proposed a method for sphere detection in point clouds which employs an optimized accumulator design; the method is fast and accurate, however it is demonstrated on a high resolution point cloud of calibration object of a number of “perfect” spheres.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Source</th>
<th>G</th>
<th>M</th>
<th>R</th>
<th>O</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hsu and Huang [90]</td>
<td>4096 px RI</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Taylor [89]</td>
<td>4096 px RI</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Weak</td>
<td>Robust</td>
</tr>
<tr>
<td>Van der Glas [91]</td>
<td>MR stack</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Weak</td>
<td>Robust</td>
</tr>
<tr>
<td>Cao et al. [92]</td>
<td>CT stack</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Weak</td>
<td>Robust</td>
</tr>
<tr>
<td>Kharbat et al. [93]</td>
<td>2D</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Weak</td>
<td>Robust</td>
</tr>
<tr>
<td>Ogundana et al. [85]</td>
<td>&gt;0.3M PC</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Weak</td>
<td>Robust</td>
</tr>
<tr>
<td><strong>Our method</strong> [2]</td>
<td>&gt;0.3M PC</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Robust</td>
<td>Robust</td>
</tr>
<tr>
<td>Camurri et al. [94]</td>
<td>&gt;0.3M PC</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Robust</td>
<td>Robust</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison between different sphere detection methods. From left to right: method authors, source type and size (Range Images, MR and CT stacks, 2D images, Point Clouds), whether the method uses gradient information (G), whether it supports multiple sphere detection (M), whether it supports variable radius sphere detection (R), robustness level to outlier (O) and robustness level to noise (N). Source [94].

acquired by an optical shape measurement system (SMS). Moreover this method assumes that the number of spheres is fixed and known, which limits the practicality.

A very recent work [94] (published after this research was complete) proposed a novel combined HT-based method (CMPHT) for detecting spheres in point clouds, this method scans the point cloud in two steps: firstly with a single-point algorithm to identify a region of interest, and secondly, a multi-point algorithm refines the final detection. This method combines the advantages of both single point and multi-point approaches and shows robust results for synthetic data, however it is less stable with real datasets. [94] also included a comparison between established techniques summarised in Table 4.1 which shows how our method presented in this chapter and their method have been designed with the same objectives and both have less performance restriction and are intrinsically more robust than previous approaches.

4.3 Static Sphere Detection via The 3D Hough Transform

The Hough Transform (HT) [81] is a well-known technique originally developed to extract straight lines, since then it has been extended to extract parametric shapes (such as conic sections) and non-parametric shapes in 2D images. The Hough transform is recognized as a powerful evidence gathering tool in shape analysis that gives good results even in the presence of noise and occlusions. The implementation of Hough transform based methods defines a mapping from the image (or point cloud in case of 3D) to an accumulator space; the evidence is the votes which original image points cast in the accumulator space. In three dimensions, a sphere has a polar parametric representation
given by the following equations:

\[
\begin{align*}
    x &= c_x + r \cos \theta \sin \varphi \\
    y &= c_y + r \sin \theta \sin \varphi \\
    z &= c_z + r \cos \varphi
\end{align*}
\]

(0 ≤ θ ≤ 2π, 0 ≤ ϕ ≤ π)

\hspace{1cm} (4.1)

Where \( x, y \) and \( z \) are the Cartesian coordinates of the surface points, \( r \) is the radius expressed in the same units as the centre and surface points and \( \theta \) and \( \varphi \) are the azimuthal and polar angles respectively, Figure 4.1.

Figure 4.1: Spherical polar parameters in 3D.
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Figure 4.1: Spherical polar parameters in 3D.

Figure 4.2: 3D accumulator space for a sphere with a predefined radius. Each point in (a) defines a sphere in the accumulator space (b). The intersection point of the spheres defined by points 1, 2 and 3, represents the parameters (centre coordinates) of the original sphere (a).
for every point \((x, y, z)\) do
  for \((r = r_{\text{min}}; r \leq r_{\text{max}}; r++)\) do
    for \((\theta = 0; \theta \leq 2\pi; \theta++)\) do
      for \((\varphi = 0; \varphi \leq \pi; \varphi++)\) do
        \[c_x = x - r \cos \theta \sin \varphi\]
        \[c_y = y - r \sin \theta \sin \varphi\]
        \[c_z = z - r \cos \varphi\]
        Accumulator\([r][c_x][c_y][c_z]\) +=
      end
    end
  end
end

Search Accumulator for peak.

Algorithm 2: 3D Hough transform for sphere detection.

The algorithm of the 3D HT to detect spheres, Algorithm 2, is as follows: each point on the sphere surface defines a set of spheres in the accumulator space; these spheres are defined by all possible values of the radius, and they are centered at the coordinates of the point. For a given radius value, each point on the sphere defines only one sphere in the accumulator space. After gathering all evidence of the points on the sphere using the Hough transform mapping (Equation 4.2) applied for each point on the sphere’s surface, the maximum of the accumulator space corresponds to the parameters of the original sphere.

Since we are dealing with 3D point clouds, there will be four parameters to vote for \((c_x, c_y, c_z\) and \(r\)), hence the accumulator space is 4-dimensional. Figure 4.2 shows a 3D accumulator space for a sphere with a predefined radius.

\[
c_x = x - r \cos \theta \sin \varphi
\]
\[
c_y = y - r \sin \theta \sin \varphi
\]
\[
c_z = z - r \cos \varphi
\] (4.2)

Figure 4.3(a) shows a point cloud in 3D space of a sphere with a predefined radius of 20 cm centred at \((30, 30, 30)\). The 3D accumulator space generated from voting for all points in the point cloud using Algorithm 2 is shown in Figure 4.3(b). Note that a threshold is applied to the accumulator space for visualisation purposes. Figure 4.4 shows three slices of the accumulator space, it can be easily seen the slice of the highest peak has the correct sphere parameter values.
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(a) Sphere point cloud
(b) 3D accumulator space

Figure 4.3: (a) 3D point cloud of a sphere and (b) 3D plot of (thresholded) accumulator space generated by Algorithm 2.

4.4 Implementation

To reduce memory requirements, and for fast accessing of elements, we use a multi-dimensional sparse matrix representation for the accumulator space. Sparse matrices store only non-zero elements, and provide direct mapping between indices and their corresponding values. The non-zero elements are stored in a hash table that grows when it is filled so that the search time is $O(1)$ on average regardless of whether the element is present or not, and regardless of the size of the matrix. Sparse matrices solve the problem of parameter space dimensionality explosion very efficiently, which is a vital characteristic when dealing with multi-dimensional data. Moreover, for fast mapping to the Hough space, our algorithm uses sine and cosine values stored in look-up tables, instead of calculating the sine and cosine values at each iteration of the algorithm, which gives significant improvement on the processing time.

4.4.1 Peak Detection

Our algorithm determines the correct parameters of the sphere by a search operation on the 4D accumulator space, which finds the accumulator bin with the maximum number of votes (global maximum), Figure 4.4. As the novelty here resides more in the development of evidence-gathering techniques to 3D surface data, the techniques have used basic HT approaches such as global maximum detection, rather than techniques that filter the accumulator space (though these apply equally to the new algorithms described here).

A detailed survey and comparison of Hough accumulator peak detection algorithms is presented in [95]. [96] proposed a high accuracy 2D straight line parameters estimation
Figure 4.4: Distribution of votes in the three slices of the accumulator space ($c_z = 5$, $c_z = 30$ and $c_z = 45$). The highest peak is at the true centre of the sphere (b).

which consists of smoothing the Hough accumulator prior to finding its peak location, and interpolating about this peak to find a final sub-bucket peak.

[97] presented an optimization algorithm for locating peaks in the Hough accumulator with a voting kernel for detection of 2D lines. The authors presented a detailed discussion of the accuracy that can be achieved by locating these peaks in the accumulator, and show that the error bounds on the estimates of line parameters are always within those based upon least squares. The authors have also presented post-processing algorithms to remove outliers among the list of edge pixels associated with each line segment and to merge line pigments that have been split due to discretisation of the Hough parameter space.

The choice for an “obvious” direct search peak detection was due to its simplicity and because of the fact that it did provide satisfactory initial results. The results obtained on real and synthetic data, with the optimal choice of accumulator resolution, were with error values of less than 1 cm. Hence this research has been focused on the actual Hough mapping processes for static sphere detection and moving sphere extraction (next chapter) rather than developing sophisticated peak detection methods.

However, post-voting operations can be applied to the accumulator space to improve the accuracy of the peak detection. For example, smoothing the accumulator space using convolution before searching for the peaks, will allow parameters that lie close to the quantised parameter space and have been spread over multiple bins, to cast votes in the same bin, and hence better detection of the peak. Also, averaging the bin indices can provide better performance especially if the bin size is large.

4.5 Results

Figure 4.5 shows the results of applying Algorithm 2 on a number of point clouds of the same synthetic scene having spheres of different radii and locations in 3D space.
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Figure 4.5: Robust detection of spheres using 3D HT.

Figure 4.6: 3D HT performance on point clouds with different point densities. Low point density cloud (top) has 4.5k points, high point density point cloud (bottom) has 88k points.

Additionally, the 3D HT shows a robust performance with different point densities (resolutions) of the point cloud. The 3D HT gave the same robust performance across a range of point densities of the same scene; the lowest point density having 4.5k points and the highest point density with 88k points, Figure 4.6.

Point clouds generated by the Kinect have on average 300k points, each point cloud have been cropped to a suitable volume before applying the 3D HT for detecting spheres to discard redundant points, i.e. points that are far away from the interest area in the scene. Figure 4.7 shows the robust performance of the 3D HT applied on Kinect point clouds of different scenes including a football and an orange. The row on the left shows original
textured point clouds, the middle row shows detected spheres superimposed on original clouds and the row on the right row shows the untextured point clouds with detected spheres. Figure 4.8 demonstrates the capability of the 3D HT to detect semi-spherical shape, the 3D HT shows ability to detect a bowl and an apple accurately. More results of the 3D HT applied on Kinect point clouds are in Appendix B.

Figure 4.7: Sphere detection in real point clouds. (a) 146k points, (b) 193k points, (c) 174k points, (d) 120k points.
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Figure 4.8: Detection of semi-spherical objects. (a) 136k points, (b) 64k points.

<table>
<thead>
<tr>
<th>Point cloud</th>
<th>No. points</th>
<th>Time(s), i=1</th>
<th>Time(s), i=10</th>
<th>Time(s), i=20</th>
<th>No. Its.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deskball</td>
<td>146k</td>
<td>5.30</td>
<td>0.76</td>
<td>0.44</td>
<td>94.6M</td>
</tr>
<tr>
<td>ShelfBall</td>
<td>193k</td>
<td>7.11</td>
<td>0.91</td>
<td>0.55</td>
<td>125M</td>
</tr>
<tr>
<td>Chairball</td>
<td>174k</td>
<td>6.31</td>
<td>0.89</td>
<td>0.52</td>
<td>112.8M</td>
</tr>
<tr>
<td>Bowl</td>
<td>136k</td>
<td>4.08</td>
<td>0.46</td>
<td>0.24</td>
<td>88M</td>
</tr>
<tr>
<td>Orange</td>
<td>120k</td>
<td>3.42</td>
<td>0.38</td>
<td>0.20</td>
<td>77.8M</td>
</tr>
<tr>
<td>Apple</td>
<td>64k</td>
<td>2.06</td>
<td>0.25</td>
<td>0.14</td>
<td>41.5M</td>
</tr>
</tbody>
</table>

Table 4.2: Total processing time of Algorithm 2 at point steps of 1, 10 and 20 (fixed radius) and number of iterations. (running on 2.4GHz Intel Core i7 and 4GB RAM).

4.6 Evaluation and Analysis

Our experimental analysis of Kinect clouds shows that the volume point density, i.e. the number of points on a 3D surface, is $\sim 25$ points per cube centimetre (taken at distance of 1m). We are interested in coordinates values to the nearest centimetre, hence it is not necessary to include all points in voting process.

Taking every $ith$ point instead of every point in the cloud, reduces the processing time significantly. However if the point step ($i$) is too large, false detection will occur. Based on our experimental analysis, a point step value of ($i = 20$) is a suitable value for typical Kinect clouds. Table 4.2 shows the processing time of Algorithm 2 for detecting spheres.
with pre-defined radius, and the related parameters. For undefined radii, the processing time is simply multiplied by the number of the radii in the given range \([r_{\text{min}}, r_{\text{max}}]\).

The computation of Algorithm 2 is divided to three processes:

1. Mapping: This is the process of transforming of points from the point cloud 3D space to the 3D Hough (parameter) space, applied by Equation 4.2. This process is the most time consuming, it takes roughly 59.4% of the total processing time when Algorithm 2 is applied on a typical Kinect point cloud.

2. Voting: In this process, casting of votes occurs by accessing the elements of the sparse matrix and incrementing their values according to the Hough mapping. This process takes roughly 40.2% of total processing time.

3. Detection: A search algorithm is performed in this process to find the peak of the accumulator. This process is extremely fast and it is less than 0.4% of total processing time. This is due the implementation of a sparse matrix for the accumulator in which the search time is always \(O(1)\).

The processing time shown in Table 4.2 for each cloud is the total computation times (sum of the three processes) for Algorithm 2.

Even though our developed algorithm is similar to [85] in terms of spherical equations used for voting and sparse matrix use, in our research we are the first to apply HT based method to detect spheres in point clouds in real life scenarios of typical household and office environments generated by consumer depth sensors such as the Kinect. Moreover we demonstrate the capability of detecting semi-spherical objects such as apples and bowls. Additionally, we provide performance analysis based on a number of different elements. Finally and most importantly, our algorithm detects spheres correctly in significantly less time. It can be seen from Table 4.2 that our algorithm is approximately 4 times faster than their achieved result, that is if every point has been taken in the
Table 4.3: Processing time is irrelevant to number of accumulator bins (accumulator space resolution). Tested on a point cloud of 73k points.

<table>
<thead>
<tr>
<th>Bin size (cm$^3$)</th>
<th>No. bins</th>
<th>Time (s)</th>
<th>Matrix size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62380</td>
<td>1.765</td>
<td>0.12</td>
</tr>
<tr>
<td>5</td>
<td>1039</td>
<td>1.731</td>
<td>0.002</td>
</tr>
<tr>
<td>10</td>
<td>210</td>
<td>1.724</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

voting process. However our algorithm can correctly detect spheres up to 57 times faster if the point step ($i$) is increased to a suitable value.

We are interested in providing a performance measure in terms of accuracy of detection and computational time; analysing the performance of the 3D HT for detecting spheres is not a simple task as there are a number of elements that affect the algorithm.

### 4.6.1 Accumulator Space Resolution (Bin Size)

The resolution of the accumulator space is the bin size of the cells in which the votes are cast. The larger the bin size is, the smaller the dimensionality of the accumulator, as multiple votes will be accumulated in the same bin.

Our experimental analysis shows that bin size is a trade-off between memory storage and accuracy, and it does not affect processing time. The reason that bin size does not affect processing time is due to the implementation of a sparse matrix for the accumulator, in which the search time is always $O(1)$, Table 4.3.

Rounding to the nearest bin size not only leads to reduced memory storage requirements for the accumulator, but also overcomes problems of noise and measurement errors of 3D sensors as points on the sphere’s surface vote around the true sphere centre coordinates in the parameter space and not on the exact true coordinates. However it comes at the expense of reduced accuracy in detecting the location in 3D space. For example if the bin size was chosen to be 5 cm$^3$, then the estimated centre coordinates of the sphere will be rounded to the nearest 5 cm$^3$. And similarly for the the radius; if the bin size was 5 cm the estimated sphere radius will be to the nearest 5 cm.

In all our experiments on real and synthetic data we have used a step size of 1 cm for each of the coordinates of the sphere and for the radius, and hence accumulator (resolution) bin size of 1 cm$^4$.

Figures 4.10 and 4.11 show the radius and centre position estimation errors when the radius and the centre position vary relative to the accumulator resolution. In Figure 4.10, the accumulator resolution is fixed at 1 cm, and the 3D HT algorithm is applied on a series of synthetic spheres with 1 mm difference in their radii. The figure shows the estimated radius and the difference error between the estimated radius and the ground
truth radius. It can be seen that until 0.7 cm the algorithm will round the radius to the lowest centimeter. Then the radius will be rounded to the highest centimeter. Note that the rounding is at 0.7 cm rather than 0.5 cm, this is related to the implementation of the Hough space and the compiler used, an accumulator smoothing algorithm can be used to reduce this quantisation error, as explained in Subsection 4.4.1.

Figure 4.11 shows the RMS error \( v \) when the centre of the sphere is moved by 1 mm in the three dimensions (for example at 50.1 the centre coordinates are (50.1, 50.1, 50.1)). As mentioned earlier, since the accumulator resolution is fixed to 1 cm, the coordinates will be estimated to the nearest centimeter. It can be seen from the figure that the RMS error \( v \) increases and then at 50.5 cm starts to decrease; this is because the first coordinates are being rounded to the nearest centimeter. For example centre coordinates (50.3, 50.3, 50.3) are rounded to (50, 50, 50), centre coordinates (50.6, 50.6, 50.6) are rounded to (51, 51, 50) and centre coordinates (50.8, 50.8, 50.8) are rounded to (51, 51, 51). While it is expected that the error plot will be symmetrical at 50.5 cm, the slight error is also related to the implementation of the Hough space and the compiler used (GNU GCC 4.3).

### 4.6.2 Occlusion Ratio

Correct detection of spheres depends on the number of points on the surface of the sphere which cast votes. These points should be enough to vote for the correct peak in the parameter space, if only few points are present on the sphere there will be no notable peak and hence the detection will fail.

For example, in Figure 4.4, the slice at \( c_z = 30 \) contains a much higher peak (600 votes) compared to other peaks which have around 30 votes. Moreover, if the scene is cluttered with objects; points on the surfaces of the objects can cast false votes in the accumulator space. Points on the sphere’s surface can also cast false votes due to imperfections and noise, which can effect the saliency of the peak corresponding to the correct parameters.

The number of “true” sphere points relative to the total number of points that a “complete” sphere would have, can be defined as the occlusion ratio. For example, any sphere in a 2.5D point cloud will have an occlusion ratio of 50% as only half the sphere is present in the point cloud. However, since we are interested in real point clouds, we define the occlusion ratio by dividing the number of points on the occluded sphere by the number of points on the original non-occluded 2.5D sphere. Hence a full 2.5D sphere has an occlusion ratio of 0% and a sphere completely not visible in the scene has an occlusion ratio of 100%.

Figure 4.12 shows the Euclidean distance error for the coordinates of the spheres at increasing occlusion ratios. The RMS (root mean square) error metric \( v \) is quantified by calculating the distance between the extracted centre parameters and those of the
Figure 4.10: Radius estimation performance at 1 cm$^4$ accumulator resolution. The radius error is defined as (ground truth radius − estimated radius).

Figure 4.11: Centre position estimation performance at 1 cm$^4$ accumulator resolution.
actual sphere (ground truth), measured by equation:

\[ v = \sqrt{(x_G - x)^2 + (y_G - y)^2 + (z_G - z)^2} \]  (4.3)

where \((x_G, y_G, z_G)\) are the ground truth coordinates of the centre. The occlusion performance analysis was carried out on four point clouds of a synthetic sphere of a predefined radius of 10 cm with no other objects in the cloud. These point clouds have different point densities and the error values are the average from the four clouds. An accumulator resolution of 1 cm is used for each of the coordinates of the sphere and for the radius, and hence of accumulator bin size of 1 cm^4.

It can be seen from Figure 4.12 that the algorithm starts breaking at a 50% occlusion ratio; this is because at this occlusion ratio the number of points on the surface of the sphere is not sufficiently high to cast enough votes, and hence the peak cannot be distinguished from its neighbouring cells in the accumulator.

### 4.6.3 Noise

[98] extends the original work of [99] and employs a statistical performance measure based on signal detection theory to determine the probability of the Hough transform correctly estimating the parameters of a circle in an image with the presence of noise. The kernel of this measure is determining the probability that the number of votes in accumulator cell corresponding to the feature’s parameters is greater than the number of votes in any other accumulator cell, for a given parametric feature, parameter range,
image size and variance of added Gaussian noise. The principles of this statistical measure remain constant irrespective of the parametric feature used or the dimensionality of the accumulator space. Hence the proposed theory can be directly extended to the 3D HT for detecting spheres. The reader is referred to [98] for a detailed study of the probability of detecting parametric shapes with the presence of noise.

In our research we quantify the performance of the 3D HT for sphere detection against noise by implementing the algorithm to detect a synthesised sphere. The noise performance analysis was carried out on four point clouds of a synthetic sphere of a predefined radius of 10 cm with no other objects in the cloud. A bin size 1 cm is used for each of the coordinates of the sphere and for the radius, and hence of accumulator (resolution) bin size of 1 cm$^3$. The root mean squared error is computed 10 times for the same sphere at each standard deviation step.

Figure 4.13 shows the performance of the Algorithm 2 applied on a synthetic sphere with the presence of noise. The noise is added by Gaussian distribution model given by Equation 3.15, explained in detail in Subsection 3.6.1. The effect of added noise is shown in Figure 4.14 and also in Appendix A.

It can been seen from Figure 4.13 that the RMS error $\nu$ increases as the noise level increases. When the level of noise increases, the response of the voting process to noise will also increase until a point is reached where the response due to noise dominates the response due to the presence of the sphere within the point cloud. Once this point is
reached, the coordinates of the extracted accumulator peak essentially become random, and hence estimates of the sphere parameters cease to be of value.

This is because points on the sphere’s surface do not cast votes on the same bin due to noise, instead they will cast votes in bins around the bin corresponding to the correct sphere parameters, and hence the “correct” bin will not have a peak as high as it would be without noise. The larger the amount of noise, the further the votes will be from the correct bin in the accumulator, and hence the larger the error $\nu$.

## 4.7 Conclusion

In this chapter we extended the Hough transform to three dimensions and showed its robust ability to detect spheres in synthetic and real point clouds. Our approach has been designed to be computationally efficient, reducing an established limitation of HT based approaches. To our knowledge, our research is the first Hough transform based implementation to detect spheres in real point clouds acquired by depth sensors such as the Kinect. We provided experimental analysis of the achieved results, and we showed robust performance for detecting spheres. This chapter established the foundation for our novel 3D velocity Hough transform, which detects spheres undergoing linear motion even with full occlusion, discussed in detail in the next chapter.
Chapter 5

The 3D Velocity Hough Transform

In the previous chapter we described the detection of static spheres in 3D point clouds. In this chapter we consider the global analysis of point cloud sequences and the extraction of spheres undergoing linear motion in full 3D. The new 3D Velocity Hough Transform (3DVHT), which can be considered as a 3D extension to the velocity Hough transform originally introduced by [98], parameterises shapes together with their motion, allowing a collective description of the motion between point clouds. More specifically, the algorithm incorporates motion parameters in addition to structural parameters in an evidence gathering process to accurately detect moving spheres at any given point cloud from the sequence. The thrust of this work is the extraction of moving spheres in a point cloud sequence rather than tracking them. Extraction can be distinguished from tracking by a more holistic view of the sequence, and frequent use of prior knowledge and an off-line approach [72].

The 3DVHT globally integrates information in all frames (point clouds), so information missed in one frame, yet present in another, still contributes to the final evidence gathered. We demonstrate its capability to predict the occurrence of spheres which are obscured within the sequence of point clouds, which conventional approaches cannot achieve. We apply our algorithm on real and synthetic data and demonstrate the ability of detecting moving spheres by exploiting inter-frame correlation within the 3D point cloud sequence.

The 3DVHT algorithm does not require initialisation or training and avoids the need to solve the correspondence problem, inheriting these characteristics from the VHT.

We begin this chapter by describing moving object detection and listing related work. After that the theory of the 3D velocity Hough transform is explained. Next, details of
the implementation of the algorithm are described. Finally, we provide demonstration examples and experimental analysis.

5.1 Related Work

Whether in 2D or in 3D, moving object detection in sequences of 2D images or in 3D point clouds concerns locating moving objects, separating them from their background and describing their motion trajectories. According to [100], for 2D image sequences, most methods of moving object detection can be categorised in two groups: extraction methods and tracking methods. The strategy of extraction methods is to determine the moving object, by background removal, and then to track points in the moving object. The tracking strategy determines interest points, such as corners, and to then link the appearance of these points in successive frames.

For 3D point clouds, researchers have developed methods for moving object detection based on the same strategies; there have been methods for extracting 3D objects based on segmenting the object from its background and looking for inconsistencies between point clouds, such as in [101] and [102]. And tracking-by-detection methods, which imply that the object is detected by looking for objects matching a model on each frame of the sequence. Tracking-by-detection framework is limited to object categories for which pre-trained detector models are available, such as in [103] and [104].

Both strategies consider information present in a single point cloud and work on a frame-to-frame basis by performing spatial alignment between consecutive frames based on locating feature descriptors or other attributes. Moving object detection methods are usually accompanied with probabilistic mechanisms such as extended Kalman and particle filters or other Bayesian frameworks to establish temporal dependence between frames, and for optimization and expectation maximization, especially for real-time applications.

Very few methods have achieved object tracking in an evidence gathering context; in this research we are interested in this group of methods.

5.1.1 Moving Object Detection by Evidence Gathering

In 2D, one of the first methods to address the problem of tracking in an evidence gathering framework is the Velocity Hough Transform (VHT) [98]. The VHT was originally proposed in the context of extracting circles, moving with constant linear velocity, from a sequence of images. The VHT simply extends the standard HT to include linear motion in the voting process. By including motion parameters in the evidence gathering process, the HT is extended from the spatial to the temporal domain.
[105] proposed the dynamic velocity Hough transform (DVHT) which extends the VHT to track parametric shapes undergoing arbitrary motion. Like the VHT, this technique processes the whole image sequence, gathering global evidence of motion and structure. The method tries to find an optimal, smooth trajectory in the parameter space with maximum energy. The constrained optimisation problem is solved using a temporal (time-delay) dynamic programming algorithm.

[72] proposed a continuous-template variant of the VHT (CVHT) for extracting moving arbitrary shapes, which has been created by fusing two evidence-gathering techniques, the VHT and Fourier-descriptor template representation. The Fourier descriptors provide a continuous template representation, minimising discretisation error in the algorithm, and the VHT component exploits the temporal correlation across a sequence, mitigating the effects of noise and occlusion.

[106] proposed a method for extracting moving articulated objects from a temporal sequence of images for the purpose of automated determination of parameters pertaining to human gait. This line feature extraction technique, uses a genetic algorithm (GA) based implementation of the Velocity Hough Transform (VHT).

[107] proposed a combined a 2D feature tracking method using the Kalman filter and the Hough transform. An extended Kalman filter is used to model the parameters and motion of a set of lines detected in a Hough space.

[108] proposed a derivation of the Hough transform for extracting pixel velocities from binary image sequences. The temporal spatio-velocity (TSV) transform represents the intensity at each pixel as a measure of the likelihood of occurrence of a pixel with instantaneous velocity in the current position. Binarisation of the TSV image extracts blobs based on the similarity of velocity and position.

[73] proposed the 3D Stereo Velocity Hough Transform, an HT based algorithm that exploits both stereo geometry constraints and the invariance properties of the cross-ratio to accumulate evidence for a specified shape undergoing 3D linear motion (constant velocity or otherwise). The method extends ideas originally developed in the VHT to stereo images.

[109] proposed the Bounded Hough Transform to track objects in a sequence of sparse range images. This method is based upon a variation of the Generalised Hough Transform (GHT) [110] that exploits the coherence across image frames that results from the relationship between known bounds on the object’s velocity and the sensor frame rate. The inter-frame motion bounds allows the transformation space to be reduced to a small size. In this method, tracking is related to pose determination, as long as the frame rate is fast enough with respect to the object’s velocity, then the pose estimate can be propagated to each subsequent frame. This method is typically followed by the ICP algorithm to increase the accuracy of tracking. A limitation of this method is that
it requires the initial transformation of the object to be known a priori, which can be
difficult in many applications. Another limitation is that this method is dependent on
the frame rate of the sensor. This method works on a frame by frame basis, and hence
it does not include any prediction capabilities for objects in missing frames.

5.2 Moving Object Detection Via The 3D Velocity Hough Transform

As discussed in the previous chapter, Hough transform methods conventionally concern
the extraction of structural parameters of stationary features, within single frames. In
order to detect spheres moving with linear velocity, we extend the VHT from optimum
shape and motion parameters of conic sections moving in parametrically described fash-
on in a given 2D image sequence, to 3D point clouds, introducing the 3D Velocity Hough
Transform (3DVHT).

Considering a sequence of point clouds enables any evidence gathering technique to
combine feature extraction and motion analysis concurrently in order to extract optimal
structural and motion parameters exhibited by objects in the global evidence gathering
process. The inclusion of motion in the parametric representation of the feature allows
info in one cloud of the sequence to be related to other info in other clouds of the same
sequence. This employs motion as inter-frame mapping which gives the 3DVHT its
global nature. By this global process, evidence from the whole sequence is gathered in
a single accumulator space and optimal structural and motion parameters are extracted
concurrently. This gives improved performance over frame-by-frame tracking methods
especially in the case of missing or occluded structural information, as any missing
structural data in one point cloud is compensated from other point clouds.

The other significant advantage of the 3DVHT, which is inherited from the VHT, is that
the correspondence problem is avoided; there is no need for feature detection and corre-
spondence analysis between consecutive point clouds, which many 3D tracking methods
rely on, and is implicit in this new technique. Moreover, due to the global scope of
the 3DVHT, there is no need to initialize the evidence gathering algorithm to a specific
volume.

The 3DVHT detects spherical structures undergoing linear motion in point cloud se-
quences by combining concepts from the VHT and the 3D HT for sphere detection, in a
generic evidence gathering process. The 3DVHT extends the spherical Hough mapping
equations (4.2) by adding velocity terms representing constant linear motion:

\[
\begin{align*}
    c_x &= x - v_x t - r \cos \theta \sin \varphi \\
    c_y &= y - v_y t - r \sin \theta \sin \varphi \\
    c_z &= z - v_z t - r \cos \varphi
\end{align*}
\]

(5.1)

where \(v_x, v_y\) and \(v_z\) are the velocity of the sphere along the \(x, y\) and \(z\) axis respectively, measured by cm per time unit \(t\), where \(t\) is the time reference value relative to the initial point cloud, i.e. for cloud 1, \(t = 0\) and, cloud 2, \(t = 1\) and so on. The evidence gathering process of the 3DVHT is similar to the 3D HT, however it employs an extended multi-dimensional accumulator space to estimate the motion parameters \((v_x, v_y, v_z)\) in addition to the sphere’s structural parameters \((r, c_x, c_y, c_z)\), described in Algorithm 3.

\begin{verbatim}
for (No. of point clouds) do
    for every point \((x, y, z)\) do
        for \((r = r_{min}; r \leq r_{max}; r++)\) do
            for \((v_x = v_{xmin}; v_x \leq v_{xmax}; v_x++)\) do
                for \((v_y = v_{ymin}; v_y \leq v_{ymax}; v_y++)\) do
                    for \((v_z = v_{zmin}; v_z \leq v_{zmax}; v_z++)\) do
                        for \((\theta = 0; \theta \leq 2\pi; \theta++)\) do
                            for \((\varphi = 0; \varphi \leq \pi; \varphi++)\) do
                                \(c_x = x - v_x t - r \cos \theta \sin \varphi\)
                                \(c_y = y - v_y t - r \sin \theta \sin \varphi\)
                                \(c_z = z - v_z t - r \cos \varphi\)
                                Accumulator[r][c_x][c_y][c_z][v_x][v_y][v_z] +=
                            end
                        end
                    end
                end
            end
        end
    end
end

Search Accumulator for peak.
\end{verbatim}

Algorithm 3: The 3D Velocity Hough Transform (3DVHT).

For each point cloud in the sequence, at each 3D point in the cloud, equations (5.1) are employed to obtain the possible centre of the sphere in a given range of radii and, \(x, y\) and \(z\) velocities, provided the time reference \(t\) of the point cloud. Points corresponding to each parameter combination are incremented in the accumulator space. Note that all point clouds are accumulating in the same accumulator, the peak of this global accumulator is the best estimate of the sphere’s structural parameters (centre and radius), and motion parameters \((x, y\) and \(z\) velocities).
To detect the sphere at a particular point cloud from the sequence, we apply Equation 5.2.

\[
\begin{align*}
    c_x|_t &= c_x|_{t=0} + v_x t \\
    c_y|_t &= c_y|_{t=0} + v_y t \\
    c_z|_t &= c_z|_{t=0} + v_z t
\end{align*}
\]

(5.2)

Similar to the 3DHT algorithm presented in the previous chapter, a basic peak detection method is used to estimate the moving sphere parameters. However additional processes can be applied to the accumulator to refine the parameter estimates, as explained in Subsection 4.4.1.

### 5.3 Implementation

Similar to the 3DHT presented in the previous chapter, we also use a multi-dimensional sparse matrix representation for the accumulator space of the 3DVHT. As mentioned earlier, the 3DVHT accumulates the evidence in one accumulator space for the whole sequence. This accumulator is seven-dimensional as it accumulates votes for the three motion parameters \((v_x, v_y, v_z)\) in addition to the four spherical structure parameters of the 3DHT. Even with seven dimensions, sparse matrices store and provide fast access to the accumulator vote data very efficiently. Look-up tables for trigonometric functions values are also used by the 3DVHT for speed optimisation.

### 5.4 Demonstration

To analyse the performance of the 3DVHT, we apply Algorithm 3 on a number of point cloud sequences of synthetic and real scenes with different configurations and complexities, providing the properties of each sequence and the details of the 3DVHT application and also showing the achieved results.

In all following experiments an accumulator resolution (step size) of 1 cm is used for each of the coordinates of the sphere and for the radius, and a 5 cm/t step size for the three velocity parameters.

#### 5.4.1 Basic Synthetic Sphere Sequence

We apply the 3DVHT algorithm on a sequence of a synthetic sphere moving in 3D. Figure 5.1 shows five consecutive point clouds (merged) of a sphere with specified radius \(r = 10\, \text{cm}\) moving in three dimensions with constant 3D velocity, \(v_x = 10\, \text{cm/t}, \, v_y =\)
10 cm/t and \( v_z = 10 \, \text{cm/t} \) starting at 3D centre location of \( c_{x0} = 19 \, \text{cm} \), \( c_{y0} = 19 \, \text{cm} \) and \( c_{z0} = 19 \, \text{cm} \). Each sphere is made of 1.5k points. The cm/t unit is the centimeter per unit time, in our case is centimeter per point cloud.

Algorithm 3 is applied on this sequence, mapping these points to a six-dimensional accumulator stored in a sparse matrix. The accumulator has 6 dimensions instead of 7 because we use a fixed size radius known a priori. A range of 125 values \((5 \times 5 \times 5)\) for \(xyz\) velocities with step size of 5 cm/t is used for all velocities. To find the sphere’s centres and velocities, the six-dimensional accumulator sparse matrix is searched for its maximum value. After applying our algorithm a peak is detected, and the sphere’s initial position and velocity are estimated with high accuracy, with RMS error \( \upsilon \) less than 1 cm. The size of the 6D accumulator sparse matrix of the 3DVHT applied on this sequence is 9.5 MB. Table 5.1 summarises the details of the application of the 3DVHT on this sequence.

<table>
<thead>
<tr>
<th>Clouds</th>
<th>No. points</th>
<th>Step</th>
<th>Velocities</th>
<th>Acc. size (MB)</th>
<th>No. iterations</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>7.5k</td>
<td>1</td>
<td>125</td>
<td>9.5</td>
<td>607.5M</td>
<td>46.57</td>
</tr>
</tbody>
</table>

Table 5.1: Basic synthetic sphere sequence. Columns left: Number of point clouds in the sequence, total number of points in the sequence, point step, number of velocities within the range, accumulator size, number of iterations and total processing time.

Figure 5.1: Synthetic sphere sequence moving with constant 3D velocity.

### 5.4.2 Synthetic Scene Sequence

Figure 5.1 represents a perfect scenario; only sphere points are present in the cloud sequence. To test the robustness of the 3DVHT, we test it on a more complex sequence. Figures 5.2 and 5.3 show a sequence of 10 point clouds of a synthetic scene including a moving sphere. In this sequence, there are 27.5k points forming the scene in each point cloud. A sphere of radius \( r = 5 \, \text{cm} \) and 3D velocity \((10, 5, 6) \, \text{cm/t}\) starting at centre location \((c_{x0}, c_{y0}, c_{z0}) = (-30, 10, 25)\). A range of 125 values \((5 \times 5 \times 5)\) for \(xyz\) velocities
with step size of 5 cm/t is used for all velocities. A range of 10 values for the radius [1, 10] cm with a step of 1 cm is used. Again, the 3DVHT gives a robust performance and finds the exact centre and velocity values of the moving sphere with RMS error $\nu$ less than 1 cm. In the basic synthetic sphere sequence (5.4.1), voting was carried out for every point of every cloud in the sequence, for this sequence we take every 10th point to reduce the processing time. Figure 5.4 shows the computed trajectory of the sphere using 3DVHT.

<table>
<thead>
<tr>
<th>Clouds</th>
<th>No. points</th>
<th>Step</th>
<th>Velocities</th>
<th>Acc. size (MB)</th>
<th>No. iterations</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>275k</td>
<td>10</td>
<td>125</td>
<td>24.3</td>
<td>2.2B</td>
<td>116.42</td>
</tr>
</tbody>
</table>

Table 5.2: Synthetic scene sequence.
Figure 5.3: Side view of synthetic sphere sequence.

Figure 5.4: Computed trajectory of a sphere moving with 3D velocity.
5.4.3 Real Football Sequence

Moving on to real data, we will first apply the 3DVHT on a simple sequence of Kinect point clouds. Figure 5.5 shows a sequence of five Kinect point clouds of a football moving in only one direction. At each cloud, the football has been exactly placed with a 30 cm displacement on the x direction from the previous cloud, thus the football has a constant velocity of 30 cm per point cloud in the positive x direction, \( v_x = 30 \text{cm/t}, v_y = v_z = 0 \). Figure 5.6 shows the five point clouds merged giving the ground-truth trajectory of the football. Since there are no velocity components in the y and z directions, and the radius of the football is known a priori, the accumulator space is 4-dimensional. Each of the point clouds has 105k points on average. A range of 50 velocities in the x direction with a step size of 5 cm/t is used.

The 3DVHT was able to estimate the first football centre and the x velocity with RMS error \( \nu \) less than 1 cm centre coordinates and velocity, Figure 5.7. This result was verified by detecting all spheres using the 3DHT for sphere detection on a frame-by-frame bases. We carried out more experimental analysis on this sequence by increasing and decreasing the velocity step; finer velocity steps, specifically of 1 cm/t and 2 cm/t, gave the correct centre but with an error of 1 cm/t for the velocity, i.e. the detected velocity was 29 cm/t.

<table>
<thead>
<tr>
<th>Clouds</th>
<th>No. points</th>
<th>Step</th>
<th>Velocities</th>
<th>Acc. size (MB)</th>
<th>No. iterations</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>525k</td>
<td>10</td>
<td>50</td>
<td>12.4</td>
<td>1.7B</td>
<td>72.15</td>
</tr>
</tbody>
</table>

Table 5.3: Real football sequence.

5.4.4 Real Orange Sequence

We increase the complexity of the problem; the scene is cluttered with objects, the sphere to be detected is smaller and the motion is in two directions. This sequence is made of six Kinect clouds of an orange moving in the x and z directions. At each cloud, the orange has been exactly placed with a 5 cm displacement on the x and z directions from the previous cloud, thus the orange has a constant velocity of 5 cm per point cloud in the positive x direction, and 5 cm per point cloud in the positive z direction \( v_x = v_z = 5 \text{cm/t}, v_y = 0 \). Figure 5.8 shows the trajectory of the orange.

The accumulator matrix for this sequence is 5-dimensional, as the radius is known a priori and there is no velocity component in the y direction. A range of 100 velocities \((10 \times 10)\) the x and z directions with a step size of 5 cm/t is used. The 3DVHT was able to estimate the first orange centre and the x and y velocities with RMS error \( \nu \) less than 1 cm for centre coordinates and velocity. Same as with sequence 5.4.3, the maximum velocity error was only 1 cm for x and y components \( (\nu = 1.41 \text{ cm}) \).
Figure 5.5: Sequence of real football with $x$ velocity = 30cm/t. (textured left, depth map right).

Figure 5.6: Merged sequence of football with $x$ velocity = 30cm/t. (textured top, depth map bottom).
Figure 5.7: Two views of the estimated trajectory by the 3DVHT superimposed on the ground truth trajectory.

<table>
<thead>
<tr>
<th>Clouds</th>
<th>No. points</th>
<th>Step</th>
<th>Velocities</th>
<th>Acc. size (MB)</th>
<th>No. iterations</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>177k</td>
<td>10</td>
<td>100</td>
<td>12.16</td>
<td>1.14B</td>
<td>50.57</td>
</tr>
</tbody>
</table>

Table 5.4: Real orange sequence.

Figure 5.8: Trajectory of orange.
5.4.5 Rolling Football Sequence

In sequences 5.4.3 and 5.4.4, the sphere was placed at specified locations in consecutive point clouds to give a constant velocity. In this sequence we deal with a more realistic scenario. This sequence is made of eleven frames taken from a video of point clouds taken at 30 fps of a rolling football moving in $x$ and $z$ velocities, Figures 5.10 and 5.11. The football in this sequence is moving in non-linear fashion in the $x$ and $z$ direction; i.e. the displacement between each consecutive point clouds is not the same. The football’s $y$ velocity is zero.

A range of 49 values ($7 \times 7$) for $x$ and $z$ velocities, with step size of 1 cm/$t$, were used to estimate the best “average” velocities which best locate the football at every frame. The 3DVHT estimated an $x$ velocity of 4 cm/$t$ and a $z$ velocity of $-5$ cm/$t$. The initial football position was estimated with $xyz$ RMS error of 8.2 cm. Figure 5.12 shows the estimated football trajectory by the 3DVHT superimposed on the true trajectory of the football.

<table>
<thead>
<tr>
<th>Clouds</th>
<th>No. points</th>
<th>Step</th>
<th>Velocities</th>
<th>Acc. size (MB)</th>
<th>No. iterations</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>1M</td>
<td>10</td>
<td>49</td>
<td>21.3</td>
<td>3.17B</td>
<td>564.5</td>
</tr>
</tbody>
</table>

Table 5.5: Rolling football sequence.
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Figure 5.10: Rolling football sequence.

Figure 5.11: True trajectory of football.

Figure 5.12: Estimated trajectory (pink) superimposed on true trajectory (green).
5.5 Analysis

5.5.1 Accumulator Space Resolution (Bin Size)

Similar to the algorithms presented in Chapter 3 and Chapter 4, the performance of the 3DVHT algorithm is affected by the choice of the step size of the parameters. The accuracy of the algorithm depends on the accumulator resolution, as the estimated parameters (the initial 3D centre position, radius and velocity of the sphere) will be rounded to the nearest centimeter.

In demonstration experiments 5.4.1 - 5.4.5, we used an accumulator resolution (step size) of 1 cm is used for each of the coordinates of the sphere and for the radius, hence all initial 3D centre positions and radii are estimated to the nearest centimeter. The step size for the three velocity parameters was set to 5 cm/t, hence the estimated velocity will be rounded to the nearest 5 cm/t. In all these sequences, the value of the velocity step was chosen to be a divisor of the correct velocity, so the detected velocity will fall at a multiplication of the bin size.

To show the effect of the resolution of the step size, we vary the value of the steps and the range of the 3D velocity of sequence 5.4.1. Figure 5.13 shows the effect of the bin size on the performance of the algorithm in terms of estimating the moving sphere’s
velocity. The plot shown in the figure is the same for all velocities \( (v_x, v_y, v_z) \). Note that at step sizes 1, 2, 5 and 10, which are divisors of the correct sphere’s velocity, the estimation error is at its minimum. For example if at velocity step 5 cm/t the algorithm will estimate the velocity of the sphere to be 10 cm/t which is the correct velocity and hence zero error. This is similar to the analysis of the angular resolution and rotational velocity in Chapter 3.

Similarly, changing the radius step size will effect the accuracy of the estimated radius, as the estimated value will be to the nearest step size.

5.5.2 Noise

Similar to the previous chapter, the performance against noise is measured by conducting an actual implementation of the 3DVHT algorithm on a synthetic moving sphere. The noise is added by Gaussian distribution model given by Equation 3.15, explained in detail in Subsection 3.6.1.

The noise performance analysis was carried out on a sequence of a synthetic sphere of a of 10 cm, moving in a constant 3D velocity. The sequence has 10 point clouds. A step size 1 cm is used for each of the coordinates of the sphere and for the radius, and a step size of of 1 cm/t for each of the velocities. Hence the accumulator resolution (bin size)
of 1 cm$^3$. The RMS error is computed 10 times for the same sphere at each standard deviation step.

Figure 5.14 shows a comparison of performance measure against noise between the 3DHT and the 3DVHT per frame; even though both techniques degrade gracefully as the amount of added noise increases. It is clear that the single frame based 3D HT produces inaccurate results for less noisy point clouds than the multi-frame 3DVHT. The 3DVHT is still capable of producing reasonably accurate estimates even when the 3DHT deemed to have failed completely.

The superior performance of the 3DVHT in terms of immunity to noise is due to the fact that the 3DVHT uses the point cloud sequence as a whole. Since the structural information present within each point cloud of the sequence are integrated over the sequence as a whole, even if structural information is corrupted in one frame of the sequence, a complete description of the feature (3D sphere) can be accumulated, as long as the corrupted information is present in another frame of the sequence.

As explained in Subsection 4.6.3, noise causes votes to be distributed in bins around the “correct” bin, which results in a non-salient peak. However, the global nature of the 3DVHT gathers evidence from the all the frames in the sequence and concentrates the votes in the accumulator bin with the correct parameters, and hence an improved performance over the single frame 3D HT.

5.5.3 Occlusion

So far we applied the 3DVHT on a number of synthetic and real sequences to detect the sphere at any point cloud of the given sequence. This could have been done also by applying the 3D HT for sphere detection, or any other sphere detection algorithm, on a frame by frame bases. The significance of the 3DVHT is its ability to predict fully occluded spheres, which is impossible if a frame by frame method is used.

To demonstrate the 3DVHT’s capability of predicting fully occluded spheres, we introduce occlusions to sequences we have previously applied the 3DVHT on. Afterwards, Equation 5.2 is applied to detect the sphere at the point cloud with the occlusion.

Figure 5.15 shows sequence 5.4.3, but with one sphere fully occluded by an object at the second cloud of the sequence. After applying the 3DVHT on the new sequence with occlusion, the 3DVHT estimated the the correct velocity of the sphere ($v_x = 30cm/t, v_y = v_z = 0$) and also estimated the centre coordinates of the first sphere. After that the coordinates of the occluded sphere are calculated, Figure 5.16.

Figure 5.17 shows sequence 5.4.5; an orange moving with $x$ and $z$ velocities, with an addition of occlusion at the third point cloud of the sequence.
The 3DVHT is used to analyse a sequence and the extracted sphere parameters, (the initial 3D centre position, radius and velocity of the sphere), are used to estimate the sphere’s position at every point cloud of the sequence.

By assuming linear 3D motion, the 3DVHT estimates the trajectory of the moving sphere. This is a useful property of the 3DVHT especially in the presence of occlusion; as it will allow to the sphere to be detected in the case of partial occlusion, and “predicted” in the case of full occlusion. The occlusion experiments indicate the advantage of the 3DVHT which, by considering a whole sequence as a whole and integrating the information present in each individual frame, is able to accumulate a complete description of the sphere, in situations where there is an insufficient evidence in a single frame.

The 3DVHT is able to gather evidence from each frame of the sequence in a single
accumulator space, which enables the concurrent determination of the sphere’s structural and motion parameters, also results in the structural information present within each frame of the sequence being integrated over the sequence as a whole. Hence any missing information in one frame due to occlusion, is compensated from other frames. Even though points from the occluded point cloud do not cast votes in the “correct” global accumulator bin, points from other point clouds still cast votes in that bin to give a peak at the correct parameters.

From applying the 3DVHT on these sequences including occlusion, it is clear that the sphere at each sequence was predicted as if there was no occlusion. As explained before, the correct detection of the sphere at the occluded point cloud is due to exploiting the inter-frame correlation within the point clouds of the sequence. The 3DVHT offers
considerable performance benefits over single frame based methods such as the 3DHT in terms of resilience to occlusion due to the manner in which evidence is gathered from each frame of the sequence.

The performance evaluation in Figure 5.19 is measured if only one point cloud of the sequence includes occlusion. The occlusion ratio is defined in Subsection 4.6.2. It can be seen from the figure that the 3DVHT gives a robust performance even if a single frame is completely occluded. A step size $1 \text{ cm}$ is used for each of the coordinates of the sphere and for the radius, and a step size of $1 \text{ cm}/t$ for each of the velocities.

In theory, only two spheres are needed for the 3DVHT to detect centre and velocity parameters; however this is in the case of a perfect scenario or a sphere moving in 3D, as there are no other objects in the point clouds of the sequence which may cast false votes and hence affect the detection process. Applying the 3DVHT on any two frames of sequence 5.4.1 always gives correct detection.

In more realistic scenarios, the performance of the 3DVHT with the presence of occlusion is highly dependent on the nature of the scene. For example, the 3DVHT can correctly detect the centre and velocity values of sequence 5.4.3 up to two full occlusions, if the sphere was occluded at three point clouds, the 3DVHT gives false detection. Figure 5.20 shows the accumulative performance for a real Kinect sequence of five frames (sequence 5.4.3).
The accumulative occlusion ratio is defined for the whole sequence, i.e. in Figure 5.15 since the sequence has 5 point clouds and the occlusion is at one fully occluded sphere, the accumulative occlusion ratio is 20%. If one sphere is fully occluded at one frame and at another frame only half the sphere is occluded in another frame, the accumulative occlusion ratio is 30%.

5.6 Conclusion

In this chapter we presented a new global Hough Transform based method for detecting spheres undergoing linear motion in a sequence of point clouds, the three-dimensional Velocity Hough Transform (3DVHT). Analysis has been performed on synthetic and real point cloud sequences. The 3DVHT offers considerable performance benefits over single frame based methods such as the 3DHT in terms of resilience to occlusion and also immunity to noise. We demonstrated the significant advantage of the 3DVHT which is the ability to predict fully occluded spheres at any frame of the sequence. The superior performance is attributed to the concept of incorporating motion in the voting process, accumulating evidence in a single accumulator space for the whole sequence, resulting for the spherical structural information in each cloud to be integrated over the complete sequence. This enables motion and structural parameters to be accurately determined, even in the case of a full occlusion.
Chapter 6

A New Method For Motion Estimation

6.1 Introduction

Accurate motion parameter estimation is based on invariant properties that can be inferred from the motion [7]. In this research we investigate two kinematics theorems, namely the Reuleaux method [111] and Chasles’ theorem [112] in the context of computer vision and develop evidence gathering methods employing rigid geometric constraints based on the analysis of corresponding points between 3D point clouds.

More specifically, we are interested in estimating the rigid transformation between 3D datasets (point clouds) without the use of keypoint detection and feature description and matching methods. We present a novel approach that estimates 3D motion parameters directly from the data by exploiting the geometry of rigid transformation using an evidence gathering technique in a Hough-voting-like approach. Our approach provides an alternative to the both local and global feature description and matching pipelines commonly used by numerous 3D object recognition and registration algorithms, discussed in detail in Chapter 2.

The developed algorithms in this chapter are based on the observation that:

*There is one and only one invariant axis that synthesises the rigid body transformation in 3D.*

When the transformation is rotation only, this invariant axis is the rotation axis; when the transformation includes rotation and translation the invariant axis is the screw axis.

In this chapter we introduce two evidence gathering algorithms for motion estimation; the first algorithm estimates the motion in the case of rotation around a fixed axis only, we introduce our algorithm that estimates the six degrees of freedom (DoF) parameters
of rotation, which are the direction and 3D position of the rotation axis and the rotation angle. The second algorithm extend this algorithm to estimate general motion consisting of rotation as well as translation in 3D space.

The first method tracks the motion between two frames (point clouds) and estimates a number of candidates for the rotation axis using a modified and extended version of the Reuleaux method, and implements a voting algorithm to select the rotation axis with the most likely parameters (3D position and orientation). True correspondences are computed from the estimated axis and finally the rotation angle is estimated by triangulation between the found correspondences and the axis.

Similarly, the second method tracks the motion between two frames and estimates the screw axis using Chasles’ theorem, and then computes the rotation angle and linear displacement along the screw axis to estimate the full motion parameters.

According to [113], kinematics theorems such as Chasles’ theorem, have been widely used in kinematics and mechanics to analyse the nature and characteristics of rigid body motions. However, the implications of this theory for Computer Vision have not been properly considered.

It appears that this is the first research to use the kinematics theorems in an evidence gathering framework for motion estimation and surface matching without the use of any given correspondences and also without employing feature description and matching.

The capability to estimate the 3D transformation without relying on feature matching and estimating correspondences between 3D datasets is desirable and has many practical applications, especially in scenarios where objects to be matched have smooth surfaces such that keypoints and their associated features are not descriptive, or in the case of having few points on the object’s surfaces (sparse point clouds).

We begin this chapter by discussing similar related work, in terms of motion estimation using geometrical analysis, we also discuss methods that use a Hough voting scheme to vote for motion parameters. The next section describes the proposed method for rotation estimation. The third section describes the second proposed method for general motion estimation. After that we give demonstration examples to validate and verify the theory of the two algorithms. Then we provide experimental analysis and evaluation and show the results of implementing the algorithms on real data. Finally, we discuss the properties, contributions and limitations of the proposed algorithms.
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6.2 Related Work

6.2.1 Motion Estimation Using Geometrical Analysis

As described in Chapter 2, the vast majority of 3D surface matching methods rely on computing feature descriptors and matching them in order to find correspondences, then use a motion estimation method to compute the transformation parameters from these established correspondences. According to [7], while a large number of these motion methods, such as those based on SVD, orthonormal matrices and quaternions, have been applied with considerable success, a common shortcoming has been lack of efficiency, sensitivity to noise and multiplicity of solutions.

To overcome such shortcomings, a number of researchers have presented geometric constraint frameworks based on invariant properties of 3D rigid transformations to analyse transformation parameters. A key element of the geometric analysis is formulating algebraic constraints between a rotated and translated model and the observed features [114]. The constraints are aimed to define or refine the set of allowable positions for the object, consistent with the observed features.

In the section we list these frameworks in two categories; methods that have focused on estimation of rotation parameters, and methods that estimate the 3D general transformation.

6.2.1.1 Rotation Estimation by the Reuleaux Method

A variety of methods has been developed in different research areas, especially the fields of kinematics and biomechanics, to estimate rotation parameters of moving objects. Many of these methods are based on the method of Reuleaux [111].

The Reuleaux method is a classic 2D graphical method of planar kinematics, which utilizes the perpendicular bisectors of the displacement vectors connecting a set of two corresponding points to find the centre of rotation and calculate the angular change. The method is based on a simple idea; two points on the moving object are tracked and two perpendiculars are constructed on the midpoints. The point of intersection of the perpendiculars represents the location of the centre of rotation at this time, also called the instant centre of rotation, Figure 6.1. The centre of rotation is the point with zero velocity about which a body rotate. It can also be considered the limiting case of the pole of a planar displacement.

In biomechanics, estimating the instant centre of rotation is fundamental for the analysis of clinical movement of body joints and muscle forces, which has been investigated by many researchers using Reuleaux’s method, [115, 116, 117, 118, 119, 120, 121].
These methods mainly investigate the inaccuracies in finding the centre of rotation and introduce methods based on minimisation of cost functions to estimate the most correct centre of rotation. The limitation of these methods is their requirement of the use of markers and pre-computed point correspondences, which is a significant impracticality in many scenarios.

More recent research efforts have extended the Reuleaux method to three dimensions and estimate the axis of rotation of 3D rigid objects; [122] presented a computational geometrical method for kinematic registration in 3 dimensions when minimal, over determined, infinitesimal and perturbed sets of corresponding points are given. [9] presented a line geometry based method to estimate screw parameters of helical motion of a rigid body between two positions, given the coordinates of two corresponding lines on the rigid body. Both of these methods consider over-determined systems and provide a linear solution based on least squares minimisation. Similar to the 2D, these methods also require known pre-computed correspondences in order to obtain motion parameters.

Other methods have been developed for estimating the axis of rotation in order to reconstruct surfaces from partial segments; in [123], a multi-step algorithm is employed for the estimation of the axis of rotation of radially symmetric archaeological pottery objects from their fragments. The algorithm uses direct least squares optimization for initial estimation followed by a robust estimation based on M-estimators with iterative refinement. [124] finds the axis of rotation by minimizing the average derivative of curvatures in order to reconstruct rotating surfaces. These methods also have the limitation
of being restricted to symmetrical objects, such as pottery; which is also unusual in practical perception scenarios.

A detailed overview, within the context of computer vision, of the Reuleaux method in three dimensions is explained in detail in Section 6.3.

### 6.2.1.2 General Motion Estimation Using Geometric Properties

In [9, 125], the authors presented a method for kinematic registration that is based on specifications of line features. In this method, kinematic registration involves computation of the screw parameters of a motion from specified positions of geometric features of the moving body. The problem is formulated using a special complex of lines associated with kinematics namely the bisecting linear line complex.

The methods presented in [8, 7, 113] are the first approaches to extend Chasles’ screw motion concept to the estimation of motion parameters in computer vision. The authors formalise the relevant geometric properties of corresponding vectors by providing methods to construct the rotation point or axis and estimate a number of solutions for the point or axis. These methods analyse the geometric properties of vectors connecting corresponding feature points and their angular information, synthesised into a single coordinate frame, and define relevant constraints from the point of view of geometric invariants. These methods are superior to methods based on perspective and epipolar geometries because they are based on explicit expressions of distance between feature points and angle measurements rendering them appropriate to calibrate transformation parameters in vision applications.

Several geometric constraints have been identified [114] for estimating surface positions, given information about the shapes of planar surface patches and the relationships between the model and data patches. These constraints include position constraints, defined by algebraic relationships between vectors and data-to-model patch constraints which are based on aligning normals and on proximity and distance between points on the surface.

A method was introduced by [126] for motion estimation based on the analysis of rigid motion equations as expressed in geometric algebra framework. This method finds the correspondences of two 3D points sets by finding a certain 3D plane in a different space that satisfies certain geometric constraints using tensor voting. This method estimates the rigid transformation by producing a set of putative correspondences and uses them to populate joint spaces. If any rigid transformation exists in the set of correspondences, then four planes must appear in these spaces. If four significant planes in these joint spaces are detected, then the points which lie in these planes are related by a rigid transformation. These planes are related by a geometric constraint which limits the search to a single plane which satisfies this constraint.
Note that this method finds the correspondences and estimates the rigid motion; unlike previously discussed methods which estimated the motion from established correspondences, which gives it a significant advantage. However, the tensor voting procedure used in this method is considered as a methodology for feature description, as it consists of two elements: tensor calculus for data representation and tensor voting for data communication. Each input site propagates its information in a neighbourhood and is used to detect lines, curves, points of junction and surfaces. Tensor voting gives this method a computational cost, which is quadratic in the number of points in one scan, and therefore it is not practical. Another impracticality of this method is that one of the sets of points must be rotated in order to densify the plane being looked for in the voting space.

6.2.2 3D Motion Estimation by Hough Voting

There has been a number of 3D motion estimation methods for 3D object recognition and registration that are based on voting schemes. More specifically, these methods employ a voting process to obtain an accurate transformation hypothesis from the matched features. According to [127], these methods estimate the 6 DoF pose between 3D data sets by first generating an empirical distribution of pose through the collation of a set of possible poses, or votes, which are often computed by matching local features, from a test object to those in a library with known pose. And then finding one or more best poses in the distribution which is the maximum (or peak) in a parameter space (also called Hough space).

[128] was one of the earliest approaches to use Hough voting for object recognition; with a Hough voting method in two separate 3D spaces accounting for rotation and translation allowing the detection of objects based on correspondences between vertex points established by matching straight edges.

Another early approach was presented in [129], where a model-based approach for determining the orientation and position of 3D objects in range images. Edges are used as features in the process. Each edge in the model is matched with every edge in the scene to compute the rotation parameters with the help of an arbitrarily preselected reference vector. Translation parameters are determined in a 3D Hough space computed based on every possible rotation obtained from the matchings.

[130] use the 3D generalised Hough transform to detect arbitrary 3D objects, this method quantises the 7D space of 3D translation, rotation and scale. This method stores a 3D model in a 2D R-table and then detects instances of the model in a point cloud by voting. This method is computationally expensive and slow compared to other methods.

[39] Estimates transformation between 3 dimensional surfaces using pairwise geometric histograms and finds correspondences by finding similarities between these histograms.
The global surface correspondence between two 3D surfaces is found by finding the consistent local hypothesis using a probabilistic Hough transform. Correspondences are grouped in pairs and in triplets in order to vote, respectively, into two distinct 3 dimensional Hough spaces, one meant to parametrize rotation and the other to account for translation. This method first estimates the rotation parameters by finding the peaks in the 3D Hough space and then the translation parameters are estimated if a significant peak is found in this space.

[34] introduced 3D SURF features in combination with the probabilistic Hough voting framework for the purpose of 3D shape class recognition. In this method features are detected, described and quantized into the visual vocabulary. Using a previously trained 3D Implicit Shape Model, each visual word then generates a set of votes for the position of the class centre and the relative shape size (scale). Finally, the recognized class is found at the location with maximum density of these votes.

[131] extends the original Hough voting based detection model by introducing a joint Hough space of object location and visibility pattern for object detection and occlusion reasoning. This method use HOG features [132] and incorporates the object 3D position and its visibility pattern and accumulates votes in a 4D space.

[49] deploy Hough voting for hypothesis verification in 3D object recognition. This method selects keypoints, randomly or by means of suitable feature detector such as the SHOT feature descriptor [42], then computes a feature descriptor at each point and matches corresponding features by finding Nearest-Neighbour of each feature by applying an Euclidean distance metric. Corresponding scene feature cast votes in a 3D Hough space to accumulate evidence for possible centroid positions.

[133] introduce extensions to the Hough transform voting process, to reduce memory and computational requirements in applications, and also to improve precision of the Hough transform by utilising an iterative procedure to “demist” the voting space by removing the improbable votes from the voting space, based on the assumption that only one vote is generated by each feature.

To summarise, Hough transform based methods for object recognition largely follow the same pipeline: features are detected and descriptors for the features are computed. The votes are then computed by matching features in the test data with features from training data with ground truth scale and pose. These methods mainly differ in the type of features they employ, and also the metrics used to match the features. For example [39] use Bhattacharyya metric [134] to find the similarity between pairwise geometric histograms, while [49] use the SHOT features with Euclidean Distance metric.

In the next step, pose hypotheses are generated from each matched feature pair, and votes are accumulated in a high dimensional Hough space. The dimensionality of the Hough space depends on the parameters being voted for; for example [34] votes for
Chapter 6 A New Method For Motion Estimation

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Hough Space</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsui &amp; Chan [128]</td>
<td>$R, t$</td>
<td>$2 \times 3D$</td>
<td>Line segments</td>
</tr>
<tr>
<td>Hu [129]</td>
<td>$t$</td>
<td>3D</td>
<td>Edges</td>
</tr>
<tr>
<td>Khoshelham [130]</td>
<td>$R, t, s$</td>
<td>7D</td>
<td>Surface normals</td>
</tr>
<tr>
<td>Ashbrook et al. [39]</td>
<td>$R, t$</td>
<td>$2 \times 3D$</td>
<td>PGH</td>
</tr>
<tr>
<td>Knopp et al. [34]</td>
<td>$R, s$</td>
<td>4D</td>
<td>3D SURF</td>
</tr>
<tr>
<td>Wang et al. [131]</td>
<td>$t$</td>
<td>4D</td>
<td>HOG</td>
</tr>
<tr>
<td>Tombari &amp; Stefano [49]</td>
<td>$t$</td>
<td>3D</td>
<td>SHOT</td>
</tr>
<tr>
<td><strong>R Method</strong></td>
<td>$R$</td>
<td>1D</td>
<td>-</td>
</tr>
<tr>
<td><strong>C Method</strong></td>
<td>$R, t$</td>
<td>1D</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of Hough-based pose estimation methods. Second column shows pose parameters each method votes for ($R$: rotation, $t$: 3D position, $s$: scale), third column shows the dimensionality of the voting (Hough) space and fourth column shows the feature used for matching. R and C Methods represents the proposed algorithms for rotation estimation and general motion estimation respectively.

The two developed methods presented in this chapter have the advantage of having a one-dimensional space, which is basically a counter. This significantly reduces the complexity of allocating and searching the high dimensional accumulator spaces that other methods suffer from, Table 6.1. This is achieved by representing the transformation as one axis (rotation or screw), and then voting for similarity between axes in terms of position and direction. More details in Section 6.3.

6.3 Rotation Estimation by Evidence Gathering

As discussed in the previous section, most applications of Reuleaux’s method were applied within the fields of kinematics and biomechanics; the method had little deployment in computer vision. In this section we introduce the application of Reuleaux’s method to solve the problem of estimating rotation parameters between two 3D datasets without any given point correspondences.

In many applications, there is an interest in estimating 3D rotation parameters; in robotics for example, the rotation of a payload relative to an arm of the robot. When the relative motion of an object and sensor is a rotation around a fixed axis there is potential for more accurate and efficient estimates of motion than from a general 3D surface matching system. For example, for automated high quality scanning of objects it is common to constrain motion of the object or sensor to a fixed axis of rotation.
Figure 6.2: Two displacement vectors \( \mathbf{d}_1 \) and \( \mathbf{d}_2 \) determine the axis of rotation \( \mathbf{r} \). The axis of rotation is the intersection of the two planes (\( B_1 \) and \( B_2 \)) normal to each of the displacements and going through the midpoint of each of the displacements (\( \mathbf{m}_1 \) and \( \mathbf{m}_2 \)).

However, the calibration of relative sensor positions at each frame is likely to shift between recording sessions. As such it would be valuable to automate the alignment of multiple scans with high precision. While generic point cloud alignment techniques exist they can be error prone.

### 6.3.1 Overview of Reuleaux’s Method in 3D

Estimating the motion of a rigid 3D object requires knowledge of the displacements of at least three non-collinear points between the object instances, or two points with their normals, see Section 2.1. However in the case of rotational motion around a fixed unknown axis, only two non-parallel displacements are required. The two displacements (\( \mathbf{d}_1, \mathbf{d}_2 \)) connecting corresponding points between object instances can be used to determine the axis of rotation of the object, which is known as the Reuleaux method [115]. Demonstrated in Figure 6.2, the Reuleaux method states:

*The axis of the rotation is the line intersection of the two planes going through and orthogonal to the midpoint of the two displacements.*

As explained in Chapter 3, a rotation can be represented by six DoF, five to represent the position and direction of the rotation axis, and one represents the angle. The rotation axis lies on the mid-orthogonal planes of all displacements, and hence any two displacements are enough to find the axis. If more than two displacements are measured, it can be used to verify the estimated axis parameters.

Having two point clouds \( P \) and \( P' \), where one point cloud is the result of unknown rotation applied to the other; each point cloud represents a set of 3D points distributed in \( \mathbb{R}^3 \), \( P = \{p_0, p_1, \ldots, p_{M-1}\} \) and \( P' = \{p'_0, p'_1, \ldots, p'_{M-1}\} \). Where \( p_i = \{x_i, y_i, z_i\} \),
$p'_i = \{x'_i, y'_i, z'_i\}$ are known correspondences, and $M$, $M'$ are the total number of points in $P$ and $P'$ receptively.

First, the 3D position vectors of the midpoints ($m_1, m_2$) of the displacement vectors ($d_1, d_2$) connecting corresponding points on the two point clouds are computed:

$$d_1 = p_1 - p'_1 = [x_1, y_1, z_1]^T - [x'_1, y'_1, z'_1]^T$$
$$d_2 = p_2 - p'_2 = [x_2, y_2, z_2]^T - [x'_2, y'_2, z'_2]^T \tag{6.1}$$

$$m_1 = (p_1 + p'_1)/2 \tag{6.2}$$
$$m_2 = (p_2 + p'_2)/2$$

At each midpoint $m$, a plane $B$ orthogonal to the displacement $d$, is constructed. The general equation of the plane is of the form:

$$ax + by + cz + e = 0 \tag{6.3}$$

where $(a, b, c)$ represent the nonzero normal vector of the plane, which is the displacement ($d_1$ or $d_2$) and $e$ is the dot product of the normal vector and the position vector of the midpoint ($m_1$ or $m_2$), hence $e_1$ for the first plane ($B_1$) is given by:

$$e_1 = -(d_1 \cdot m_1) \tag{6.4}$$

And similarly for the second plane ($B_2$). For both displacement vectors ($d_1, d_2$), two planes ($B_1, B_2$) each represented by four parameters are computed. Substituting in Equation 6.3, the equations of the orthogonal planes $B1$ and $B2$ are:

$$B_1 : d_{1x}x + d_{1y}y + d_{1z}z + e_1 = 0$$
$$B_2 : d_{2x}x + d_{2y}y + d_{2z}z + e_2 = 0 \tag{6.5}$$

The axis of rotation is the line intersection $r$ between the nonparallel mid-orthogonal planes. It has a direction $v$ which is perpendicular to the normals of both planes ($d_1, d_2$), and can thus be expressed as:

$$v = d_1 \times d_2 \tag{6.6}$$

To form a complete description of a line, we also need to provide a point that lies on the line, this can be accomplished by constructing a third plane $B3$ that passes through the origin and has a normal direction $v$.

$$B_3 : v_x x + v_y y + v_z z = 0 \tag{6.7}$$

We can solve for the unique point $q$ where all three planes intersect, which is guaranteed to exist in this situation, Figure 6.3. Using Equation 6.8, we compute the point $q$ that
Figure 6.3: Computation of the point $q$ on the axis of rotation. Two planes having normal vectors $d_1$ and $d_2$ intersecting at a line running in the direction $v$. A unique point $q$ on this line can be found by finding the intersection point with a third plane ($B_3$) passing through the origin and having a normal $v$.

lies on the line of intersection as follows:

$$
q = \begin{bmatrix} d_{1x} & d_{1y} & d_{1z} \\ d_{2x} & d_{2y} & d_{2z} \\ v_x & v_y & v_z \end{bmatrix}^{-1} \begin{bmatrix} -e_1 \\ -e_2 \\ 0 \end{bmatrix}
$$

(6.8)

The uniqueness of the point $q$ has been confirmed by our experimental exploration. The complete equation of axis of rotation $r$ is given by:

$$
r = q + uv
$$

(6.9)

where $u$ is the free parameter. Note that for rotation around a fixed axis, all point paths are segments of circles, each displacement is normal to the plane containing the axis of rotation and the midpoint of the displacement, these must be non-parallel for the mid-orthogonal planes to intersect, Figure 6.4.

6.3.2 Algorithm for Rotation Estimation

The algorithm is divided into two stages, the evidence gathering algorithm and the voting algorithm. In the evidence gathering algorithm, the Reuleaux method is applied iteratively on the two 3D point clouds, and the estimated axes of rotation parameters are stored along with their two corresponding point pairs. The voting algorithm is applied on the stored axes to find the best estimation of the true axis of rotation. Moreover, true correspondences and the rotation angle are also computed.
Figure 6.4: 3D rotation invariant geometric properties. All displacements connecting corresponding points are normal to the plane containing the axis of rotation and the midpoint of the displacement.

6.3.2.1 Evidence Gathering Algorithm

The process of computing an axis of rotation from two point pairs, summarised in Equation 6.9 is carried out iteratively for all points on the two input point clouds. At each iteration, the computed axis of rotation \( r \), represented by its position \( q \) and direction vector \( v \) is stored in a vector; each axis will have a reference to the four points which it was computed from. These points are used later to find the rotation angle.

There are three scenarios from which the two displacements can be taken; the displacements can be taken between two, three or four frames, as explained in Figure 6.5. In this research we focus on the first case, with only two time instants (frames) of the object, as most recognition and registration problems involve computing correspondences between two frames to estimate the motion.

6.3.2.2 Constraints

Since the algorithm takes 4 points at each iteration in one-to-one mapping approach, a constraint is imposed to avoid repetition; with this constraint the total number of iterations \( K \), which is the number of all possible rotation axes, is given by:

\[
K = \frac{(N(N - 1))^2}{2}
\]  

(6.10)
Figure 6.5: Axis of rotation (r) can be estimated from two, three or four frames using the Reuleaux method.

```
for (i = 0; i < M - 1; i++) do
    for (k = i + 1; k < M - 1; k++) do
        for (j = 0; j < M' - 1; j++) do
            for (l = 0; l < M' - 1; l++) do
                if (j != l) then
                    if (d1 ≠ d2 and ||p_i - p_k|| - ||p'_j - p'_l|| < α) then
                        Compute r
                        Save q, v
                        Save (i, j), (k, l)
                    end
                end
            end
        end
    end
end
```

Algorithm 4: Evidence gathering for rotation estimation.

where $N$ is the number of points of the point cloud having the least points. Note that this is the maximum number of the computed axes of rotation, i.e. if the all points are considered in the evidence gathering process.

While considering all points on both clouds can theoretically be implemented, it is not practical (especially for point clouds of large numbers of points such as Kinect clouds). Instead of considering all points, this problem can be solved in a number of approaches:

1. Subsampling: As explained in Subsection 2.5.2, subsampling significantly the number of points, by using the proposed method for subsampling, original surface points are retained while reducing the total number of points in the point cloud.
2. Random points selection: At each iteration, two points on each point cloud are chosen and paired. This process is not guaranteed to compute a true axis as the probability of selecting two correct corresponding pairs is very low. For the general motion estimation algorithm, three point pairs are taken at each iteration, which makes this probability even smaller. However this probability can be increased by having a large number of iterations.

3. Keypoint detection: Our evidence gathering algorithm can be applied on detected keypoints instead on the input clouds; a keypoint detection algorithm will provide a number of keypoints that is significantly less than the number of original point clouds.

These approaches will reduce the number of points \( N \) on the point cloud, and subsequently the number of iterations in the evidence gathering process \( K \). However consistency of points between dataset has to be considered; i.e. after reducing the number of points, there must still be corresponding points between the datasets; otherwise the algorithms will fail. In other words the proposed algorithms require “few” but “good” correspondences.

Even with taking any of these approaches, the number of computed axes \( L \) can be significantly reduced by imposing geometric constraints on points.

The first constraint guarantees that the two displacements are non parallel, \( (d_1 \parallel d_2) \). This constraint is essential to guarantee that that two orthogonal planes intersect and the axis of rotation exists.

The other constraint is similar to the correspondence grouping stage in the local matching pipeline, Chapter 2, where correspondences are discarded by enforcing geometrical consistency between them. Here, since the transformation between the two point clouds is rigid, the Euclidean distance between the two points on the first point cloud must be equal or close to the distance between the corresponding pair on the other cloud. Hence at each iteration, we impose the following relation:

\[
|\|p_i - p_j\| - \|p'_i - p'_j\| | < \alpha
\]

where \( \alpha \) is a tolerance threshold intuitively representing the consensus set dimension. The value of this threshold depends on the quality and type of 3D sets, it is proportional to the noise of the 3D data; if the point clouds have a small amount of noise then this threshold is tuned to have a small value to discard correspondence subsets supported by a small consensus. Imposing this constraint results in computing the axis or rotation for point pairs that are geometrically consistent. The value of \( \alpha \) is determined experimentally; we found that for the best value for it is 1 mm.
At each iteration, the axis of rotation is only computed for the 4 points that satisfy the non-parallelism constraint and the geometric consistency constraint. The number of computed axes \( L \) will be significantly less than the total number of iterations, \( L \ll K \). This improves the accuracy of the following voting procedure, as the voting will be only on computed axes that are “consistent”, and reduces the storage requirements and computational time of the voting algorithm.

### 6.3.2.3 Voting Algorithm

```plaintext
for \( \{i = 0; i < L; i++\} \) do
    for \( \{j = i + 1; j < L; j++\} \) do
        if \( |v_i \cdot v_j| > t_{dir} \) then
            if \( ||q_i - q_j|| < t_{pos} \) then
                Accumulator\[i]\;++
                Accumulator\[j]\;++
            end
        end
    end
end
```

Search Accumulator for peak.

**Algorithm 5**: Voting for invariant axis.

Due to a potentially large number of invalid correspondences, even with imposing geometrical constraints, it is necessary to use a voting algorithm to obtain accurate estimates for the rotation axis. The algorithm identifies the largest cluster of similar axes. Axes estimated from erroneous correspondences will be randomly distributed in space, whereas correct correspondences will be closely aligned. To calculate the clusters efficiently, a pair of thresholds are used.

The first threshold \( (t_{dir}) \), is the minimum value that the dot product between the two axes can take.

\[
|v_i \cdot v_j| > t_{dir}
\]  

(6.12)

Axes that are in approximately the same direction will have a dot product close to 1. As the axes become more divergent the dot product value will approach -1, this is usually referred to as cosine similarity. The axes might have similar orientations but opposite directions, hence the absolute value is taken, Equation 6.12.

The second threshold \( (t_{pos}) \) is the maximum Euclidean distance between the axes.

\[
||q_i - q_j|| < t_{pos}
\]

(6.13)

The optimal threshold values for the voting algorithm can be identified by calculating the most generous pair of thresholds that correctly identify the true axis in a training
data set. The number of iterations $U$ in the voting algorithm is proportional to the number of estimated axis $L$, and is given by:

$$U = \sum_{i=0}^{L-1} i = \frac{L(L + 1)}{2}$$  \hfill (6.14)

Note that $U$ can be further reduced by voting for a random subset from the computed axes rather than all computed axis.

6.3.2.4 Computation of Rotation Angle

Applying the voting algorithm gives the index of the axis of rotation with most consensus ($\hat{r}$). As mentioned earlier, at each iteration a reference to two point pairs is saved with each computed axis. The angle of rotation ($\theta$) is computed by using any of the two pairs of corresponding points ($(\hat{p}_1, \hat{p}_1')$, $(\hat{p}_2, \hat{p}_2')$) referenced to the index of ($\hat{r}$), Figure 6.6. This is achieved by finding the minimal perpendicular vectors ($n_1, n_2$) between the two points and $\hat{r}$ as follows:

$$n_1 = \hat{p}_1 - (\hat{q} + ((\hat{p}_1 - q) \cdot \hat{v}) \times \hat{v})$$
$$n_2 = \hat{p}_1' - (\hat{q} + ((\hat{p}_1' - q) \cdot \hat{v}) \times \hat{v})$$  \hfill (6.15)

where $\hat{q}$ is a point on $\hat{r}$ and $\hat{v}$ is the direction vectors of $\hat{r}$. Then the angle of rotation $\theta$ is given by:

$$\theta = \arccos\left(\frac{n_1 \cdot n_2}{\|n_1\| \|n_2\|}\right)$$  \hfill (6.16)
6.4 General Motion Estimation by Evidence Gathering

In the previous section we introduced an algorithm to estimate the 3D rotation parameters between using the Reuleaux method. Even though rotation estimation has many practical applications, in most scenarios it is required to estimate general 3D motion consisting of rotation and translation. Unlike rotation around a fixed axis, the instantaneous axis of rotation can not be defined when the motion has a transitional component.

In this section we generalise the proposed algorithm in the previous section to estimate the full motion of rigid objects moving freely in 3D space. We employ Chasles’ theorem [112] to estimate the screw axis describing the rigid motion.

Similar to the method described in the previous section, the algorithm is divided into two stages, the evidence gathering algorithm and the voting algorithm. In the evidence gathering algorithm, Chasles’s theorem is applied iteratively on two 3D point clouds, taking three correspondences instead of two at each iteration, and the estimated screw parameters are stored along with their three corresponding point pairs. The voting algorithm is applied on the stored axes to find the best estimation of the true screw axis representing the 3D motion.

6.4.1 Chasles’ Theorem

Chasles’ theorem states:

*Any rigid body displacement in 3D can be produced by a rotation around a line followed by a translation along that line.*

In other words, any motion in 3D can be represented by a rotation around a single axis and a translation parallel to that axis, this axis is referred to as the *screw axis* and as this motion is reminiscent of the displacement of a screw, it is called a *screw motion*.

To define a screw 3D transformation between two frames, the screw axis $h_c$, the rotation angle $\theta$ and the pitch $\eta$ must be specified. The pitch is the ratio of the linear displacement to the rotation. For a pure translational motion, the screw axis is not unique; since the rotation is zero, the screw axis will have infinite pitch.

In [7, 8], the authors have investigated Chasles’ screw motion analysis in the context of computer vision calibration tasks and developed a method describing rigid geometric constraints based on the analysis of correspondence vectors, see 6.2.1.2. In this research we use their mathematical formalising of relevant geometric properties of correspondence vectors for computing the screw axis in an iterative evidence gathering framework to estimate the 3D motion and compute correspondences.
Figure 6.7: The relationships among correspondence \((p, p')\), critical point \(c\), critical (screw) axis \(h_c\), and translation vector \(t\) in 3D. Left, given a transformation \((R, t)\) the rotation axis (screw axis direction) \(h\) and rotation angle \(\theta\) are determined. Right, corresponding pairs \((p, p')\) and the translation vector \(t\) are projected on a plane perpendicular to \(h\). The critical point \(c\) is determined at the intersection of the bisector lines \((p, p')\) and \(t\). The critical point determines the position of the critical axis \(h_c\) where the vectors \(c_p\) and \(c_p'\) are of equal length with the including angle equal to the rotation angle \(\theta\) of the transformation. Source [8].

According to [7], given three 3D correspondences \((p_i, p'_i)\), \(i = 1, 2, 3\), their correspondences vectors \(d_i\) (Equation 6.1) can be evaluated. If the difference of correspondence vectors are not parallel, then the screw axis directional vector \(h = [h_x, h_y, h_z]^\top\) can be uniquely determined as:

\[
h = \frac{(d_2 - d_1) \times (d_3 - d_1)}{\| (d_2 - d_1) \times (d_3 - d_1) \|}
\]  

(6.17)

This equation holds for all true correspondences, i.e. all vectors resulting from the cross product of vector difference between all true correspondences coincident at the same axis, which is the screw axis.

Note that Equation 6.17 describes only the direction of the screw axis, and hence a point on the axis is required to complete its definition. Once \(h\) is computed, any correspondences \((p_i, p'_i)\) are projected on a plane perpendicular to \(h\), using the equation:

\[
p = (I - hh^\top)p, \quad p' = (I - hh^\top)p'
\]  

(6.18)

where \(I\) is the identity matrix. Given two non-parallel projected correspondence vectors \((d_1, d_2)\) evaluated from two projected correspondences \((d_1 = p_1 - p'_1, \ d_2 = p_2 - p'_2)\), the critical point \(c\) in 3D can be uniquely estimated by:
\[ c = \frac{p_2^\top p_2 - p'_2^\top p'_2}{2(d_2)^\top H(d_1)} + \frac{p_1^\top p_1 - p'_1^\top p'_1}{2(d_1)^\top H(d_2)} \]  

(6.19)

Where the matrix \( H \) is given by:

\[
H = \begin{bmatrix}
0 & -h_z & h_y \\
h_z & 0 & -h_x \\
-h_y & h_x & 0
\end{bmatrix}
\]  

(6.20)

Together the direction of the screw axis \( \mathbf{h} \) and the critical point \( \mathbf{c} \) define the screw axis \( \mathbf{h}_c \) in 3D space, similar to Equation 6.9, the screw axis can be written as:

\[ \mathbf{h}_c = \mathbf{c} + u\mathbf{h} \]  

(6.21)

The screw axis \( \mathbf{h}_c \) has interesting geometric properties; according to [8], \( \mathbf{h}_c \) is equidistant to any 3D correspondences \((\mathbf{p}_i, \mathbf{p}'_i)\) and the including angle between the lines passing through \((\mathbf{p}_i, \mathbf{p}'_i)\), perpendicular to and intersecting \( \mathbf{h}_c \) is equal to the rotation angle \( \theta \) of the transformation, Figure 6.7. Moreover, the critical point \( \mathbf{c} \) also has interesting geometric properties which are summarised by the following property:

There is one and only one invariant point \( \mathbf{c} \) in 3D which is equidistant to the projected correspondences \((\mathbf{p}, \mathbf{p}')\) on the plane perpendicular to the screw axis \( \mathbf{h} = (h_x, h_y, h_z)^T \) and the including angle between vectors \((\mathbf{p} - \mathbf{c})\) and \((\mathbf{p}' - \mathbf{c})\) is equal to the rotation angle \( \theta \) around the screw axis. Moreover, the vertical bisector of the projected translation vector \( \mathbf{t} \) on this plane also intercepts at the same point, Figure 6.7. This property can be formalised by the following equations:

\[
\frac{\|\mathbf{p} - \mathbf{c}\|}{\|\mathbf{p}' - \mathbf{c}\|} = 1
\]  

(6.22)

\[
\cos(\theta) = \frac{(\mathbf{p} - \mathbf{c})^\top (\mathbf{p}' - \mathbf{c})}{\|\mathbf{p} - \mathbf{c}\| \|\mathbf{p}' - \mathbf{c}\|}
\]  

(6.23)

Given a homogeneous transformation matrix \( T = [R|\mathbf{t}] \), a conversion to screw axis representation \( (\mathbf{h}_c = \mathbf{c} + u\mathbf{h}) \) can be achieved by the following equations:

\[ \mathbf{h} = \frac{1}{2\theta \sin \theta} \mathbf{t}, \quad \mathbf{c} = \frac{(I - R)\mathbf{t}}{2(1 - \cos \theta)} \]  

(6.24)

Where \( I \) is the identity \( 3 \times 3 \) matrix, and \( \mathbf{l}, \theta \) are given by the following equations:

\[
\mathbf{l} = \begin{bmatrix}
(R_{32} - R_{23}) & (R_{13} - R_{31}) & (R_{21} - R_{12})
\end{bmatrix}
\]  

(6.25)
\[ \theta = \text{sign}(1 \times t) \left| \cos^{-1} \left( \frac{R_{11} + R_{22} + R_{33} - 1}{2} \right) \right| \]

(6.26)

Proofs of the above equations can be found in [135].

### 6.4.2 Algorithm for Motion Estimation

```
for (i = 0; i < M - 1; i++) do
    for (k = i + 1; k < M - 1; k++) do
        for (o = k + 1; o < M - 1; o++) do
            for (j = 0; j < M' - 1; j++) do
                for (l = 0; l < M' - 1; l++) do
                    for (w = 0; w < M' - 1; w++) do
                        if (j \neq l and l \neq w and j \neq w) then
                            if ((d_1 \parallel d_2 \parallel d_3) and (|d_{min1} - d_{min2}| < \alpha)) then
                                Compute h, c
                                Save h, c
                                Save (i, j), (k, l), (o, w)
                            end
                        end
                    end
                end
            end
        end
    end
end
```

**Algorithm 6:** Evidence gathering for general motion estimation.

Similar to the rotation estimation algorithm, this algorithm is divided into two stages; the evidence gathering algorithm and the voting algorithm. In the evidence gathering algorithm, Chasles’ theorem, summarised in Equation 6.21, is applied iteratively on the two 3D point clouds, and the estimated screw parameters are stored along with their three corresponding point pairs, instead of two.

The same constraints apply to this algorithm too; the three displacements must be non-parallel \( (d_1 \parallel d_2 \parallel d_3) \), and the absolute difference of distances between points on the same cloud should be below a certain threshold \( \alpha \). This absolute difference, which is defined by Equation 6.11 for the rotation estimation method, is calculated differently for this method; since three points on each cloud are taken at each iteration, we set this difference to be between the smallest distances between the three pairs on each cloud \( (d_{min1}, d_{min2}) \).
Moreover, since three pairs of points are taken at each iteration, the total number of iterations $K$ for the evidence gathering process is given by:

$$K = \frac{(N(N - 1)(N - 2))^2}{6}$$  \hspace{1cm} (6.27)

where $N$ is the number of points of the point cloud having the least points. As explained earlier, this number can be significantly reduced, and the number of computed axes can also be reduced by imposing the non-parallelism as well as the geometric consistency constraints.

Next, the same voting algorithm (Algorithm 5) is applied on the stored axes to find the best estimation of the true screw axis.

### 6.4.2.1 Computation of Motion Parameters

Once Algorithm 5 is implemented, and the screw axis with the most consensus $\hat{h}_c$ is determined, the rotation matrix $R$ and the 3D translation vector $t$ are computed by the following equations:

$$R = I - H \sin \theta + (1 - \cos \theta)H^2$$  \hspace{1cm} (6.28)

$$t = (I - R^\top)c + hh^\top \hat{d}$$  \hspace{1cm} (6.29)

where $I$ is the identity $3 \times 3$ matrix, $\theta$ is defined in Equation 6.23, and $\hat{d}$ is the linear displacement $(\hat{p} - \hat{p}')$ computed from any pair of the three pairs of point correspondences indexed with $\hat{h}_c$. The derivation of equations 6.29 and 6.28 can be found in [8].

### 6.5 Demonstration Examples

#### 6.5.1 Example 1: Rotation

Figure 6.8 shows a 3D point cloud of an object with dimensions $(112 \times 95 \times 78)$ mm$^3$ rotated around the ground truth axis at position $(-100, 50, 150)$ mm parallel to the $Y$ axis in 3D space by a rotation angle $\theta = 70^\circ$, note that these ground truth parameters are not used by the algorithm. The transformation matrix ($T_g$) resulting from this rotation is computed using Equation 3.2 and is given by:

$$T_g = \begin{bmatrix}
0.342 & 0 & 0.940 & -206.75 \\
0 & 1 & 0 & 0 \\
-0.940 & 0 & 0.342 & 4.727 \\
0 & 0 & 0 & 1
\end{bmatrix}$$  \hspace{1cm} (6.30)
First, we apply Algorithm 4 to gather the evidence for the rotation axis. Figure 6.9 shows three iterations of the algorithm; taking two different pairs and computing the rotation axis at each iteration by intersecting the mid-orthogonal planes of their displacements vectors.

After the computation of all possible rotation axes, Algorithm 5 is implemented to find the axis $\hat{r} = \hat{q} + u\hat{v}$ best describing the rotation. Figure 6.10 shows the estimated rotation axis $\hat{r}$ and the two pairs of estimated corresponding points $((\hat{p}_1, \hat{p}_1'), (\hat{p}_2, \hat{p}_2'))$. It is clear in the figure that the estimated axis $\hat{r}$ perfectly coincides with the ground truth rotation axis $r_g = q_g + u v_g$. The rotation angle $\theta$ is computed from the two correspondence pairs stored with $\hat{r}$ using Equation 6.16.

Table 6.2 summarises the attributes and used algorithm parameters for this example. The positional offset $e_{pos}$ is the Euclidean distance between the estimated axis and the ground truth axis, and directional offset $e_{dir}$ is the direction difference between the axes. Equations 6.31 and 6.32 show how both offsets are computed.

$$e_{pos} = \frac{v_g \times \hat{v}}{\|v_g \times \hat{v}\|} \cdot (q_g - \hat{q})$$  \hfill (6.31)

$$e_{dir} = 1 - (\hat{r} \cdot r_g)$$  \hfill (6.32)

Figures 6.11 and 6.12 show the histogram of axes in terms of number of votes. The large number of correctly estimated axes is due to the fact that the point clouds used in this example represent an ideal scenario; no noise or missing points, and each point in one point cloud has a correct correspondence in other point cloud.
Figure 6.9: Iterations of evidence gathering algorithm. At each iteration a rotation axis is computed by intersecting the mid-orthogonal planes to the two displacements, and stored with its two corresponding point pairs.

<table>
<thead>
<tr>
<th>Points</th>
<th>$K$</th>
<th>$L$</th>
<th>$U$</th>
<th>C V I</th>
<th>$t_{pos}(mm)$</th>
<th>$t_{dir}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>84</td>
<td>$2.4 \times 10^4$</td>
<td>88296</td>
<td>$3.9 \times 10^6$</td>
<td>375393</td>
<td>1</td>
<td>0.99</td>
</tr>
<tr>
<td>$\alpha(mm)$</td>
<td>$\hat{\alpha}$</td>
<td>$e_{pos}(mm)$</td>
<td>$e_{dir}$</td>
<td>$e_{\theta}(^\circ)$</td>
<td>EG Time(s)</td>
<td>V Time(s)</td>
</tr>
<tr>
<td>1</td>
<td>2350</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.45</td>
<td>87.21</td>
</tr>
</tbody>
</table>

Table 6.2: Demonstration Example 1. Top Columns from left to right: number of points in each point cloud, total number of iterations in the evidence gathering algorithm (Equation 6.10), number of computed axes which satisfy constraints, total number of iterations in the voting algorithm (Equation 6.14), number of counted voting iterations passing thresholds, Euclidean distance threshold, and cosine similarity threshold. Bottom Columns: Correspondence grouping tolerance threshold, max vote count, positional offset (Equation 6.31), directional offset (Equation 6.32), angle offset, evidence gathering time, voting time. Total processing time is 88.66s.

Figure 6.10: Estimated rotation axis with its associated correspondence pairs.
Figure 6.11: Histogram of votes for axes generated by Algorithm 5 for Example 1.

Figure 6.12: Ordered histogram of votes for axes generated by Algorithm 5 for Example 1.
6.5.2 Example 2: General Motion

The previous example demonstrated an ideal scenario with full 3D point clouds and no missing points. In this example we demonstrate a more realistic case; we estimate the general transformation of a 2.5D point cloud with partial overlap, i.e. only a subset of points will have true correspondences, which is a typical scenario for 3D motion estimation algorithms.

Figure 6.13 shows 2.5D point clouds or an object, with dimensions $(112 \times 95 \times 39) \text{mm}^3$, rotated by an angle $\theta = 90^\circ$ around the $Y$ axis at origin, which is represented by a rotation matrix $R_g$ and translated in by the vector $t_g = [200, -160, 150]^T \text{mm}$. Together, according to Equation 2.3, the total transformation $T_g$ is given by:

$$T_g = \begin{bmatrix} 0 & 0 & 1 & 200 \\ 0 & 1 & 0 & -160 \\ -1 & 0 & 0 & 150 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad (6.33)$$

The corresponding ground truth screw axis $h_g$, shown in Figure 6.13, of this transformation is computed using Equation 6.24 is equal to:

$$h_g = \begin{bmatrix} 175 \\ 0 \\ -25 \end{bmatrix} + u \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} \quad (6.34)$$

The ground truth screw axis has a rotation angle $\theta$ of $90^\circ$ and a pitch $\eta = 3.197$. Similar to Example 1, after the computation of all possible screw axes, Algorithm 5 is implemented to find the screw axis $\hat{h}_c$ best describing the 3D transformation. Figure 6.14 shows $\hat{h}_c$ and the three pairs of estimated corresponding points $((\hat{p}_1, \hat{p}_1'), (\hat{p}_2, \hat{p}_2'), (\hat{p}_3, \hat{p}_3'))$, it is clear in the figure that the estimated screw axis $\hat{h}_c$ perfectly coincides with the ground truth rotation axis. From $\hat{h}_c$ and any of the associated three point pairs, the motion parameters can be computed using equations 6.28 and 6.29.

Table 6.3 summarises the attributes and used algorithm parameters for this example and Figures 6.15 and 6.16 show the histogram of axes in terms of number of votes. Note the number of maximum votes is much less than the previous example. This is due to the fact that the point clouds are 2.5D and have partial overlap, and also the number of points taken is less than the previous example.
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Figure 6.13: 2.5D point cloud rotated and translated in 3D, ground truth screw axis representing motion in green.

Figure 6.14: Estimated screw axis with its associated three pairs of correspondences. The estimated axis (purple) perfectly coincides with ground truth screw axis (green). Note that the screw axis is parallel to the rotation axis (yellow).

<table>
<thead>
<tr>
<th>Points</th>
<th>$K$</th>
<th>$L$</th>
<th>$U$</th>
<th>C V I</th>
<th>$t_{pos}(mm)$</th>
<th>$t_{dir}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>$7.8 \times 10^7$</td>
<td>93048</td>
<td>$4.3 \times 10^9$</td>
<td>20242</td>
<td>1</td>
<td>0.99</td>
</tr>
<tr>
<td>$\alpha(mm)$</td>
<td>$h_c$ Votes</td>
<td>$e_{pos}(mm)$</td>
<td>$e_{dir}$</td>
<td>$e_{\theta}(\circ)$</td>
<td>EG Time(s)</td>
<td>V Time(s)</td>
</tr>
<tr>
<td>1</td>
<td>51</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.35</td>
<td>87.10</td>
</tr>
</tbody>
</table>

Table 6.3: Demonstration Example 2. The total number of iterations (EG Its.) in this example is computed using Equation 6.27. Total processing time is 90.45s.
Figure 6.15: Histogram of votes for axes generated by Algorithm 5 for Example 2.

Figure 6.16: Ordered histogram of votes for axes generated by Algorithm 5 for Example 2.
Figure 6.17: Rotation estimation algorithm applied on subsampled point clouds. Ground truth rotation axis $r_g$ in green, estimated rotation axes $\hat{r}$ in purple.

### 6.5.3 Example 3: Rotation - Subsampled

In the two previous examples, the proposed algorithms were iterated over all points in the input point clouds. In this example we use point clouds with a relatively large number of points; before we apply the rotation estimation algorithm, we subsample the point cloud using the proposed subsampling method, explained in detail in Subsection 2.5.2.

Figure 6.17(a) shows a 3D point cloud of an object with dimensions $(34 \times 192 \times 96) \ mm^3$ rotated around the ground truth axis at position $(55, 55, 25) \ mm$ parallel to the $Z$ axis in 3D space by a rotation angle $\theta = 165^\circ$.

Both point clouds used in this example have 3400 points before subsampling, after subsampling the number is reduced to 38. The voxel size $\beta$ used for subsampling is $3 \ mm^3$ and the number of octree levels is 5. Table 6.4 summarises the attributes and algorithm parameters used for this example. Note that subsampling introduced errors in the estimated parameters of the rotation axis; 0.57 $mm$ positional offset and an angle offset of 0.68$^\circ$.

To show the effect of the subsampling voxel size on the performance estimation algorithm, we conduct the same experiment again but with a voxel size $\beta$ of $5 \ mm^3$; the resulting subsampled point clouds will have 18 points and the number of octree levels is 4, Table 6.5. Note that the errors in the estimated parameters have increased. Figure 6.17 shows the effect of subsampling and the estimated rotation axes. Detailed analysis of the effect of subsampling on the performance of the rotation estimation algorithm is in Subsection 6.6.2.
Table 6.4: Demonstration Example 3, subsampled at voxel size $3 \, \text{mm}^3$. Total processing time is 29.34s.

Table 6.5: Demonstration Example 3, subsampled at voxel size $5 \, \text{mm}^3$. Total processing time is 0.62s.

### 6.5.4 Example 4: General Motion - Subsampled

In this example we apply the general motion estimation algorithm on a point cloud translated and rotated in 3D space. Similar to the previous example, we subsample the point clouds before applying the algorithm.

We use the same point cloud in Example 3, Figure 6.17(a). We transform the point cloud with the ground truth screw axis $h_g$ given by Equation 6.35.

$$h_g = \begin{bmatrix} -60 \\ 115 \\ 55 \end{bmatrix} + u \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \quad \text{(6.35)}$$

The ground truth screw axis has a rotation angle $\theta$ of $35^\circ$ and a pitch $\eta = 2.544$. Tables 6.6 and 6.7 summarise the used parameters of the algorithm when applied on subsampled point cloud at $\beta = 3 \, \text{mm}^3$ and $\beta = 5 \, \text{mm}^3$ respectively. Detailed analysis of the effect of subsampling on the performance of the rotation estimation algorithm is in Subsection 6.6.2.

Table 6.6: Demonstration Example 4, subsampled at voxel size $3 \, \text{mm}^3$. Total processing time is 296.99s.
Table 6.7: Demonstration Example 4, subsampled at voxel size 5 mm$^3$. Total processing time is 111.60 s.

## 6.6 Analysis and Evaluation

It can be seen from Tables 6.2 and 6.3 that approximately 97% of the processing time is consumed in the voting process. This is due to the large number of voting iterations ($U$). The obvious way to improve the speed of the proposed algorithms is to reduce $U$, which can be achieved by the following:

- Reducing the number of input points. This can be achieved in a number of approaches as explained in Subsection 6.3.2.2.

- Parameter tuning. The values of parameters such as the geometric consistency constraint ($\alpha$) can significantly reduce the number of voting iterations.

- Increasing step size in voting algorithm. The “default” implementation of the voting algorithm considers every axis computed by the evidence gathering algorithm ($L$), as shown in Algorithm 5. Since $L$ is typically large, considering every axis is not necessary; considering every $n$th axis, or even considering a random fixed number of axes, can significantly reduce $U$ and hence improve processing time.

Figures 6.12 and 6.16 show the ordered histograms of votes for Examples 1 and 2 respectively, note in both figures the number of axes having the maximum number of votes is equal to the maximum number of votes, which confirms the methodology of the voting algorithm.

### 6.6.1 Time

Note that the proposed algorithm for general motion estimation can be considered as a generalisation of the rotation estimation algorithm, as it can solve the rotation only case; as with no translation the estimated screw axis will be the rotation axis. However the rotation estimation algorithm is much faster as it takes two point pairs at each iteration in the evidence gathering process, and hence the number of evidence gathering iterations is in the order of $O(N^4)$, Equation 6.10. While it is in order of $O(N^6)$ for the general motion estimation algorithm, Equation 6.27. The voting process is the same for both algorithms, and is in the order of $O(L^2)$, where $L$ is the number of estimated axis, Equation 6.14.
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For example, taking two point clouds of 20 points each transformed by a rotation, the number of iterations $K$ in evidence gathering step of rotation estimation algorithm will be $7.2 \times 10^4$, while it will be $K = 2.3 \times 10^7$ for the general motion estimation algorithm.

To give an example of the processing speed difference, an actual implementation of both algorithms is done on an object of 20 points, rotating about an axis in 3D space. The implementation, done with the same parameter values for both algorithms, showed that the total time of the rotation estimation algorithm is (0.03) seconds, while it is (90.10) seconds for the general motion estimation algorithm, which is 3000 times slower.

Figure 6.18 shows the time performance with increasing number of points for the evidence gathering processes in both the rotation estimation algorithm and the general motion estimation algorithm. The figure is generated by implementing Algorithm 4 and Algorithm 6 on the point cloud pair of Example 1, Figure 6.8. Both algorithms were tuned to iterate only for a certain number of points ($N$) according to the $X$ axis of the figure.

Figure 6.19 shows the time performance of the voting process, which is the same in both rotation estimation and general motion algorithms. The figure is generated by implementing Algorithm 5 on the axes generated by implementing Algorithm 6 on the point cloud pair of Example 1. The algorithm was tuned to iterate only for a certain number of axes ($L$) according to the $X$ axis of the figure.
6.6.2 Subsampling

In Examples 3 and 4 of Section 6.5, we applied the proposed algorithms on point clouds after subsampling. Figure 6.20 shows a real point cloud rotated 45 degrees around an axis in 3D. Note that this is the same point cloud and the rotation is done synthetically. Similar to Examples 3 and 4, the same steps are applied to obtain an estimate for the axis of rotation.

Figure 6.21 shows the estimated rotation axis and the point correspondences. The figure also shows the points of each point cloud after subsampling (in red); the original point cloud has a number of points \( N = 8705 \) points, after subsampling this number is reduced to 122 points. The estimated rotation angle \( \theta \) using Equation 6.16 is 47 degrees. The reason for this slight error in the estimation of rotation angle is due to subsampling.

Subsampling changes the surface of the point cloud; even though our proposed method gives better representation of the surface as it retains original points, the remaining points after subsampling on one point cloud are not guaranteed to perfectly correspond to the subsampled points on the other point cloud. And hence even if the subsampled point pair associated with the correctly estimated rotation axis correspond, it does not imply that the original points (before sampling) are perfect correspondences.

Logically, the finer the subsampling, i.e the higher point cloud resolution, the remaining points will be closer to the original point and the more accurate the estimation is.

To quantify the effect of subsampling on the results of the proposed algorithms, we apply the algorithms on subsampled point clouds at increasing voxel sizes. We use the proposed subsampling method explained in Subsection 2.5.2 applied on the point clouds.

Figure 6.19: Time performance of the voting process in both algorithms.
of Examples 3 and 4. Figures 6.22 and 6.25 show the positional offset which is the Euclidean distance between estimated axis and the ground truth axis, Equation 6.31. Figures 6.23 and 6.25 show the directional offset, Equation 6.32. And Figures 6.24 and 6.27 show the angle offset which is the absolute difference between the estimated angle of rotation and the ground truth angle. The three offsets are computed 10 times at each standard deviation step.

Figures 6.22 to 6.27 show how the performance of the algorithms degrade with increasing voxel size. This is because the larger the voxel size used in subsampling, the larger the volume that will contain surface points that will be approximated to one point. As more points are approximated to one point, less points are included in the evidence gathering process. Also, the larger the voxel size is, the larger the Euclidean distance between the subsampled point and the original surface points. Hence the axis estimation becomes less accurate with increasing voxel size.
Figure 6.22: Positional offset of the rotation estimation algorithm against increasing voxel size.

Figure 6.23: Directional offset of the rotation estimation algorithm against increasing voxel size.

Figure 6.24: Angle offset of the rotation estimation algorithm against increasing voxel size.
Figure 6.25: Positional offset of the general motion estimation algorithm against increasing voxel size.

Figure 6.26: Directional offset of the general motion estimation algorithm against increasing voxel size.

Figure 6.27: Angle offset of the general motion estimation algorithm against increasing voxel size.
Our experimental analysis shows that the estimation of the position and direction of the rotation axis or the screw axis is more robust to changes in the point cloud resolution than the estimation of the rotation angle. The sensitivity of computation of the rotation angle comes from the fact that it is computed from only two points, that are associated with the estimated rotation/screw axis, which might not be exact correspondences due to subsampling. However the estimated axis is more robust to resolution changes as it is computed by the evidence gathering process. One way to obtain better estimates for the angle of rotation, in case of rotation only case, is by using Algorithm 1 explained in Chapter 3.

6.6.3 Noise

Figure 6.28 shows two point clouds of the same scene taken at different times. As explained in Section 2.3, two 3D data sets are unlikely to be acquired such that points exactly correspond; in other words, real point clouds will always have an amount of noise. Figure 6.29 shows the different points on the surfaces of the same point cloud captured at different times.

Moreover, since subsampling changes the surface of the point cloud, it can be considered as a form of noise. To quantify the accuracy of the proposed algorithms, we conduct an implementation on point clouds with increasing amount of noise. The noise is added to the point clouds shown in Figure 6.8 by a Gaussian distribution model given by Equation 3.15, explained in detail in Subsection 3.6.1. The effect of added noise is shown in Appendix A.

Figures 6.30 to 6.35 show that the errors in estimating the rotation and screw axes increase as the noise level increases. Similar to all the algorithms presented in this research, when the level of noise increases, the response of the voting process to noise will also increase until a point is reached where the response due to noise dominates the response due to the presence of a cluster of axes. Once this point is reached, the index of the accumulator peak essentially become random, and hence estimates of the rotation/screw axis parameters cease to be of value.

The added noise will change the coordinates of the points on the point clouds; the larger the level of noise, the further the points will be from their original coordinates. This will have a direct effect on the position and direction of the constructed rotation/screw axis.

With the presence of noise, the constructed axes from true correspondences will not be as densely clustered, and also their directions will vary. In other words the computed axes will not be as similar as axes constructed without noise. Axes that are not similar in terms of position and direction will not cast votes in the same bin, according to the thresholds defined by Equations 6.12 and 6.13. The votes will be casted in bins around
the bin corresponding to the true axis, and hence the “correct” bin will not have a peak as high as it would be without noise. The larger the amount of noise, the further the votes will be from the correct bin in the accumulator, and hence the larger the errors in the estimated axis parameters.

Changes in point coordinates due to noise will also cause an error in computing the rotation angle $\theta$ by Equations 6.16 and 6.23.

It can be seen from Figures 6.30 to 6.35 that both algorithms degrade gracefully as the amount of added noise increases. However, the general motion estimation algorithm is more sensitive to noise. This is due to the fact that it requires three pairs at each iteration, instead of two as in the rotation estimation algorithm, to compute the axis. The extra pair of points includes more noise in the computation process and hence increases the error in the axis estimation result.
Figure 6.30: Noise performance of rotation estimation algorithm (position offset).

Figure 6.31: Noise performance of rotation estimation algorithm (direction offset).

Figure 6.32: Noise performance of rotation estimation algorithm (angle offset).
Figure 6.33: Noise performance of general motion estimation algorithm (position offset).

Figure 6.34: Noise performance of general motion estimation algorithm (direction offset).

Figure 6.35: Noise performance of general motion estimation algorithm (angle offset).
Figure 6.36: Rotation around two different axes. Estimated rotation axis (purple) coincides with ground truth axis (green).

<table>
<thead>
<tr>
<th>PC</th>
<th>dms ($mm^3$)</th>
<th>Pts</th>
<th>S.Pts</th>
<th>$e_{pos} (mm)$</th>
<th>$e_{dir}$</th>
<th>$e_{\theta}(^\circ)$</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teddy</td>
<td>$172 \times 246 \times 165$</td>
<td>8705</td>
<td>122</td>
<td>0.0</td>
<td>0.04</td>
<td>2.0</td>
<td>102.45</td>
</tr>
<tr>
<td>Fruits 1</td>
<td>$175 \times 64 \times 217$</td>
<td>2094</td>
<td>51</td>
<td>0.03</td>
<td>0.0</td>
<td>2.15</td>
<td>71.06</td>
</tr>
<tr>
<td>Fruits 2</td>
<td>$175 \times 64 \times 217$</td>
<td>2094</td>
<td>51</td>
<td>0.01</td>
<td>0.01</td>
<td>4.5</td>
<td>72.5</td>
</tr>
<tr>
<td>Pitcher</td>
<td>$90 \times 107 \times 114$</td>
<td>5591</td>
<td>74</td>
<td>2.99</td>
<td>0.0</td>
<td>8.4</td>
<td>97.45</td>
</tr>
<tr>
<td>Banana</td>
<td>$200 \times 80 \times 60$</td>
<td>5647</td>
<td>60</td>
<td>2.66</td>
<td>0.0</td>
<td>2.0</td>
<td>68.33</td>
</tr>
<tr>
<td>Mug</td>
<td>$86 \times 93 \times 98$</td>
<td>5224</td>
<td>60</td>
<td>7.45</td>
<td>0.04</td>
<td>13.2</td>
<td>68.43</td>
</tr>
</tbody>
</table>

Table 6.8: Performance of rotation estimation algorithm implemented on real point clouds. Columns left to right: point cloud name, dimensions of point cloud, number of points, number of points after subsampling, Euclidean distance offset from ground truth rotation axis, directional offset (Equation 6.32), estimated angle error, total processing time.

6.7 Results

6.7.1 Rotation Estimation

Figure 6.36 shows the result of implementing the rotation estimation algorithm when the point cloud is rotated around two different axes. The accurate performance of the algorithm can be be seen from the figures as the rotation axis is estimated with minimal positional error and also a small error in estimating the angle of rotation. Table 6.8 shows the performance of the algorithm implemented on pairs of rotated point clouds.

Figure 6.37 shows point clouds pairs of point clouds rotated on a turntable from the RGBD database of [136], and the result of implementing our algorithm. Note that the ground truth rotation axes for these sets is measured manually, and hence is subject to an error. Nevertheless, the algorithm still provides an accurate performance, Table 6.8. Figure 6.38 shows an example of applying the estimated rotation parameters.
Figure 6.37: Results of implementing rotation estimation algorithm on different point clouds. At each row, the left and middle images show two point clouds taken from the turntable sequence of [136]. Right image shows the estimated axis of rotation (purple) and the ground truth axis (green). Point clouds are from [136].

Figure 6.38: Input point clouds before and after applying rotation estimation algorithm.
6.7.2 General Motion Estimation

Figure 6.39 shows the results of implementing the general motion estimation algorithm and point clouds rotated and translated in 3D space. Once the screw axis, the rotation angle and the linear displacement are estimated, Equations 6.28 and 6.29 are applied to obtain the homogeneous transformation parameters. Figure 6.40 shows an example of applying the estimated parameters. Details of the implementation are in Table 6.9.

<table>
<thead>
<tr>
<th>PC</th>
<th>dms ($mm^3$)</th>
<th>Pts</th>
<th>S.Pts</th>
<th>$e_{pos}(mm)$</th>
<th>$e_{dir}$</th>
<th>$e_{\theta}(^\circ)$</th>
<th>$D(mm)$</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Garlic</td>
<td>$47 \times 22 \times 28$</td>
<td>880</td>
<td>15</td>
<td>0.04</td>
<td>0.0</td>
<td>0.01</td>
<td>5.3</td>
<td>14.87</td>
</tr>
<tr>
<td>Disc</td>
<td>$231 \times 29 \times 197$</td>
<td>4802</td>
<td>35</td>
<td>2.68</td>
<td>0.03</td>
<td>2.53</td>
<td>1.9</td>
<td>57.76</td>
</tr>
<tr>
<td>Fruits</td>
<td>$175 \times 64 \times 217$</td>
<td>2094</td>
<td>20</td>
<td>0.01</td>
<td>0.0</td>
<td>0.65</td>
<td>0.1</td>
<td>34.56</td>
</tr>
</tbody>
</table>

Table 6.9: Performance of general motion estimation algorithm implemented on real point clouds. $D$ refers to the difference between the ground truth linear displacement along the screw axes and the measured displacement along estimated axis.
Figure 6.40: Example of general motion parameters estimation. Ground truth transformation (left), and estimated transformation using the general motion estimation algorithm.

6.8 Discussion

The main contribution of the two algorithms presented in this chapter is that they provide the capability of 3D motion estimation, without relying on keypoint detection and feature descriptor computation and matching. According to [53] there are a variety of criteria that one can use for classifying points as being similar or interesting or key points, such as colour, local surface normals, local curvature shape, edgeness, texture, etc. All such features are to varying degrees sensitive to noise and other conditions such as occlusion and thus, the extraction of such features is also a challenging task.

The ability to use data points directly and bypassing feature descriptor computation and matching has practical applications for 3D reconstruction, registration and object recognition when detecting keypoints and feature description and matching is not informative or challenging. Such scenarios are usually present when objects to be matched have smooth surfaces such that keypoints and their associated features are not descriptive, or in the case of having few points on the object’s surfaces (sparse point clouds).

The algorithms presented have the advantage of computing the motion between 2.5D frames regardless of the quality of the object’s surface. Unlike keypoint-feature based approaches which depend on the local geometry around the detected key point. This local geometry must contain sufficient descriptive information that uniquely characterizes that keypoint. Also, keypoints depend on particular definitions of interestingness, saliency and repeatability. These definitions vary with the type of the keypoint and the feature descriptor used whereas in the new algorithms these definitions are not required.

The representation of motion as a 3D axis gives the presented algorithms the advantage of having a one dimensional accumulator space, which enables voting for motion parameters more efficiently than other methods that use up to 7-dimensional accumulator spaces for voting, Table 6.1. Having a one-dimensional accumulator space significantly reduces the complexity of allocating and searching the high dimensional accumulator spaces.
In the presented algorithms, the voting is not for the actual motion parameters, it is actually for the axis representing the motion. The computational advantage for the presented algorithms comes from the fact that their accumulator space is defined only by the number of points of the object; as opposed to other methods, such as those in Table 6.1, which their accumulator spaces are defined by the resolution (bin size) and ranges of motion and rotation parameters, in addition to the number of points.

For example, the method presented by [39] uses two accumulator spaces, one to vote for the translation parameters and another for the rotation parameters, each of the two spaces is defined by an accumulator resolution, and hence the parameters will be quantised which reduces the accuracy. Also, each of the spaces is defined by a parameter range; if the peak does not exist within that range then the accumulator space is defined incorrectly and must to be redefined.

In contrast, in the presented algorithms the voting space is defined by the number of points and constrained by the axes similarity thresholds ($t_{dir}$ and $t_{pos}$). By voting for axes, rather than motion parameters, there will be no need to define a range for motion or rotation parameters, as we are looking for the largest cluster of similar axes rather than any parameter values. Additionally, there is no quantisation of any parameters. The axes similarity thresholds ($t_{dir}$ and $t_{pos}$) constrain the size and the accuracy of the accumulator space, which in other methods are constrained by the resolution and the range of the accumulator.

We showed in previous chapters how the accumulator resolution affects the accuracy of the estimated parameters of the voting process; since the pretested algorithms do not require any quantisation of the parameters, they can provide more accurate results.

Moreover, the application of the axes similarity thresholds ($t_{dir}$, $t_{pos}$) discards a large number of axes from the voting process; only axes passing the two thresholds cast votes in the 1D space. However, other methods will vote for motion parameters generated from all points (or features) in a high dimensional space. So not only the accumulator space dimensionality of the presented algorithm is smaller, but also the size of the accumulator itself, i.e. number of votes, is smaller. In other words, using axes to vote for motion parameters makes the accumulator array “dynamic” rather than a “large” predefined high-dimensional array. Hence the presented algorithms will have improved memory requirements.

The two algorithms are related as the general motion estimation algorithm can be considered as a generalisation of the rotation estimation algorithm; as with no translation, the screw axis and the rotation axis are identical. However the rotation estimation algorithm is more efficient in the case of rotation only as it performs the evidence gathering process in less time.
As discussed in Section 2.2, the pipeline for feature based methods is to estimate correspondences from matched features and the compute the transformation from these correspondences. Our approach bypasses the feature matching step and estimates the transformation first, and then correspondences can be computed from the estimated transformation.

The two algorithms are presented as a complete “stand alone” solution for 3D motion estimation and surface matching, however they also can be employed within a typical feature-based surface matching pipeline in the correspondence grouping and hypothesis verification steps. Applying our algorithms on estimated correspondences guarantees that they are consistent with estimated transformation.

In Section 2.3 we described the most significant issues driving the different research strands in the area of surface matching and motion estimation. Here we summarise how the developed algorithms handle such issues.

1. Initial registration and range of convergence. Unlike many algorithms, the proposed algorithms do not require any initial relative pose estimate for optimal registration, which is useful in many practical scenarios when no pose priors are available.

2. Inexact correspondences. This issue still exists in the proposed algorithms. As in other methods, the registration errors are a function of inter point-distances and subsequently the resolution of the data. However the proposed algorithms require only few “good” correspondences compared with other algorithms which require a large number of correct correspondences to converge correctly.

3. Outliers/partial overlap. The proposed algorithms identify points which do not have any correspondence between the data sets implicitly as these points will generate axes that are randomly distributed in space and thus ignored by the voting process. Only points with correct correspondences will generate axes that are closely aligned.

4. Pose versus correspondence search. Since the proposed algorithms do not use features, it performs the search for correct alignment in the pose space, similar to other methods as described in Subsection 6.2.2. However our algorithms perform the pose search (voting) in a one-dimensional space rather than multi-dimensional spaces.

5. Registerable feature type. This issue does not exist in the proposed algorithms simply because the algorithms simply use the 3D coordinates of points and do not compute any type of features. This is a significant advantage of the proposed algorithm as the challenging task of computing features and matching them based on different criteria is bypassed.
6. Performance acceleration. Since no features are computed, there will be no feature space to be searched for matching features, the only space search is performed in a one-dimensional accumulator space for the axis representing transformation.

A limitation to the proposed algorithms is that in the case of translation only a transformation can not be estimated. Also, in some cases, the axis with maximum number of votes might not be unique, or the true axis might not have the maximum number of votes. These cases are often related to noise and limited overlap between point clouds. A possible solution to this problem is a more sophisticated voting algorithm, discussed more in our further work, Chapter 7.

6.8.1 Optimisation

The voting algorithm (Algorithm 5), described in Subsection 6.3.2.3, has a time complexity of $O(L^2)$, where $L$ is the number of axis. The algorithm can be further optimised by decomposing it into two stages. The first stage votes for the position of the axes using a recursive divide-and-conquer based algorithm [137], which solves the problem of finding the nearest axes as a closest pair of points problem. The time complexity of the recursive divide and conquer algorithm is $O(L \log L)$ and a space complexity of $O(L)$. The axes that pass the distance threshold from the first stage go to the second stage, which also uses a modified divide-and-conquer based approach to vote for axes with the same direction. The time complexity will also be of $O(L \log L)$, and a space complexity of $O(L)$.

Having a two-stage voting algorithm, with a time complexity of $O(L \log L)$ and a space complexity of $O(L)$, would give a more optimised performance than the initial $O(L^2)$ voting algorithm. This will be focused on in our future work.

Additionally, the accuracy of the estimated parameters could be refined by introducing a least-squares minimisation process after the voting stage. In both algorithms, the parameters of motion (rotation and general motion) are estimated from the axis with most votes in addition to one pair of associated points as explained in Subsections 6.4.2.1 and 6.3.2.4. A least-squared minimisation method can be applied on the two/three associated point pairs of the rotation/screw axis to increase the certainty of the estimated parameters. Moreover, instead of taking one axis with most votes, a least-squared minimisation method can be applied to $N$ axes with most votes. This will also be focused on our future work.


6.9 Conclusions

In this chapter we introduced two evidence gathering algorithms for motion estimation based on kinematic theorems; the first algorithm estimates the motion in the case of rotation around a fixed axis only. The second algorithm estimates general motion consisting of rotation as well as translation in 3D space. To the best of our knowledge, this is the first research to use the kinematics theorems in an evidence gathering framework for motion estimation and surface matching without the use of any given correspondences and also without employing feature description and matching.

Both algorithms are based on the observation that there is one and only one invariant axis that synthesises the rigid body transformation in 3D, and employ an evidence gathering technique in a Hough-voting-like approach to estimate this axis.

The capability to estimate the 3D transformation without relaying on feature matching and estimating correspondences between 3D datasets is desirable and has many practical applications, especially in scenarios where objects to be matched have smooth surfaces such that keypoints and their associated features are not descriptive, or in the case of having few points on the objects surfaces (sparse point clouds).

We discussed similar related work, in terms of motion estimation using geometrical analysis and Hough voting, and showed that how voting for motion parameters can be achieved in only one-dimensional space instead of a multi-dimensional one, which is more efficient. We described both algorithms in detail and established the mathematical foundations necessary to understand their methodology. We provided experimental analysis and evaluation and showed the results of implementing the algorithms on real point clouds. We discussed the properties and the solutions our algorithms give to common issues driving the different research strands in the area of surface matching and motion estimation. Finally, we discussed how the proposed algorithms can be further optimised for improvement of processing time and accuracy.
Chapter 7

Conclusions and Further Work

7.1 Conclusions

The significant improvement in 3D sensing technologies lead towards the development of numerous algorithms designed specifically to solve 3D perception problems such as recognising objects and registering 3D surfaces.

Unlike methods based on feature computation and matching, methods that are based on evidence gathering have not been popular for solving 3D perception problems.

The dependency on 3D feature description and computation can be a significant limitation to many 3D perception tasks: the fact that there are a variety of criteria used to describe 3D features, such as surface normals and curvature, makes feature-based approaches sensitive to noise and occlusion. In many cases, such as smooth surfaces, computation of feature descriptors can be non informative. Moreover, the process of computing and matching features requires more computational overhead than using points directly.

On the other hand, evidence gathering approaches, which use data directly, have proved to provide robust performance against noise and occlusion. More importantly, evidence gathering approaches do not require initialisation or training, and avoid the need to solve the correspondence problem.

In this thesis we presented evidence gathering algorithms for 3D reconstruction of rotation objects, detection and extraction of static and moving 3D parametric objects and 3D motion parameter estimation.

Chapter 2 of this thesis provided a detailed overview of both local and global 3D motion estimation and surface matching methods; we discussed the procedural pipelines of both categories, explained related concepts, and listed state of the art methods and algorithms and how they are employed to estimate the motion between 3D datasets. We also
discussed the main issues driving the different research strands in the area of surface matching and motion estimation. Additionally, we listed the most recent advancements in available 3D sensing technology and described the properties of the output data these sensors provide. We also discussed properties of point clouds and subsampling methods, introducing a variation to current techniques that provides a better representation of the original subsampled point cloud.

In Chapter 3 we presented an algorithm for 3D reconstruction of point clouds that is based on motion-compensated temporal accumulation. This algorithm accumulates surface information over the sequence after applying a series of rigid transformations on the point clouds of the input sequence, and then resamples the accumulated point clouds based on a computed space partitioning and votes for the best reconstruction based on the number of points in each resampled point cloud. We verified the theory of the algorithm, provided experimental analysis, showed experimental results on synthetic and real data which show that successful reconstruction can be achieved.

In Chapter 4 we introduced a fast and robust Hough Transform (HT) based algorithm for detecting spherical structures in 3D point clouds. To our knowledge, our algorithm is the first HT based implementation that detects spherical structures in typical in 3D point clouds generated by consumer depth sensors. Our approach has been designed to be computationally efficient; reducing an established limitation of HT based approaches. We provided experimental analysis of the achieved results, and we showed robust performance for detecting spheres.

In Chapter 5 we presented the three-Dimensional Velocity Hough Transform (3DVHT). We demonstrated the significant advantage of the 3DVHT which is the ability to predict fully occluded spheres at any frame of the sequence. The superior performance is attributed to the concept of incorporating motion in the voting process, accumulating evidence in a single accumulator space for the whole sequence, resulting for the spherical structural information in each cloud to be integrated over the complete sequence. This enables motion and structural parameters to be accurately determined, even in the case of a full occlusion.

In Chapter 6 we introduced two evidence gathering algorithms for motion estimation based on kinematic theorems; the first algorithm employs Reuleaux’s method to estimate the motion in the case of rotation around a fixed axis only. The second algorithm employs Chasles’ method to estimate the general 3D motion of an object consisting of rotation as well as translation in 3D space. To the best of our knowledge, this is the first research to use the kinematics theorems in an evidence gathering framework for motion estimation and surface matching without the use of any given correspondences and also without employing feature description and matching. We provided experimental analysis and evaluation, showed the results of implementing the algorithms on real point clouds, and
discussed the properties and the solutions our algorithms give to common issues driving the different research strands in the area of surface matching and motion estimation.

The capability to estimate the 3D transformation without relying on feature matching and estimating correspondences between 3D datasets is desirable and has many practical applications, especially in scenarios where objects to be matched have smooth surfaces such that keypoints and their associated features are not descriptive, or in the case of having few points on the objects surfaces. We provided alternative means to commonly used feature based approaches by introducing employment of evidence gathering based methods to the processing of 3D range data.

7.2 Further Work

For future work, we will concentrate on the following:

- An advanced method for accumulator space peak detection. The algorithms for 3DHT for sphere detection and 3DVHT determine the correct parameters of the static and moving sphere by a search operation on the 4D and 7D sparse matrix elements, that finds the element with the maximum number of votes. A more sophisticated search operation, that can detect multiple peaks, extends the practicality of the algorithm to detect multiple spheres, and also will give a better understanding of the voting process, which can contribute to improve the performance of the algorithms in terms of computing time and robustness. Moreover, we aim to investigate the application of post-voting accumulator smoothing methods, mentioned in Subsection 4.4.1 to improve the accuracy of peak detection.

- Detection and extraction of other 3D geometric shapes. Similar algorithms can be developed to detect 3D lines, planes, cylinders, cones and other 3D objects that can be parametrised.

- Extraction of 3D parametric shapes moving in arbitrary fashion. So far the 3DVHT assumes the nature of the motion is known, linear for example, which can be easily parametrised and hence included in the evidence gathering process. Any type of motion that can be parametrised, free-fall for example, can be adapted by the 3DVHT to detect moving objects. However if the motion is arbitrary or too complex, i.e. including large number of parameters, it will be not possible to detect the object by the 3DVHT. One solution to this problem is by using motion templates, such as in [72]. Motion templates require a priori knowledge concerning the target object’s path before analysis can begin, with these templates it is no longer necessary to accumulate for the parameters describing the motion since they are already known.
• Extending 3DVHT to detected arbitrary 3D objects moving with linear velocity. As previously mentioned there have been also methods which detect arbitrary objects in 3D point clouds, provided a model of the object, such as in [34], [138] and [139]. Extending such methods to include motion parameters will allow the detection of fully occluded objects which these methods cannot achieve.

• A sophisticated voting algorithm for axis estimation. The current voting process in both rotation and general motion estimation algorithms takes the axis with most votes which represents the axis with the most consensus. As explained earlier, in some scenarios the axis with maximum number of votes is not unique or does not refer to the true axis. This can be possible by application of least-squares methods on the estimated axes to improve accuracy and robustness, as explained in Subsection 6.8.1.

• Optimisation of axes voting algorithm. As explained in Subsection 6.8.1, the current voting algorithm is of time complexity of $O(L^2)$. Dividing the algorithm into two stages of $O(L \log L)$ will improve the computation time.

• A voting algorithm for rotation angle estimation. In both algorithms presented in Chapter 6, the angle of rotation is estimated from the points indexed with the axis of the most votes; a more accurate computation of the rotation angle can be achieved by implementing a voting algorithm with a separate accumulator space.

• Parallel implementation of developed algorithms on graphics hardware. The results shown in this thesis were all obtained from implementing the presented algorithms on the CPU. The parallel architecture of graphics hardware can significantly improve the iterative voting algorithms in terms time as well as accuracy performance.
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Effect of Added Gaussian Noise

\[
\sigma = 0\text{mm} \quad \sigma = 1\text{mm} \\
\sigma = 2\text{mm} \quad \sigma = 3\text{mm} \\
\sigma = 4\text{mm} \quad \sigma = 5\text{mm}
\]
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\[ \sigma = 6\text{mm} \quad \sigma = 7\text{mm} \]

\[ \sigma = 8\text{mm} \quad \sigma = 9\text{mm} \]

\[ \sigma = 10\text{mm} \quad \sigma = 11\text{mm} \]
Appendix B

Sphere Detection in Real Point Clouds
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