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UNIVERSITY OF SOUTHAMPTON 

ABSTRACT 
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Doctor of Philosophy 

 

MEASUREMENTS AND CONCEPTS IN MARINE CARBONATE CHEMISTRY 

Matthew Paul Humphreys, MA, MSci 

 

The marine carbonate chemistry system is the reactions and dynamic equilibria in 

seawater that involve dissolved carbon dioxide (CO2) and the deprotonated forms of 

carbonic acid, which are bicarbonate ions and carbonate ions. This system affects 

other marine biogeochemical cycles and ecosystems through its strong influence on 

seawater pH. Currently, a rapid chemical perturbation is being driven by the 

accumulation of anthropogenic CO2 in the ocean, which has taken up a significant 

fraction of the CO2 emitted to the atmosphere by fossil fuel burning, cement 

manufacture and land-use change since pre-industrial times. To predict the future 

consequences, it is first essential to be able to accurately measure the present state of 

the system, and to understand how it operates. To contribute to these goals, I have 

firstly made new developments to the measurement techniques for two key system 

variables, namely total alkalinity and the stable isotopic composition of dissolved 

inorganic carbon. Secondly, I have combined results from recent research cruises 

along a hydrographic transect in the Northeast Atlantic with historical datasets in 

order to quantify the rate at which anthropogenic CO2 has accumulated in the interior 

ocean over the past three decades, demonstrating that the regional accumulation rate 

is greater than the global average. I have used model output to assess uncertainties in 

these results that are caused by spatiotemporal heterogeneity in the distribution of 

observations. Thirdly, I have carried out a theoretical investigation into the influence 

of marine calcifying phytoplankton, like coccolithophores, on air-sea CO2 exchange. I 

have shown that these organisms can behave either as CO2 sources or sinks 

depending upon their relative rates of calcification and autotrophic production, their 

nutrient uptake stoichiometry, and local seawater conditions. Finally, I provide 

suggestions for developments to the work presented in this thesis that might help to 

overcome some challenges that are likely to face this field of research in the future. 
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Definitions and abbreviations 

α  Coefficient for stoichiometric ratio of nitrogen in POM 

β  Coefficient for stoichiometric ratio of carbon in POM 

γ  Coefficient for stoichiometric oxygen release during POM formation 

δ13C  Stable isotopic composition of carbon 

δ13CDIC Stable isotopic composition of dissolved inorganic carbon 

δ13CPOC Stable isotopic composition of particulate organic carbon 

𝛿corr  Measured δ13C after linearity correction 

𝛿meas  Measured δ13C before linearity correction 

ΔC*  Tracer for anthropogenic component of DIC 

Δ𝑝CO2  Difference between 𝑝CO2
sw and 𝑝CO2

atm 

ΔRC  Ratio between δ13CDIC and DIC change after anthropogenic CO2 addition 

ΔS  Difference between production slope and isocap slope 

ζ  Coefficient for stoichiometric ratio of hydrogen in POM 

η  Coefficient for stoichiometric ratio of sulfate in POM 

θ  Coefficient for stoichiometric ratio of phosphorus in POM 

λ  Coefficient for stoichiometric water uptake during POM formation 

𝜇𝑎  Dilution correction factor during acidimetric seawater titration 

𝜎  A specific standard deviation value 

𝜎0  Potential density at sea surface pressure 

𝜎0
A  An example 𝜎0 layer 

𝜎0
B1  Part of an example 𝜎0 layer 

𝜎0
B2  Part of an example 𝜎0 layer 

φ  Coefficient for stoichiometric ratio of oxygen in POM 

ψ  Released CO2:precipitated carbonate ratio during calcification 

𝛿A  Anthropogenic component of δ13CDIC 

𝛿R  Remineralisation component of δ13CDIC 

a  Coefficient for equation for linear approximation of isocap slope 

A  Peak area during δ13C measurements 

𝐴0 Initial estimate of TA in mass units during acidimetric seawater 

titration 
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𝐴𝑖   Estimate of TA in mass units after iteration i of Gran plot calculations 

𝐴xs  Cross-sectional area between two potential density layers 

AOU  Apparent oxygen utilisation 

b  Coefficient for equation for linear approximation of isocap slope 

c  Coefficient for equation for linear approximation of isocap slope 

C  Certified value of δ13C standards relative to V-PDB 

CA  SUERC-ICSF internal δ13C standard 

CARINA Carbon in Atlantic Ocean data product 

𝐶dil  Correction factor for dilution by mercuric chloride 

CRM  Certified reference material 

𝐶T  Dissolved inorganic carbon (interchangeable with DIC) 

CTD  Instrument to determine seawater conductivity, temperature and depth 

d  Coefficient for equation for linear approximation of isocap slope 

DIC  Dissolved inorganic carbon (interchangeable with 𝐶T) 

DICanth Anthropogenic component of DIC 

DICcarb Carbonate pump component of DIC 

DICsoft  Soft tissue pump component of DIC 

DMS  Dimethyl sulfide 

DMSP  Dimethylsulfoniopropionate 

DO  Dissolved oxygen 

𝐸𝑎  Electric potential across analyte during acidimetric seawater titration  

E°  Standard electrode potential during acidimetric seawater titration 

𝐸°0  Initial estimate of E° 

𝐸°𝑖  Estimate of E° after iteration i of Gran plot calculations  

EEL  Extended Ellett Line hydrographic transect 

eMLR  Extended multi-linear regression 

F  Faraday constant 

FAA  Full Anthropogenic Annual subset of model output 

𝐹CO2  Net sea-to-air flux of carbon dioxide 

𝑓CO2
atm Atmospheric fugacity of carbon dioxide 

𝑓CO2
sw  Seawater fugacity of carbon dioxide 
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𝐹T  Dissolved inorganic fluorine 

g  Linearity correction gradient for δ13C measurements 

𝑔𝑎  Initial estimate for Gran function during acidimetric seawater titration 

𝐺𝑎  Gran function during acidimetric seawater titration 

GLODAP Global Ocean Data Analysis Project data product 

IB  Iceland Basin 

IPCC  Intergovernmental Panel on Climate Change 

ISFET  Ion sensitive field effect transistor 

𝑘0  Henry’s constant for carbon dioxide 

𝑘1  First stoichiometric dissociation constant of carbonic acid 

𝑘2  Second stoichiometric dissociation constant of carbonic acid 

𝑘B  Stoichiometric dissociation constant of boric acid 

𝑘F  Stoichiometric dissociation constant of hydrofluoric acid 

𝑘P1  First stoichiometric dissociation constant of phosphoric acid 

𝑘P2  First stoichiometric dissociation constant of phosphoric acid 

𝑘P3  Third stoichiometric dissociation constant of phosphoric acid 

𝑘S  Second stoichiometric dissociation constant of sulfuric acid 

𝑘w  Stoichiometric dissociation constant of water 

L  Linearity-corrected δ13C measurements prior to V-PDB calibration 

𝐿(𝜎0)  Horizontal distance of above-seafloor idealised EEL route at potential 

density layer 𝜎0 

L(EEL) Total length of idealised EEL route 

𝐿𝑎  Correction function for CO2 loss during acidimetric seawater titration 

LDEO  Lamont-Doherty Earth Observatory 

LGM  Last Glacial Maximum 

𝑚𝑎  Mass of acid titrant added during acidimetric seawater titration 

MAB  SUERC-ICSF internal δ13C standard 

MATLAB A numerical computing environment and programming language 

developed by MathWorks (Natick, USA) 

MEDUSA An intermediate complexity biogeochemical-ecosystem model 

𝑀sw  Mass of seawater titrated during acidimetric seawater titration 

N  Coefficient in Nernst equation 
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NA  SUERC-ICSF internal δ13C standard 

NAO  North Atlantic Oscillation 

NAOI  North Atlantic Oscillation Index 

NEMO  Nucleus for European Modelling of the Ocean 

p  Coefficient for calibration of δ13C to V-PDB 

P  Pressure 

PACIFICA Pacific Ocean Interior Carbon data product 

𝑝CO2  Partial pressure of carbon dioxide 

𝑝CO2
atm Atmospheric partial pressure of carbon dioxide 

𝑝CO2
sw  Seawater partial pressure of carbon dioxide 

PETM  Palaeocene-Eocene Thermal Maximum 

pH  Free scale pH 

PIC  Particulate inorganic carbon 

POC  Particulate organic carbon 

POM  Particulate organic matter 

PON  Particulate organic nitrogen 

POP  Particulate organic phosphorus 

POS  Particulate organic sulfur 

𝑃T  Dissolved inorganic phosphorus (interchangeable with TPO4) 

q  Coefficient for calibration of δ13C to V-PDB 

r  Coefficient for calibration of δ13C to V-PDB 

R  Ideal gas constant 

𝑅C/O2  Stoichiometric ratio of carbon to oxygen in particulate organic matter 

𝑅I  Isocap ratio 

𝑅N/O2  Stoichiometric ratio of nitrogen to oxygen in particulate organic matter 

𝑅P  Production ratio 

RP  Rockall Plateau 

RRS  Royal Research Ship 

RT  Rockall Trough 

S  Salinity 

SAM  Subsampled Anthropogenic Monthly subset of model output 



Definitions and abbreviations 

5 

SCM  Subsampled Control Monthly subset of model output 

SD  Standard deviation 

𝑆I  Exact isocap slope 

𝑆I
lin  Linear approximation to isocap slope 

SOCAT  Surface Ocean CO2 Atlas data product 

𝑆P  Production slope 

SPGI  Subpolar Gyre Index 

SST  Sea surface temperature 

𝑆T  Dissolved inorganic sulfur (interchangeable with TSO4) 

SUERC-ICSF Scottish Universities Environmental Research Centre – Isotope 

Community Support Facility 

t  Time 

T Seawater temperature 

TA  Total alkalinity 

TAA  Transect Anthropogenic Annual subset of model output 

TAC  Carbonate alkalinity 

TAHgCl2 Total alkalinity prior to correction for dilution by mercuric chloride 

TB  Dissolved inorganic boron 

TPO4  Dissolved inorganic phosphorus (interchangeable with 𝑃T) 

𝑇𝑟 Gas transfer coefficient for air-sea CO2 exchange 

TSO4  Dissolved inorganic sulfur (interchangeable with 𝑆T) 

TTD  Transient Tracer Distribution 

TTO-NAS Transient Tracers in the Ocean – North Atlantic Study 

UKOA  United Kingdom Ocean Acidification research programme 

𝑉HgCl2  Volume of mercuric chloride solution added to a seawater sample 

𝑉sample  Volume of a seawater sample 

V-PDB Vienna Pee Dee Belemnite international standard for δ13C 

VINDTA Versatile Instrument for the Determination of Total inorganic carbon 

and titration Alkalinity 

X  Part of function for TA in terms of H+ and aqueous CO2 concentrations 

Y  Part of function for TA in terms of H+ and aqueous CO2 concentrations 

z  Correction factor for CO2 loss during acidimetric seawater titration 
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𝑧(𝜎0)  Mean depth of potential density layer 𝜎0 

Z  Part of function for TA in terms of H+ and aqueous CO2 concentrations 
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1 
Introduction 

Abstract 

This chapter provides an overview of the main chemical species involved in the 

marine carbonate chemistry system and the reactions that occur between them. This 

system is changing at a rate that is perhaps unprecedented because of oceanic uptake 

of a significant fraction of all anthropogenic carbon dioxide emissions to the 

atmosphere, and this has many potential repercussions for marine biogeochemical 

cycles and ecosystems. There is a suite of system variables which can be measured 

using a variety of different techniques, and from values for any two of these the 

variables all of the others can be calculated. The results of many research 

programmes in recent decades are available in several quality-controlled 

compilations, which can be used to provide context for new studies and reveal long-

term changes. Such analyses can be augmented using output from ocean general 

circulation models that resolve biogeochemical cycles. These variables, measurement 

techniques and data archives are briefly summarised here to provide context for the 

rest of the thesis, which is outlined at the end of this introductory chapter. 
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1.1 Seawater carbonate chemistry 

Observations of the presence of carbon dioxide (CO2) dissolved in seawater have 

been made for almost 200 years (Marcet, 1822), and its solution chemistry has been 

rigorously investigated during the intervening time such that its thermodynamics and 

kinetics are now well-understood (Zeebe and Wolf-Gladrow, 2001; Millero, 2007). 

The marine carbonate chemistry system can be described by the dynamic equilibria: 

Equation 1.1  CO2(aq) + H2O
𝑘1
⇌HCO3

− + H+
𝑘2
⇌CO3

2− + 2H+ 

where HCO3
− and CO3

2− are bicarbonate and carbonate ions respectively, and H+ really 

represents the hydronium ion (H3O
+). The sum of the aqueous CO2, HCO3

− and CO3
2− 

concentrations is called dissolved inorganic carbon (DIC): 

Equation 1.2  DIC = [CO2] + [HCO3
−] + [CO3

2−] 

where the square brackets here and hereafter denote the molality of the enclosed 

species in seawater solution. The concentration of undissociated carbonic acid 

(H2CO3) is completely negligible for all practical purposes (Zeebe and Wolf-Gladrow, 

2001). In typical present-day surface ocean seawater, the stoichiometric equilibrium 

constants 𝑘1 and 𝑘2 have pka values of circa 6 and 9 respectively (Lueker et al., 2000) 

while the pH is about 8.1 (Takahashi et al., 2014a). Therefore HCO3
− is the dominant 

species, forming about 90 % of DIC, while CO3
2− and dissolved CO2 make up about 

10 % and less than 1 % respectively (Figure 1.1). The high pH and small contribution 

of aqueous CO2 to DIC are possible because of seawater’s total alkalinity (TA). This is 

defined as the excess of proton acceptors over proton donors during an acidimetric 

titration of seawater to a pH of 4.5 (Dickson, 1981; Wolf-Gladrow et al., 2007): 

Equation 1.3   

TA = [HCO3
−] + 2[CO3

2−] + [B(OH)4
−] + [OH−] + [HPO4

2−] + 2[PO4
3−] + [SiO(OH)3

−]

+ [HS−] + 2[S2−] + [NH3] − [H+] − [HSO4
−] − [HF] 

Additional protolytes in the form of various dissolved organic compounds may also 

exist in seawater and also need to be taken into account when using Equation 1.3 

(Bradshaw and Brewer, 1988; Hernández-Ayón et al., 2007; Muller and Bleie, 2008; 

Kim and Lee, 2009), although the concentrations and pka values which these 

compounds might have presently remain poorly-constrained by the measurements 

that are routinely carried out. 
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Figure 1.1. Schematic Bjerrum plot of the relationship between seawater pH and the relative 

concentrations of aqueous carbon dioxide (CO2, orange), bicarbonate ion (HCO3
−, green) and carbonate 

ion (CO3
2−, violet). Typical surface ocean seawater pH at the present day is between about 7.9 and 8.2 

(Takahashi et al., 2014a), as indicated by the vertical yellow bar. Note the logarithmic scale on the 

vertical axis. Re-drawn from Raven et al. (2005). 

 

The component of TA that consists of bicarbonate and carbonate ions is called the 

carbonate alkalinity (TAC): 

Equation 1.4  TAC = [HCO3
−] + 2[CO3

2−] 

Seawater TAC typically constitutes about 95 % of the TA.  The TAC can be estimated 

from TA by subtracting the measured or estimated concentrations of all of the other 

chemical species in Equation 1.3. The carbonate system therefore can be described by 

six variables – DIC, TAC, [CO2], [HCO3
−], [CO3

2−] and pH – which are related to each 

other by four equations –  Equations 1.2, 1.4, and the equilibrium conditions for 

Equation 1.1: 

Equation 1.5 

𝑘1 =
[HCO3

−][H+]

[CO2]
 

Equation 1.6 

𝑘2 =
[CO3

2−][H+]

[HCO3
−]
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The [H+] is usually reported using a pH scale, which is logarithmic, instead of as a 

concentration. The scale can be defined in several different ways. In marine 

chemistry, the simplest version that is commonly used is the ‘Free’ scale (Equation 

1.7). In practice, other dissolved species can interfere with measurements of [H+], in 

particular bisulfate ions (HSO4
−) and hydrogen fluoride (HF). The simplest way to 

account for the effect of these species is to include them in the definition of pH, and 

the ‘Total’ (Equation 1.8) and ‘Seawater’ (SWS, Equation 1.9) pH scales have been 

designed to this end. 

Equation 1.7  pHFree = −log10([H
+]) 

Equation 1.8  pHTotal = −log10([H
+] + [HSO4

−]) 

Equation 1.9  pHSWS = −log10([H
+] + [HSO4

−] + [HF]) 

Once values for any two of the six variables are known, these four equations can be 

solved and thus the other four unknown variables evaluated (Zeebe and Wolf-

Gladrow, 2001). The stoichiometric equilibrium constants 𝑘1 and 𝑘2 can be estimated 

as functions of temperature and salinity (e.g. Mehrbach et al., 1973; Dickson and 

Millero, 1987; Lueker et al., 2000). This calculation assumes that the system is in 

thermodynamic equilibrium, which should be valid for timescales longer than a few 

seconds (Zeebe and Wolf-Gladrow, 2001). 

Exchange of CO2 between the atmosphere and ocean is governed by the difference 

between the atmospheric and seawater partial pressures of CO2 (𝑝CO2
atm and 𝑝CO2

sw 

respectively). The 𝑝CO2
sw is the partial pressure of CO2 that would be found in air in 

equilibrium with a given parcel of seawater. It is directly proportional to [CO2]: 

Equation 1.10 

𝑝CO2
sw =

[CO2]

𝑘0
 

where 𝑘0 is Henry’s constant for CO2, which can be estimated as a function of 

seawater temperature and salinity (Weiss, 1974). The net direction of sea-to-air 

transfer of CO2 is controlled by the sign of the difference between 𝑝CO2
atm and 𝑝CO2

sw 

(Δ𝑝CO2): 

Equation 1.11  𝐹CO2 = 𝑇𝑟 ∙ (𝑝CO2
sw − 𝑝CO2

atm) = 𝑇𝑟 ∙ Δ𝑝CO2 
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where 𝐹CO2 is the net CO2 flux and 𝑇𝑟 is a gas transfer coefficient. This coefficient is 

thought to have a power law relationship with the wind speed near the sea surface, 

although this is very difficult to constrain especially at higher wind speeds, and 

consequently a variety of formulations exist (Wanninkhof, 1992). It is also influenced 

by seawater temperature due to the temperature-dependence of both the Schmidt 

number – which is the ratio of viscosity to diffusivity – and CO2 solubility (i.e. k0) (e.g. 

Wanninkhof, 1992; Takahashi et al., 2009). From Equation 1.11, when 𝑝CO2
sw is 

greater than 𝑝CO2
atm, Δ𝑝CO2 is positive, and there is net evasion of CO2 from the sea 

into the air; when 𝑝CO2
atm is the greater, Δ𝑝CO2 is negative, and the sea takes up 

atmospheric CO2. These fluxes are usually small – perturbations from air-sea CO2 

equilibrium are reversed with a typical e-folding time of about 240 days (Zeebe and 

Wolf-Gladrow, 2001, pp. 80–81) – compared to the rate at which other processes can 

affect Δ𝑝CO2, for example seasonal changes in seawater temperature or biological 

uptake of DIC, so most of the surface ocean has non-zero Δ𝑝CO2 and is not in 

equilibrium with 𝑝CO2
atm. Nevertheless, the global mean of Δ𝑝CO2 is close to zero, but 

slightly negative owing to the ongoing anthropogenic increase in 𝑝CO2
atm (Takahashi 

et al., 2009). 

An important caveat is that for equilibrium calculations, the fugacity of CO2 (𝑓CO2
atm 

and 𝑓CO2
sw) should be used instead of its partial pressure; 𝑝CO2

sw in Equation 1.10 is 

really 𝑓CO2
sw. The fugacity takes into account deviation from the behaviour of an ideal 

gas; it is the partial pressure of a theoretical ideal gas with the same chemical 

potential as the actual gaseous CO2. Numerically, the difference between the two is 

very small, with 𝑓CO2
sw typically about 0.3 % smaller than 𝑝CO2

sw (Zeebe and Wolf-

Gladrow, 2001). This small offset makes no difference to any of the conclusions 

presented in this thesis, so the more widely-familiar concept of 𝑝CO2
sw is used 

throughout. 

The stable isotopic composition of oceanic DIC, specifically the ratio of carbon-13 to 

carbon-12 in DIC normalised to a reference standard (δ13CDIC), is primarily 

controlled by air-sea gas exchange, temperature, and biological utilisation of DIC 

(Lynch-Stieglitz et al., 1995). Where there is net evasion of CO2 from the surface 

ocean into the atmosphere, transfer of CO2 containing the lighter carbon-12 isotope is 

kinetically favoured, leaving the seawater with higher δ13CDIC. Where the net transfer 

is air-to-sea, seawater δ13CDIC declines because atmospheric CO2 has a lighter 

isotopic composition than seawater DIC. Greater equilibrium fractionation between 

the atmosphere and ocean is favoured by colder conditions, so temperature 
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modulates the strength of the air-sea gas exchange effect on δ13CDIC. From a 

biological perspective, autotrophic organisms in the surface ocean convert DIC into 

particulate organic carbon (POC), preferentially using carbon-12 through kinetic 

fractionation. The δ13CDIC in the surrounding seawater is therefore increased, while 

the isotopic composition of POC (δ13CPOC) is relatively light. Below the surface mixed 

layer, δ13CDIC is then reduced by remineralisation of exported POC with low δ13CPOC. 

In the global surface ocean, the air-sea gas exchange and biology typically affect 

δ13CDIC in an opposite sense to each other, resulting in a complex pattern in is 

distribution with a small range (Gruber et al., 1999). The timescale for equilibration 

of δ13CDIC with atmospheric CO2 is an order of magnitude longer than that for DIC 

itself (Lynch-Stieglitz et al., 1995; McNeil et al., 2001a). 

One key phenomenon arising from its chemical interactions in seawater solution is 

that CO2 is unique amongst Earth’s atmospheric gases in its partitioning between the 

atmosphere and ocean: as a total integrated inventory, the latter contains over 50 

times as much carbon in DIC as the former does in CO2 (Falkowski et al., 2000). If 

aqueous CO2 did not react to form HCO3
− and CO3

2−, and 𝑝CO2
atm remained at its 

present-day value, the ocean DIC inventory would be reduced to under 1 % of its 

current size, as under 1 % of DIC is aqueous CO2. Alternatively, if all of the carbon 

currently stored in the ocean as HCO3
− and CO3

2− were returned to the atmosphere, 

𝑝CO2
atm would be many times greater than at the present day. This is exacerbated by 

the high solubility of CO2 in water relative to other, non-polar atmospheric gases like 

oxygen and nitrogen. Considering the concern about the climatic consequences of a 

possible doubling or tripling of 𝑝CO2
atm later in this century (IPCC, 2013), the 

profound influence that the inconspicuous dynamic equilibria in Equation 1.1 have 

upon the Earth surface system as a whole cannot be overstated. 
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1.2 Anthropogenic CO2 emissions 

The marine carbonate chemistry system is currently undergoing significant change. 

Anthropogenic emissions of CO2 to the atmosphere, for example from burning fossil 

fuels (Andres et al., 2012), are responsible for an increase in 𝑝CO2
atm (Francey et al., 

2013; Raupach et al., 2013) to about 400 μatm, from its pre-industrial level of about 

280 μatm (Ahn et al., 2012). This has a range of heavily-studied potential 

consequences for global climate (IPCC, 2013). Even after anthropogenic emissions 

cease, the 𝑝CO2
atm is likely remain elevated above pre-industrial levels for tens of 

thousands of years (Archer, 2005). 

The global ocean has mitigated the climatic implications by providing a sink for up to 

half of all anthropogenic CO2 emissions in the past two centuries (Sabine et al., 2004; 

Khatiwala et al., 2009), and it continues to sequester on average about a quarter of 

these emissions each year (Manning and Keeling, 2006; Le Quéré et al., 2009). 

Oceanic CO2 uptake causes a decline in pH, which is commonly known as ocean 

acidification, and which is accompanied by a decline in the carbonate ion 

concentration (a shift to the left in Figure 1.1). This is concentrated in the surface 

ocean and will persist for centuries after anthropogenic CO2 emissions cease 

(Caldeira and Wickett, 2003), eventually being at least partly reversed by natural 

dissolution of carbonate sediments (Feely et al., 2004; Morse et al., 2007). The 

biological impacts that decreased pH may have in the intervening time are poorly 

understood; experiments have not found consistent responses between different 

species (Doney et al., 2009). The uncertainty in some species’ responses is perhaps 

related to the conflict that while extra CO2 might be expected to benefit primary 

production as a resource for photosynthesis, the simultaneous lower seawater pH 

may induce adverse energetic costs associated with internal pH regulation, 

particularly for calcifying organisms (Gaylord et al., 2015). Changes in the 

interactions between species in an ecosystem context and consequently community 

compositions are extremely difficult to predict, but are likely to be at least as 

important as direct physiological effects on individual species (Gaylord et al., 2015). 

These concerns are not purely academic; detrimental effects on the health and 

survival of some key species like oysters could also have significant economic 

consequences (Ekstrom et al., 2015). Changes in pH may affect the bioavailability of 

trace elements such as iron (Shi et al., 2010), and can also have even more obscure (to 

the marine chemist, at least) effects such as olfactory and auditory impairment in 

marine animals that causes changes in their behaviour (Simpson et al., 2011; Leduc et 
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al., 2013; Munday et al., 2014), and decreases in interior ocean sound absorption 

(Hester et al., 2008; Ilyina et al., 2010). 

Chemically, the buffer capacity of seawater to take up atmospheric CO2 is reduced at 

lower pH and at higher temperatures (Frankignoulle, 1994; Egleston et al., 2010), so 

on decadal timescales as 𝑝CO2
atm continues to grow a decreasing fraction of it will be 

taken up into the ocean. On longer timescales (of several hundred thousand years), 

processes including dissolution of marine carbonate sediments and terrestrial silicate 

weathering will act as negative feedbacks, reducing 𝑝CO2
atm back towards pre-

industrial levels (Archer, 2005; Colbourn et al., 2015). To predict the size of the 

oceanic CO2 sink into the future, it is therefore essential to first understand its 

distribution at the present day. Several methods exist for indirectly measuring the 

amount of DIC with an anthropogenic origin (DICanth) stored in the global ocean, as 

reviewed by Wallace (1995) and more recently by Sabine and Tanhua (2010). The 

earliest evaluations were performed in the late 1970s using a ‘back-calculation’ 

technique (Brewer, 1978; Chen and Millero, 1979). Back-calculation involves 

correcting present-day measurements of DIC in the interior ocean for changes 

resulting from dissolution of carbonate minerals and organic matter; the remaining 

excess in DIC over a theoretical ‘preformed’ DIC value, representing pre-industrial 

surface conditions in ventilation regions, is DICanth. However, the accuracy and 

precision of DIC and other measurements at the time this method was introduced and 

the uncertainties in preformed distributions were both too large for the results to be 

widely accepted (Shiller, 1981). The later ΔC* approach of Gruber et al. (1996) was 

based on the same principles, but with more advanced estimates of the preformed 

distributions, and benefitting from an order-of-magnitude improvement in the 

accuracy and precision of routine DIC and TA measurements. It has been applied to 

determine the global distribution and inventory of DICanth (Sabine et al., 2004), and 

several studies have been performed comparing a range of more recent minor 

variations on the approach (e.g. Sabine and Feely, 2001; Álvarez et al., 2009; Vázquez-

Rodríguez et al., 2009). The method remains limited in particular by its need to 

estimate pre-industrial fields for DIC, TA and other variables (Goodkin et al., 2011), 

and by assumptions like that diapycnal mixing in the ocean interior is negligible 

everywhere (Matsumoto and Gruber, 2005). The former limitation can be overcome 

by considering relative changes in DICanth between cruises, rather than trying to 

calculate it absolutely. For example, an ‘extended’ multi-linear regression (eMLR) 

technique – a development of the simpler multi-linear regression approach (Wallace, 
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1995) – can be used for two cruises separated in time but in the same location (Friis 

et al., 2005; Tanhua et al., 2007). In this approach, a multi-linear regression is applied 

to the data from each cruise to predict DIC from other hydrographic metavariables 

such as temperature, salinity and dissolved oxygen; one regression can then be 

subtracted from the other, and then applied to one of the sets of metavariables. The 

result is interpreted as DICanth, and the regression is assumed to account for changes 

in DIC like those due to changes in water mass distributions (Thacker, 2012). The 

method used to quantify DICanth accumulation from 1981 to 2013 at the Extended 

Ellett Line (EEL) hydrographic transect in the Northeast Atlantic in Chapter 4 is based 

ultimately upon the principles of the back-calculation methods, but applied like the 

eMLR method to quantify decadal changes in DICanth, not its absolute inventory. 

Alternatively, the DICanth can be estimated without using carbonate chemistry 

measurements at all, for example using the Transient Tracer Distribution (TTD) 

method (Hall et al., 2002; Waugh et al., 2006). Here, anthropogenic CO2 is assumed to 

behave as a passive, inert tracer, such that its distribution is proportional to that of 

other tracers with a similar atmospheric concentration history, like 

chlorofluorocarbons (CFCs). However, owing to an international ban on their use (the 

Montreal Protocol), emissions of CFCs have reduced significantly while anthropogenic 

CO2 continues to increase, limiting applications of the TTD approach. 

Finally, DICanth accumulation can be independently quantified by the corresponding 

decrease in δ13CDIC – the marine Suess effect (Keeling, 1979) – using techniques 

similar to the back-calculation and eMLR approaches, but modified to use δ13CDIC 

observations instead of DIC (Sonnerup et al., 1999; Quay et al., 2003, 2007). There 

have been significant changes in the depth-distribution of δ13CDIC in the interior 

ocean because of DICanth, like erosion of the gradient between high δ13CDIC near the 

ocean surface and low δ13CDIC at depth (Olsen and Ninnemann, 2010). In Chapter 4, 

the observed decrease in δ13CDIC provides independent support for the attribution of 

the multi-decadal increase in DIC observed at the EEL to its anthropogenic and other 

components. 
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1.3 Measurements 

A plethora of methods exist to measure different components of the carbonate 

system. The most commonly measured variables are DIC, TA, pH and 𝑝CO2
sw. Methods 

to measure other system variables do exist, but are less developed and less 

widespread. As the entire system can be calculated from values for any pair of its 

variables, these calculations can be tested by measuring three or more variables and 

comparing calculated with measured values. This approach has been taken to show 

that which specific pair of variables are measured does not affect the accuracy of the 

calculated variables (Ribas-Ribas et al., 2014). However, the choice of which pair is 

measured does affect the precision of the calculated variables, because of the 

different uncertainties in the measurements and how these propagate through the 

calculations. The accuracy of seawater DIC and TA measurements can be assessed 

using certified reference material (CRM) obtained from A.G. Dickson (Scripps 

Institution of Oceanography, USA). It is now common practice to adjust the results for 

DIC and TA samples such that CRM measurements made at the same time match the 

certified values. 

 

1.3.1 Measurement principles and methods 

For all variables for which discrete seawater samples are collected, borosilicate glass 

bottles with greased ground glass stoppers are typically used as containers, held shut 

by tape or elastic bands. An air headspace is introduced taking up 1 % of the bottle 

volume, and 0.02 % of the bottle volume of saturated mercuric chloride solution is 

added in order to sterilise the seawater, preventing post-sampling biological changes 

in its contents (Dickson et al., 2007). 

1.3.1.1 Dissolved inorganic carbon 

Seawater DIC is normally measured by acidifying a sample with phosphoric acid to 

convert all of the bicarbonate and carbonate ions to CO2 and bubbling through with 

an inert carrier gas (often nitrogen) to transport all of the CO2 to a measurement 

device. The amount of CO2 can then be measured by techniques such as coulometric 

titration (e.g. Johnson et al., 1985) or infrared absorption (e.g. O’Sullivan and Millero, 

1998). The full sampling and measurement procedure for DIC using the Versatile 

INstrument for Determination of Total inorganic carbon and titration Alkalinity 

(VINDTA), which uses a coulometric method, is briefly outlined in Section 4.2.1.1. 



Chapter 1: Introduction 

17 

1.3.1.2 Total alkalinity 

Total alkalinity is determined by a pH-monitored titration with hydrochloric acid 

following any of a variety of methods, which are discussed in detail in Chapter 2. A 

sampling and measurement procedure for TA using the VINDTA instrument is also 

briefly outlined in Section 4.2.1.1. 

1.3.1.3 pH 

A review of oceanic pH measurement techniques has recently been performed by 

Rérolle et al. (2012), and the four main varieties are briefly summarised here. 

Spectrophotometric methods are conceptually the simplest: a spectrophotometer is 

used to detect colour changes in a pH indicator added to seawater sample (e.g. Martz 

et al., 2003; Rérolle et al., 2013). Congruent pH measurements can also be obtained 

potentiometrically by using a glass electrode (Byrne et al., 1988; Dickson, 1993). 

Thirdly, pH measurements can be carried out using an ion sensitive field effect 

transistor (ISFET); ISFET-based sensors have been successfully deployed in the 

marine environment on autonomous floats (e.g. Argo floats) (Le Bris and Birot, 1997; 

Martz et al., 2010; Bresnahan Jr. et al., 2014). Finally, an assortment of optode-based 

sensors are being developed for seawater applications; in these, a fluorescence signal 

emitted by specific pH-sensitive compounds which are in contact with the sample is 

measured and can be used to determine pH (e.g. Schröder et al., 2005; Zhu et al., 

2005; Clarke et al., 2015b). 

1.3.1.4 Seawater partial pressure of carbon dioxide 

Several different approaches can be taken to measure 𝑝CO2
sw (Clarke et al., 2015a), 

but most common are equilibrator-based systems, whereby a seawater sample is 

allowed to equilibrate with a gas phase. These measurements are usually carried out 

on a continuous, flow-through water supply, without discrete samples being 

collected. The amount of CO2 in the gas phase can then be measured, typically by 

infrared absorbance (e.g. Saito et al., 1995). New techniques based on optodes similar 

to those used for pH measurement are also being developed (e.g. Atamanchuk et al., 

2014). 

1.3.1.5 Carbonate ion concentration 

Direct measurement of CO3
2− is possible for example by spectrophotometric 

observations of its complexation with Pb(II) (Byrne and Yao, 2008), or directly by 

ultraviolet spectrophotometric titration; the latter can also provide information about 
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pairing of the carbonate ion with the major cations dissolved in seawater (Martz et al., 

2009). Although these methods are promising, this measurement is not currently 

widespread. 

1.3.1.6 Stable isotopes of DIC 

Seawater δ13CDIC can be measured using a stable isotope ratio mass spectrometer, 

once the DIC has been converted into CO2 and extracted using a technique involving 

acidification and an inert carrier gas (McNichol et al., 2010) similar to that used for 

DIC measurements (Section 1.3.1.1). The sampling, measuring and processing steps 

for this measurement for two recent cruises in the North Atlantic are described in 

detail in Chapter 3, and by Humphreys et al. (2015). The potential to carry out high-

resolution surface ocean measurements at sea has also been investigated using other 

techniques like continuous wave cavity ringdown spectroscopy (Becker et al., 2012). 

Regardless of the measurement technique, δ13CDIC results are typically reported 

relative to the Vienna Pee Dee Belemnite (V-PDB) international standard (Coplen, 

1995). 
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1.4 Data 

1.4.1 Observations 

1.4.1.1 Ocean interior 

The main sources of historical carbonate chemistry observational data are the 

compilations of measurements from research cruises which have been assembled and 

quality-controlled by the scientific community. For example, the Global Data Analysis 

Project (GLODAP) (Key et al., 2004), Carbon in the Atlantic Ocean (CARINA) (Key et 

al., 2010) and Pacific Ocean Interior Carbon (PACIFICA) (Suzuki et al., 2013) 

syntheses contain high-quality marine carbonate chemistry measurements carried 

out during the last 30 to 40 years, along with important metadata like seawater 

temperature, salinity, macronutrient concentrations and dissolved oxygen. The 

measurements have been adjusted where necessary to ensure consistency between 

cruises, by comparing variables in the deepest part of the water column between 

‘cross-over’ cruises which have intersecting routes (Tanhua, 2010). There is some 

overlap in the cruises included in these data products, and the methods by which the 

adjustments have been made vary from product to product. To resolve these issues, a 

new data product called GLODAPv2 is in preparation, which will contain all of the 

data from GLODAP, CARINA and PACIFICA along with that from hundreds of more 

recent cruises, all having undergone a consistent secondary quality-control and 

adjustment process. This will form an invaluable resource for future investigations. 

Data from GLODAP and CARINA have been used extensively in Chapter 4, and it is 

anticipated that that analysis will be updated to use GLODAPv2 once it is released. 

The δ13CDIC data provided in GLODAP and CARINA have not undergone a secondary 

quality-control procedure, but alternative compilations that have do exist. For 

example, the synthesis produced by Schmittner et al. (2013) has been used in Chapter 

4. The δ13CDIC measurements described in Chapter 3 have been submitted to a new 

compilation which is in preparation by Becker et al. (2015). 

In addition to ad hoc research cruises, there are a handful of marine carbonate 

chemistry time-series sites where repeated measurements have been taken at sub-

annual resolution (Bates et al., 2014). Their distribution is heavily biased towards the 

North Atlantic, but they provide key observational data to quantify multi-decadal 

trends in anthropogenic CO2 uptake and associated pH decline (e.g. Dore et al., 2009; 

Olafsson et al., 2009; González-Dávila et al., 2010; Bates et al., 2012). They also 

provide results which can be compared with output from global coupled ocean-
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atmosphere models for validation purposes (e.g. Le Quéré et al., 2010). As well as 

these time-series sites visited regularly by research ships, there are fixed-point 

sustained observatories which operate semi-autonomously from moorings and can 

measure carbonate chemistry variables at high temporal resolution, for example on 

the Porcupine Abyssal Plain in the Northeast Atlantic where 𝑝CO2
sw has been 

measured at intervals as short as an hour, consecutively for at least 2 years 

(Körtzinger et al., 2008). 

Recent developments in sensor technology have led to an extension of the Argo 

project (http://www.argo.ucsd.edu) to include biogeochemical measurements such 

as pH. The Argo project, which began in the early 2000s, consists of several thousand 

autonomous drifting profiling floats deployed throughout the global ocean, which 

measure physical hydrographic variables in the upper 2000 m of the ocean at a high 

resolution. If the biogeochemical sensors become more widespread they could play a 

vital role filling in the gaps in the more traditional observational data set, especially in 

infrequently-visited regions like the Southern Ocean and parts of the Pacific and in 

chronically under-sampled winter months. 

1.4.1.2 Surface ocean 

Semi-autonomous systems collecting surface ocean 𝑝CO2
sw measurements have been 

widely deployed not only on scientific research vessels but also on cargo and 

passenger ships repeating regular routes across all oceans. These are compiled into 

quality-controlled data syntheses like the Surface Ocean CO2 Atlas (SOCAT) (Pfeil et 

al., 2013; Bakker et al., 2014) and the Lamont-Doherty Earth Observatory (LDEO) 

database (Takahashi et al., 2014b). No other marine carbonate system variable is 

currently measured at this spatial or temporal resolution on a global scale. To remedy 

this, there is ongoing research into estimating 𝑝CO2
sw and other carbonate system 

variables from more widely-available metadata such as sea surface temperature 

(SST) and chlorophyll-a concentration (e.g. Ono et al., 2004). For example, surface 

ocean TA can be robustly estimated from polynomial functions of salinity and SST in 

most open ocean regions (Lee et al., 2006). 

 

1.4.2 Model output 

Model output provides many opportunities to extend analyses of observational data. 

Despite the increasing abundance of observations, there remain significant spatial 
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and temporal gaps. For example, in Chapter 4, output from a simulation described by 

Yool et al. (2013b) of the Nucleus for European Modelling in the Ocean (NEMO), an 

ocean general circulation model (Madec, 2008), coupled with the biogeochemical 

model MEDUSA-2.0 (Yool et al., 2013a), are used to investigate if spatiotemporal 

heterogeneity in the distribution of observations has an adverse effect on calculated 

rates of change for certain variables, and to indicate how representative changes 

observed in a small region might be of changes in the wider surrounding ocean 

basins. Many other different model outputs containing marine carbonate chemistry 

variables are also available, notably the CMIP5 compilation of the Coupled Model 

Intercomparison Project (Taylor et al., 2011). 
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1.5 Thesis overview 

The aims of this thesis are primarily to make developments to the measurement of 

marine carbonate chemistry variables, to use these measurements to constrain 

biogeochemical changes at a hydrographic transect that is previously unstudied in 

this context, and to provide novel insights into how concepts from the marine 

carbonate chemistry system can be usefully applied. More specifically, the existing 

methods for calculating TA from acidimetric titration data are not designed for the 

open-cell hardware set-up without active CO2 purging that is commonly used for 

measurements, so I have adapted these methods to make them more suitable for this 

purpose. Measurements of δ13CDIC are much less abundant than those of the non-

isotopic system variables yet they provide valuable extra insight into the processes 

governing seawater chemistry, so I have measured this variable in samples from two 

cruises in the North Atlantic, and made improvements to the accuracy and precision 

of the calibration procedure. I have combined these methodological developments 

with historical hydrographic data to investigate and quantify the uptake of 

anthropogenic CO2 by the ocean in the Northeast Atlantic, which is a key region in this 

context. Finally, I have introduced a conceptual framework which aims to assess 

theoretically whether marine calcifying phytoplankton like coccolithophores act as 

sources or sinks of CO2 to the environment. 

These aims are addressed in the chapters of this thesis as follows. Chapters 2 and 3 

are about measurements: the former of TA, and the latter of δ13CDIC. Chapter 2 

presents a novel synthesis of existing methods for determining TA from open-cell 

titration data (Gran, 1952; Hansson and Jagner, 1973; Bradshaw et al., 1981; Butler, 

1992; Dickson et al., 2003). Although the approach is complete in its present form and 

can be used to accurately calculate TA, there is scope for further development and 

independent publication of this chapter in the future. Chapter 3 reports 

measurements δ13CDIC of samples collected during recent research cruises. Significant 

adjustments to the processing of the raw data, including calibration and quality-

control, were made to the original procedures used by the laboratory at which the 

measurements were carried out (Scottish Universities Environmental Research 

Centre – Isotope Community Support Facility, East Kilbride, UK), improving efficiency 

and accuracy. A version of the chapter is currently a discussion paper under review 

for the journal Earth System Science Data (Humphreys et al., 2015). Chapter 4 

integrates the methods and data from Chapters 2 and 3 into an investigation of 

uptake of anthropogenic CO2 by the oceans, a key application of marine carbonate 
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chemistry data. Changes at the Extended Ellett Line hydrographic transect in the 

Northeast Atlantic over the past 3 decades are evaluated using observational data 

from recent UK research cruises (Sherwin, 2009; Read, 2010, 2011; Griffiths, 2012; 

Griffiths and Holliday, 2013) and from quality-controlled syntheses of historical 

cruise data (Key et al., 2004, 2010; Schmittner et al., 2013). Output from a coupled 

ocean general circulation-ecosystem and biogeochemical model (Yool et al., 2013b) is 

incorporated in order to assess the reliability of the observational results. Once the 

new synthesis data product GLODAPv2 is released, it will be incorporated into the 

analysis and this chapter will be submitted for publication. Finally, Chapter 5 

examines a critical biological application of the principles and concepts of carbonate 

chemistry, namely the behaviour of coccolithophores in the surface ocean as sources 

or sinks of CO2, from a chiefly theoretical standpoint. A shortened version of this 

chapter is in preparation for publication, with its focus shifted mainly onto the 

implications of the results. 
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2 
Calculating seawater total alkalinity from open-cell 

titration data using a modified Gran plot technique 

Abstract 

To improve the efficiency and transparency of calculating seawater total alkalinity 

from potentiometric titration data, a new code has been written: Calkulate. This runs 

in the MATLAB (MathWorks) program, and determines total alkalinity (TA) using a 

‘modified Gran plot’ approach. This approach has been further developed to take into 

account the now common practices of carrying out open-cell titrations and 

independently measuring the dissolved inorganic carbon concentration (DIC). This is 

achieved by using DIC as an input value and modelling its decrease during the 

titration to account for CO2 loss to the air. The code has been tested using real 

titration data from a recent UK research cruise in the Northeastern Atlantic, and 

cross-over analysis with cruises from the GLODAP and CARINA quality-controlled 

data syntheses suggests that the calculated TA values are accurate: for samples 

collected deeper than 1500 m, the mean offset between all TA measurements for this 

cruise determined using Calkulate and TA data on the same potential density surfaces 

from 7 nearby cruises in the data syntheses was -0.08 μmol kg-1, over an order of 

magnitude smaller than the typical measurement precision for TA. Methods to 

calibrate TA measurements using this script to ensure consistency between 

laboratories are discussed and compared. Different sources of uncertainty are 

evaluated, and their relative impact depends upon how the acid titrant molarity has 

been determined: if this is done independently of certified reference material (CRM) 

measurements, then an accurate value for the volume of sample being titrated is 

particularly essential; if not, then this has a much smaller influence on the results. The 

Calkulate script is provided in Appendix 1. 
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2.1 Introduction 

Total alkalinity (TA) is one of the four commonly-measured carbonate chemistry 

system variables. Dickson (1992) provides a thorough review of the history of the 

concept’s development, which is defined by Dickson (1981) as: 

Equation 2.1 

TA = [HCO3
−] + 2[CO3

2−] + [B(OH)4
−] + [OH−] + [HPO4

2−] + 2[PO4
3−] + [SiO(OH)3

−]

+ [HS−] + 2[S2−] + [NH3] − [H+] − [HSO4
−] − [HF] 

where the square brackets here and hereafter indicate the molality of the enclosed 

chemical species. Measurements of TA are usually based upon the titration of a 

seawater sample with hydrochloric acid (HCl), but a variety of methods exist both for 

the titration procedure and also for the interpretation of the titration results. The 

choice of which combination of these methods is taken to determine TA is usually 

made based on convenience, and it should not bias the measurement. The titration is 

monitored via pH, which can be measured using either a spectrophotometric or a 

potentiometric technique. The titration can be closed-cell, where gases cannot be 

exchanged with the surroundings, or open-cell, where they can. In the former case, 

the dissolved inorganic carbon (DIC) concentration can also be calculated from the 

titration data; in the latter, CO2 is sometimes actively purged from the sample prior to 

measurement, and sometimes not. The acid titrant can be added in repeated small 

increments, with the pH recorded throughout the titration and the shape of the 

titration curve used to calculate TA; or, it can be added until a specific end-point pH 

value is reached, and TA calculated from the amount of acid used. In the former case, 

at least three different methods have been successfully used to determine the 

titration equivalence point and hence TA in seawater samples: modified Gran plots 

(Gran, 1952; Hansson and Jagner, 1973; Bradshaw et al., 1981), non-linear least-

squares curve fitting (Dickson, 1981; Johansson and Wedborg, 1982), and difference 

derivatives (Hernández-Ayón et al., 1999). For certain subsets of these methods, 

studies have demonstrated that consistent TA results can be obtained regardless of 

which specific approach is used. For example, Barron et al. (1983) applied several 

different approaches to simulated titration data, to show that both modified Gran plot 

and curve fitting methods can successfully evaluate seawater TA to a precision of 

0.1 %. Mintrop et al. (2000) found no systematic difference between TA measured 

using open-cell and closed-cell titrations, and none between using incremental acid 

addition with curve fitting and addition to an end-point pH value. Dickson et al. 
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(2003) separately found no systematic offset between TA measured using closed-cell 

and open-cell titrations. Sterile seawater samples with reliable certified TA values, 

called certified reference material (CRM), are available to assess the accuracy and 

consistency of measurements between different laboratories and methods (Dickson 

et al., 2003). 

A common hardware set-up used for oceanographic TA measurements at the present 

day is the Versatile Instrument for the Determination of Total Alkalinity (VINDTA), 

produced by Marianda (Kiel, Germany). The VINDTA carries out a potentiometric, 

open-cell titration of each seawater sample, without active purging of CO2, and using 

regular incremental additions of HCl. Each acid addition is called a ‘titration step’, and 

between each step there is a pause of around 20-30 seconds for the acid to mix with 

the sample and for the electric potential measured across the seawater to stabilise. 

The VINDTA software uses a non-linear least-squares curve fitting approach to 

calculate TA from the titration data. For this calculated TA to be accurate, input 

variables including the HCl titrant concentration and density, and the seawater 

sample’s salinity and total phosphate concentration, must be known at the time of 

analysis. This is not always the case, as TA measurements are frequently carried out 

before quality-controlled metadata become available. Re-calculation of TA with 

updated metadata is possible using the VINDTA software, or with an alternative code 

converted from FORTRAN to run in MATLAB (MathWorks) by D.C.E. Bakker 

(University of East Anglia, UK). While both of these pieces of software are useful tools, 

their application can be inefficient for the large and complex datasets frequently 

generated during research cruises and large sampling programmes. Both use 

methods designed for closed-cell titrations; DIC is determined as well as TA. In 

addition, they are not easy to modify in order to amend the equations or values used 

for equilibrium constants and ionic concentrations, or to take inputs of titration data 

not produced by a VINDTA instrument. To begin to address these issues, a new 

MATLAB (MathWorks) code called Calkulate was developed and is presented in this 

chapter. The equations and method used by Calkulate are described, the influence of 

uncertainty in different inputs on calculated TA is assessed, and the code is tested by 

application to real cruise data. 
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2.2 Theory and methods 

The equations presented in this section are primarily a synthesis of the works of Gran 

(1952), Hansson and Jagner (1973), Bradshaw et al. (1981), Butler (1992) and 

Dickson et al. (2003). The Calkulate code (Appendix 1) uses a modified ‘Gran plot’ 

method (Gran, 1952) to determine seawater TA from VINDTA titration data. This 

approach was modified to include the major ionic interactions in typical seawater by 

Dyrssen and Sillén (1967) and Hansson and Jagner (1973), and was used to 

determine TA for all circa 6000 samples collected during the GEOSECS research 

programme (Bradshaw et al., 1981). For potentiometric titrations, it is an iterative 

process in which the value of TA is refined by repetition of part of the calculation until 

the change in its value between iterations becomes negligible. In general, a Gran plot 

is a graphical interpretation of titration data in which the titration end-point can be 

located using an equation called a Gran function (e.g. Figure 2.1b). For TA, the end-

point is defined by Equation 2.1 as the point where TA = 0, but the progress of the TA 

titration is monitored only by measurement of the pH at each step. A plot of pH 

against the cumulative amount of acid titrant added (ma) is non-linear, and the 

titration end-point corresponds to an inflection point (Figure 2.1a). Because of the 

relatively large increase in ma at each step in VINDTA titrations, the position of this 

inflection point cannot be accurately determined. The Gran function is therefore used 

instead: it is designed such that it is linear with respect to acid addition, and it is equal 

to 0 at the end-point itself (Figure 2.1b); the ma-axis intercept is located at the 

titration end-point, as the amount of acid required to be added to a seawater sample 

to reduce its TA to 0 is equal to that sample’s original TA. In a closed-cell titration, DIC 

can also be determined using a different Gran function, but this is not true of VINDTA 

titrations because the open-cell set-up permits the exchange of carbon dioxide (CO2) 

between the sample and the laboratory air during the titration. However, CO2 is not 

actively purged from the sample prior to measurement, and there is not necessarily 

sufficient time for the sample DIC to fully equilibrate with the laboratory air at each 

titration step, so it is not immediately obvious how to account for this in the 

equations. The existing codes to calculate TA from titration data therefore do not 

include a correction scheme for changes in DIC during the titration, so the one 

suggested by Butler (1992) has been implemented in Calkulate. 
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Figure 2.1. Changes in (a) pH and (b) the Gran function (Ga) throughout an example seawater total 

alkalinity (TA) titration as a function of the cumulative amount of acid titrant added (ma) (i.e. a Gran 

plot). The filled circles indicate the actual acid addition steps. The vertical dotted line indicates the 

location of the titration end-point, which is where ma = Ai and Ga = 0. 

 

On notation: a subscript i indicates that the preceding variable changes upon each 

iteration of the calculations described in Section 2.2.5. A subscript a indicates that the 

preceding variable changes throughout the titration, and so is evaluated separately at 

each acid addition step. This is omitted for the stoichiometric equilibrium constants: 

although these are evaluated separately at each titration step, changes from step to 

step are driven entirely by temperature fluctuations and not by the acid addition, so 

for clarity these variables are not labelled with subscript a. 
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2.2.1 Acquisition of titration data 

Calkulate requires data for three variables which change throughout the titration: the 

cumulative volume of acid added to the seawater analyte, the electric potential 

measured in the sample, and its temperature. The VINDTA instrument produces these 

titration data as text files with a .dat file extension, which Calkulate can directly 

import. If titration data have been generated differently, for example by a different 

hardware system or by computer simulation, then Calkulate can still be used 

provided that the input data is converted into a compatible format. Calkulate also 

requires the acid titrant’s molarity and density, and the volume of the seawater 

sample being titrated along with its salinity, DIC concentration (CT) and dissolved 

inorganic phosphate (PT) concentration. A volume correction factor can be also be 

provided for the burette which delivers the acid titrant to the sample, if this has been 

independently calibrated. 

There is an optional input to replace the temperature recorded in the titration data 

file created by the VINDTA to a uniform value. This option was introduced because 

communication errors between one specific VINDTA instrument at the National 

Oceanography Centre, Southampton and its thermometers have resulted in titrations 

having false temperature data recorded; if left uncorrected, these would significantly 

bias the TA calculation. All samples are routinely warmed to 25.0 °C in a water bath 

prior to analysis, and this water is circulated through a jacket surrounding the 

titration cell, so 25.0 °C can be used as a replacement value with some confidence in 

these cases. 

 

2.2.2 Concentrations and constants 

The expressions used to calculate the concentrations of relevant dissolved chemical 

species not given as inputs (Section 2.2.2.1), and the necessary stoichiometric 

equilibrium constants (Section 2.2.2.2), are mostly those recommended by Dickson et 

al. (2007), but additional options are also provided. For example, the ionic 

concentrations present in synthetic seawater can be used instead of those based on 

measurements of typical natural seawater. In the code, the selection of constants and 

concentrations are handled by a switch block which is robust and easy to modify to 

include new equations or values as required. 
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For conversions between seawater volume and mass, the density of the sample at the 

analysis temperature is calculated using the international one-atmosphere equation 

of state of seawater (Millero and Poisson, 1981). 

2.2.2.1 Chemical concentrations 

Concentrations of dissolved inorganic carbon and phosphorus (CT and PT, Equations 

2.2 and 2.3) are required as Calkulate inputs; these are routinely measured 

independently of total alkalinity. The concentrations of dissolved inorganic sulfur (ST, 

Equation 2.4) and fluorine (FT, Equation 2.5) are also required, but these are not 

routinely measured; however, they can be relatively reliably predicted from salinity 

(Dickson et al., 2007), the sources of which are given in Table 2.1. Calkulate uses the 

Warner (1971) relationship for FT rather than the Riley (1965) value, because the 

latter study – although recommended by Dickson et al. (2007) – is principally about 

observations of anomalous FT concentrations, while the former is concerned with 

obtaining a value representative of ‘normal’ seawater. In either case, the difference 

between the two is sufficiently small that the effect of this choice on calculated TA is 

negligible: for a typical seawater sample, switching from one relationship to the other 

changes the calculated TA by less than 0.03 μmol kg-1 (about 0.001 % of typical 

seawater TA). These relationships are typically reported in terms of a ratio with 

chlorinity. To convert these into ratios with salinity, a salinity:chlorinity ratio of 

1.80655:1 was used, following Dickson et al. (2007). 

Equation 2.2  𝐶T = [CO2] + [HCO3
−] + [CO3

2−] 

Equation 2.3  𝑃T = [H3PO4] + [H2PO4
−] + [HPO4

2−] + [PO4
3−] 

Equation 2.4  𝑆T = [HSO4
−] + [SO4

2−] 

Equation 2.5  𝐹T = [HF] + [F−] 
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Element Calkulate default Alternative(s) provided 

Sulfur (ST) Morris and Riley (1966) Kester et al. (1967)* 

Fluorine (FT) Warner (1971) 
Riley (1965) 

Kester et al. (1967)* 

Table 2.1. Sources of equations for chemical concentrations used by Calkulate. In each row the 

underlined citation is recommended by Dickson et al. (2007). *Kester et al. (1967) values are for their 

synthetic seawater recipe. 

 

2.2.2.2 Stoichiometric equilibrium constants 

The equilibria relevant to the TA measurement involve protons and: bisulfate and 

sulfate ions (Equation 2.6); hydrogen fluoride and fluoride ions (Equation 2.7); 

carbon dioxide, bicarbonate and carbonate ions (Equations 2.8 and 2.9); phosphoric 

acid, dihydrogen phosphate, hydrogen phosphate and phosphate ions (Equations 2.1, 

2.11 and 2.12); and water and hydroxide ions (Equation 2.13): 

Equation 2.6  HSO4
−

𝑘S
⇌ H+ + SO4

2− 

Equation 2.7  HF
𝑘F
⇌ H+ + F− 

Equation 2.8  CO2 + H2O
𝑘1
⇌ H+ + HCO3

− 

Equation 2.9  HCO3
−

𝑘2
⇌ H+ + CO3

2− 

Equation 2.10  H3PO4

𝑘P1
⇌ H+ + H2PO4

− 

Equation 2.11  H2PO4
−

𝑘P2
⇌ H+ + HPO4

2− 

Equation 2.12  HPO4
2−

𝑘P3
⇌ H+ + PO4

3− 

Equation 2.13  H2O
𝑘w
⇌ H+ + OH− 

Various equations in terms of temperature and salinity, mostly empirically-

determined, are available to estimate the stoichiometric equilibrium constants. Those 

used (and available as alternatives) in Calkulate are given in Table 2.2. Once 

calculated from the sample temperature and salinity, all of the equilibrium constants 
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are converted into the Free pH scale (Zeebe and Wolf-Gladrow, 2001, pp. 57–61), and 

all subsequent calculations are carried out on that scale. 

 

Constant(s) Equation(s) Calkulate default Alternative(s) provided 

kS 2.6 Dickson (1990a) Waters and Millero (2013) 

kF 2.7 Perez and Fraga (1987) Dickson and Riley (1979) 

k1, k2 2.8, 2.9 Lueker et al. (2000) Goyet and Poisson (1989)* 

kP1, kP2, kP3 2.1, 2.11, 2.12 Dickson et al. (2007) - 

kw 2.13 Dickson et al. (2007) - 

Table 2.2. Sources of equations for equilibrium constants used by Calkulate. In each row the underlined 

citation is recommended by Dickson et al. (2007). *Goyet and Poisson (1989) determined k1 and k2 

using synthetic seawater following the Kester et al. (1967) recipe. 

 

2.2.3 Nernst equation 

The Nernst equation can be used to convert between the measured electric potential 

for the seawater analyte at each titration step (Ea) and the proton concentration 

([H+]a): 

Equation 2.14  𝐸𝑎 = 𝐸° + 𝑁 ln([H+]𝑎) 

where E°, the standard electrode potential, is a constant to be determined from the 

titration data. Its value depends on the pH scale being used (Marion et al., 2011), and 

the hardware set-up used for the measurement; Ea → E° as [H+]a → 1. The coefficient 

N is given by: 

Equation 2.15 

𝑁 =
𝑅𝑇

𝐹
 

where R is the ideal gas constant, F is the Faraday constant and T is the absolute 

temperature of the seawater sample in units of K. The values of R and F used by 

Calkulate are the 2010 CODATA recommended values (as reported by 

http://physics.nist.gov/cuu/Constants): 8.3144621 J mol-1 K-1 and 

96.4853365 kC mol-1 respectively. 
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2.2.4 Initial estimates of TA and E° 

To ensure convergence during the iterative part of the process, reasonable initial 

estimates of TA and E° must be made. This is achieved by using the original, 

‘unmodified’ Gran function (Gran, 1952). The Gran function (ga, labelled variously F1 

and F2 by other authors) used for this initial estimate is calculated from the titration 

data (Equation 2.16). This function should be linear after the titration end-point is 

passed (the point at which enough acid has been added to reduce the sample’s TA to 

0), and while the pH remains above about 3, sufficiently high to ensure that the 

electrode does not behave in a significantly non-Nernstian manner: 

Equation 2.16  𝑔𝑎 = (𝑀sw + 𝑚𝑎) 𝑒−𝐸𝑎 𝑁⁄  

where Msw is the mass of the seawater sample at the start of the titration, ma is the 

cumulative mass of acid added, Ea is the electric potential measured in the seawater 

analyte at each point, and N is the Nernstian conversion factor (Equation 2.15). The 

ma-axis intercept of a linear least-squares regression between the mass of acid titrant 

added ma and ga is the initial estimate of the total alkalinity in the seawater sample, 

(A0), which is in units of acid mass, not concentration. The initial value of E° (E°0) is 

then estimated by rearranging Equation 2.14; after the titration end-point (i.e. where 

ma > A0), the amount of extra added HCl is roughly equal to [H+], so E°0 can be 

estimated by evaluating Equation 2.17 at each point in the titration curve where ma > 

A0 and taking the mean result: 

Equation 2.17 

𝐸°0 = 〈𝐸𝑎 − 𝑁 ln (
(𝑚𝑎 − 𝐴0)[HCl]

𝑀sw + 𝑚𝑎
)〉  for 𝑚𝑎 > 𝐴0 

where [HCl] is the molality of the acid titrant, and the angle brackets indicate the 

mean over all titration steps where ma > A0. 
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2.2.5 Iterative refinement of TA and E° 

Once the initial estimates A0 and E°0 have been made, their values are refined using an 

iterative process. First, pH (Free scale) is calculated at each titration step from Ea and 

the most recent estimate of E° (E°(i-1)): 

Equation 2.18 

pH𝑎 =
(𝐸𝑎 − 𝐸°(𝑖−1))

log10(𝑁)
 

The proton concentration [H+] is then calculated from pH: 

Equation 2.19  [H+]𝑎 = 10−pH𝑎  

From [H+] and the various ionic concentrations (Table 2.1) and equilibrium constants 

(Table 2.2), the concentrations of all other species at each titration step can be 

determined. Only the species which contribute to TA and which are present at non-

negligible concentrations after the titration has progressed past the titration end-

point (i.e. pH < pk1) are of concern. The relevant equations are: 

Equation 2.20 

[HCO3
−]𝑎 =

𝜇𝑎 𝐿𝑎 𝐶T 𝑘1

[H+]𝑎 + 𝑘1
 

Equation 2.21 

[HSO4
−]𝑎 =

𝜇𝑎 𝑆T [H+]𝑎

[H+]𝑎 + 𝑘S
 

Equation 2.22 

[HF]𝑎 =
𝜇𝑎 𝐹T [H+]𝑎

[H+]𝑎 + 𝑘F
 

Equation 2.23 

[OH−]𝑎 =
𝑘w

[H+]𝑎
 

Equation 2.24 

[H3PO4]𝑎 − [HPO4
2−]𝑎 =

𝜇𝑎 𝑃T ([H+]𝑎
3 − 𝑘P1𝑘P2[H+]𝑎)

[H+]𝑎
3 + 𝑘P1[H+]𝑎

2 + 𝑘P2𝑘P3[H+]𝑎 + 𝑘P1𝑘P2𝑘P3
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where µa is the acid dilution correction factor: 

Equation 2.25 

𝜇𝑎 =
𝑀sw

𝑀sw + 𝑚𝑎
 

and where La (in Equation 2.20 only) is the correction factor for CO2 loss during the 

titration (Butler, 1992): 

Equation 2.26  

𝐿𝑎 =
[H+]𝑎

2 + 𝑘1[H+]𝑎 + 𝑘1𝑘2

(1 + 𝑧)[H+]𝑎
2 + 𝑘1[H+]𝑎 + 𝑘1𝑘2

 

where z controls the rate of CO2 loss; Butler (1992) suggests that z could take a value 

of 0.1. Note that Butler (1992) refers to La using the symbol Fz. 

The Gran function (Ga) is then evaluated throughout the titration using the calculated 

concentrations: 

Equation 2.27   

𝐺𝑎 = (𝑀sw + 𝑚𝑎)([H+]𝑎 + [HSO4
−]𝑎 + [HF]𝑎 + [H3PO4]𝑎 − [HPO4

2−]𝑎 − [HCO3
−]𝑎

− [OH−]𝑎) 

The symbol for this Gran function (Equation 2.27) uses a capital G to distinguish it 

from the initial estimate, which used a lowercase g (Equation 2.16). Equation 2.27 is 

Dickson’s expression for TA (Equation 2.1) (Dickson, 1981), multiplied by -(Msw + ma) 

to make it linear throughout the titration, and with only species with non-negligible 

concentrations after the end-point included. A linear least-squares regression is 

carried out between this updated Ga and the added acid mass (ma) in the pH range 

from 3 to 4. As before, the ma-axis intercept is the next estimate of TA, labelled Ai 

where the subscript i begins at 1 and increases by 1 with each iteration. A new value 

is generated for E° (E°i) using this new Ai and an equation similar to Equation 2.17, 

but improved to include the effect of HSO4
− and HF on the electrode pH measurement: 

Equation 2.28 

𝐸°𝑖 = 〈𝐸𝑎 − 𝑁 ln (
(𝑚𝑎 − 𝐴𝑖)[HCl] − ([HSO4

−]𝑎 + [HF]𝑎)𝑀sw

𝑀sw + 𝑚𝑎
)〉  for 𝑚𝑎 > 𝐴𝑖 

The entire process described in this section, beginning with Equation 2.18, is then 

repeated with the new values. Ideally, the process would be iterated until the 
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difference in Ai each time became smaller than a pre-defined value that is significantly 

smaller than the measurement precision, such as 0.01 % (Hansson and Jagner, 1973). 

At present, Calkulate simply repeats this step 10 times and outputs the final value for 

Ai, converted into concentration units, as the sample TA; unless there are significant 

errors in the titration data, 10 repetitions is more than enough to achieve changes in 

Ai between iterations of less than 0.01 %. 

 

 

Figure 2.2. The Gran function (Ga, black line) evaluated using Equation 2.27, and the relative 

contributions from its components, for the latter part of an example VINDTA titration. The components 

[H+] (red), [HSO4
−] (blue), [HF] (green) and [HCO3

−] (purple) are the concentrations of those species 

multiplied by (Msw + Ma). The + markers indicate the actual acid addition steps. The contributions of 

[H3PO4] − [HPO4
2−] and [OH–] are too small to distinguish from 0 on this scale, so have not been shown. 

The vertical dashed line marked Ai indicates the total alkalinity. 
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2.2.6 Mercuric chloride correction 

The Calkulate script does not include a correction for mercuric chloride addition to 

seawater samples. Mercuric chloride solution is added in order to sterilise the 

seawater and thus prevent biological changes to δ13CDIC after sampling; it has zero TA, 

but when added to seawater samples it does reduce TA by dilution (Dickson et al., 

2007). Consequently, a minor correction can be applied to the final result for TA 

returned by Calkulate: 

Equation 2.29 

TA = TAHgCl2 ∙ 𝐶dil = TAHgCl2 ∙ (1 +
𝑉HgCl2

𝑉sample
) 

where TA is the final corrected value, TAHgCl2 is the output from Calkulate, Cdil is the 

dilution factor, VHgCl2 is the volume of mercuric chloride solution originally added to 

the sample, and Vsample is the volume of the original sample. Best-practice procedures 

suggest that VHgCl2 should be 0.02 % of Vsample for a saturated mercuric chloride 

solution (e.g. 50 μL added to a 250 mL sample), in which case Cdil is 1.0002. This 

correction should not be applied to CRM measurements, as their certified TA is 

measured after mercuric chloride addition and therefore should already include it. 
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2.3 Discussion 

2.3.1 Determination of the acid molarity 

The molarity of the acid titrant should be independently determined and used as an 

input to calculate TA. For example, coulometric titration can be used for acid 

calibration (Taylor and Smith, 1959; Dickson et al., 2003).  Alternatively, acid with a 

certified molarity can be obtained from A.G. Dickson (Scripps Institution of 

Oceanography, USA) and used as a reference to accurately determine the molarities of 

acids produced in-house. The volumes of the pipette which measures the seawater 

sample that is titrated and the burette which delivers acid titrant to the titration cell 

should be precisely determined. Analysis of certified reference material (CRM) also 

obtained from A.G. Dickson (Dickson et al., 2003) can then be used to evaluate the 

measurement accuracy for TA. Of particular importance to determine accurately are 

the acid molarity, the burette volume and the pipette volume, because percentage 

uncertainty in these inputs propagates into a similar magnitude uncertainty in 

calculated TA. Uncertainties in the other inputs have a significantly smaller influence 

on TA (Table 2.3). 

However, all of this information may not be available in practice, especially when TA 

is being re-calculated from archival titration data. If the acid molarity is unknown, it 

can be estimated from CRM titrations, although this means that the CRM can no 

longer be used to assess accuracy. Nevertheless, this is a very common situation, to 

which a solution is required. The data from a CRM titration can be input to Calkulate 

several times with a different acid molarity each time. The approximate acid molarity 

is known, so a small range about this value should be used for the different inputs. 

Each input acid molarity will give a different output TA, and if a small enough range is 

used then a second-order polynomial fit can be made between acid molarity and 

output TA. This fit can then be used to find the acid molarity which produces the 

certified TA value. If the acid molarity found in this way falls outside the range of 

inputs used to generate the fit, the process should be repeated with an adjusted 

range. 
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Variable Input value 
Change in TA for 0.1 % 

change in input / % 

Acid molarity 0.1054 mol L-1 0.0991 

Burette volume 4.9799 mL 0.0989 

Pipette volume 99.416 mL 0.0989 

Salinity 33.651 0.0024 

CT 2026.91 μmol kg-1 0.0005 

Acid density 1.0212 kg L-1 0.0002 

z (Equation 2.26) 0.1 4 × 10-5 

PT 0.42 μmol kg-1 6 × 10-8 

Table 2.3. Percentage changes in calculated total alkalinity (TA) resulting from a 0.1 % change in the 

input values to Calkulate, to evaluate the uncertainty propagation from these inputs. Rows are in 

descending order of importance in terms of percentage: changes in acid molarity have the greatest 

influence on calculated TA, while changes in PT have the smallest. 

 

If any of the other hardware-related inputs are missing, for example the accurate 

pipette volume, then this same method can still be used under certain conditions. 

Most critically, the pipette volumes et cetera must not have changed between the 

analysis of the CRM used to estimate the acid molarity, and the analyses of samples to 

which that acid molarity is applied. If this is the case, the value which has been 

determined is no longer truly an acid molarity, but rather a generic correction factor 

which takes into account all of the inaccuracies in these inputs. Because their effects 

on calculated TA are non-linear, if accurate measurements are not available for these 

hardware-related inputs then values as close as possible to the real ones should be 

used, to minimise error. Accuracy can then be assessed indirectly using cross-over 

analysis between cruises (see Section 2.3.3). Arguably, this method of CRM calibration 

does offset (to some extent) the disadvantage of not being able use CRMs to directly 

assess accuracy; small inaccuracies in the hardware-related inputs do not lead to 

errors in calculated TA as long as the true values of these inputs have not changed 

between CRM and sample analysis. If the acid molarity has been independently 

measured, it is absolutely essential that every single input is precisely correct. 
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Uncertainties in both CT and PT have sufficiently small influences on TA such that, if 

either is unknown, it should still be possible to calculate TA with confidence using an 

estimated value. Estimates could be generated for example by interpolation, if there is 

a missing measurement in the middle of a vertical profile, or by multi-linear 

regression with other hydrographic variables such as temperature and salinity. 

Although uncertainty in acid density has a very small influence on calculated TA 

(Table 2.3), the VINDTA hardware design could be improved by thermostatting the 

acid titrant, because changes in its temperature will affect its density and 

consequently how many moles of acid are delivered to the seawater sample in each 

titration step. As in any titration, knowing the exact amount of titrant that has been 

added to the analyte is critical for an accurate result. 

 

2.3.2 CO2 loss correction 

The coefficient z suggested by Butler (1992) to account for loss of CO2 from the 

sample to the surrounding air during the titration (Equation 2.26) has a non-

negligible influence on the calculated TA (Figure 2.3a). Loss of CO2 causes a decrease 

in CT which should be taken into account to calculate [HCO3
−]𝑎 (Equation 2.20). The 

equation proposed by Butler (1992) (Equation 2.26) is based on the premise that loss 

of CO2 will be a linear function of the change in [CO2] from the start of the titration. A 

somewhat arbitrary value of 0.1 was originally suggested for z, but a value 

appropriate for typical VINDTA measurements could be estimated through a 

relatively simple experiment. According to Equation 2.26, DIC remains relatively 

constant during the latter part of the titration, after the titration end-point (after 

about 2.3 mL of acid added in Figure 2.3b). A titration could be carried out using the 

VINDTA, and a subsample taken directly from the titration cell towards the end of the 

titration. A measurement of the DIC in this subsample would provide a route to 

estimate an appropriate value for Butler’s z. A DIC instrument requiring only a few 

mL of seawater sample for each measurement could be suitable for this purpose (e.g. 

the Apollo SciTech Inc. DIC Analyzer AS-CS). By carrying out repeated titrations of 

subsamples of the same batch of seawater and measuring DIC at a different point 

during each titration, the form of the equation proposed by Butler (1992) to correct 

for CO2 loss could also be validated. Until this has been carried out, the coefficient z 
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should be set to zero, which means that no correction is made, consistent with the 

original methods (Hansson and Jagner, 1973; Bradshaw et al., 1981). 

 

 

Figure 2.3. Effect of varying z (Equation 2.26) on (a) calculated total alkalinity (TA) and (b) dissolved 

inorganic carbon (DIC) throughout an example titration. The filled circles in (a) correspond to the lines 

of the same colour in (b). It is entirely possible for z to take values outside the range of its axis in (a), 

although negative z would mean that DIC was increasing throughout the titration. 

 

2.3.3 Application to real titration data 

Once all of the measurements from a research cruise have been carried out, their 

consistency with other laboratories can be assessed by cross-over analysis. This 

involves comparing the results with nearby measurements from other research 

cruises. Tanhua (2010) has developed a MATLAB (MathWorks) toolbox to perform 

cross-over analysis of TA and other variables with data from the GLODAP (Key et al., 

2004) and CARINA (Key et al., 2010) syntheses. This toolbox compares the new TA 

measurements with those in GLODAP and CARINA which are horizontally within 

200 km, deeper than 1500 m, and at a similar potential density, and calculates the 

mean offset between the new measurements and each cruise in the data syntheses. 

The horizontal limit (200 km) is a trade-off between capturing enough historical data 

to perform an analysis, while remaining local enough to the new data that the results 

are meaningful. The vertical limit (1500 m) is set such that seasonal and interannual 
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variability in TA is minimised. For the CARINA synthesis, offsets in TA of up to 

6 μmol kg-1 between cruises were considered acceptable (Tanhua et al., 2010). 

Application of this cross-over analysis (Tanhua, 2010) to some of the recent data sets 

produced for the Extended Ellett Line hydrographic transect in the Northeast Atlantic 

(Holliday and Cunningham, 2013; Chapter 4) revealed offsets in TA greater than this 

6 μmol kg-1 limit. For example, the mean offset between TA from RRS Discovery cruise 

D365 in 2011 (Read, 2011; Hartman et al., 2014a) and the seven cross-over cruises in 

GLODAP and CARINA was -10.68 μmol kg-1. The raw titration data files were obtained 

for D365 (the analysis had been carried out at the National Oceanography Centre, 

Southampton) and Calkulate was applied to re-calculate these data. The acid 

concentrations were determined from the CRM analyses accompanying the sample 

measurements, as described in Section 2.3.1. The same cross-over analysis was 

performed on the re-calculated TA data; the mean offset against the same seven 

cruises was -0.08 μmol kg-1. Clearly, there was nothing wrong with the original 

measurements, but a problem had arisen during the processing, probably in part due 

to the opacity of the only code available. The TA data for D365 were therefore 

updated to the re-calculated values prior to the analysis described in Chapter 4. 
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2.4 Conclusions 

The code described in this chapter and presented in Appendix 1 is a working product 

which has been used to reliably calculate total alkalinity (TA) from open-cell titration 

data. This script improves upon existing alternatives particularly in terms of 

flexibility, computational efficiency, and applicability specifically to open-cell 

titrations. However, there is scope for continued improvement and development. 

Firstly, measurements of dissolved inorganic carbon (DIC) could be carried out 

during titrations to establish a value for the CO2 loss coefficient z and validate the 

model used to represent it, as described in Section 2.3.2. Secondly, this procedure can 

be simplified for titrations where pH is monitored using a spectrophotometric 

method. For that application, all steps involving Ea and E° would be excluded, no 

‘initial estimate’ of A0 would be made, and the iterative section would be repeated 

only once: the first value calculated for Ai is its final estimate. Thirdly, the script could 

be converted to use the non-linear least-squares curve-fitting approach to evaluate 

TA. Although the curve-fitting approach is arguably less intuitive, it is virtually 

identical in a mathematical sense to the Gran plot method. It also uses an iterative 

process, but might be more efficient computationally as the iteration is performed by 

lower-level code. 
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3 
Measurements of the stable carbon isotope 

composition of dissolved inorganic carbon 

in the Northeastern Atlantic and Nordic Seas 

during summer 2012 

This chapter is currently a discussion paper under review for the journal Earth System 

Science Data (Humphreys et al., 2015). 

Abstract 

The stable carbon isotope composition of dissolved inorganic carbon (δ13CDIC) in 

seawater was measured in samples collected during two cruises in the Northeastern 

Atlantic and Nordic Seas from June to August, 2012. One cruise was part of the UK 

Ocean Acidification research programme, and the other was a repeat hydrographic 

transect of the Extended Ellett Line. In combination with measurements of other 

variables on these and other cruises, these data can be used to constrain the 

anthropogenic component of dissolved inorganic carbon (DIC) in the interior ocean, 

and to help to determine the influence of biological carbon uptake on surface ocean 

carbonate chemistry. The measurements have been processed, quality-controlled and 

submitted to an in-preparation global compilation of seawater δ13CDIC data, and are 

available from the British Oceanographic Data Centre. The observed δ13CDIC values fall 

in a range from –0.58 to +2.37 ‰, relative to the Vienna Pee Dee Belemnite (V-PDB) 

standard. From duplicate samples collected during both cruises, the one-sigma 

precision for the 552 results is ± 0.086 ‰, which is similar to other published studies 

of this kind. Data doi:10.5285/09760a3a-c2b5-250b-e053-6c86abc037c0 

(Northeastern Atlantic), doi:10.5285/09511dd0-51db-0e21-e053-6c86abc09b95 

(Nordic Seas).  
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3.1 Introduction 

To predict the future response of the ocean carbon sink to continued changes to the 

atmospheric CO2 partial pressure (pCO2atm), it is essential first to understand the 

existing spatial distribution of anthropogenic dissolved inorganic carbon (DIC). A 

variety of methods have been employed to achieve this (Sabine and Tanhua, 2010), 

including: back-calculation from DIC, total alkalinity and oxygen measurements 

(Brewer, 1978; Chen and Millero, 1979; Gruber et al., 1996); correlation with 

distributions of other anthropogenic transient tracers such as chlorofluorocarbons 

(Hall et al., 2002); and multi-linear regressions between observational data from 

pairs of cruises separated in time (Tanhua et al., 2007). Multi-decadal measurements 

have shown that increases in the pCO2atm and ocean DIC have been accompanied by 

reductions in their carbon-13 content relative to carbon-12 (δ13C, Equations 3.1 and 

3.2), a phenomenon known as the Suess effect (Keeling, 1979). This occurs because 

anthropogenic CO2 is isotopically lighter (i.e. it has a lower δ13C signature) than pre-

industrial and present-day atmospheric CO2, as a result of its biological provenance; it 

provides another way to investigate the spatial distribution of anthropogenic DIC and 

quantify its inventory (Quay et al., 1992, 2003, 2007; Sonnerup et al., 1999, 2007). 

Additionally, because the δ13C of DIC (δ13CDIC) takes approximately 10 times longer to 

equilibrate with the atmosphere than DIC itself (Lynch-Stieglitz et al., 1995), their 

relative rate of change in the interior ocean can constrain the length of time a given 

water mass last spent at the ocean surface (McNeil et al., 2001a, 2001b; Olsen et al., 

2006). Finally, δ13CDIC measurements are important for verification of predictions 

made by ocean carbon cycle models (Sonnerup and Quay, 2012). 

This chapter presents measurements of seawater δ13CDIC from two cruises during 

summer 2012. The first cruise (RRS James Clark Ross, cruise JR271) was carried out 

by the Sea Surface Consortium, part of the UK Ocean Acidification research 

programme (UKOA). These δ13CDIC measurements will contribute towards quantifying 

the impact of ocean acidification upon the ocean carbon cycle and the biogeochemical 

processes which affect it, a high-level objective for this Northeastern Atlantic/Nordic 

Seas cruise and the UKOA. The second cruise (RRS Discovery, cruise D379) was a 

repeat occupation of the Extended Ellett Line (EEL) hydrographic transect in the 

Northeastern Atlantic. These are the first δ13CDIC measurements made during an EEL 

cruise, establishing a baseline for future work on the transect. These measurements 
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have been used to independently support the quantitative attribution of changes in 

DIC at the EEL to anthropogenic and other drivers (Chapter 4). 

 

 

Figure 3.1. Sample locations for cruises D379 (orange plusses) and JR271 (CTD stations: gold 

diamonds; underway: red squares), along with nearby historical δ13CDIC data locations from the 

Schmittner et al. (2013) compilation, for context: cruises 33RO20030604 (dark blue crosses), 

58GS20030922 (blue inverted triangles), 58JH19920712 (dark blue triangles) and OACES93 (blue 

circles). Grey contours indicate bathymetry at 500 m intervals from the GEBCO_2014 grid, version 

20141103, http://www.gebco.net. 
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3.2 Sample collection 

3.2.1 Cruise details 

Samples for δ13CDIC measurements were collected during two cruises. (1) RRS James 

Clark Ross cruise JR271, which took place between 1st June and 2nd July 2012 in the 

Northeastern Atlantic and Nordic Seas (Leakey, 2012). During JR271, the maximum 

depth sampled at most stations was shallower than 500 m, because the overall 

sampling strategy for that cruise and research programme involved assessment of 

ocean acidification on surface ocean biogeochemical processes. The underway surface 

water samples collected during JR271 were from a transect across the Fram Strait at 

approximately 79°N, the northernmost part of the cruise. (2) RRS Discovery cruise 

D379, which took place between 31st July and 17th August 2012, in the Northeastern 

Atlantic (Griffiths, 2012). Sample collection during D379 was carried out by Alex M. 

Griffiths (University of Southampton). The Extended Ellett Line (EEL) transect 

covered by D379 runs from Scotland to Iceland via the Rockall Trough and plateau, 

and the northernmost section of the route (at 20°W) overlaps the northern end of the 

A16 World Ocean Circulation Experiment (WOCE) hydrographic transect. The 

samples collected cover the full depth range. For both cruises, the sample locations 

are illustrated by Figure 3.1, and information about the number and types of samples 

collected is given in Table 3.1. 

3.2.2 Collection and storage methods 

Prior to sample collection, the containers were thoroughly rinsed with deionised 

water (MilliQ water, Millipore, >18.2 mΩ cm-1). Samples were collected from the 

source (either Niskin bottle or underway seawater supply) via silicone tubing, 

following established best-practice protocols (Dickson et al., 2007; McNichol et al., 

2010). The containers were thoroughly rinsed with excess sample directly before 

filling until overflowing with seawater, taking care not to generate or trap any air 

bubbles. Two different sample containers were used: (1) 100 mL soda-lime glass 

bottles with ground glass stoppers (Dixon Glass, UK), lubricated with Apiezon® L 

grease and held shut with tape; (2) 50 mL glass vials with plastic screw-cap lids and 

polytetrafluoroethylene/silicone septa. Saturated mercuric chloride solution 

equivalent to 0.02 % of the sample container volume was added to sterilise each 

sample before sealing. A 1 mL air headspace was also introduced to the bottles, but 
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the vials were sealed completely full of seawater. The samples were stored in the 

dark until analysis. 

 

Cruise Samples 
CTD stations Underway 

Total 
Bottles Vials Bottles 

JR271 
Unique samples 210 0 17 227 

Incl. duplicates 221 0 17 238 

D379 
Unique samples 62* 263 0 325 

Incl. duplicates 66 284 0 350 

Both 

(Totals) 

Unique samples 272 263 17 552 

Incl. duplicates 287 284 17 588 

Table 3.1. Quantities and types of samples collected during cruises JR271 and D379, and types of 

sample containers used. D379 duplicates where one sample was collected in each type of container are 

counted in the ‘Unique samples – Bottles’ cell (asterisked). The rows labelled ‘Both (Totals)’ show the 

total number of samples collected during both cruises. 
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3.3 Sample analysis 

The δ13CDIC samples were analysed at the Scottish Universities Environmental 

Research Centre Isotope Community Support Facility (SUERC-ICSF) in East Kilbride, 

UK between June and August 2013. 

3.3.1 Definitions 

The abundance of carbon-13 (13C) relative to that of carbon-12 (12C) in a given 

substance X is given by Equation 3.1. For each sample X, RX is then normalised to a 

reference standard using Equation 3.2 to give that sample’s δ13C. 

Equation 3.1   

𝑅𝑋 =
[ C13 ]

𝑋

[ C12 ]
𝑋

 

where [13C]X and [12C]X are the concentrations of 13C and 12C respectively in X.  

Equation 3.2   

δ13C =
𝑅𝑋 − 𝑅𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑

𝑅𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑
∙ 1000 ‰ 

3.3.2 Analysis procedure 

Samples were analysed in a batch process. For each batch, δ13C was measured in 88 

Exetainer® glass vials, each of 12 mL volume. At least 18 vials per batch were set 

aside for calibration standards (‘standard vials’), while the rest were used for 

seawater samples (‘sample vials’). 

Most of the standards were analysed before any samples, at the start of each batch 

(‘initial standards’), except for a pair near the middle and at the end (‘mid-point 

standards’ and ‘end-point standards’ respectively). Three SUERC-ICSF in-house 

standards (powdered carbonate/bicarbonate solids called MAB, NA and CA; see Table 

3.2) were used to calibrate the δ13CDIC results to the Vienna Pee Dee Belemnite (V-

PDB) international standard (Coplen, 1995). These in-house standards have 

previously been calibrated against the NBS 19 international standard by researchers 

at SUERC-ICSF. The initial standards consisted of a range of masses of all 3 of the in-

house standards. The mid- and end-point standards, used for drift correction, were of 

similar mass and the same type (MAB for batches 1 and 2, and NA thereafter). 
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Name Chemical composition C = Certified δ13C V-PDB / ‰ 

MAB CaCO3 + 2.48 

NA NaHCO3 – 4.67 

CA CaCO3 – 24.23 

Table 3.2. The SUERC-ICSF in-house calibration standards. In the final column, C refers to Equation 3.4. 

 

A total of 103 seawater samples were subsampled twice and analysed consecutively 

(‘analysis duplicates’). This was carried out for all samples in the first 2 batches, and 

every 10th sample thereafter. 

The analysis procedure was necessarily slightly different for the standards and 

samples because of their different states (solid and liquid respectively). The standard 

and sample vials were soaked and rinsed with deionised water, then dried overnight 

at 65 °C. The calibration materials were weighed into the standard vials, whilst 80 μL 

of concentrated phosphoric acid (mixed with phosphorus pentoxide to generate 

100 % acid saturation) was added to each sample vial, to convert all of the dissolved 

carbonate and bicarbonate in the seawater sample (added later) into CO2. All vials 

were then closed using plastic screw-cap lids with PTFE/silicone septa to make an 

air-tight seal. These lids were not removed until the entire analysis process was 

complete. All addition or removal of fluids from the vials after this point was via 

injection of a needle through the septa. 

The air in each vial was replaced, to remove CO2, by flushing with helium for 15 

minutes (‘overgassing’). This was an automated process carried out by a CTC 

Analytics PAL system. After overgassing, 1 mL of the phosphoric acid/phosphorus 

pentoxide diluted with deionised water to 10 % concentration (by volume) was 

added to each standard vial. For each sample, a syringe was rinsed 3 times with the 

sample and then used to transfer 1 mL of that sample into the vial. All of the vials 

were then left for at least 24 hours for the standard or sample to fully react with the 

acid and equilibrate with the gas headspace. 

Finally, the gas headspace in each vial was automatically sampled by the PAL System, 

and the δ13C of the CO2 measured 10 times by a Thermo Scientific Delta V mass 

spectrometer attached to a Thermo Scientific Gasbench 2. The set of 10 
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measurements for each sample or standard are henceforth referred to as ‘technical 

replicates’. 
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3.4 Measurement processing 

3.4.1 Batch-by-batch processing 

The raw δ13C results were processed using MATLAB (MathWorks) software in five 

steps: (1) erroneous measurement removal, (2) averaging, (3) peak area correction, 

(4) calibration to V-PDB, and (5) drift correction. Except where specified, these steps 

were applied to each analysis batch independently, using only data from that specific 

batch. 

3.4.1.1 Erroneous measurement removal 

To begin, erroneous δ13C measurements were removed from the sets of technical 

replicates. These typically occurred when the CO2 concentration in a replicate was too 

high or low, resulting in the peak area falling outside of the calibration range. 

Therefore, only measurements with a peak area between 10 and 145 were retained, 

and if fewer than 6 of the original 10 technical replicates for a given sample fell in the 

acceptable peak area range, the entire sample was discarded. 

3.4.1.2 Averaging 

After erroneous measurements were removed, the mean δ13C and peak area was 

calculated from each sample’s technical replicates. These mean values were used for 

the remainder of the data processing. 

3.4.1.3 Peak area correction 

Plots of peak area against raw δ13C reveal relationships which are different for each of 

the 3 calibration standards (Figure 3.2) and for seawater (Figure 3.3). Peak area is 

controlled by CO2 concentration, so a range of peak areas can be generated by using a 

range of masses of calibration standards, or volumes of seawater, in different 

analyses, and these results can be used to quantify and correct for the relationships 

between peak area and raw δ13C. All corrections were linear and made to a peak area 

of 35, which is approximately equal to the mean peak area for all seawater samples 

across all analysis batches. For the calibration standards, the corrections were 

derived using the initial standards. For each batch, a linear least-squares regression 

between peak area and raw δ13C was derived for each standard. Regressions were 

discarded if the range of input peak areas either (1) did not include the value 35, or 

(2) was smaller than 30. The mean gradient for each of the three standards (excluding 
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discarded regressions) was then calculated across all batches and used to make the 

peak area correction for each standard (Figure 3.2). 

 

 

Figure 3.2. Peak area versus δ13C relationships used for the peak area correction of the calibration 

standards (a) MAB, (b) NA and (c) CA (Table 3.2). The grey lines are the linear least-squares best fit for 

each analysis batch, but translated to have a vertical axis intercept of 0 (so that the value of the line at 

peak area = 1 is equal to the gradient). The dashed lines indicate batches excluded from calculation of 

the mean gradient for each standard (thick black line; see text for exclusion criteria). 

 

For the seawater samples, 6 subsamples of a large homogeneous seawater sample 

were taken in volumes from 0.50 to 1.50 mL (in 0.25 mL increments). These were 

measured consecutively during analysis batch #6, and a linear least-squares 

regression of δ13C against peak area was used to make the linearity correction for all 

seawater samples from all batches (Figure 3.3). All corrections were made using an 

equation of the form: 

Equation 3.3  𝛿corr = 𝛿meas − 𝑔(𝐴 − 35) 

where δcorr is the corrected δ13CDIC value; δmeas is the original, uncorrected δ13CDIC 

value; A is the peak area; and g is the appropriate correction gradient. For the 

standards MAB, NA and CA, g is 2.87×10-3, 6.00×10-3 and -1.58×10-3 respectively 

(Figure 3.2), while for the seawater samples, g is 1.04 × 10-2 (Figure 3.3). 
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Figure 3.3. Peak area versus δ13C relationship for homogeneous seawater sampled at a range of 

volumes from 0.5 to 1.5 mL (grey squares). The black best-fit line shows the relationship used to 

correct all seawater samples for peak area, with gradient 0.0104 and vertical-axis intercept 34.9346. 

The vertical dashed line at peak area = 35 indicates the peak area to which corrections have been 

made. 

 

3.4.1.4 Calibration to V-PDB 

The mean of the peak-area-corrected δ13C for each of the 3 calibration standards was 

calculated (L), using only the measurements of the initial standards. A non-linear fit 

(Equation 3.4) between L and the corresponding certified values relative to V-PDB (C, 

Table 3.2) was used to determine constants p, q and r for each batch, and then 

calibrate the samples to the V-PDB international standard (Coplen, 1995). The fit 

used an equation of the form: 

Equation 3.4  𝐿2 + 𝐶2 + 𝑝𝐿 + 𝑞𝐶 + 𝑟 = 0 

3.4.1.5 Drift correction 

An interpolation between three points was used to correct for instrument drift during 

each batch. The index was the analysis position, with the mean analysis positions for 

the initial, mid-point and end-point standards as sample points for the interpolation. 

The initial point was assigned a value (drift) of 0, and mid-point and end-point values 

were calculated by subtracting the mean calibrated δ13C for each of the mid-point and 

end-point standard pairs from their certified values (Table 3.2). Piecewise cubic 

Hermite interpolating polynomial (PCHIP) fits (Fritsch and Carlson, 1980) between 

analysis position and drift were generated and used to correct all results other than 

the initial standards. The PCHIP fits generate a smooth, continuous function with a 
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continuous first derivative that do not predict outputs falling outside the range of 

input values and that fit the data better than other functions (e.g. linear fits), judged 

by eye. 

3.4.2 Quality control 

After calibration, the mean δ13CDIC and its standard deviation (SD) was calculated for 

all seawater samples in all batches. Four of the 608 measurements had extremely low 

δ13CDIC values, more than 6 SDs away from the mean. These measurements were 

discarded; they are assumed to represent sample containers where the air-tight seal 

failed and so the DIC is contaminated with atmospheric CO2, which has a much lower 

δ13C than typical ocean DIC (Lynch-Stieglitz et al., 1995). The δ13CDIC measurements 

were finally combined with their cruise metadata, using the mean values for pairs of 

analysis and sample duplicates, and the differences between the two samples in each 

duplicate pair calculated for statistical evaluation. 

3.4.3 Data availability 

The final, calibrated δ13CDIC results have been archived with the British 

Oceanographic Data Centre and are publicly accessible, free of charge (Humphreys et 

al., 2014a, 2014b). Measurements of additional hydrographic variables for cruise 

D379 are similarly available from the Carbon Dioxide Information Analysis Center 

(Hartman et al., 2014b). The δ13CDIC results have also been submitted to an ongoing 

global compilation of seawater δ13CDIC data (Becker et al., 2015) as part of which they 

will undergo a secondary quality-control procedure. 
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3.5 Discussion and statistics 

3.5.1 Erroneous measurement removal 

The process of removing erroneous measurements from the raw data eliminated 

approximately 1 % of the seawater sample technical replicates, but reduced the mean 

and maximum standard deviation (SD) of these sets of replicates by one and three 

orders of magnitude respectively. Limiting the range of acceptable peak areas was 

responsible for almost all of the reduction in the mean SD and significantly reduced 

the maximum SD. Intermittent very low peak areas were suspected to be a 

consequence of transient liquid blockages in the tubing that drew the gaseous 

samples from the vials into the mass spectrometer. The second step of discarding 

samples with fewer than 6 technical replicates in this acceptable peak area range 

made little difference to the mean SD, but resulted in a further significant reduction to 

the maximum SD (Table 3.3). Figure 3.4 illustrates the SD of all sets of technical 

replicates for samples throughout the analysis. 

 

Measurement 

removal step 

Number of 

measurements 

Number of 

sample sets 

Mean tech. 

rep. SD / ‰ 

Max. tech. rep. 

SD / ‰ 

All raw data 7410 741 0.240 66.60 

10 < peak area < 145 7349 740 0.029 0.616 

Valid tech. reps ≥ 6 7329 734 0.028 0.058 

Table 3.3. Summary of the erroneous measurement removal process for all of the seawater samples.  

Numbers in each row are for all data after application of the measurement removal step indicated in 

the first column. ‘Tech. rep. SD’ = standard deviation of uncalibrated δ13CDIC, calculated for each 

sample’s set of 10 technical replicates. 

 

3.5.2 Calibration to V-PDB 

Initially, a linear fit was used to calibrate the raw δ13C measurements to the V-PDB 

standard. However, application of this calibration to the same standards that it was 

generated from resulted in overestimations of the MAB and CA standards, and 

underestimations for NA, relative to the certified values. The over/underestimates 

were consistent in polarity across all batches, with mean values of +0.08 ‰, –0.10 ‰ 
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and +0.03 ‰ for MAB, NA and CA respectively. This was resolved by using a non-

linear calibration fit. A circular fit (Equation 3.4) was used, rather than an ordinary 

polynomial, because it maintains constant curvature in the calibration space, which 

has the same units (‰) on both axes. With the non-linear fit, for all standards across 

all 11 batches, the mean ± SD of the difference between calibrated and certified δ13C 

was 0.00 ± 0.06 ‰ (MAB, 59 analyses), 0.00 ± 0.11 ‰ (NA, 73 analyses) and 0.00 ± 

0.08 ‰ (CA, 47 analyses) (Figure 3.5). 

 

 

Figure 3.4. Standard deviation (SD) of technical replicates for each seawater sample, after erroneous 

peak removal. Alternating black and grey sections indicate separate analysis batches.  

 

It would be beneficial for future analyses to develop a set of dissolved standards with 

certified δ13CDIC for calibration purposes, to avoid having a different analytical 

method for the standards than for the samples. Certified reference material (CRM) 

seawater produced by A.G. Dickson (Scripps Institution of Oceanography, USA) does 

not have a certified δ13CDIC, but the procedures by which it is created and stored to 

ensure that the DIC and TA do not change should also mean that δ13CDIC is consistent 

between different bottles of the same batch. This could perhaps be used as a starting 

point for creating a standard which can be treated in the same way as the samples. 
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Figure 3.5. Distributions of the difference between calibrated and certified δ13C for calibration 

standards (a) MAB, (b) NA and (c) CA (Table 3.2) in all batches. SD = standard deviation; N = number of 

analyses. 

 

3.5.3 Precision from duplicates 

Comparison with published estimates of precision for δ13CDIC measurements is 

complicated by the various different definitions used in the literature. In this study, 

the mean absolute difference in calibrated δ13CDIC for all analytical duplicate pairs was 

0.053 ‰. This is very close to published values which we believe to be equivalently 

defined. For example, Olsen et al. (2006) quote a long-term precision for δ13C, based 

on replicates, of 0.05 ‰. 

To evaluate the true measurement precision, including error introduced by the 

sampling process, it is necessary to use the sample duplicates rather than the 

analytical duplicates (Table 3.4). The mean duplicate pair difference for samples in 

the same type of container across both cruises was 0.097 ‰. However, where the 

duplicate samples were collected in different containers (one in a bottle, one in a 

vial), the mean absolute duplicate pair difference took the higher value of 0.168 ‰. 

This suggests that the small differences in the sampling method for the different 

containers introduced a small but measurable increase in the error. To test if there 

was a systematic offset in δ13CDIC measured in the different container types, we 

subtracted the vial value from the bottle value for these duplicate pairs with non-

matching containers, and performed a one-sample t-test for the null hypothesis that 

the resulting distribution had a mean value of 0. It was not possible to reject the null 
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hypothesis at the 95 % certainty level, so we did not find a consistent offset between 

the container types. 

 

Cruise Sample container Number of pairs 
Mean absolute 

difference / ‰ 

D379 Same 16 0.109 

JR271 Same 11 0.080 

Both Same 27 0.097 

D379 Different 9 0.168 

Table 3.4. Mean absolute differences between sampling duplicates. The ‘sample container’ column 

indicates whether the duplicates were collected in the same type of container as each other, or 

different containers (i.e. one in a vial, one in a bottle). 

 

The expected SD of many measurements of the same sample (i.e. one-sigma 

precision) can be estimated from the mean of the duplicate pair absolute differences 

by dividing the latter by 2/√𝜋 (Thompson and Howarth, 1973), as follows. Each 

duplicate pair is considered to be two samples randomly drawn from a normal 

distribution, with an SD equal to the one-sigma measurement precision (σ), and a 

mean equal to the ‘true’ δ13CDIC value. If the ‘duplicate pair differences’ are calculated 

by subtracting the δ13CDIC of the first sample in each pair from that of the second, the 

resulting normal distribution of these differences (across all duplicate pairs) should 

have a mean of 0 and a SD of 𝜎√2. The absolute differences therefore form a half-

normal distribution; a generic half-normal distribution has a mean value of the SD of 

the normal distribution that it is half of multiplied by √2/√𝜋. In this case, the SD is 

𝜎√2, and so the mean of the half-normal distribution – that is, the mean of the 

absolute differences between duplicate pairs – is 2𝜎/√𝜋. Thus, the one-sigma 

precision (σ) can be estimated from the mean of the duplicate pair absolute 

differences by dividing the latter by 2/√𝜋. 

For this study, for the duplicates from both cruises which were in the same type of 

container, the precision is therefore 0.086 ‰ (based on mean absolute difference of 

0.097 ‰, Table 3.4). Like the analytical precision, this compares well with equivalent 

published values. For example: Olsen et al. (2006) found an SD of 0.07 ‰ for 16 



Chapter 3: North Atlantic Seawater δ13CDIC Measurements 

61 

samples taken in seawater with ‘very similar physical and chemical water mass 

characteristics’; McNichol et al. (2010) record a ‘replication’ of ±0.03 ‰ from 

measurements of duplicate seawater samples from the Niskin bottle; and Griffith et 

al. (2012) calculated a ‘pooled SD’ for 8 duplicate δ13CDIC samples of 0.23 ‰. 

 

3.5.4 Results distribution 

The measured δ13CDIC values during both cruises D379 and JR271 are illustrated by 

Figures 3.6 and 3.7. All of the δ13CDIC measurements were in the range from to –0.58 

to +2.37 ‰, relative to V-PDB. A detailed description of the distribution of δ13CDIC is 

beyond the scope of this chapter, but the results from the Extended Ellett Line 

hydrographic transect (cruise D379, Figure 3.7) are discussed further in Chapter 4. 

 

 

Figure 3.6. Measured δ13CDIC for all samples from both cruises collected at a depth shallower than 10 m. 

Actual sampling points are indicated by black plusses. 
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.  

Figure 3.7. Measured δ13CDIC for all samples from cruise D379. Actual sampling points are indicated by 

black plusses. Section runs from Iceland to Scotland from left to right; see Figure 3.1 for precise route. 

Bathymetry data are from the GEBCO_2014 grid, version 20141103, http://www.gebco.net, and are 

approximate to the cruise route 

 



Chapter 4: Anthropogenic Carbon at the Extended Ellett Line 

63 

4 
Combined observational and model assessment 

of anthropogenic carbon accumulation 

along the Extended Ellett Line hydrographic transect, 

Northeast Atlantic Ocean, from 1981 to 2013 

Abstract 

Marine carbonate chemistry measurements have been carried out annually since 

2009 during UK research cruises on the Extended Ellett Line (EEL), an oceanographic 

transect in the Northeast Atlantic Ocean. The EEL intersects several water masses 

which are key to the global thermohaline circulation, and therefore it samples a 

critical region to monitor physical and biogeochemical change. Results from these 

EEL cruises have been combined with several quality-controlled data syntheses to 

produce a hydrographic time-series for the EEL transect from 1981 to 2013, and to 

detect multi-decadal increases in dissolved inorganic carbon (DIC) throughout the 

water column with a near-surface maximum rate of 1.65 ± 0.47 μmol kg-1 yr-1. 

Integrating by volume and using corresponding changes in dissolved oxygen (DO) 

and total alkalinity (TA) as proxies for other processes controlling DIC reveals an 

anthropogenic CO2 accumulation rate of 1.71 ± 0.15 mg-C m-3 yr-1 (i.e. approximately 

0.14 ± 0.01 mmol-C m-3 yr-1), which is about 114 % of the global mean. This 

represents only 22.3 ± 2.2 % of the total DIC increase; the remainder is associated 

with increased remineralised organic matter content, which may be driven by lateral 

changes in water mass distributions induced by subpolar gyre contraction, evidenced 

by simultaneous changes in DO, TA, and the stable isotopic composition of DIC. 

Output from a general circulation-ecosystem model demonstrates that spatial and 

temporal heterogeneity in the observations’ distribution does not adversely affect the 

calculated rates of change on multi-decadal timescales, and indicates that the EEL 

observations may track ongoing distal changes in the North Atlantic and Nordic Seas. 
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4.1 Introduction 

Open-ocean time-series sites which monitor marine carbonate chemistry provide 

essential observational data to quantify long-term trends in anthropogenic CO2 

uptake and acidification (e.g. Dore et al., 2009; Olafsson et al., 2009; González-Dávila 

et al., 2010; Bates et al., 2012), and also to validate output from global coupled ocean-

atmosphere models (Le Quéré et al., 2010). However, only a handful of these sites 

exist globally (Bates et al., 2014). In this chapter, a new time-series of carbonate 

chemistry measurements is presented for the Extended Ellett Line (EEL), an open-

ocean transect in the Northeast Atlantic. The EEL runs from Iceland to Scotland via 

the Rockall Plateau (Figure 4.1), and repeated physical measurements have been 

carried out there since 1975 (Holliday and Cunningham, 2013). The transect captures 

the flow of warm, salty water from the North Atlantic into the Nordic Seas, and 

around half of the returning deep, cold overflow current, with the remaining overflow 

returning south via the west of Iceland (Hansen and Østerhus, 2000). This is a critical 

region to monitor because of the importance of the high latitude North Atlantic for 

both oceanic uptake and storage of anthropogenic CO2, estimated to account for 23 % 

of global oceanic anthropogenic CO2 storage despite covering only 15 % of the global 

ocean surface area (Sabine et al., 2004; Khatiwala et al., 2009). As the EEL will 

continue to be surveyed by UK research vessels, this analysis provides a baseline 

which can be extended in future years as more data becomes available. 

This new time-series consists of measurements carried out during annual EEL cruises 

from 2009 to 2013, augmented by hydrographic data from several quality-controlled 

compilations (Key et al., 2004, 2010; Schmittner et al., 2013). It has been used to 

quantify the rate of change of dissolved inorganic carbon (DIC) throughout the water 

column along the EEL, and corresponding changes in apparent oxygen utilisation 

(AOU) and total alkalinity (TA) have isolated its anthropogenic component 

(Section 4.4.1). The partitioning of the DIC change into this and other components is 

supported by observed changes in the stable isotopic composition of DIC 

(Section 4.4.2). Output from a coupled ocean general circulation-biogeochemical 

model demonstrates the robustness of the calculated rates of change, their 

independence from the spatiotemporal heterogeneity of the observations, and 

suggests that changes observed at the EEL may match similar magnitude changes 

throughout the surrounding ocean basins, confirming its importance for continued 

future monitoring (Section 4.4.3). 
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Figure 4.1. Bathymetry of the Extended Ellett Line (EEL) region from the GEBCO_2014 grid (version 

20141103, www.gebco.net). Idealised EEL route (Table 4.1) and surrounding 167 km-radius zone 

around it (from within which data were selected for this analysis – Section 4.3.1.1), are indicated by 

the thick and thin yellow lines respectively. Magenta circles show locations of the ‘model stations’ 

selected to represent the ideal EEL: the TAA data set. Abbreviations: IB = Iceland Basin; RP = Rockall 

Plateau; RT = Rockall Trough; Ice = Iceland; Sco = Scotland. 
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4.2 Methods and data acquisition 

4.2.1 Observations 

4.2.1.1 Carbonate chemistry measurements 

The EEL was occupied annually from 2009 to 2013 by RRS Discovery cruises D340 

(Sherwin, 2009), D351 (Read, 2010), D365 (Read, 2011) and D379 (Griffiths, 2012), 

and RRS James Cook cruise JC086 (Griffiths and Holliday, 2013). Carbonate chemistry 

sample collection and measurements were carried out by V.M.C. Rérolle (D340 & 

D351), M. Esposito (D351 & D365), A.M. Griffiths (D379) and J.-L. Menzel Barraqueta 

(JC086), the latter two under my supervision. Samples for DIC and TA were collected 

from the CTD rosette via silicone tubing into 250 ml borosilicate glass bottles 

following established best practice procedures (Dickson et al., 2007). Immediately 

after sample collection, a 2.5 ml air headspace and 50 µl of saturated mercuric 

chloride solution were added to each bottle. Bottles were then immediately sealed 

with ground glass stoppers lubricated with Apiezon® L grease, and held shut with 

tape. Analysis was carried out at the National Oceanography Centre, Southampton 

using a VINDTA 3C system. For the DIC measurement, all DIC is converted to CO2 by 

acidifying samples with 10 % phosphoric acid, and the CO2 is removed by purging 

with nitrogen gas. The total amount of CO2 in the gas stream is then determined by 

coulometric titration. To measure TA, an open-cell potentiometric titration with 0.1 M 

hydrochloric acid is carried out on the sample, and a modified Gran approach used to 

estimate TA from the titration data (Bradshaw et al., 1981; also see Chapter 2). DIC 

and TA results were calibrated using certified reference material obtained from 

A.G. Dickson (Scripps Institution of Oceanography, USA). Approximately 1 in 10 

samples were collected in duplicate, to estimate the measurement precision: 

± 3 µmol kg-1 for DIC and ± 2 µmol kg-1 for TA. These data have been archived with the 

Carbon Dioxide Information Analysis Center (Hartman et al., 2014a, 2014b, 2014c). 

Note that the TA results for cruise D365 used in this chapter differ from those 

provided by Hartman et al. (2014a) for the reasons discussed in Section 2.3.3 – they 

have been recalibrated in order to correct systematic offsets with measurements 

from previous cruises. 
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4.2.1.2 𝛿13𝐶𝐷𝐼𝐶 measurements 

During cruise D379, samples were collected to measure the stable isotopic 

composition of DIC (δ13CDIC) by A.M. Griffiths. Full details of the sample collection 

and analysis are provided in Chapter 3 and by Humphreys et al. (2015), and the data 

set is freely accessible (Humphreys et al., 2014b). 

4.2.1.3 Other measurements 

Continuous depth profiles of temperature (T), conductivity, pressure (P) and 

dissolved oxygen (DO) were recorded at each sampling station using SeaBird 911 

CTDs. Conductivity and DO data were calibrated using at-sea analysis of discrete 

samples from Ocean Test Equipment samplers by salinometer (Autosal, Guildline) 

and Winkler titration respectively. The calibration of sensors gave uncertainties of 

±0.003 to 0.005 in salinity (S) and ±5 µmol kg-1 in DO for these cruises (Sherwin, 

2009; Read, 2010, 2011; Griffiths, 2012; Griffiths and Holliday, 2013). 

 

4.2.2 Data syntheses 

Data from the GLobal Ocean Data Analysis Project (GLODAP) (Key et al., 2004) and 

CARbon dioxide IN the Atlantic Ocean (CARINA) (Key et al., 2010) syntheses were 

combined with the measurements carried out during the recent EEL occupations 

from 2009 to 2013. Carbonate chemistry data in GLODAP from the Transient Tracers 

in the Ocean – North Atlantic Study (TTO-NAS) (Brewer et al., 1985) were adjusted 

following Tanhua and Wallace (2005). 

The δ13CDIC data in GLODAP and CARINA (Key et al., 2004, 2010) have not undergone 

a secondary quality-control process, so we have instead used the compilation 

prepared by Schmittner et al. (2013). This consists of a high-quality subset of the 

GLODAP and CARINA results, augmented by data from additional cruises (Gruber et 

al., 1999). The estimated accuracy of these δ13CDIC values is between 0.1 and 0.2 ‰ 

(Schmittner et al., 2013). 
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4.2.3 Model output 

The output of a simulation described in detail by Yool et al. (2013b) was obtained 

(referred to as the ‘anthropogenic simulation’). This had been run from the year 1860 

to 2100, and consisted of the size-based intermediate complexity ecosystem model 

MEDUSA-2.0 (Yool et al., 2013a) coupled to the physical model version 3.2 of the 

Nucleus for European Modelling of the Ocean (NEMO) (Madec, 2008). The horizontal 

resolution is approximately 1° × 1° (with 292 × 362 grid points), and vertical space is 

divided into 64 levels which increase in thickness from about 6 m at the surface to 

250 m at a depth of 6 km. Each vertical column of grid points is referred to as a ‘model 

station’. Surface forcing of NEMO used output from the HadGEM2-ES Earth-System 

model (Collins et al., 2011), and the DIC and TA fields in MEDUSA-2.0 were initialised 

using the GLODAP climatology (Key et al., 2004). Atmospheric 𝑝CO2 followed 

historical data from 1860 through 2005, and then switched to Representative 

Concentration Pathway 8.5 (Riahi et al., 2011) for the rest of the simulation. Basic 

validation of the output, by comparison with recent observations, was performed by 

Yool et al. (2013b). Output from a second ‘control simulation’ was also obtained, 

which had the same set-up except that the mean atmospheric 𝑝CO2 was held at a pre-

industrial value of 286 µatm throughout. 

 

4.2.4 Bathymetry 

Bathymetric data from the GEBCO_2014 30 arc-second grid (version 20141103, 

www.gebco.net) were obtained for the EEL and its immediate surrounding area. The 

bathymetry of the idealised EEL route (Table 4.1) was derived from this data by 

linear interpolation of depth from the GEBCO_2014 latitude and longitude grids. 
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4.3 Data processing 

4.3.1 Subsampling 

4.3.1.1 Observations 

All data in GLODAP, CARINA and from the recent EEL cruises falling within 167 km of 

an idealised EEL route, running in straight lines (great circles) through the waypoints 

listed in Table 4.1, were selected to create the ‘observational’ data set (Table 4.2). 

Many of the cruises in GLODAP and CARINA passing through the EEL region did not 

follow the EEL route, so 167 km was chosen as the optimal radius to satisfy the trade-

off between capturing enough historical data to perform an effective analysis while 

still remaining local to the EEL. To avoid bias from differences in variable 

distributions, only data points with values for all of the following variables were used 

in the analysis: latitude, longitude, pressure (or depth), temperature, salinity, DIC and 

DO. Total alkalinity is not included in this list because its inclusion significantly 

reduces the number of data available, and as it does not show significant multi-

decadal changes any resulting distribution bias is negligible. 

 

Latitude / °N Longitude / °W Notes 

63.30 020.00 North-western end of  EEL transect, near Iceland 

60.00 020.00 
Mid-Iceland Basin; idealised EEL route departs from 

WOCE A16N transect 

57.60 013.60 Rockall Plateau 

57.45 011.10 Anton Dohrn Seamount, mid-Rockall Trough 

56.75 007.85 European continental shelf 

56.65 006.15 South-eastern end of EEL transect, near Scotland 

Table 4.1. Waypoints along the idealised route for the EEL transect (Figure 4.1). The idealised route 

follows direct great-circle paths between these points. 

 

The same processing was carried out separately for the Schmittner et al. (2013) data 

set plus D379 δ13CDIC measurements (Chapter 3), without the requirement for DIC 

and DO data at each point, to form the ‘isotopes’ data set (Table 4.3). 
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Cruise dates 
Data 

source 
Cruise code 

Number of observations 

Other variables Total alkalinity 

Jul 1981 TTO-NAS TTONAS_4 53 53 

Aug 1981 TTO-NAS TTONAS_5 31 31 

Apr-Jun 1989 CARINA 31AN119 29 23 

Aug 1989 CARINA 64TY8908 53 50 

Jul 1990 CARINA 64TY9003 138 0 

Apr-May 1991 CARINA 164TY9104 684 0 

Nov 1991-Oct 1992 CARINA IrmingerSea 31 0 

May 1992 CARINA 06MT021/3 11 11 

Jul 1992 CARINA 58JH9207 27 0 

Aug 1993 GLODAP OACES93 144 137 

Jul-Aug 1994 CARINA 58JH9408 125 0 

Jul 1996 CARINA 06MT362 23 23 

May 1997 CARINA 06MT392 37 29 

Jun 1997 GLODAP 316N151_2 224 224 

Jun-Jul 1999 CARINA 06MT452 117 0 

Sep-Oct 2000 CARINA 64PE169 58 0 

Jul 2001 CARINA 06MT504 100 95 

Jun 2003 CARINA 
CLIVAR 

A16N_2003 
173 169 

Jun 2009 EEL D340 82 82 

May 2010 EEL D351 62 62 

May 2011 EEL D365 445 441 

Aug 2012 EEL D379 423 418 

May 2013 EEL JC086 429 423 

Jul 1981-May 2013 All sources All cruises 3499 2271 

Table 4.2. Details for all cruises from which observational data were selected, excluding δ13CDIC data 

(Table 4.3). Data sources are ‘TTO-NAS’ (data from GLODAP, adjusted following Tanhua and Wallace 

(2005)), ‘CARINA’ (Key et al., 2010), ‘GLODAP’ (Key et al., 2004), and ‘EEL’ (recent cruises by UK 

research ships; description given in this paper). The ‘cruise dates’ and ‘number of observations’ 

columns refer only to the data used in this study, from within a 167 km radius of the idealised EEL 

route (Table 4.1). 
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Cruise dates Data source Cruise code 
Number of 

observations 

Aug 1993 Schmittner OACES93 59 

Jun 2003 Schmittner 33RO20030604 5 

Oct 2003 Schmittner 58GS20030922 11 

Aug 2012 EEL D379 321 

Aug 1993-Aug 2012 All sources All cruises 396 

Table 4.3. Details for all cruises from which observational δ13CDIC data were selected. Data sources are 

‘Schmittner’ (Schmittner et al., 2013) and ‘EEL’ (recent cruises by UK research ships; description given 

in Chapter 3). The ‘cruise dates’ and ‘number of observations’ columns refer only to the data used in 

this study, from within a 167 km radius of the idealised EEL route (Table 4.1). 

 

4.3.1.2 Model output 

The model outputs were subsampled into several different data sets (Table 4.4). 

Firstly, monthly mean fields from both simulations (anthropogenic and control) were 

subsampled to match the spatiotemporal distribution of observational data as closely 

as possible, using a nearest-neighbour approach. These data sets are hereafter 

referred to as SAM and SCM (Subsampled Anthropogenic Monthly and Subsampled 

Control Monthly respectively). The SAM data set is therefore the model equivalent of 

the real EEL observations, and SCM is the same but with no anthropogenic CO2. 

Secondly, annual mean fields from the anthropogenic simulation, from 1981 to 2013 

inclusive within the region from 25°N to 75°N and 70°W to 10°E were extracted to 

form the data set called FAA (Full Anthropogenic Annual). Finally, all results at the 

closest model locations to the idealised EEL transect route (Figure 4.1) were selected 

from FAA to form the TAA data set (Transect Anthropogenic Annual). This TAA data 

set can be considered as representing the EEL sampled uniformly throughout the 

study period; rates of change of variables calculated using TAA are the standard 

against which the quality of the other model data sets are judged. 
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Data set 

abbreviation 

Dates 

included 

Locations 

included 
Simulation Resolution 

SAM (Subsampled 

Anthropogenic 

Monthly) 

Matching 

observations 

Matching 

observations 
Anthropogenic Monthly 

SCM (Subsampled 

Control Monthly) 

Matching 

observations 

Matching 

observations 
Control Monthly 

FAA (Full 

Anthropogenic 

Annual) 

1981-2013 
25 to 72°N, 

070°W to 010°E 
Anthropogenic Annual 

TAA (Transect 

Anthropogenic 

Annual) 

1981-2013 

Model EEL 

transect 

(Figure 4.1) 

Anthropogenic Annual 

Table 4.4. Summary of the model data sets and abbreviations used to refer to them. 

 

4.3.2 Derived variables 

Potential density at P = 0 (𝜎0), in situ density (ρ), and potential temperature were 

calculated from T, S and P using the Gibbs-SeaWater Oceanographic Toolbox for 

MATLAB (MathWorks) (McDougall and Barker, 2011). Apparent oxygen utilisation 

(AOU) was calculated from potential temperature, S and DO using the combined fit 

coefficients of García and Gordon (1992). 

 

4.3.3 Interpolations and rates of change 

For the observational, SAM, SCM and TAA data sets: at each sampling station, 

measured DIC, TA, AOU, S, δ13CDIC and depth were interpolated at 𝜎0 values 

ascending in units of 0.001 from 26 to 28, using piecewise cubic interpolations of the 

measurements (Fritsch and Carlson, 1980). Figure 4.2 illustrates these interpolations 

at an example sampling station from the observational dataset, while Figure 4.4 

shows the same for the ‘matching’ data in SAM. Potential density is a better 

interpolant than depth as it tracks vertical movements of water masses in the time 

between successive observations; it has previously been effectively used with this 

interpolation method for the same purpose of comparing variables between cruises 

(e.g. Tanhua et al., 2010). A small number of stations had fewer than the 4 unique 

measurements required to carry out the interpolation, so no interpolation was 
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carried out; instead, the measured values were assigned to the closest 𝜎0 level. No 

extrapolations were performed beyond the measured 𝜎0 range at any station. Linear 

least-squares regressions between each variable and the sampling date were used to 

determine the rate of change at every 𝜎0 level (e.g. Figure 4.3 for observations, Figure 

4.5 for SAM). The mean value for each variable was also calculated for each 𝜎0 across 

all of the data. The rate of change of any variable X is reported as dX/dt = R ± U, where 

R is the rate of change of X, and U is its uncertainty. The value of U is the ‘1-sigma’ 

confidence interval (i.e. 68.3 % confidence) taking into account the increase in 

uncertainty driven by autocorrelation in the variables. This confidence interval is 

appropriate because it is the same level at which the precision of carbonate chemistry 

data is typically reported. Both R and U were calculated using the MATLAB 

(MathWorks) function regress2, written by I. Eisenman (Scripps Institution of 

Oceanography, USA; http://eisenman.ucsd.edu/code/matlab-toolbox/regress2.m), 

which is based on the methods of Bartlett (1935) and Bretherton et al. (1999), and 

which computes a linear regression but reports confidence intervals that account for 

the autocorrelation. Rates of change calculated at 𝜎0 levels which did not include any 

data from both the earliest and most recent years of data (1992 and 2012 

respectively for δ13CDIC, 1981 and 2013 for all other variables) were excluded from 

further analysis. 

The same interpolation process was carried out for the FAA data set, but the rates of 

change were calculated independently for each model station. At each 𝜎0 layer, the 

rate of change of each variable in the TAA data set was subtracted from the 

corresponding FAA rate. These values, representing the difference between the rate 

of change of a variable X at each model station in FAA and its rate of change in the 

ideal model EEL (TAA), are referred to as Δ[dX/dt]. Positive values indicate a greater 

rate in FAA than TAA, so the variable is increasing faster at the point in FAA than it is 

at the same 𝜎0 at the EEL itself. Rates of change considered representative of the 

North Atlantic and Nordic Seas for each 𝜎0 layer were calculated for each variable by 

finding the mean rate of change at all model stations in the range from 25 to 40°N and 

070 to 030°W for the North Atlantic, and 66 to 72°N and 012°W to 001°E for the 

Nordic Seas. 
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Figure 4.2. Measurements (circles) and interpolations against σ0 used to calculate rates of change 

(lines) for (a) dissolved inorganic carbon (DIC), (b) apparent oxygen utilisation (AOU), (c) total 

alkalinity (TA) and (d) depth, for a typical sampling station (specifically EEL cruise D379, station B12, 

12th August 2012). 
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Figure 4.3. Example of data used to determine rates of change; includes all data within 167 km of the 

idealised EEL route, interpolated to 𝜎0 = 27.600. Individual data points are semi-transparent. Rates of 

change are: (a) dissolved inorganic carbon (DIC), 0.56 ± 0.06 µmol kg-1 yr-1, r = 0.508, n = 226; (b) 

apparent oxygen utilisation (AOU), 1.13 ± 0.09 µmol kg-1 yr-1, r = 0.651, n = 226; (c) total alkalinity 

(TA), 0.01 ± 0.05 µmol kg-1 yr-1, r = 0.022, n = 132; and (d) depth, 1.65 ± 1.03 m yr-1, r = 0.107, n = 226; 

where r is the correlation coefficient, and n the number of measurements. 
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Figure 4.4. Model output (circles) and interpolations against σ0 used to calculate rates of change (lines) 

for (a) dissolved inorganic carbon (DIC), (b) apparent oxygen utilisation (AOU), (c) total alkalinity (TA) 

and (d) depth, for the data in SAM matching the observations in Figure 4.2. Note that there are fewer 

data points here than in Figure 4.2; this is because of the lower vertical resolution of the model than 

the observations, so multiple observational data points are matched to the same model point. 



Chapter 4: Anthropogenic Carbon at the Extended Ellett Line 

77 

 

Figure 4.5. Example of model data from SAM used to determine rates of change; includes all data 

within 167 km of the idealised EEL route, interpolated to 𝜎0 = 27.600. Individual data points are semi-

transparent. Rates of change are: (a) dissolved inorganic carbon (DIC), 0.39 ± 0.03 µmol kg-1 yr-1, 

r = 0.694, n = 219; (b) apparent oxygen utilisation (AOU), 0.38 ± 0.09 µmol kg-1 yr-1, r = 0.287, n = 219; 

(c) total alkalinity (TA), -0.12 ± 0.07 µmol kg-1 yr-1, r = -0.118, n = 219; and (d) depth, -2.26 ± 0.90 

m yr-1, r = -0.168, n = 219; where r is the correlation coefficient, and n the number of measurements. 
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4.3.4 Column inventories 

To quantify volume-integrated rates of change (column inventories) for each variable, 

the average depth of each 𝜎0 level was calculated by applying a smoothing spline 

interpolation to the mean depth at each 𝜎0 value, thus ensuring that the depth of each 

successive σ0 value increased monotonically. The horizontal distance of the idealised 

EEL route which was above the seafloor at each of these mean depths was then 

measured using the interpolated GEBCO_2014 bathymetry. The cross-sectional area 

of the interval between each pair of 𝜎0 values was calculated as the product of the 

difference between the depths and the mean of the above-seafloor lengths (Figure 

4.6). Rates of change with units of µmol kg-1 yr-1 were converted to 

µmol m-3 yr-1 using the mean in situ density (ρ) for all measurements in each interval, 

then multiplied by the cross-sectional area and unit thickness to give the total rate of 

change. The sum of this result over all layers gave the column inventory change in 

each variable. The reported uncertainties were calculated by combining the errors in 

rate of change across all 𝜎0 layers. This process was carried out separately for each 

data set. For the anthropogenic component of DIC (DICanth) inventory, all negative 

values of dDICanth/dt were set to equal 0 prior to summation, a step common to this 

type of calculation (e.g. Vázquez-Rodríguez et al., 2009). This is necessary because 

negative values of small magnitude persist through the deeper part of the water 

column, constituting a large fraction of the total water volume, so they can mask the 

true anthropogenic signal from nearer to the surface. 
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Figure 4.6. Schematic illustration of cross-sectional area calculations for determining column inventory 

changes. The mean depths (𝑧(𝜎0
A) and 𝑧(𝜎0

B)) of two 𝜎0 levels (𝜎0
A and 𝜎0

B) are determined as 

described in the text (Section 4.3.4). The horizontal distances of the idealised EEL route (total length 

L(EEL)) that are above the sea floor at each of these depths (i.e. the orange horizontal lines) are 𝐿(𝜎0
A) 

and 𝐿(𝜎0
B1) + 𝐿(𝜎0

B2). The cross-sectional area (Axs, orange shaded area) of the interval between 𝜎0
A 

and 𝜎0
B is calculated as the product of the difference between the depths and the mean of the above-

seafloor lengths, as indicated by the equation for Axs. This is carried out for every adjacent pair of 𝜎0 

levels in order to calculate column inventories for the entire water column. 
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4.4 Results and discussion 

4.4.1 Multi-decadal DIC increase 

4.4.1.1 Isolating the anthropogenic component 

Increases in DIC from 1981 to 2013 are observed throughout the water column. The 

dDIC/dt decreases with depth, from a maximum of 1.65 ± 0.47 µmol kg-1 yr-1 in the 

shallowest 𝜎0 layers, to a deep minimum of 0.02 ± 0.10 µmol kg-1 yr-1 (Figure 4.7a). 

This non-zero dDIC/dt implies that the processes controlling DIC – the carbonate 

pump, soft tissue pump, and the solubility pump (Gruber et al., 1996) – are not 

operating in steady state. We can use changes in other measured variables to 

deconvolve the total DIC change into these component processes. 

Equation 4.1  𝑑DIC/𝑑𝑡 = 𝑑DICcarb/𝑑𝑡 + 𝑑DICsoft/𝑑𝑡 + 𝑑DICsol/𝑑𝑡 

The ‘carbonate pump’ is the formation and dissolution of calcium carbonate (CaCO3). 

Increasing its rate of dissolution relative to formation would drive an increase in DIC, 

accompanied by an increase in TA of double the magnitude (Wolf-Gladrow et al., 

2007). Its contribution to the total 𝑑DIC/𝑑𝑡, dDICcarb/dt, can therefore be determined 

as: 

Equation 4.2  𝑑DICcarb/𝑑𝑡 = 0.5 ∙ (𝑑TA/𝑑𝑡 − 𝑅N/O2 ∙ 𝑑AOU/𝑑𝑡)  

where the 𝑑AOU/𝑑𝑡 term corrects for changes in TA driven by nitrate release during 

organic matter remineralisation, and 𝑅N/O2 (the stoichiometric ratio of nitrogen to 

oxygen in particulate organic matter) is -0.0941 ± 0.0081 (Anderson and Sarmiento, 

1994). In the observations, changes in TA are very small: 𝑑TA/𝑑𝑡 is between 

0.23 ± 0.26 and -0.19 ± 0.10 µmol kg-1 yr-1, and 𝑑DICcarb/𝑑𝑡 is in the range between 

0.16 ± 0.13 and -0.08 ± 0.05 µmol kg-1 yr-1 (Figure 4.7a). The observed DIC increase 

was therefore not significantly driven by changes in the carbonate pump. 
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Figure 4.7. Rate of change of dissolved inorganic carbon DIC and its soft tissue pump (soft), carbonate 

pump (carb) and anthropogenic (anth) components (orange, blue-purple, green and black-grey 

respectively; see labels in (c)) throughout the water column for the (a) observations, (b) SAM, (c) TAA 

and (d) SCM data sets (Table 4.4). Shaded regions indicate ± one-sigma uncertainty. Vertical grey lines 

indicate 𝜎0 with mean depths of 100 m, 1 km and 2 km in each data set. Note different horizontal scale 

for (a). 
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Biological activity, concentrated near the ocean surface, converts dissolved inorganic 

nutrients to particulate organic matter (POM), some of which sinks and remineralises 

at depth, returning the nutrients to solution: the soft tissue pump. Remineralisation 

also takes up DO, thereby increasing AOU. The component of dDIC/dt caused by 

changes in organic matter remineralisation, 𝑑DICsoft/𝑑𝑡, can therefore be estimated 

from dAOU/dt: 

Equation 4.3  𝑑DICsoft/𝑑𝑡 = −𝑅C/O2 ∙ 𝑑AOU/𝑑𝑡 

where 𝑅C/O2 is the increase in DIC as a fraction of DO uptake during this process, 

which takes a constant value of -0.688 ± 0.092 (Anderson and Sarmiento, 1994). The 

rate of dDICsoft/dt is close to 0 in the upper water column, but it closely tracks dDIC/dt 

for 𝜎0 > 27.4 (Figure 4.7a). 

The remaining DIC increase is concentrated in 𝜎0 layers close to the ocean surface 

(Figure 4.7a), and is attributed to increases in air-to-sea CO2 transfer at the surface 

outcrop regions for these layers. Assuming no long-term trend in air-sea CO2 

disequilibrium from 1981 to 2013 (i.e. 𝑑DICdiseq/𝑑𝑡 = 0), this increase represents the 

accumulation of DICanth: 

Equation 4.4  𝑑DICanth/𝑑𝑡 = 𝑑DICsol/𝑑𝑡 − 𝑑DICdiseq/𝑑𝑡 ≈ 𝑑DICsol/𝑑𝑡 

The choice of POM stoichiometry controls the values of 𝑅C/O2 and 𝑅N/O2, and so 

clearly influences the calculation of the partitioning of dDIC/dt into its carbonate and 

soft tissue components (Equations 4.2 and 4.3). The values which we have chosen to 

use for 𝑅C/O2 and 𝑅N/O2, -0.688 ± 0.092 and -0.0941 ± 0.0081 respectively, are based 

on global macronutrient measurements (Anderson and Sarmiento, 1994) and feature 

a higher O2 coefficient than the ‘original’ stoichiometry of Redfield et al. (1963), which 

gives -0.768 for 𝑅C/O2 and -0.116 for 𝑅N/O2. Using a higher O2 coefficient than in the 

original stoichiometry is supported by considerations of the composition of several 

groups of algal biomolecules (Anderson, 1995). Switching between these 

stoichiometries does not significantly alter our results for 𝑑DICanth/𝑑𝑡, relative to 

their uncertainty: the different stoichiometries result in a difference in the mean 

𝑑DICanth/𝑑𝑡 across all 𝜎0 of 0.05 µmol kg-1 yr-1, and a change in the volume-integrated 

inventory change for the entire EEL of about 8 % (with the newer stoichiometry 

giving the higher DICanth inventory) – no larger than the uncertainty propagated into 

this inventory estimate directly from the rates of change, 9 %. Furthermore, the 

original value for 𝑅C/O2 (Redfield et al., 1963), which has a much bigger influence on 
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the DICanth calculation than 𝑅N/O2 does, falls within the uncertainty of the more recent 

result (Anderson and Sarmiento, 1994). Consequently, this is not considered to be an 

important source of uncertainty in the results. 

4.4.1.2 Changes throughout the water column 

The anthropogenic DIC increase at the EEL is confined in and above the thermocline 

(𝜎0 < 27.5), in accordance with previous global-scale observations of its distribution 

(Sabine et al., 2004). In this upper part of the water column, calculated 𝑑DICanth/𝑑𝑡 is 

consistent with similar analyses in the nearby or overlapping regions of the Iceland 

Basin (Pérez et al., 2010) and southern Rockall Trough (McGrath et al., 2012a). At 

greater depths, 𝑑DICanth/𝑑𝑡 is close to or slightly less than 0 (Figure 4.7a). This is a 

common feature for this type of method (e.g. Vázquez-Rodríguez et al., 2009). 

Most of the soft-tissue component of the DIC increase is likely caused by changes in 

the distribution of water masses within 𝜎0 layers, rather than by increasing export 

and remineralisation of POM along the EEL itself. Although sufficient in situ data do 

not exist to directly confirm the presence or absence of a multi-decadal trend in POM 

export and remineralisation in the EEL region, the rate of this process is unlikely to be 

increasing fast enough (if at all) to cause the observed peak in 𝑑DICsoft/𝑑𝑡: export 

rates can be estimated as a function of, amongst other things, surface chlorophyll-a, 

with higher concentrations accompanying higher export rates (e.g. Dunne et al., 

2007); satellite observations have in fact detected a small decline in chlorophyll-a 

from 1998 to 2012 for the northern North Atlantic (Gregg and Rousseaux, 2014). 

Considering instead water mass distributions: at 𝜎0 less than 27.70, the EEL samples 

a mixture of waters from the subtropical and subpolar gyres; contraction of the 

subpolar gyre increases the relative size of the subtropical component, while 

expansion decreases it (Hátún et al., 2005). The subpolar gyre index (SPGI) can be 

interpreted as a measure of the degree of its contraction, with lower values indicating 

a more contracted gyre. Its value has decreased significantly during the period of our 

study, especially since the early 1990s (Hátún et al., 2005; Hughes et al., 2012), in a 

process which has separately been shown to drive a decrease in macronutrient 

concentrations in the Rockall Trough (Johnson et al., 2013). Bio-geographical shifts at 

virtually all trophic levels in the North Atlantic during the past century have also been 

linked to changes in the SPGI (Hátún et al., 2009). The increasing southern water 

contribution is a combination of Eastern North Atlantic Water, formed in the Bay of 

Biscay (McGrath et al., 2012b), and highly-saline Mediterranean Water (Burkholder 
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and Lozier, 2011; McGrath et al., 2012b). Data from GLODAP and CARINA indicate 

that DIC and AOU along 𝜎0 layers increase to the south of the EEL region, so an 

increasing southern influence on the water at the EEL would increase DIC and AOU at 

the EEL, as we observe. 

Between 𝜎0 of 27.70 and 27.85, the EEL samples Labrador Sea Water (LSW). The 

properties of this water mass are highly variable both spatially and temporally in this 

region, because it undergoes extensive mixing with other water masses – including 

recirculating LSW ventilated in earlier years – during its transport from its source to 

the EEL region (Yashayaev et al., 2007). So, although an increase in DICanth in the LSW 

is not observed during the study period, any anthropogenic signal from the source 

region could have been suppressed by mixing with an older LSW, or other water mass 

with lower DICanth content. Again, increased in situ remineralisation is unlikely to be 

responsible for the observed increase in total DIC, as virtually all POM generated in 

the EEL region which is exported from the surface is remineralised at shallower 

depths, in the mesopelagic zone (Henson et al., 2012). Other studies have identified 

small increases in DICanth in LSW (Pérez et al., 2010; McGrath et al., 2012a), but for 

different spatial and temporal domains to those used in this study. This discrepancy 

may be an artefact of differences in the distribution of observations of this highly 

variable water mass between the two studies. No DICanth accumulation is observed 

from 1981 to 2013 in the water masses present below the LSW, in the deepest part of 

the water column, with 𝜎0 greater than 27.85, although there are still small increases 

in DIC and AOU. Since their formation in the Nordic Seas and subsequent flow 

through one of several narrow channels over the Greenland-Scotland ridge into the 

EEL region (Hansen and Østerhus, 2000), these waters – like the LSW – have been 

significantly altered by various mixing processes, preventing direct attribution of the 

DIC and AOU increases to a specific driver. 

4.4.1.3 Column inventories 

The global ocean anthropogenic CO2 sink was about 2 Pg-C yr-1 for the period from 

1981 to 2013 (Le Quéré et al., 2009), which corresponds to global average DICanth 

accumulation rates of approximately 1.5 mg-C m-3 yr-1 (Eakins and Sharman, 2010). 

For the idealised EEL route, volume-integrated dDICanth/dt is 1.71 ± 0.15 mg-C 

yr-1 m-3, which is slightly greater than the global average value and confirms the 

importance of this region for the sequestration of atmospheric anthropogenic CO2 
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into the ocean. The equivalent volume-integrated dDIC/dt is 7.65 ± 0.34 mg-C yr-1 m-3, 

so the DICanth increase accounts for 22.3 ± 2.2 % of the total DIC accumulation. 

Measurements of chlorofluorocarbon (CFC) inventory changes in the North Atlantic 

have demonstrated that the dominant control on CFC column inventory variability 

can be changes in volume of different water masses at a given location, rather than 

changes in the CFC concentration within each water mass (Kieke et al., 2007; 

Steinfeldt et al., 2009); a similar result has been suggested for anthropogenic DIC 

(Pérez et al., 2010). However, the timescale of volumetric variability in these studies 

is sub-decadal; for the longer time period from 1981 to 2013 in the EEL observations, 

changes in 𝜎0 layer thicknesses are small, sufficiently so that including these changes 

in inventory calculations changes the final result by significantly less (typically an 

order of magnitude) than the size of its one-sigma uncertainty. The assumption that 

𝜎0 layer volumes are static to calculate volume-integrated rates of change is therefore 

valid. 

 

4.4.2 Stable isotopes of DIC 

The stable isotopic composition of DIC (δ13CDIC) can be used as an independent test 

of the attribution of the changes in DIC to its anthropogenic and soft tissue 

components, as these are the two main processes influencing δ13CDIC in the interior 

ocean. Firstly, uptake of anthropogenic CO2 results in a decrease in δ13CDIC, known as 

the Suess effect, because fossil-fuel carbon is isotopically light relative to modern 

seawater (Keeling, 1979). Secondly, POC remineralisation also reduces δ13CDIC, 

because POC has a lighter isotopic signature than typical seawater: according to a 

meta-analysis study, surface ocean δ13CPOC is between -20 and -30 ‰ at the latitude 

and sea surface T of the EEL (Goericke and Fry, 1994), compared with typical 

seawater DIC values near 0 ‰ (Chapter 3; Humphreys et al., 2015; Schmittner et al., 

2013). The carbonate pump does not significantly affect δ13CDIC, because marine 

carbonate mineral formation (calcification) does not significantly fractionate carbon: 

typically, the minerals have a δ13C composition similar to that of the surrounding 

seawater (Lynch-Stieglitz et al., 1995). Consequently, negative dδ13CDIC/dt is 

observed throughout the water column, increasing from a minimum 

of -0.038 ± 0.026 ‰ yr-1 at near-surface 𝜎0 levels to a maximum 

of -0.002 ± 0.006 ‰ yr-1 at depth (Figure 4.8). Using a multi-linear regression 
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approach to account for changes in water mass distributions, Quay et al. (2007) 

identified mean dδ13CDIC/dt of -0.018 ± 0.002 ‰ yr-1 for the entire Atlantic surface 

mixed layer from 1981 to 2003, with the dδ13CDIC/dt decreasing to between -0.04 

and -0.05 ‰ yr-1 in the subpolar region between 40°N and 60°N, which is consistent 

with the EEL results. 

 

 

Figure 4.8. Observed and ‘predicted’ rate of change of δ13CDIC for the EEL. Orange-red line and shading 

shows rate ± one-sigma uncertainty evaluated directly from observations (labelled Obs); yellow line 

(labelled Pred) shows rate predicted from observed dDIC/dt and dAOU/dt using best-fit ΔRC and 

δ13CPOC. The anthropogenic (Δ𝛿A) and remineralised (Δ𝛿R) components of the prediction are shown 

separately (black-grey and blue-purple lines, labelled 𝛿A and 𝛿R respectively; Equations 4.5 and 4.6). 

Note that positive values for the anthropogenic component were replaced with 0, so the predicted 

dδ13CDIC/dt coincides with the remineralised component (alternating blue-purple/yellow line). 

Vertical grey lines indicate 𝜎0 with mean depths of 100 m, 1 km and 2 km. 

 

There are far fewer δ13CDIC observations than for the other variables, and the length 

of the time-series is shorter, running from 1993 to 2012. Nevertheless, dδ13CDIC/dt 

can be related to changes in the other variables to independently test the attribution 

of dDIC/dt to its anthropogenic and remineralisation components. In each σ0 layer, 

the total change in δ13CDIC from 1981 to 2013 (Δδ13CDIC) is the sum of the changes 

from anthropogenic CO2 accumulation (Δ𝛿A) and POC remineralisation (Δ𝛿R): 

Equation 4.5  ∆δ13CDIC = ∆𝛿A + ∆𝛿R 
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The anthropogenic component Δ𝛿A can be calculated from the total changes in DIC 

(ΔDIC) and AOU (ΔAOU), and the ratio between anthropogenic changes in δ13CDIC and 

DIC, called ΔRC following e.g. McNeil et al. (2001a): 

Equation 4.6  ∆𝛿A = ∆RC ∙ (∆DIC + ∆AOU ∙ 𝑅C/O2) 

The remineralisation component Δ𝛿R also depends on the initial DIC and δ13CDIC 

(DIC𝑖  and 𝛿𝑖 respectively), and the isotopic composition of POC (δ13CPOC): 

Equation 4.7 

∆𝛿R = −𝛿𝑖 +
DIC𝑖 ∙ 𝛿𝑖 − δ13CPOC ∙ ∆AOU ∙ 𝑅C/O2

DIC𝑖 + ∆DIC
 

The values of the DIC and δ13CDIC rate-of-change regression lines at the mid-point of 

the year 1981 were used for DIC𝑖  and 𝛿𝑖. Conversion between ΔDIC, ΔAOU and 

Δδ13CDIC and their rates of change is straightforward for the 32-year observational 

period. For any variable X: 

Equation 4.8  ∆𝑋 = 32 ∙ 𝑑𝑋/𝑑𝑡 

For each 𝜎0 layer, the observed rates of change of DIC, AOU and δ13CDIC were thus 

used to calculate values for ΔRC and δ13CPOC of -0.019 ‰ (µmol kg-1)-1 and -21.94 ‰ 

respectively, as least-squares best fit to all 𝜎0 layers. For this calculation, positive 

values for Δ𝛿A (implying negative anthropogenic DIC content) were set to 0, 

analogous to the column inventory calculations (Section 4.4.1.3). To visualise the 

results, dδ13CDIC/dt was then predicted using these best-fit values of ΔRC and δ13CPOC 

along with observed dDIC/dt and dAOU/dt (Figure 4.8). 

It was originally proposed that ΔRC might take a relatively globally-uniform value 

between -0.016 and -0.019 ‰ (μmol kg-1)-1 (Heimann and Maier-Reimer, 1996). 

More recently, it has been demonstrated that ΔRC can deviate from this global 

average to exhibit significant spatial variation in certain regions (McNeil et al., 2001a; 

Olsen et al., 2006), because the air-sea equilibration time is an order of magnitude 

faster for DIC than for δ13CDIC (Lynch-Stieglitz et al., 1995). Körtzinger et al. (2003) 

calculated ΔRC throughout the North Atlantic, reporting -0.022 ± 0.002 ‰ 

(μmol kg-1)-1 for the 𝜎0 layers observed in this study. The best-fit value for ΔRC 

calculated here, -0.019 ‰ (µmol kg-1)-1, fits comfortably within this range of 

previously published results. Using the linear regression between sea surface 

temperature (SST) and δ13CPOC described by Goericke & Fry (1994) for the northern 
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hemisphere and SST > 5 °C, and a value of 10.6 °C for SST (the mean of all EEL T 

observations for which P ≤ 10 dbar), we would predict δ13CPOC = -22.8 ‰ for the 

EEL, with an uncertainty on the order of ± 3 ‰, which is very similar to the least-

squares best fit δ13CPOC of -21.94 ‰. It is therefore concluded that the dδ13CDIC/dt 

observations do provide independent support for the quantitative attribution of 

dDIC/dt to its anthropogenic and remineralisation components, despite the relatively 

poor spatiotemporal coverage of δ13CDIC observations. 

 

4.4.3 Model output 

4.4.3.1 Subsampled model output and observational data 

It is useful to briefly assess how well the values of modelled variables in the 

subsampled monthly mean outputs from the anthropogenic and control simulations 

(SAM and SCM respectively) agree with their matching distributions in the 

observations before discussing rates of change calculated from the model data sets. 

Although exactly matching absolute values are not required to compare rates of 

change, if the distributions of key variables were completely different then it would 

not be reasonable to expect their rates of change in the model to provide a useful 

analogue to the observations. An important caveat is that only one model has been 

used here; others might result in different outcomes. 

There was no significant systematic offset between the latitude, longitude and date of 

the observations and their matching points in the SAM and SCM data sets (Figure 

4.9a-c). In terms of depth, a small fraction of the observations are represented by 

significantly shallower model data (Figure 4.9d). This occurs because of the 

coarseness of the model grid relative to the length scale of real-world bathymetric 

features in this region; the model stations which were closest horizontally to these 

observations had maximum depths shallower than the observations themselves. 

However, in terms of the entire data set these points are few enough that the overall 

systematic offset remains insignificant: the mean difference between observed and 

matching-model depth was -22 m (negative sign indicating a shallower mean depth 

for the subsampled model than for the matching observations). This means that the 

model data sets which have been subsampled to ‘look like’ the observations do so 

successfully, spatially and temporally. 
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The physical and biogeochemical variables under investigation deviated further than 

the spatial and temporal metavariables from the observations in SAM and SCM. These 

subsampled model data sets share very similar 𝜎0 fields, both offset towards lighter 

values than their matching observations (Figure 4.10a) especially in the deepest part 

of the water column. This may be caused by the unrealistic northward penetration of 

Antarctic Bottom Water (AABW), which has been identified in some NEMO runs 

(Hieronymus and Nycander, 2013) in particular the one used here (Yool et al., 

2013b), coupled with the tendency of such models to also underestimate the density 

of this AABW (Heuzé et al., 2013). The SAM and SCM AOU fields are also very similar 

to each other, and both represent their matching observations relatively well (Figure 

4.10b). In SAM, DIC takes consistently high values relative to SCM (Figure 4.10c), so 

some anthropogenic CO2 should be present and detectable in the SAM data set. The 

DIC in SAM is also consistently high relative to the observations, but the offset is fairly 

consistent across the entire DIC range, with the fit quality otherwise similar as for 

AOU. The TA fields from both simulations diverge considerably from reality, covering 

a much wider and higher range of values (Figure 4.10d), although they do correlate 

with each other. As this anomalous behaviour is present in the same way in both SAM 

and SCM, it should not adversely affect identification of the anthropogenic CO2 signal 

in SAM. 

In terms of rate of change, SAM does reasonably well represent the pattern for the 

observations in the upper water column (Figure 4.7b): dDICanth/dt decreases away 

from surface from values between about 1.0 and 1.3 µmol kg-1 yr-1 to close to 0 at a 𝜎0 

of about 27.5 in both SAM and the observations. The rates dDIC/dt and dDICsoft/dt 

are similarly well-matched. Deeper in the water column, there is a small increase in 

DICanth in SAM that is not seen in the observations. This increase forms a broad peak 

between mean depths of about 1 and 2 km, with an amplitude of about 

0.5 µmol kg-1 yr-1. A similar pattern is observed in the same depth range for DICanth in 

SCM (Figure 4.7d); its presence in the control simulation suggests that it may be an 

artefact caused by internal re-organisation of water masses and variables in the 

model in the absence of a long spin-up period. Alternatively, it may be associated with 

the northward AABW penetration previously identified as a possible cause of low 𝜎0 

in the models relative to the observations (Heuzé et al., 2014; Hieronymus and 

Nycander, 2013). Other than where specified, SCM does not show significant changes 

in any of the tested variables, and the patterns with depth appear mostly random, 

suggesting that the DICanth signal observed in SAM is indeed anthropogenic. The 
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dDICcarb/dt, which is mostly dependent upon dTA/dt (Equation 4.2), exhibits changes 

in SAM which are absent from the observations throughout the water column; but, as 

for DICanth in the deeper part of the water column, a similar pattern is found in SCM, 

which again suggests that it may result from ongoing drift from non-equilibrium 

initial model conditions. 

 

 

Figure 4.9. Probability distributions of offsets between observations and matching values from the 

subsampled monthly model outputs (SAM and SCM), for: (a) latitude; (b) longitude; (c) date; and (d) 

depth, note logarithmic vertical axis scale. The distributions for the anthropogenic and control 

simulations (SAM and SCM respectively) are identical for all of these metavariables. 
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Figure 4.10. Probability distributions of offsets between observations and matching model values from 

the anthropogenic simulation (SAM, orange) and the control simulation (SCM, violet), for (a) potential 

density (𝜎0), (b) apparent oxygen utilisation (AOU), (c) dissolved inorganic carbon (DIC), and (d) total 

alkalinity (TA). The SAM and SCM numerical values displayed in each panel are the mean offset for all 

of each data set. 

 

4.4.3.2 Spatiotemporal sampling heterogeneity 

The model data sets can be used to estimate the magnitude of the uncertainty 

resulting from spatiotemporal heterogeneity in the data distribution that is 

introduced into the observational rates of change, by comparing the rates of change 

calculated for the anthropogenic simulation subsampled to match the observations 

(SAM, Figure 4.7b) with those for the same simulation but with no missing values 

(TAA, Figure 4.7c). For each variable X, dX/dt at each 𝜎0 value in SAM is subtracted 
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from its value in TAA, and the mean ± standard deviation of these differences across 

all 𝜎0 is: -0.01 ± 0.15 for DIC, -0.29 ± 0.39 for TA, +0.22 ± 0.18 for AOU 

and -0.03 ± 0.19 for DICanth, all in µmol kg-1 yr-1. These errors, particularly for DICanth, 

are up to an order of magnitude smaller than typical errors in rates of change. It is 

concluded that the spatiotemporal heterogeneity of the observational data 

distribution does not adversely affect the calculated rates of change for these 

variables. 

4.4.3.3 North Atlantic Oscillation 

It has been separately shown using observational data that multi-decadal trends in 

DO (and therefore AOU) can be identified despite substantial short-term interannual 

variability in a shorter, 19-year time-series transect close to the EEL, which samples 

several water masses also present at the EEL (Stendardo et al., 2015). However, 

difficulties are presented over shorter timescales. It has been suggested that a higher 

rate of DICanth accumulation can be identified in the Iceland Basin during the high 

North Atlantic Oscillation (NAO) index period from 1991 to 1998, compared with the 

lower NAO index (NAOI) period from 1997 to 2006 (Pérez et al., 2010). The NAOI can 

defined in several different ways, all associated with the atmospheric pressure 

difference between Iceland and the Azores, with a more positive NAOI indicating a 

greater difference in pressure (Hurrell et al., 2003). This pressure difference affects 

the local atmospheric circulation and surface wind speeds, and consequently can 

influence surface ocean currents and air-sea gas exchange (Thomas et al., 2008; 

Gruber, 2009). To test for a NAOI signal in the EEL time-series, the rate of change of 

DICanth was calculated using the same methods as for the observational, SAM and 

TAA data sets (Section 4.3.3), but restricted to these two date ranges (1991 to 1998 

and 1997 to 2006). Although this produces an opposite result to Pérez et al. – that is, 

greater dDICanth/dt for the latter, low-NAOI period – and part of the increase in 

DICanth these workers observed was due to changes in 𝜎0 layer volumes rather than 

changes within 𝜎0 layers, the more important finding is that these calculated rates are 

not very meaningful. Because fewer data are available for the shorter time periods 

considered, the statistical significance of any apparent non-zero trends is much less 

reliable: for the full observational data set (1981 to 2013), the median uncertainty in 

dDICanth/dt across all 𝜎0 is 0.33 µmol kg-1, while the equivalent figures for 1991 to 

1998 and 1997 to 2006 are 1.94 µmol kg-1 and 1.99 µmol kg-1 respectively, so the 

uncertainty for these shorter time periods is the same magnitude as the long-term 
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DICanth rate of change (Figure 4.7). The atmospheric forcing used in the model 

simulations does not necessarily contain an NAO-like phenomenon, and even if there 

was one present it would not be expected to vary simultaneously with the real NAO. 

Consequently, an NAO effect cannot be directly observed in the model data sets. 

However, the model outputs can be used to indicate the unreliability of rates 

calculated using the EEL time-series data for these shorter time periods: the root-

mean-square (RMS) difference between dDICanth/dt for the SCM and TAA data sets is 

0.19 µmol kg-1 for 1981 to 2013, but it increases to 0.93 µmol kg-1 for 1997 to 2006 

and is an order of magnitude greater for 1991 to 1998, taking a value of 

2.39 µmol kg-1. Clearly, the adverse impact of the spatiotemporal heterogeneity of the 

observations on calculated rates of change is significantly greater on these shorter 

timescales. 

That is not to say that the NAO does not influence dDIC/dt and its components: 

indeed, in this study the positive dDICsoft/dt has been attributed to contraction of the 

subpolar gyre, which is at least partly driven by the NAO – the wind patterns 

associated with a positive NAOI phase generally cause northward extension of the 

North Atlantic subtropical gyre (Gruber, 2009). Rather than disproving such a link, 

the demonstrated significant increase in uncertainty in rates of change over shorter 

timescales prevents these data from being used to support a direct link between the 

NAOI and the water column DIC at these shorter timescales. Even if it were possible 

to identify these relationships on these sub-decadal timescales, it may be more 

appropriate to attribute changes in water column DIC beneath the surface ocean 

mixed layer directly to subpolar gyre contraction rather than to positive NAO, and to 

use the subpolar gyre index (SPGI) rather than the NAOI to identify correlations. In 

the mixed layer, where the seawater is in direct contact with the atmosphere, direct 

relationships between the NAOI and hydrographic properties resulting from NAO 

control of surface wind fields might be expected (Thomas et al., 2008; Reverdin, 

2010). However, the NAOI is defined in terms of atmospheric conditions, while the 

SPGI is oceanic; despite the ability of the NAO to influence the subpolar gyre, the 

relationship between the NAOI and SPGI is non-linear and asymmetric (the response 

of the subpolar gyre to a negative NAOI phase is not simply the opposite of its 

response to a positive) (Lohmann et al., 2008). As an oceanic property, the SPGI is 

therefore more likely to directly correlate with changes in DIC, even if the ultimate 

driver is the NAO.  
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4.4.3.4 Applicability of EEL rates to a wider area 

Results from the TAA data set can be compared with FAA to investigate relationships 

between rates of change of variables observed at the EEL with changes in the 

surrounding ocean basins. The TAA data set contains all annual mean model output 

for the set of model stations identified as representing the EEL (Figure 4.1), while the 

FAA data set contains the same output but for a much wider area of the North Atlantic 

and Nordic Seas (Figure 4.12) with rates calculated separately at each station. This 

comparison shows that changes observed in the EEL water column are representative 

of changes on a much larger spatial scale, although which region the EEL best 

represents varies with 𝜎0. For illustrative purposes, the mean value of Δ[dDIC/dt] 

(see Section 4.3.3) and its components (Equations 4.1 through 4.4) are taken at each 

𝜎0 level across all model stations in the FAA data set within the latitude range from 25 

to 40°N and longitude range from 070 to 030°W as representative of the North 

Atlantic, and from 66 to 72°N and 012°W to 001°E equivalently for the Nordic Seas 

(Figure 4.12). When the mean Δ[dX/dt] for a variable X is close to 0, the model 

station’s dX/dt is similar to that observed at the EEL, which is then considered to 

represent that region well. Positive Δ[dX/dt] indicates a faster increase (or slower 

decrease) in X at the station than at the EEL, and the opposite for negative values. 

For 𝜎0 in the range from 27.0 to 27.8 – most of the water column – dDIC/dt is between 

0.5 and 1.5 µmol kg-1 yr-1 higher in the Nordic Seas than in the North Atlantic, but the 

position of the EEL on this gradient shifts with depth (Figure 4.11a). In the upper part 

of the water column (𝜎0 < 27.35, e.g. Figure 4.12a), Δ[dDIC/dt] is close to 0 for the 

Nordic Seas, but at higher 𝜎0 (e.g. Figure 4.12b) the EEL rate more closely resembles 

the North Atlantic. The divide between ‘upper’ and ‘lower’ water column in this 

context, at 𝜎0 between 27.3 and 27.4, corresponds to a depth of roughly 300 to 500 m 

at the EEL, and the bottom of the thermocline. Both the soft-tissue (Figure 4.11b) and 

carbonate (Figure 4.11c) components exhibit similar patterns as the total DIC change 

– that is, the EEL is changing more like the Nordic Seas in the upper water column, 

and like the North Atlantic at greater depths. However, because of how these 

components are combined to calculate the anthropogenic contribution to DIC change 

(Equation 4.1), the pattern is reversed for DICanth: its accumulation in the upper 

water column is at a similar rate to the North Atlantic, while it matches the Nordic 

Seas at greater depths. 
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Figure 4.11. Mean rate of change of (a) dissolved inorganic carbon (DIC), and its components (b) 

DICsoft, (c) DICcarb and (d) DICanth in the full anthropogenic annual data set FAA in selected regions, 

relative to equivalent rate in the ideal model EEL transect data set TAA at the same potential density 

(𝜎0). Positive values indicate that the faster rate is in the FAA data set. ‘Nordic Seas’ data (orange) is 

from 66 to 72°N and 012°W to 001°E; ‘North Atlantic’ (green) is from 25 to 40°N and 070 to 030°W 

(Figure 4.12). Shaded areas show ± 2 standard deviations about the mean values. In (a), the grey 

vertical lines marked {a} and {b} indicate the 𝜎0 values for Figures 4.9a and 4.9b respectively. 
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Figure 4.12. Rate of change of DIC at each ‘station’ in the full anthropogenic annual model data set 

(FAA), relative to its value at the same σ0 level in the ideal model EEL transect data set (TAA), for 

(a) σ0 = 27.25, and (b) σ0 = 27.56, as indicated in Figure 4.11a. Positive values (red) indicate higher 

dDIC/dt in FAA than TAA, and negatives the opposite (blue). Magenta circles show model stations 

representing idealised EEL for the TAA data set (Figure 4.1). Green dashed lines enclose areas 

considered representative of North Atlantic and Nordic Seas for Figure 4.11. 
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Several conclusions can be drawn from this part of the analysis. For a significant 

section of the water column, several variables are changing at the same rate at the 

EEL as they are throughout the surrounding regions in the model domain, but 

different variables (and components of variables) at a given 𝜎0 value may not reflect 

changes in the same adjacent region as each other. We cannot directly transfer the 

findings to the observations, in particular a specific 𝜎0 value where the EEL switches 

from representing one adjacent region to the other, without a more advanced analysis 

of water mass circulation in the model and a full resolution of the differences between 

𝜎0 in the model and observations (Figure 4.10a) – both of these are beyond the scope 

of this study – but it does seem logical that the base of the thermocline could be a 

point where such a switch-over happens in the real world, as that is where the main 

currents change between travelling from the north and from the south at the EEL 

(Hansen and Østerhus, 2000). Changes in these variables are also sufficiently spatially 

coherent that measurements of their rates along the EEL could potentially be used to 

track and predict similar changes far beyond its immediate surroundings. 
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4.5 Conclusions 

Sufficient measurements have now been made along the Extended Ellett Line (EEL) 

transect to establish a time-series of data, from which increases in DIC can be 

identified throughout the water column; these can also be deconvolved into causal 

components. Virtually all of the increase in DIC, which is concentrated in and above 

the thermocline, is driven by a combination of anthropogenic CO2 accumulation and 

increases in the amount of remineralised organic matter present. The latter of these is 

likely driven by changes in the lateral distribution of water masses along potential 

density surfaces. Most of the changing distribution is probably caused by a net 

contraction of the subpolar gyre over the time period studied, and an increasing 

influence of southern-sourced waters as a consequence. 

Future EEL occupations will provide additional data to extend this time-series 

analysis, and once more consecutive years of data become available it may become 

possible to assess the influence of processes operating on sub-decadal timescales, for 

example the NAO, and other aspects of inter-annual variability. The measurements 

from the 2014 EEL cruise will soon be available for inclusion. The soon-to-be-

released GLODAPv2 data product, which will incorporate the original GLODAP and 

CARINA data syntheses along with many new cruises, all having undergone an 

independent and consistent secondary quality-control process, will also provide a 

useful update to this analysis. Continued annual measurements may permit an 

assessment of the influence of the subpolar gyre circulation and NAO on DIC 

accumulation on shorter timescales than can be achieved using the existing data. A 

robust quantification of the inter-annual variability will also be useful to better 

evaluate the confidence bounds on rate-of-change calculations and times-of-

emergence for long-term trends. 

The isotopic data provide independent supporting evidence for the attribution of DIC 

changes to different driving processes, and additional isotopic measurements on 

future EEL occupations would be valuable; they add an extra degree of freedom 

which enables additional processes to be investigated. Combination of the 

observational data with output from model simulations has demonstrated that the 

spatial and temporal heterogeneity in the distribution of the observations does not 

adversely affect the calculated rates of change. The model data have also provided 

insight into the relevance of the EEL in a larger regional setting, suggesting that 

changes observed locally may reflect much wider scale changes occurring in the 
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North Atlantic and Nordic Seas. To use these results quantitatively to extrapolate EEL 

rates of change into the surrounding ocean basins would require first resolving 

precisely why offsets exist between the distribution of the observations and model 

outputs for the variables of interest (see Section 4.4.3.1), but they nevertheless 

further support continued regular monitoring of carbonate chemistry variables at the 

Extended Ellett Line. 

  



M. P. Humphreys: Measurements and Concepts in Marine Carbonate Chemistry 

100 

 



Chapter 5: Coccolithophores, Calcification and CO2 

101 

5 
Are coccolithophores sources or sinks of CO2? 

Abstract 

Marine phytoplankton are normally oceanic sinks of carbon dioxide (CO2), but 

coccolithophores also calcify so they can instead act as CO2 sources to the 

atmosphere. Previous classifications of particular species as CO2 sources or sinks 

have compared the production ratio, which is the ratio of calcite to organic matter 

production, with a threshold value at which there is no net change in the seawater 

partial pressure of CO2 (𝑝CO2
sw). Some studies have assumed that this threshold is 

spatially and temporally homogeneous in the global surface ocean, which it is not, and 

others may have evaluated it erroneously. Furthermore, this threshold varies 

depending on the changes in total alkalinity (TA) associated with organic matter 

production, which are different for different coccolithophore species. In addition to 

the production ratio, the ‘production slope’, which is introduced in this chapter, can 

be evaluated for each species; its value relative to a threshold called the ‘isocap slope’ 

determines whether a coccolithophore is a CO2 source or sink. The isocap slope is 

independent of which coccolithophore species is being considered and can be 

calculated exactly if the carbonate chemistry system is fully determined, or estimated 

from 𝑝CO2
sw, seawater temperature and salinity. Spatial and temporal variability in 

the isocap slope is investigated using a climatological data set, and its magnitude is 

sufficient that some coccolithophore species could switch from being CO2 sources to 

sinks both seasonally and also depending upon their geographical distribution. If 

there were no changes in their biology, coccolithophores would be stronger net CO2 

sinks during past climates with lower atmospheric CO2 concentrations, whilst during 

past high-CO2 events and moving into the immediate future they will become 

stronger net CO2 sources, thus constituting a positive feedback on the atmospheric 

CO2 concentration.  
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5.1. Introduction 

Coccolithophores are a class of marine phytoplankton that produce calcite plates 

called coccoliths (Young et al., 2003). They have a more-or-less global distribution 

throughout the euphotic zone of the ocean (Winter et al., 1994) and are typically 

responsible for up to 10 % of total carbon fixation in the surface ocean, although they 

can sometimes account for a much greater fraction (Poulton et al., 2007). 

Coccolithophores provide particularly effective ballasting material in the form of 

dense calcite for the transfer of carbon from the surface into the interior ocean 

(Honjo et al., 2008; Sanders et al., 2010). In addition, they can significantly affect the 

carbonate chemistry of the surrounding seawater, and thus air-sea CO2 exchange, 

when they bloom in large numbers (Holligan et al., 1993; Robertson et al., 1994; 

Buitenhuis et al., 2001). Through their net autotrophic production, coccolithophores 

reduce the dissolved inorganic carbon concentration (DIC) and slightly increase the 

total alkalinity (TA) in the surrounding seawater, which has the effect of decreasing 

the seawater partial pressure of CO2 (𝑝CO2
sw). This drives an increase in the net air-to-

sea transfer of carbon dioxide (CO2), so this process is considered a CO2 sink. 

Calcification, however, is a CO2 source – although it also reduces the seawater DIC, it 

simultaneously decreases TA by twice as much, sufficiently that there is a net increase 

in 𝑝CO2
sw. Whether a specific coccolithophore species acts as a CO2 source or sink 

depends upon whether the combination of these two processes causes a net decrease 

or an increase in 𝑝CO2
sw (Figure 5.1). 

It has previously been suggested that a threshold value for the ratio of calcification to 

net autotrophic production (the production ratio, RP) exists at which there is no net 

change in 𝑝CO2
sw (Buitenhuis et al., 2001; Poulton et al., 2007). This threshold value is 

influenced by the change in TA associated with nutrient uptake during autotrophic 

production, which varies because this uptake stoichiometry is species-specific. Thus it 

becomes necessary to define a different threshold production ratio for each species. 

An alternative and more efficient approach is presented here, in which a ‘production 

slope’ is defined for each coccolithophore species; this is controlled by both the 

production ratio and the nutrient uptake stoichiometry. The production slope has a 

threshold called the isocap slope, which is independent of the species under 

consideration. Whether the production slope exceeds this threshold or not 

determines whether a coccolithophore is a net CO2 source or sink. 
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The isocap slope can be exactly calculated if the values of at least two carbonate 

chemistry variables are known and thus the system is fully resolved. It can also be 

estimated directly from 𝑝CO2
sw, using the novel approximation that lines of constant 

𝑝CO2
sw (called isocaps) are linear within environmentally-relevant ranges of DIC and 

TA variable space. This approximation and a climatological 𝑝CO2
sw data set can be 

used to analyse previously unsuspected spatial and temporal variability in the 

behaviour of coccolithophores as CO2 sources and sinks, driven by variability in the 

isocap slope. It also provides insight into how this behaviour was different in the past, 

and how it is expected to change in the future. Chemically, calcification is a positive 

feedback on 𝑝CO2
sw, so in the absence of any biological changes, coccolithophores 

become stronger CO2 sources in higher 𝑝CO2
sw conditions, and stronger sinks when 

𝑝CO2
sw declines. 

The linear approximation of the isocap slope is also of purely academic interest. To 

fully understand the carbonate chemistry of a seawater sample and how it will be 

affected by any biogeochemical process, values for at least two of the system’s 

variables – 𝑝CO2
sw, DIC, TA, pH, and the concentrations of bicarbonate and carbonate 

ions – must be known, permitting a full mathematical solution of the system from 

which the value of every other variable can be determined (Zeebe and Wolf-Gladrow, 

2001). However, there are significantly more surface ocean 𝑝CO2
sw data than there are 

for any of the other variables, and it is also the best constrained of them in the 

palaeorecord. This provides an incentive to develop techniques that only require 

𝑝CO2
sw data, like the one described here.  
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5.2. Methods 

5.2.1. Simplified coccolithophore model 

For this analysis, each coccolithophore cell is considered to consist of two pools of 

particulate material: one of calcium carbonate (CaCO3), and one of organic matter 

(POM). The coccolithophore takes up various dissolved chemical species from the 

surrounding seawater and converts these into these two particulate forms, following 

the reactions outlined in section 5.2.2. The production of particulate material is 

assumed to be constant and the production rate of each pool relative to the other 

does not change, but it makes no difference to the model whether or not the absolute 

production rate is constant. Once in a particulate form, these chemical species can no 

longer influence the chemistry of the surrounding seawater. If any material is lost 

from these particulate pools, it is assumed to have returned to a dissolved phase in 

the surrounding seawater via the reverse of its formation reaction. The size of each 

pool at any time therefore represents the net of the forward and reverse reactions. 

5.2.2. Production slope 

Conceptually, the production slope (SP) is the gradient of the sum of the calcification 

and autotrophic production vectors in DIC and TA variable space (Figure 5.1). The 

seawater dissolved inorganic carbon concentration (DIC) is given by: 

Equation 5.1  DIC = [CO2] + [HCO3
−] + [CO3

2−] 

where the square brackets indicate the molality of the enclosed chemical species in 

seawater solution. The seawater partial pressure of CO2 (𝑝CO2
sw) is directly 

proportional to its dissolved concentration: 

Equation 5.2  [CO2] = 𝑘0 ∙ 𝑝CO2
sw 

where k0 is the equilibrium constant for the dissolution of CO2 in seawater: 

Equation 5.3  CO2(g)

𝑘0
⇌ CO2(aq) 

The 𝑝CO2
sw is therefore equal to the partial pressure of CO2 in theoretical air in 

equilibrium with the seawater. An increase in 𝑝CO2
sw drives an increase in the net sea-

to-air transfer of CO2, and a decrease in 𝑝CO2
sw drives a decrease in this transfer. 
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The explicit conservative expression for TA can be used to determine the effect that 

biogeochemical processes will have on TA (Wolf-Gladrow et al., 2007): 

Equation 5.4  TA = 2[Ca2+] − [NO3
−] − TPO4 − 2TSO4 + 𝑜𝑡ℎ𝑒𝑟 𝑡𝑒𝑟𝑚𝑠 

where the extra chemical species indicated by 𝑜𝑡ℎ𝑒𝑟 𝑡𝑒𝑟𝑚𝑠 are not relevant to this 

discussion, and TPO4 and TSO4 are the total concentrations of dissolved phosphate 

and sulfate species respectively: 

Equation 5.5  TPO4 = [H3PO4] + [H2PO4
−] + [HPO4

2−] + [PO4
3−] 

Equation 5.6  TSO4 = [HSO4
−] + [SO4

2−] 

Calcification and autotrophic production can thus be described in terms of their 

effects on DIC and TA (Figure 5.1), based upon the following simplified reactions for 

calcification: 

Equation 5.7  Ca2+ + CO3
2− ⟶ CaCO3(s) 

where CaCO3(s) is PIC (particulate inorganic carbon); and for autotrophic production: 

Equation 5.8   

H3PO4 + 𝛼HNO3 + 𝛽CO2 + 𝜆H2O + 𝜂H2SO4 ⟶ C𝛽H𝜁O𝜑N𝛼S𝜂P𝜃(s) + 𝛾O2 

where CβHζOφNαSηPθ(s) is particulate organic matter (POM), which is equivalent 

stoichiometrically to β × POC (particulate organic carbon), and the coefficients 

denoted by Greek letters (α, β, γ, ζ, η, λ, θ and φ) take different values depending upon 

the stoichiometry of nutrient uptake by the phytoplankton species. For simplicity, all 

reactants in Equation 5.8 are shown fully-protonated; in reality, they exist in 

seawater in various states of dissociation, but exactly which species are involved in 

the reaction is unimportant in this context. For example, [H2SO4] in normal seawater 

is negligible as it is virtually completely dissociated into bisulfate and sulfate ions 

(HSO4
− and SO4

2−). Regardless of which of these species is taken up during 

photosynthesis, TSO4 (Equation 5.6) – and therefore TA (Equation 5.4) – will be 

changed by the same amount. Similar considerations apply to H3PO4, HNO3 (which is 

virtually completely deprotonated to NO3
−) and CO2 (which affects Equation 5.1 for 

DIC, but not TA). An important assumption to note is that all biological uptake and 

excretion of N is in the form of HNO3 and NO3
−. Exploring the differences caused by 

NH3 and/or NH4
+ use is an important focus for future work, discussed in Section 

5.3.3.1.  
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The following relationships can therefore be deduced between changes in DIC, TA, 

PIC and POC during calcification (i.e. PIC production): 

Equation 5.9  𝑑DICPIC = −𝑑PIC 

Equation 5.10  𝑑TAPIC = −2 ∙ 𝑑PIC 

and during autotrophic production (i.e. POC production): 

Equation 5.11  𝑑DICPOC = −𝑑POC 

Equation 5.12   

𝑑TAPOC =
1

𝛽
(𝛼 + 2𝜂 + 𝜃) ∙ 𝑑POC 

The sums of these components are given by dDIC and dTA: 

Equation 5.13  𝑑DIC = 𝑑DICPIC + 𝑑DICPOC 

Equation 5.14  𝑑TA = 𝑑TAPIC + 𝑑TAPOC 

Therefore, the relative changes in DIC and TA driven by these processes are given by: 

Equation 5.15   

dTAPIC

dDICPIC
= 2 

for calcification, and for autotrophic production: 

Equation 5.16   

𝑑TAPOC

𝑑DICPOC
= −

1

𝛽
(𝛼 + 2𝜂 + 𝜃) 

The net rates of calcification and autotrophic production can in practice be estimated 

from the net rates at which PIC and POC respectively are produced (Findlay et al., 

2011), dPIC/dt and dPOC/dt, where t is time. A production ratio (RP) of PIC and POC 

can thus be defined for a given organism as: 

Equation 5.17  

𝑅P =
𝑑PIC

𝑑𝑡
∙ (

𝑑POC

𝑑𝑡
)

−1

=
𝑑PIC

𝑑POC
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Combining Equations 5.9 to 5.17 and letting dPOC = 1 (and therefore dPIC = RP, 

Equation 5.17), the net change in TA relative to DIC from both processes, called the 

production slope (SP), is given by: 

Equation 5.18  

𝑆P =
𝑑TA

𝑑DIC
=

𝑑TAPIC + 𝑑TAPOC

𝑑DICPIC + 𝑑DICPOC
=

2𝑅𝑃 −
1
𝛽

(𝛼 + 2𝜂 + 𝜃)

𝑅𝑃 + 1
 

 

 

 

Figure 5.1. Combined effects of calcification (orange) and autotrophic production (blue) on seawater 

dissolved inorganic carbon (DIC), total alkalinity (TA) and partial pressure of CO2 (𝑝CO2
sw) from an 

initial seawater composition indicated by the black circle. Grey diagonal lines are isocaps (contours of 

constant 𝑝CO2
sw). In both panels, the light blue vector illustrates a CO2 sink, medium blue is 𝑝CO2

sw-

neutral (i.e. SP = SI), and dark blue is a CO2 source. The different autotrophic production vectors 

illustrate the effects of (a) changes in production ratio RP at constant POM stoichiometry (i.e. constant 

dTAPOC/dDICPOC, Equation 5.16), with RP increasing from light to dark blue; and (b) changes in POM 

stoichiometry at constant RP, with dTAPOC/dPOC increasing from dark to light blue. Dotted blue lines 

indicate the production slope (SP) in each case. 

 

5.2.3. Isocap slope 

Contours of constant 𝑝CO2
sw in DIC and TA phase space, called isocaps, are non-linear; 

their instantaneous slope at any point – dTA/dDIC at constant 𝑝CO2
sw – is the isocap 

slope (SI, Figure 5.1). This is the threshold value for the production slope (SP) at which 
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the coccolithophore has no net effect on 𝑝CO2
sw. In this section, an exact expression 

for SI is derived from the equations for DIC and TA, and the novel approximation that 

isocaps are linear within environmentally-relevant ranges of DIC and TA is 

demonstrated. This permits the estimation of SI from only 𝑝CO2
sw (𝑆I

lin), 

circumventing the usual requirement to have values for two carbonate system 

variables. The symbols SI and 𝑆I
lin are used throughout to indicate specifically which 

method has been used to evaluate the isocap slope for each figure and part of the 

discussion, but in terms of their consequences and interpretation the approximation 

is accurate enough that the two are effectively interchangeable (section 5.3.5.2); 

conclusions reached for 𝑆I
lin also apply to SI and vice versa. 

5.2.3.1. Exact calculation 

The exact value of SI is derived from Equation 5.1 for DIC and Dickson’s definition of 

TA (Dickson, 1981), simplified to exclude species with negligibly small concentrations 

in typical seawater (Zeebe and Wolf-Gladrow, 2001): 

Equation 5.19  TA = [HCO3
−] + 2[CO3

2−] + [B(OH)4
−] + [OH−] − [H+] 

Equations 5.1 and 5.19 must be converted into functions of [H+] and [CO2]. The 

reactions for the dynamic equilibria between the carbonate species in Equation 5.1 

can be represented as: 

Equation 5.20  CO2 + H2O
𝑘1
⇌ HCO3

− + H+ 

Equation 5.21  HCO3
−

𝑘2
⇌ CO3

2− + H+ 

The stoichiometric dissociation constants k1 and k2 are given by: 

Equation 5.22   

𝑘1 =
[HCO3

−][H+]

[CO2]
 

Equation 5.23   

𝑘2 =
[CO3

2−][H+]

[HCO3
−]
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Rearranging Equations 5.22 and 5.23 and substituting into Equation 5.1 generates the 

required expression for DIC: 

Equation 5.24   

DIC = [CO2] (1 +
𝑘1

[H+]
+

𝑘1𝑘2

[H+]2
) 

For borate, the equivalent reaction and equations are: 

Equation 5.25  TB = [B(OH)3] + [B(OH)4
−] 

Equation 5.26  B(OH)3 + H2O
𝑘B
⇌ B(OH)4

− + H+ 

Equation 5.27   

𝑘B =
[B(OH)4

−][H+]

[B(OH)3]
 

and for the dissociation of water into protons and hydroxide ions: 

Equation 5.28  H2O
𝑘w
⇌ H+ + OH− 

Equation 5.29  𝑘w = [H+][OH−] 

Rearranging and substituting into Equation 5.19 generates an expression for TA: 

Equation 5.30   

TA =
−[H+]4 − 𝑘B[H+]3 + 𝑋[H+]2 + 𝑌[H+] + 𝑍

[H+]3 + 𝑘B[H+]2
 

where X, Y and Z are functions of [CO2]: 

Equation 5.31  𝑋 = 𝑘1[CO2] + 𝑘BTB + 𝑘w 

Equation 5.32  𝑌 = (𝑘1𝑘B + 2𝑘1𝑘2)[CO2] + 𝑘B𝑘w 

Equation 5.33  𝑍 = 2𝑘1𝑘2𝑘B[CO2] 

 

Equations 5.24 and 5.30 are then differentiated with respect to [H+] at constant [CO2], 

and the chain rule is applied to give dTA/dDIC (i.e. SI) in terms of [H+] and [CO2]: 

Equation 5.34   

𝑆I =
−[H+]4([H+] + 2𝑘B) − (𝑘B

2 + 𝑋)[H+]3 − 𝑌[H+](2[H+] + 𝑘B) − 𝑍(3[H+] + 2𝑘B)

−(𝑘1[CO2][H+] + 2𝑘1𝑘2[CO2])([H+] + 𝑘B)2
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The values of [H+] and [CO2] can be determined for any given DIC and TA (Zeebe and 

Wolf-Gladrow, 2001), thus SI can be calculated using Equation 5.34. Various functions 

of temperature and salinity for the equilibrium constants (k1, k2, kB and kw) and TB 

exist; the effects of different choices on SI are evaluated and discussed in Section 

5.3.5.3. Appendix 2, Section A2.1 contains a MATLAB (MathWorks) function 

mph_sliso which evaluates SI using Equation 5.34 and version 1.1 of the CO2SYS 

program for MATLAB (MathWorks) (van Heuven et al., 2011). 

5.2.3.2. Linear approximation 

The isocap slope (SI) can also be estimated directly from 𝑝CO2
sw, seawater 

temperature and salinity, using the novel approximation that isocaps are linear. Such 

estimates of SI are referred to as 𝑆I
lin. The accuracy of 𝑆I

lin and its consequences are 

evaluated and discussed in Section 5.3.5.2. 

The isocap slope can be estimated from 𝑝CO2
sw using an equation of the form: 

Equation 5.35   

𝑆I ≈ 𝑆I
lin = 𝑎 +

𝑏

(𝑐 + 𝑝CO2
sw)𝑑

 

where a, b, c and d are empirically-determined polynomial functions of seawater 

temperature and salinity. Specifically, a 4-dimensional matrix of SI values was 

calculated using Equation 5.34, with dimensions TA, 𝑝CO2
sw, temperature and salinity, 

in the following ranges: 2030 to 2600 µmol kg-1, 20 to 4000 µatm, -1 to 37 °C, and 25 

to 45 respectively. The equilibrium constants and [H+] were evaluated using version 

1.1 of the CO2SYS program for MATLAB (MathWorks) (van Heuven et al., 2011) on the 

Free pH scale, from the following sources: carbonic acid dissociation constants k1 and 

k2 of Lueker et al. (2000); boric acid dissociation constant kB of Dickson (1990b); ion 

product of water kw of Millero (1995); and to estimate TB from salinity, the boron to 

chlorinity ratio of Lee et al. (2010). The mean SI across all TA values was then 

calculated for each 𝑝CO2
sw, temperature and salinity combination. Next, least-squares 

best-fit values for the coefficients a, b, c and d (Equation 5.35) were calculated for 

every temperature and salinity combination (Figure 5.2).  Finally, polynomial 

functions of temperature and salinity were generated using non-linear least-squares 

curve fitting for a, b, c and d (Table 5.1), of the form: 

Equation 5.36  𝑥 = 𝑥1 + 𝑥2𝑇 + 𝑥3𝑇2 + 𝑥4𝑇3 + 𝑥5𝑇𝑆 + 𝑥6𝑇2𝑆 + 𝑥7𝑆 + 𝑥8𝑆2 
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where T is temperature in °C, S is salinity, and x represents any of a, b, c or d. 

Appendix 2 contains the MATLAB (MathWorks) functions which were used to carry 

out this curve-fitting procedure (A2.2, generate_sliso_parameterisation) 

and to apply the results to evaluate 𝑆I
lin (A2.3, mph_slisolin). 

 

Term 

(multiplier) 
a b C d 

x1 (1) 0.98816 11.312 12.560 0.91715 

x2 (T) –2.7845 × 10–3 6.3984 × 10–1 –1.2390 × 10–1 –4.5700 × 10–3 

x3 (T 2) 1.8609 × 10–4 –1.7461 × 10–2 7.7449 × 10–2 2.4269 × 10–5 

x4 (T 3) –2.5893 × 10–6 7.6719 × 10–5 –9.2933 × 10–4 –1.3887 × 10–6 

x5 (T S) 4.7228 × 10–5 –1.3161 × 10–2 3.8589 × 10–2 –5.1792 × 10–5 

x6 (T 2 S) –3.8265 × 10–6 1.0872 × 10–4 –1.0968 × 10–3 –1.5447 × 10–6 

x7 (S) 7.4095 × 10–4 0.21028 1.2782 –2.9309 × 10–3 

x8 (S 2) –1.6419 × 10–5 –1.2561 × 10–3 –8.5354 × 10–3 5.0311 × 10–6 

Table 5.1. Coefficients for the terms in equations in the form of Equation 5.36 for the coefficients a, b, c 

and d in Equation 5.35. Each coefficient is the sum of the products of each multiplier and the value in 

each corresponding row. The calculation and additional significant figures for the coefficients are given 

in the MATLAB (MathWorks) function in Appendix 2, Section A2.3. For the multipliers, T is seawater 

temperature in °C, and S is salinity. 

 

5.2.4. Source or sink? 

The difference between the production and isocap slopes (ΔS) determines whether a 

coccolithophore is a net source or sink of CO2: 

Equation 5.37  Δ𝑆 = 𝑆P − 𝑆I 

The sign of ΔS matches the net change in 𝑝CO2
sw: positive ΔS means that 𝑝CO2

sw is 

increased, and the coccolithophore is a CO2 source; negative ΔS signifies a reduction 

in 𝑝CO2
sw, so the coccolithophore is a CO2 sink. These statements apply only while 

dDIC/dt is negative, which is always the case when net autotrophic production 

(dPOC/dt) and calcification (dPIC/dt) rates are positive. 
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Figure 5.2. Variation of the coefficients (a) a, (b) b, (c) c and (d) d in Equation 5.35 with seawater 

temperature and salinity, in the ranges used to generate the linear approximation (𝑆I
lin). Contours are 

at arbitrary uniform intervals. 
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5.3. Results and discussion 

5.3.1. Isocap slope 

The isocap slope (𝑆I
lin) is dominantly controlled by 𝑝CO2

sw and seawater temperature, 

while salinity has less influence (Figure 5.3). Increasing temperature and salinity both 

increase 𝑆I
lin, but it has an inverse relationship with 𝑝CO2

sw (Equation 5.35). 

 

 

Figure 5.3. Variation of isocap slope with seawater partial pressure of CO2 at different seawater 

temperatures and a salinity of 35 (solid lines), based on the linear approximation. Dotted red lines 

above and below the solid red 30 °C line are for salinities of 40 and 30 respectively, both at 30 °C. The 

black contour encompasses the distributions of 𝑝CO2
sw and 𝑆I

lin in the entire Takahashi et al. (2009) 

climatological data set (Figure 5.4). 

 

The distribution of the isocap slope throughout the global surface ocean near the 

present day can be investigated using 𝑆I
lin and the Takahashi et al. (2009) climatology. 

This global data set contains monthly mean 𝑝CO2
sw, sea surface temperature (SST) 

and salinity gridded at 4°×5° spatial resolution, referenced to the year 2000, in non-El 

Niño conditions. Using Equation 5.35, 𝑆I
lin was calculated for all of these data, as 

illustrated by Figure 5.4. As this data set is climatological, the magnitude of spatial 
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and seasonal variability in 𝑆I
lin in any individual year could exceed or fall short of that 

described in this section. 

Annual mean 𝑆I
lin varies from minimum values near 1.09 at high latitudes to a 

maximum just over 1.32 in equatorial regions (Figure 5.4a), a range of about 0.23. Its 

spatial distribution is dominantly driven by SST, but the additional control of 𝑝CO2
sw 

is also visible in specific regions; for example, the relatively low 𝑆I
lin in the eastern 

equatorial Pacific is caused by high surface 𝑝CO2
sw, driven by local upwelling of DIC-

rich waters (Wang et al., 2006). Salinity has a much smaller effect on 𝑆I
lin than 

temperature or 𝑝CO2
sw (Figure 5.3). The distributions of 𝑝CO2

sw and 𝑆I
lin in the entire 

climatological data set used to generate Figure 5.4 are indicated in Figure 5.3. The 

total range of all monthly 𝑆I
lin is slightly larger, from near 1.09 to just over 1.33. 

There is also significant localised seasonal variability in 𝑆I
lin (Figure 5.4b): its 

maximum annual range – defined as the difference between the maximum and 

minimum monthly values of 𝑆I
lin at each grid point in the climatological data set – is 

over 0.11, almost half of the global range in the annual mean. The spatial pattern in 

the 𝑆I
lin annual range emerges from the interactions of the SST and 𝑝CO2

sw seasonal 

cycles. Figure 5.5 shows the climatological monthly 𝑆I
lin at the 6 locations indicated in 

Figure 5.4b, along with the components of 𝑆I
lin driven by SST and by 𝑝CO2

sw. The SST 

component was calculated at each grid point by evaluating 𝑆I
lin using the monthly 

values for the SST and salinity but with 𝑝CO2
sw held at its annual mean; for the 𝑝CO2

sw 

component, SST was instead held at its annual mean. Where seasonal SST and 𝑝CO2
sw 

are positively correlated, their effects on 𝑆I
lin cancel out to some extent and result in a 

small 𝑆I
lin annual range, while in places where they are negatively correlated, the 

annual range of 𝑆I
lin is greater. A striking feature of Figure 5.4b is the large zones with 

𝑆I
lin annual range close to 0, in particular the oligotrophic subtropical gyres. In these 

regions, the seasonal cycle of 𝑝CO2
sw is dominantly driven by SST: warming decreases 

the solubility of CO2 in the summer and winter cooling increases it again, but 

generally low wind speeds in these regions mean that the air-sea flux of CO2 remains 

low regardless of the degree of SST-driven disequilibrium (Wanninkhof, 1992; 

Takahashi et al., 2009), so DIC and TA do not change significantly throughout the 

year. If DIC and TA are constant, and there is a change in temperature, then 𝑝CO2
sw 

changes significantly, but changes in the isocap slope SI are relatively small. As a 

numerical example, consider a parcel of water with TA of 2330 µmol kg-1, DIC of 

2100 µmol kg-1, temperature of 5 °C and salinity of 35. The 𝑝CO2
sw is therefore 
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254 µatm, and SI is 1.19. If the temperature is increased to 25 °C and no other changes 

are made, the 𝑝CO2
sw increases to 586 μatm, while SI increases by 0.02 to 1.21. 

Returning to the original water parcel: if the temperature is held at 5 °C, the same 

increase in 𝑝CO2
sw can be achieved by increasing DIC to 2233 µmol kg-1. In this case, SI 

decreases to 1.10, a much greater absolute change of 0.09. In conclusion, the isocap 

slope has a small annual range where 𝑝CO2
sw seasonality is mainly controlled by SST; 

large annual ranges are found where the 𝑝CO2
sw and SST seasonal cycles are 

decoupled. Regions with high seasonal biological uptake of CO2 exhibit such 

decoupling, because primary production is more intense during the warmer, lighter 

summer months (Takahashi et al., 2009). These productive regions are obviously of 

key interest in terms evaluating the effect of coccolithophores on the global carbon 

cycle as CO2 sources or sinks, and the very presence of this seasonal productivity 

drives large variations in isocap slope. This consideration emphasises the need to 

evaluate it on a case-by-case basis, and not to rely on a single, globally- or annually-

averaged value. 

Six locations have been selected as short case-studies to illustrate different seasonal 

patterns. The greatest 𝑆I
lin annual range of just over 0.11 is found to the east of Japan, 

in the Kuroshio-Oyashio confluence region (Figure 5.5a). Here, 𝑆I
lin increases from 

1.11 to 1.22 from February to September because of the combined 13.2 °C increase in 

SST (from 1.3 to 14.5 °C) and 110 µatm decrease in 𝑝CO2
sw (from 408 to 298 µatm). 

The latter is driven by spring phytoplankton blooms, primarily consisting of diatoms, 

which occur following seasonal increases in surface ocean irradiance and increased 

water column stratification in this region (Isada et al., 2009). Similar seasonal 

patterns, also mainly driven by seasonal biological activity, are observed in other 

regions like the Patagonian shelf (Figure 5.5b) and the subpolar North Atlantic. The 

former is particularly relevant because the austral spring phytoplankton blooms 

there often include significant abundances of coccolithophores, in particular 

Emiliania huxleyi (Painter et al., 2010; Poulton et al., 2013; Balch et al., 2014). In the 

subpolar North Atlantic, biological consumption of CO2 has been estimated to reduce 

𝑝CO2
sw by 60 µatm during the spring and summer (Olsen et al., 2008). In some cases, 

the combination of SST and 𝑝CO2
sw can result in a double-peak 𝑆I

lin like in the subpolar 

North Atlantic south of Greenland where a 𝑆I
lin maximum driven by 𝑝CO2

sw in May is 

followed by a second maximum driven by both 𝑝CO2
sw and SST in August (Figure 

5.5c). High-magnitude 𝑆I
lin seasonal cycles can also be driven by a seasonal change in 
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Figure 5.4. Global distributions of isocap slope 𝑆I
lin (a) annual mean and (b) annual range in the 

Takahashi et al. (2009) climatological data set. Green labels in (b) indicate geographical locations for 

Figure 5.5. 
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Figure 5.5. Climatological seasonal cycles in the isocap slope 𝑆I
lin (black lines) and its components 

driven by sea surface temperature (SST) and seawater partial pressure of CO2 (𝑝CO2
sw) (orange and 

blue lines respectively) at selected locations indicated in Figure 5.4. The vertical axis scale in each 

panel is ad hoc, but all panels cover the same magnitude range in 𝑆I
lin (i.e. 0.12). 
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only one of SST or 𝑝CO2
sw whilst the other remains relatively constant: in the Fram 

Strait (Figure 5.5d), 𝑆I
lin increases strongly during the summer months, driven almost 

entirely by the sharp decline in 𝑝CO2
sw from 315 to 190 µatm; the SST remains 

between 0.44 and 2.08 °C throughout the year. This 𝑝CO2
sw reduction is probably due 

to seasonal primary productivity associated with summer sea ice melting (Bauerfeind 

et al., 2009). Decoupling of the SST and 𝑝CO2
sw seasonal cycles is not always primarily 

biological. For example, in the eastern equatorial Pacific (Figure 5.5e), they are 

disconnected by upwelling of DIC-rich waters that occurs with particular strength 

during boreal autumn (Wang et al., 2006). Finally, where the 𝑝CO2
sw seasonal cycle is 

driven by SST, for example in the oligotrophic subtropical North Atlantic (Figure 5.5f), 

the two components virtually cancel each other out despite individually being able to 

drive a non-negligible seasonal cycle of non-negligible amplitude in 𝑆I
lin. 

 

5.3.2. Production slope 

The production slope (SP) is controlled by the stoichiometry of nutrient uptake during 

POC production and the rate of PIC production relative to POC production (Equation 

5.18); the latter is quantified by the production ratio (RP, Equation 5.17). Table 5.2 

presents a compilation of published POM stoichiometries and production ratios, as 

well as calculated production slopes, for the coccolithophore species Emiliania 

huxleyi, Gephyrocapsa oceanica, Coccolithus pelagicus and Calcidiscus leptoporus. The 

coefficients α, β, η and θ (for cellular particulate organic nitrogen, carbon, sulfur and 

phosphorus) have been normalised so that β is 106 (Appendix 3), the classic ‘Redfield 

ratio’ C to P value (Redfield et al., 1963). Several different measurements of the 

coefficients α, β and θ have been published for each of these coccolithophore species, 

which have been compiled for Table 5.2 as follows. 

Langer et al. (2013) carried out culture experiments with E. huxleyi under different 

nutrient-limited conditions and reported cellular particulate organic nitrogen, carbon 

and phosphorus concentrations (PON, POC and POP respectively, Table A3.1). Ho et 

al. (2003) reported the cellular content of a wide range of elements in several 

phytoplankton species including E. huxleyi and G. oceanica (Table A3.2). The 

coefficients α and θ in Table 5.2 are the mean of results from the ‘control’ 

experiments by Langer et al. (2013) for E. huxleyi and the Ho et al. (2003) value. For 

G. oceanica the coefficient θ is taken directly from Ho et al. (2003), while its α is the 

mean of the Ho et al. (2003) value (Table A3.2) and 16.8 ± 0.6, which was reported by 
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Moolna and Rickaby (2012) from a culture study of this species at ‘present-day’ 

conditions. Gerecht et al. (2014a) reported cellular particulate organic nitrogen, 

carbon and phosphorus (PON, POC and POP) for two C. pelagicus subspecies at 

various temperatures and levels of phosphate limitation in their Table 2; as α and θ 

were similar across all of their experiments, the means of all of them appear in Table 

5.2 to represent C. pelagicus. Langer et al. (2012) reported cellular PON, POC and POP 

for C. leptoporus under nitrate- and phosphate-limited and control conditions (Table 

A3.3). Their control and nitrate-limited (‘N-limited’) values for α and θ have been 

separately included in Table 5.2. 

Cellular particulate organic sulfur (POS) is rarely measured in coccolithophore 

experiments. Ho et al. (2003) reported cellular POS for E. huxleyi and G. oceanica 

(Table A3.4), but comparable measurements were not obtained for C. pelagicus or C. 

leptoporus. Fortunately, it is possible to estimate cellular POS in these species from 

measurements of the metabolite dimethylsulfoniopropionate (DMSP), a compound 

produced by most coccolithophore species (Franklin et al., 2010). Matrai and Keller 

(1994) measured separately cellular POS and DMSP in E. huxleyi and several other 

non-coccolithophorid phytoplankton species, reporting cellular carbon to sulfur ratio 

of (80 ± 26):1 for E. huxleyi, which corresponds to η of 1.33 ± 0.43 (normalised to 

β = 106). In E. huxleyi and other non-coccolithophorid species which produce 

significant amounts of DSMP, the DMSP was reported to account for between 50 and 

100 % of total POS (Matrai and Keller, 1994). Assuming that this holds true for the 

other coccolithophore species, measurements of cellular DMSP could therefore be 

used to estimate POS and therefore η. Franklin et al. (2010) measured cellular DMSP 

in all of the species in Table 5.2. Cellular POC was not measured, but can be estimated 

from reported cell volumes using the Menden-Deuer and Lessard (2000) cell volume-

POC relationship for protist phytoplankton excluding diatoms: 

Equation 5.38  POCcell = 0.216 𝑉0.939 

where POCcell is the cellular POC in pg cell-1 and V is the cell volume in µm3. The 

coefficient η was estimated for all of the species in Table 5.2 using this method, and 

the cellular DMSP reported by Franklin et al. (2010) from their cultures grown in K/5 

media (Table A3.4). The values of η which appear in Table 5.2 are the mean of those 

reported by Matrai and Keller (1994), Ho et al. (2003) and Franklin et al. (2010) for E. 

huxleyi, the mean of Ho et al. (2003) and Franklin et al. (2010) for G. oceanica, and the 

estimates from only Franklin et al. (2010) for C. pelagicus and C. leptoporus. 
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Species α (N) β (C) η (S) θ (P) RP SP 

Emiliania huxleyi 15.3a,b 106 1.58b,f,g 0.78a,b 0.9-1.1a,h 0.85-0.96 

Gephyrocapsa oceanica 14.5b,c 106 1.18b,g 1.66b 1.5-2.9h 1.13-1.44 

Coccolithus pelagicus 11.8d 106 4.24g 0.87d 1.2-1.7d,i 1.00-1.19 

Calcidiscus leptoporus 31.1e 106 7.07g 0.53e 2.1-2.5e,i 1.22-1.31 

C. leptoporus, N-limited 10.3e 106 7.07g 0.50e 2.1-2.5e,i 1.28-1.36 

Table 5.2. A compilation of published values for the stoichiometric coefficients of particulate organic 

matter, CβHζOφNαSηPθ(s) and the production ratio (RP), and production slope (SP) calculated using 

Equation 5.18, for 4 coccolithophore species. Only the stoichiometric coefficients relevant to this study 

(i.e. α, β, η and θ) are included, and they have all been normalised to β = 106. Notes: aLanger et al. 

(2013), Table A3.1; bHo et al. (2003), Table A3.2; cMoolna and Rickaby (2012); dGerecht et al. (2014a); 

eLanger et al. (2012), Table A3.3; fMatrai and Keller (1994); gFranklin et al. (2010), Table A3.4; hSett et 

al. (2014), Table A3.5; iLanger et al. (2006). 

 

Variations in RP have a greater effect on the production slope SP than proportionally 

equivalent variations in any of the stoichiometric coefficients (Figure 5.6), so ranges 

of RP values have been reported in Table 5.2 and used to calculate the production 

slope SP for each species, instead of averages. Sett et al. (2014) determined RP for E. 

huxleyi and G. oceanica at a range of different temperature and 𝑝CO2
sw conditions. The 

RP values they reported at 𝑝CO2
sw values closest to the present-day global average 

were selected (Table A3.5) and used to represent the ranges of RP for these two 

species in Table 5.2. The RP values determined for E. huxleyi by Langer et al. (2013) 

(Table A3.1) are consistent with the range given by Sett et al. (2014). Langer et al. 

(2006) reported RP at a range of 𝑝CO2
sw values for C. pelagicus and C. leptoporus. For C. 

pelagicus, the range of RP in Table 5.2 is from all of the Langer et al. (2006) 

experiments (they found no significant control of RP by 𝑝CO2
sw for this species) 

combined with the results of Gerecht et al. (2014a), but excluding the latter’s high-

temperature subspecies pelagicus experiment during which anomalously low RP was 

observed. For C. leptoporus, Table 5.2 reports the range of RP at 𝑝CO2
sw of 345 and 477 

µatm for this species in Table 1 of Langer et al. (2006) and in the Control and NO3-

limited rows in Table 3 of Langer et al. (2012) (Table A3.3). Langer et al. (2012) did 

not find that the nutrient limitation made a significant difference to RP. 
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5.3.3. Slope difference 

5.3.3.1. Present day 

The isocap slopes and production slopes can now be brought together to evaluate the 

effect of different coccolithophore species on 𝑝CO2
sw, and so classify them as CO2 

sources or sinks. Figure 5.6 shows how the production slope (SP) varies as a function 

of the POM stoichiometry and production ratio (RP), and indicates the positions of the 

species in Table 5.2. The SP contours at values of 1.09 and 1.33 indicate the global 

range of the climatological monthly isocap slope (𝑆I
lin) at the present day (Figure 

5.4a) and can be used to make some first-order assessments. Coccolithophores 

behave as net CO2 sinks when the slope difference ΔS is negative (i.e. SP < SI, Equation 

5.37). The entire range of the production slope SP for E. huxleyi (0.85-0.96) falls below 

the minimum value of 𝑆I
lin observed in the climatological data set, 1.09 (Figure 5.4a). 

This means that E. huxleyi should always have a negative ΔS: it cannot increase 

𝑝CO2
sw, and cannot act as a CO2 source. Indeed, 𝑆I

lin does not fall below 1 even at very 

high 𝑝CO2
sw and seawater temperature (Figure 5.3). A model simulation based on field 

and mesocosm studies of an E. huxleyi bloom supports the conclusion that they 

should act as CO2 sinks (Buitenhuis et al., 2001). The experimentally-derived SP for C. 

pelagicus, G. oceanica and C. leptoporus all lie partially within the climatological range 

of 𝑆I
lin (from 1.09 to 1.33), so these species are capable of acting as CO2 sources or 

sinks depending upon their precise RP and upon their geographical location (and 

therefore local SI). These species could also switch seasonally between being CO2 

sources and sinks entirely as a result of seasonal variations in SI (Figure 5.5), even if 

their POM stoichiometry and RP remain constant. The most heavily-calcified G. 

oceanica, with RP in the upper half of its range, will always have positive ΔS and so act 

as a CO2 source. 
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Figure 5.6. Control of production slope (SP) by production ratio (RP) and particulate organic matter 

stoichiometry. Vertical bars show the ranges of SP calculated for the coccolithophore species in Table 

5.2. Contours at SP values of 1.09 and 1.33 indicate the total range of the climatological monthly isocap 

slope 𝑆I
lin at near the present day (Figure 5.4). 

 

However, there are reports of local increases in 𝑝CO2
sw that have been attributed to 

calcification by E. huxleyi (Holligan et al., 1993; Robertson et al., 1994). How is this 

possible? If E. huxleyi produces POC and PIC in the ratios given in Table 5.2 it cannot 

increase 𝑝CO2
sw, so the elevated 𝑝CO2

sw must be driven by other species: either the 

community has negative net autotrophic production (Crawford and Purdie, 1997), or 

coccolithophore species with greater SP or heterotrophic calcifiers must be present. 

Coccolithophores with larger cells but that are much less abundant in a community 

than E. huxleyi can still dominate seawater PIC production (Daniels et al., 2014). 

Alternatively, E. huxleyi could be producing greater quantities of PIC relative to POC 

and so have a much greater RP and therefore SP than that in Table 5.2. This species 

does periodically shed coccoliths (Balch et al., 1993); if these are not included in 
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measurements of RP, and they do not dissolve in situ (i.e. they either remain in situ in 

particulate form, or sink out of the surface mixed layer) then they could be 

responsible for an underestimate of RP, and therefore SP. It is clear from Figure 5.6 

that deviations in POM stoichiometry from the values in Table 5.2 are not likely to be 

responsible; indeed, even in the hypothetical extreme case where the cellular PON, 

POP and POS content were all 0 and RP took the maximum value in the E. huxleyi 

range of 1.1, then SP would still not exceed 1.05, which is not high enough to be a CO2 

source for any of the climatological data (Figure 5.4). It is possible that the coefficient 

η (for POS) could be effectively underestimated because of the simplified model of 

coccolithophore biology used here. Coccolithophores produce dimethyl sulfide (DMS) 

as a waste product (Franklin et al., 2010), which is not included in η. Therefore, DMS 

production could result in an underestimate of η in the same manner as how coccolith 

shedding could lead to an underestimate of RP. However, increasing η decreases SP 

(Equation 5.18), so this could not lead to E. huxleyi being a source of CO2. Finally, if the 

source of N was ammonium instead of nitrate, this would alter TA in the opposite 

sense (Wolf-Gladrow et al., 2007), and coccolithophores can utilise ammonium as an 

N source (Strom and Bright, 2009). This would be reflected by using a negative value 

for α in Equation 5.18, and would result in a coccolithophore being a stronger CO2 

source if all other factors remained the same. For E. huxleyi, using the coefficients in 

Table 5.2 but with α changed to -15.3, the range of SP values changes to from 1.00 to 

1.10 – still almost entirely below the climatological range of 𝑆I
lin, but perhaps able to 

generate a small CO2 source under the lowest 𝑆I
lin conditions (i.e. low temperature, 

high 𝑝CO2
sw). 

The timescale on which the effect of coccolithophores on 𝑝CO2
sw is being considered 

has very important implications for selecting suitable values for RP and the 

stoichiometric coefficients for POM. The instantaneous effect of a living 

coccolithophore on 𝑝CO2
sw should be evaluated using the instantaneous rates of PIC 

and POC production and nutrient uptake. However, if RP and the POM stoichiometry 

are determined from measurements of the total size of the PIC and POC pools in a 

coccolithophore, then the 𝑝CO2
sw being evaluated is an integrated measure of the 

coccolithophore’s effect on 𝑝CO2
sw throughout its lifetime. This is the timescale 

implicit in the values reported in Table 5.2. In the simplified coccolithophore model 

used in this chapter (Section 5.2.1) there is no difference between these cases as the 

rate of PIC production relative to that of POC is assumed to always be the same as the 

total size of the PIC pool relative to the POC pool. Similarly, the relative rates at which 
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the nutrients which affect TA are taken up is assumed to be the same as their ratios in 

the POM pool. In reality these assumptions may not be true, so care must be taken to 

choose appropriate values for α, β, η, θ and RP. Similarly, on timescales longer than the 

lifetime of a single cell, the fate of dead coccolithophores becomes important. If 

completely remineralised in the surface layer, they will have had no net effect on 

𝑝CO2
sw despite having altered it while alive. If instead they sink out of the surface 

layer – perhaps a more realistic scenario (Honjo et al., 2008; Sanders et al., 2010) – 

then their influence on 𝑝CO2
sw is more long-lasting. If both the PIC and POC pools that 

make up the coccolithophore are exported from the surface layer in their entirety, 

then the values for the coefficients in Table 5.2 are appropriate. If any part of the 

coccolithophore is not exported, however, and instead remineralises in the surface 

layer, the coefficients would need to be adjusted to reflect this. For example, if the PIC 

pool was entirely exported but the POC pool was remineralised in situ, then over the 

coccolithophore’s entire life cycle dPOC/dt is 0 and so RP is infinite. From Equation 

5.18, SP → 2 as RP → ∞, so the appropriate SP to use is 2. In the opposite hypothetical 

extreme where PIC was entirely remineralised in situ and POC exported, RP would be 

0, so SP would take a value of –(α + 2η + θ)/β (Equation 5.18). Essentially, the method 

presented here is independent of timescale, as long as care is taken to choose 

appropriate coefficients for each application. 

Although in general RP is more important than the POM stoichiometry in determining 

SP, the data for C. leptoporus highlight the importance of taking both factors into 

account. The change in POM stoichiometry between a N-limited and N-replete culture 

experiment (Langer et al., 2012) is indicated in Figure 5.6.  Significant changes in 

stoichiometry associated with nutrient limitation are a phenomenon common to 

many groups of marine phytoplankton (Geider and La Roche, 2002). The change, 

which is mostly driven by a reduction of cellular PON, is sufficient to change the range 

of SP for C. leptoporus from falling entirely within with the climatological surface 

seawater range of 𝑆I
lin to a range which partially exceeds it, despite there having been 

no change in RP. The most heavily-calcified C. leptoporus can therefore be changed by 

nutrient limitation from being a CO2 source or sink dependent upon local seawater 

conditions, to being virtually always a CO2 source. 

5.3.3.2. Palaeoclimatic implications 

The linear approximation of the isocap slope (𝑆I
lin) can be applied to specific events in 

the palaeorecord by assuming that global mean surface ocean 𝑝CO2
sw remains 
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approximately in equilibrium with atmospheric pCO2 on geological timescales. During 

the Last Glacial Maximum (LGM, 19-23 thousand years before present), the 

atmospheric partial pressure of CO2 fell to 180 µatm (Monnin et al., 2001), and the 

annual mean sea surface temperature (SST) was up to 10 °C lower than at the present 

day (MARGO Project Members, 2009). In the climatological data set, the mean 𝑝CO2
sw, 

SST and salinity are 355 µatm, 16 °C and 35 respectively, corresponding to an 𝑆I
lin of 

1.21. At 180 µatm, 6 °C and assuming the same salinity, 𝑆I
lin increases slightly to 1.23. 

As its rate of change with respect to both SST and 𝑝CO2
sw increases with decreasing 

𝑝CO2
sw (Figure 5.3), 𝑆I

lin should also have exhibited greater spatial and seasonal 

variability. Therefore, a given coccolithophore would have been a weaker CO2 source 

(or stronger CO2 sink) during the LGM than at the present day on average, but both 

the magnitude and polarity of its effect on 𝑝CO2
sw would be more changeable. 

Conversely, during the Palaeocene-Eocene Thermal Maximum (PETM) – a 

hyperthermal event roughly 56 million years before present – the atmospheric CO2 

concentration (and therefore 𝑝CO2
sw) was an order of magnitude higher than at the 

present day, possibly reaching over 4000 µatm (Zachos et al., 2008). Global mean SST 

was also 4-5 °C warmer than at present (Dunkley Jones et al., 2013). Under these 

conditions, 𝑆I
lin would be effectively homogeneous at a value close to 1.03 throughout 

the surface ocean, much lower than at the present day, because its sensitivity to both 

SST and 𝑝CO2
sw is greatly diminshed at high 𝑝CO2

sw (Figure 5.3). Coccolithophores 

have been the major pelagic calcifiers throughout the Cenozoic, with modern species 

such as C. pelagicus also present during the PETM (Gibbs et al., 2006, 2013), and these 

species would be stronger CO2 sources during the PETM than in the modern ocean. As 

a cautionary note, the exact value for 𝑆I
lin during the PETM could be not so well 

constrained, because its calculation is based on formulae for equilibrium constants 

and ionic concentrations which have been empirically determined from samples of 

modern seawater; if there have been significant variations in the major ion 

composition of seawater then these expressions may not be accurate (Millero and 

Pierrot, 1998). Nevertheless, the conclusion that 𝑆I
lin would exhibit much less 

heterogeneity both spatially and temporally under these much higher SST and 𝑝CO2
sw 

conditions is robust. 
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5.3.3.3. Future impacts 

Presently, global mean surface ocean SST and 𝑝CO2
sw are increasing (Wu et al., 2011; 

Tjiputra et al., 2014). Although these changes have effects of opposite polarity on 𝑆I
lin, 

the 𝑝CO2
sw change dominates and so global mean 𝑆I

lin is decreasing (Figure 5.3). As we 

continue to move towards a future, higher-CO2 ocean, the global mean value of 𝑆I
lin 

and its spatial and seasonal variability will decrease further, and if there are no 

biological changes affecting cellular stoichiometry (Table 5.2), coccolithophores 

would become stronger sources of CO2 – a positive feedback that has been previously 

identified for calcification in general (Frankignoulle et al., 1994). Because of the 

opposing effects of SST and 𝑝CO2
sw on 𝑆I

lin, the smaller the climate sensitivity (i.e. the 

increase in global mean surface temperature induced by a doubling of atmospheric 

pCO2), the greater this positive feedback will be. It could be offset by a decrease in the 

production ratio RP (and therefore also in the production slope SP), which some 

studies have suggested may happen as a result of decreased PIC production at higher 

𝑝CO2
sw levels (Riebesell et al., 2000; Zondervan et al., 2001, 2002; Beaufort et al., 

2011; Findlay et al., 2011). However, other studies have suggested that 

coccolithophores could adapt to increasing SST and 𝑝CO2
sw, minimising changes in 

their RP (Iglesias-Rodriguez et al., 2008; Lohbeck et al., 2012; Jin et al., 2013; Schlüter 

et al., 2014). Coccolithophore responses to climatic change are likely to be species-

specific. Increasing 𝑝CO2
sw could be beneficial for autotrophic production as CO2 is a 

resource in this context, but detrimental to calcification because of the associated 

decline in pH and consequent increased energetic cost of internal pH regulation 

(Gaylord et al., 2015). This contradiction might partly explain why it remains 

unresolved how coccolithophores – which undertake both processes – will respond to 

increasing 𝑝CO2
sw in the future. 

 

5.3.4. Comparisons with previous work 

5.3.4.1. Erroneous calculations 

Studies have sought to define particular coccolithophore species as CO2 sources or 

sinks, with varying levels of success. Most discussions of this have suggested that 

there is a threshold value of the production ratio (RP) – the rate of PIC production 

relative to that of POC (Equation 5.17) – at which 𝑝CO2
sw is unaffected. It is possible to 

define the threshold in this way, but only for a specific POM stoichiometry. In 
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addition, it has been incorrectly suggested that the threshold is met when RP is 1 

(Poulton et al., 2007; Gerecht et al., 2014b). How does this misconception arise? The 

reaction for autotrophic production (Equation 5.8) states that production of 1 unit of 

POC takes up 1 unit of CO2 from the seawater. The following reaction for calcification: 

Equation 5.39  Ca2+ + 2HCO3
− ⟶ CaCO3(s) + CO2 + H2O 

suggests that production of 1 unit of PIC returns 1 unit of CO2 to the seawater. This 

leads to the mistaken conclusion that when RP is 1, the CO2 uptake during POC 

production is equal to that given out by PIC production, so there is no net change in 

𝑝CO2
sw. However, the dynamic equilibria between the carbonate species have been 

neglected (Equations 5.20 and 5.21). In reality, if CO2 is taken up from the seawater, 

the positions of these equilibria will shift to partially compensate, so on timescales 

longer than a few seconds (i.e. enough for thermodynamic equilibrium to be 

established) the net change in [CO2] will be less than the amount of CO2 removed. The 

changes in TA accompanying the production of PIC and POC will further alter the 

𝑝CO2
sw. Consequently, in terms of their effect on the seawater chemistry, the reactions 

for calcification given by Equations 5.7 and 5.39 – and all other variations using 

different combinations of the carbonate species as reactants and products – are 

indistinguishable, and a threshold 𝑝CO2
sw-neutral value of RP cannot be quantified 

intuitively in this way. 

5.3.4.2. Globally homogeneous values 

Other studies have evaluated a threshold for RP more correctly, but have either 

assumed a single value is applicable or have not carried out a systematic analysis of 

spatial and temporal variability in the threshold (Buitenhuis et al., 2001; Iglesias-

Rodriguez et al., 2008). Furthermore, they have not addressed the requirement to 

calculate the threshold differently depending on the stoichiometry of nutrient uptake, 

which is circumvented by using the production and isocap slopes as described in this 

chapter. 

5.3.4.3. The buffer factor ψ 

The dimensionless buffer factor ψ is the ‘released CO2 to precipitated carbonate ratio’ 

(Frankignoulle et al., 1994). As it does not account for the effects of organic matter 

production, ψ in itself is not enough to determine whether a coccolithophore will be a 

source or sink of CO2, but it does provide an alternative route to calculate the isocap 

slope (SI). Although mainly associated with studies on coral reef calcification, where 
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the rate of POC production is much lower than PIC production, it has been used in 

several studies to quantify changes in carbonate chemistry caused by 

coccolithophores (Riebesell et al., 2000; Zondervan et al., 2001; Shutler et al., 2013; 

Gerecht et al., 2014a), and its global distribution has been investigated (Smith, 2013). 

However, ψ does not account for the changes in seawater TA during organic matter 

production. Numerically, ψ is equal to the additional reduction in DIC that would be 

required such that production of one unit of PIC causes no net change in 𝑝CO2
sw. To 

illustrate the relationship between ψ and SI, the ‘isocap ratio’ (RI) is defined as the 

value of the production ratio RP when its corresponding SP for a particular POC 

stoichiometry (Equation 5.16) is equal to SI, so calcification and autotrophic 

production are balanced such that there is no net change in 𝑝CO2
sw. It then follows 

from Equations 5.18 and 5.40 that ψ → 1/RI as dTAPOC → 0; ψ is numerically equal to 

1/RI in the hypothetical case where POC production does not affect TA. The 

relationship between the isocap slope SI and its value of ψ can therefore be derived 

geometrically: 

Equation 5.40   

𝑆I =
2

1 + 𝜓
 

To demonstrate the validity of this interpretation of ψ, Figure 2 from Frankignoulle et 

al. (1994) has been reproduced using Equations 5.34 and 5.40 (Appendix A3, Figure 

A3.1). 

 

5.3.5. Errors and limitations 

5.3.5.1. Interpreting ΔS  

The sign of the difference ΔS between the production slope SP and the isocap slope SI 

(Equation 5.37) determines whether a coccolithophore acts as a CO2 source (positive 

ΔS) or sink (negative ΔS). When ΔS is 0, then PIC and POC production are balanced 

and cause no net change in 𝑝CO2
sw (medium blue vectors, Figure 5.1). This can be 

assessed using either the exact value of SI (Equation 5.34) or its linear approximation 

𝑆I
lin (Equation 5.35). However, DIC and TA must both be known in order to determine 

the rate of 𝑝CO2
swchange with respect to production, which is calculated using the 

Revelle factor (Zeebe and Wolf-Gladrow, 2001, pp. 76–80). This also restricts 

comparisons between ΔS values calculated in different settings. Only when the 
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species being compared are taking up DIC from the seawater at the same rate and are 

in the same seawater conditions (i.e. the same DIC, TA, temperature and salinity) does 

a greater positive ΔS value guarantee a stronger CO2 source than a smaller positive 

value. 

The difference between SI and SP can be used to quantify the rate of change of DIC 

away from its ‘equilibrium’ value, relative to the PIC production rate: 

Equation 5.41   

𝑑DIC

𝑑PIC
=

2(𝑆P − 𝑆I)

𝑆P𝑆I
 

Either SI or 𝑆I
lin can be used to evaluate Equation 5.41, but to convert the DIC change 

into a 𝑝CO2
sw change requires a fully-resolved carbonate chemistry system. 

5.3.5.2. The linear approximation 

The uncertainty in 𝑆I
lin relative to SI depends on the specific range of TA used to 

derive the functions for the coefficients a, b, c and d (Equation 5.35). The difference 

between 𝑆I
lin and SI (i.e. the approximation error) is greatest at the extremes of the TA 

range used to generate the expressions for a, b, c and d, and 0 near their centres. For 

this reason, the range was chosen such that present-day global mean surface ocean 

conditions fall close to its centre: the middle of the TA range is approximately the 

global mean of surface ocean TA (shallower than 10 m) in the GLODAP data set (Key 

et al., 2004). Figure 5.7 illustrates the approximation error as a function of DIC and TA 

for the ranges of TA and 𝑝CO2
sw used to generate the linear approximation; the 

maximum absolute error is less than 0.025, which is over an order of magnitude 

smaller than the uncertainties in SP in Table 5.2 and therefore not a hindrance. The 

error is close to 0 at the middle of the TA range, which is close to typical seawater 

conditions at the present day. The error also becomes closer to 0 as 𝑝CO2
sw increases, 

because the degree of non-linearity of the isocaps decreases with increasing 𝑝CO2
sw. 

Figure 5.7 only shows this error at a temperature of 15 °C and salinity of 35, but the 

pattern and magnitude of the error is similar for all other combinations of these 

values in the ranges used to generate the approximation. 
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Figure 5.7. Difference between isocap slope calculated exactly (SI, Equation 5.34) and using the linear 

approximation (𝑆I
lin, Equation 5.35), at a temperature of 15 °C and salinity of 35. Only the region 

included in the derivation of the linear approximation is coloured (i.e. 20 ≤ 𝑝CO2
sw ≤ 4000 µatm). Black 

labelled contours show selected 𝑝CO2
sw values in µatm. 

 

5.3.5.3. Choice of constants 

Several different empirical formulae exist for the equilibrium constants and ionic 

concentrations used to evaluate the isocap slope SI. The differences between SI 

evaluated using different expressions for these constants are negligible compared 

with the uncertainties in the production slope SP for any species. Exact SI was 

calculated using Equation 5.34 and every combination of relevant user-chosen 

constants for seawater in version 1.1 of the CO2SYS software for MATLAB 

(MathWorks), at a salinity of 35, temperature of 25 °C, DIC of 2100 µmol kg-1 and TA 

of 2330 µmol kg-1. There are 13 options for the carbonic acid dissociation constants k1 

and k2, and 2 options for total boron TB, so 26 combinations in total. The mean ± 
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standard deviation (SD) of all these combinations for SI was 1.197 ± 0.001, with 

minimum and maximum values of 1.195 and 1.120. The 𝑝CO2
sw values calculated at 

these input conditions with the different combinations of constants were all in the 

range from 384 to 418 µatm, with a mean ± standard deviation of 397 ± 11 µatm. 

Using these 𝑝CO2
sw values as inputs into the linear approximation Equation 5.35 gives 

a mean ± SD for 𝑆I
lin of 1.191 ± 0.004, and minimum and maximum values of 1.185 to 

1.196. For both SI and 𝑆I
lin, the results using the combination of constants used to 

generate the linear approximation (Lueker et al. (2000) for k1 and k2, and Lee et al. 

(2010) for TB) fall close to the mean of all combinations. The uncertainties in both SI 

and 𝑆I
lin resulting from the choice of these constants are therefore negligible because 

they are about 2 orders of magnitude smaller than the ranges of SP identified for the 

coccolithophore species in Table 5.2. 
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5.4. Conclusions 

Coccolithophores can be either sources or sinks of CO2. If the production slope (SP) for 

a coccolithophore species is greater than the isocap slope (SI) for its ambient 

seawater environment, then it will act as a CO2 source, or as a sink if SP is less than SI. 

The SP depends upon the coccolithophore’s ratio of PIC to POC production (RP), and 

on the stoichiometry of its nutrient uptake during POC production; RP does not in 

itself contain enough information to classify a coccolithophore as a CO2 source or 

sink. Further investigation of the controls on the stoichiometry of nutrient uptake and 

production ratios of coccolithophores on different timescales is required in order to 

better quantify SP and therefore carry out accurate calculations of their influence on 

the global carbon cycle. The SI is dominantly controlled by the seawater temperature 

and 𝑝CO2
sw, and it varies significantly both spatially and seasonally on a global scale. 

This variability is of sufficient magnitude that individual species can switch between 

being CO2 sources and sinks based upon their geographical location and also 

seasonally, without any changes to their SP. Because SI has an inverse relationship 

with 𝑝CO2
sw, coccolithophores act as a positive feedback on 𝑝CO2

sw from a chemical 

perspective, although this could be offset if changes in 𝑝CO2
sw also significantly affect 

their SP, which has not been conclusively established. 
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6 
Conclusions and outlook 

Abstract 

This final chapter draws together the concepts and ideas presented in all preceding 

chapters, and suggests other research areas where they might also be applied. The 

main themes discussed are on the importance of continued observations of marine 

carbonate chemistry in the global ocean, and how this can be achieved; on the 

minutiae of carrying out and reporting these measurements, in particular their 

precision and accuracy; and on geo-engineering possibilities for mitigating the 

climatic effects of anthropogenic CO2 by increasing the capacity of the ocean to store 

it. Finally, future improvements that could be made to the studies forming the 

chapters of this thesis are suggested, along with more general ideas about present 

and future challenges facing the science of marine carbonate chemistry. 
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6.1 Continued observations 

The abundance of observational marine carbonate chemistry data has increased to 

the point that it is now relatively difficult to create an interesting, publishable 

narrative or find novel insights from the results of any individual research cruise; 

more attention is turned towards examinations of compiled data sets (e.g. Key et al., 

2010, 2004; Pfeil et al., 2013; Schmittner et al., 2013; Bakker et al., 2014; Takahashi et 

al., 2014b). Despite this, it remains critically important that observations are 

sustained; obviously, without the individual cruises taking place these combined data 

sets will not continue to grow, and there are still significant gaps in their spatial and 

temporal distributions. However, without exciting new science coming from the 

carbonate chemistry measurements on every cruise, funding for such observational 

work may become more difficult to obtain. Autonomous sensing and further 

integration of models and observations are two approaches which may help to 

ameliorate this problem. The former can take the form of adding biogeochemical 

sensors to autonomous sensing arrays (e.g. Martz et al., 2010), or can be based on 

building algorithms to predict surface ocean carbonate chemistry from satellite 

remote sensing data products (Sun et al., 2012). The model-based approach used to 

evaluate how representative the Extended Ellett Line is of the surrounding regions in 

Chapter 4 could be extended and applied to a global model in order to identify 

locations which would provide the most information, or where most uncertainties 

are, and so primarily target research cruises there. For example, Holden et al. (2013) 

were able to identify specific parts of the ocean interior where further observations of 

δ13CDIC would be critically useful, and gave suggestions for spatial targeting of future 

observational work. There is much scope for improvement of existing models, in 

particular regarding their representation of calcification; observations should be 

targeted to address such issues, and thus improve model parameterisations of these 

processes. With careful validation, model output could then also be used to determine 

how best to fill in gaps in observational data, and to evaluate time-of-emergence for 

trends in different variables. At present, the latter has been applied more to surface 

ocean biogeochemical variables (e.g. Henson et al., 2010) than it has in the ocean 

interior. 
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6.2 Carbonate system measurements and calculations 

Although carbonate chemistry measurements are increasingly seen as routine, 

achieving high-quality results remains resolutely non-trivial. One aspect of this, the 

calculation of TA from titration data, has been discussed in detail in Chapter 2. 

Software such as CO2SYS (van Heuven et al., 2011), while providing extremely useful 

investigative tools, hide a significant body of assumptions about the seawater 

chemistry which the casual user may not be aware of, giving a false sense of certainty 

in calculated results. 

Calculation and reporting of precision is a problem for marine carbonate chemistry 

measurements at the present day. There are wide discrepancies in how precision is 

defined and calculated, and the exact calculation used is frequently explained in very 

vague terms, if at all. This can make it difficult or impossible to compare results 

between studies, as discussed in Chapter 3. In addition, precision is also routinely 

quoted to one-sigma precision, which is 68.3 % certainty. This means that the ‘true’ 

value of approximately 1 in every 3 measurements falls outside the quoted 

uncertainty range, which is perhaps inappropriate. However, for any scientist to 

make a unilateral switch to quoting two- or three-sigma uncertainties for 

measurements, corresponding to 95.4 % and 99.7 % confidence, would give the 

superficial appearance that their data is of poor quality, potentially hindering its 

publication and application. 

For DIC and TA measurements, precision is often estimated as the standard deviation 

(SD) of (typically) 5 substandards run at the start of each analysis session. This is not 

ideal. Firstly, if these substandards are taken from a single large seawater sample 

having not been subsampled into analysis bottles, or they have otherwise undergone 

different processing from the samples, then the precision calculated from them does 

not include any uncertainty engendered by the sampling procedure. Secondly, these 

substandards are used to assess the running of the instrument at the start of each 

day. Consequently, any values considered ‘wrong’ by the operator are put aside, and 

successive substandards are measured until an ‘acceptable’ precision is achieved. 

This could lead to a false underestimate of precision. If there is any change in 

precision throughout the analysis session, this will also not be monitored. If these 

substandard measurements must be used, then the mean should be taken over many 

analysis sessions. It is inaccurate to assert that the SD of 5 substandards (the typical 

number) during each analysis session is the precision for that session, and that this 
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varies from day to day. One possible solution is to make greater use of replicate 

analyses, as in Chapter 3. It is already recommended that at least 10 % of samples – 

spread evenly throughout the sampling period – are collected in duplicate (Dickson et 

al., 2007), but the more that can be taken, the more reliably precision can be 

determined. Precision evaluated from these samples then includes errors introduced 

at all stages of the sampling and measurement processes. 

Accuracy is an entirely separate issue. There is only one internationally-recognised 

CRM for DIC and TA measurements with which accuracy can be assessed, produced 

by A.G. Dickson (Scripps Institution of Oceanography, USA). Although it is of high 

quality, it is commonly used to calibrate measurements, in which case it cannot be 

used to independently assess accuracy. No effort should be spared in trying to 

remedy this situation, and to calibrate measurements independently of the CRM. For 

TA, this can be achieved for example by independently measuring the molarity of the 

acid titrant, while for DIC it can be done for example by using a gas loop or by 

preparing sodium carbonate standards (Dickson et al., 2007). Nevertheless, it 

remains essential to investigate the best way to calibrate data using CRM 

measurements, as discussed in Chapter 2 for TA, because this is all that is available 

for many important archival data sets. 
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6.3 Geo-engineering applications 

A range of ‘geo-engineering’ techniques have been suggested to offset the adverse 

impacts of increasing atmospheric CO2. Some of these are based on increasing the 

ocean’s capacity to take up and store carbon, either by increasing the biological 

conversion of carbon from an inorganic to an organic form in the surface ocean, or by 

increasing TA. Both varieties are an application of the principles discussed in Chapter 

5 for determining the influences of calcification and autotrophic production on CO2. 

The most well-known of these oceanic techniques is fertilisation by addition of iron 

(e.g. as Fe(II) sulfate) to iron-limited, ‘high-nitrate low-chlorophyll’ (HNLC) areas like 

the Southern Ocean. Experiments in HNLC regions have confirmed that this 

fertilisation can boost primary productivity and therefore biological conversion of 

inorganic to organic carbon in the surface layer, acting as a CO2 sink (e.g. Coale et al., 

1996; Boyd et al., 2000). In the context of Chapter 5, this corresponds to a situation 

where PIC production is negligible relative to POC production, so the ‘production 

slope’ (SP) will be very small, always generating a CO2 sink. However, as discussed in 

Section 5.3.3.1, if this organic carbon is not exported from the surface layer but 

remineralised in situ after the initial bloom, then no long-term net sequestration of 

CO2 has taken place. In general, the associated increase in biominerals produced in 

the surface ocean might be expected to enhance transport into the interior ocean 

through the provision of ballasting material (Armstrong et al., 2001), but the local 

community structure is a critical factor in determining how effective this will be on a 

case-by-case basis. For example, at least half of the biomass of an artificially fertilised 

diatom-dominated bloom in the Southern Ocean was exported to deeper than 

1000 m, providing successful long-term carbon sequestration (Smetacek et al., 2012). 

However, in a similar experiment in the Subantarctic Atlantic Ocean, the low silicic 

acid concentration limited the diatom population to under 10 % of the bloom 

biomass, and little carbon was exported to the ocean interior despite a short-term 

increase in net autotrophic production near the surface (Martin et al., 2013). Coupled 

with concerns about disruptive effects on ecosystems through changes in community 

structure and high levels of dissolved oxygen uptake associated with blooms, this 

spatial variability in efficiency – and consequent difficulties in using the results of 

small-scale experiments to make global predictions – has led to scepticism that this 

technique will provide an effective solution to the climatic effects of anthropogenic 

CO2 emissions (Strong et al., 2009). 
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The other approach involves altering TA. As explained in Chapter 5, net calcification is 

a CO2 source because of its effect on 𝑝CO2
sw, and the opposite is also true – dissolution 

of calcium carbonate (CaCO3) decreases 𝑝CO2
sw and so can be considered as a CO2 

sink. This is an example of a situation where the statements in Section 5.2.4 are 

reversed, because dDIC/dt is positive; the ‘production slope’ could instead be called a 

‘dissolution slope’ (SD), and when SD is greater than the isocap slope (SI) there is a net 

CO2 sink. Dissolution of marine carbonate sediments thus will offset the 

anthropogenic increase in atmospheric CO2 by increasing the chemical capacity of the 

ocean to store DIC, but this will not help to offset the impacts of anthropogenic CO2 in 

the immediate future, as it naturally operates on timescales much longer than a 

human lifetime (Archer, 2005). The process could be artificially enhanced by 

manually delivering ground-up carbonate minerals to the ocean surface layer. 

Minerals other than CaCO3 have been suggested for this purpose that could be more 

effective at decreasing 𝑝CO2
sw. The increase in TA caused by CaCO3 dissolution is 

accompanied by an increase in DIC, which reduces SD, thereby reducing the decrease 

in 𝑝CO2
sw for a given amount of CaCO3 dissolution in a given seawater composition. 

Minerals with greater SD will be more effective CO2 sinks, in terms of the change in 

𝑝CO2
sw per unit increase in TA. For example, olivine has the chemical formula 

(Mg,Fe)2SiO4, so its dissolution does not affect DIC but does increase TA; its SD is ∞. As 

a numerical illustration, consider a water parcel at 15 °C, with a salinity of 35, DIC of 

2100 μmol kg-1, TA of 2330 μmol kg-1, and no dissolved silicate; its initial 𝑝CO2
sw is 

391 μatm (van Heuven et al., 2011). Increasing TA by 50 μmol kg-1 by dissolution of 

CaCO3 is accompanied by an increase in DIC of 25 μmol kg-1, and 𝑝CO2
sw drops by 

34 μatm, to 357 μatm. If the same TA increase was instead achieved by (Mg,Fe)2SiO4 

dissolution, then DIC does not change, the silicate concentration increases by 

25 μmol kg-1, and 𝑝CO2
sw falls by 75 μatm, to 316 μatm. Olivine is widely available as a 

key component of mafic igneous rocks, and this geo-engineering potential has been 

the subject of investigation (e.g. Köhler et al., 2010). However, its iron and silicate 

content means that its dissolution in seawater also has a fertilisation effect (Köhler et 

al., 2013), and the adverse consequences associated with this, which are discussed in 

the previous paragraph, may also be applicable. 
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6.4 Future work 

My specific plans for future work directly related to the content of individual chapters 

are discussed directly in those chapters. For example, the Calkulate script presented 

in Chapter 2 will be further developed, and its CO2 loss correction scheme tested 

experimentally. The GLODAPv2 data product, once released, will be used to update 

the analysis presented in Chapter 4. All of Chapters 2 to 5 are in the process of being 

prepared for independent publication, and a version of Chapter 3 is currently 

undergoing peer review (Humphreys et al., 2015). The following paragraphs describe 

in more general terms the outlook for specific areas or research in which I intend to 

be involved in the future. 

One area in which studies which combine observations with model output will be 

important is the continental shelf seas. These shallow, coastal ocean areas have a far 

more complex suite of physical and biological processes operating on the carbonate 

chemistry system than those affecting the open ocean. As a result, while these regions 

are considered globally to be a net sink for atmospheric CO2 (Cai, 2011; Laruelle et al., 

2014), individual shelf seas can instead act as CO2 sources (Dai et al., 2013). Whether 

each region is a CO2 source or sink usually is a result of a unique combination of 

factors, making it very difficult to predict how a specific sea will behave without first 

making detailed observations. These observations need to be at a high enough spatial 

resolution to discover small-scale processes while still covering a large enough 

geographical area to represent the entire shelf sea. Temporally, they need to be 

frequent enough to resolve seasonal cycles and also must be carried out for at least a 

full year. Clearly, this represents an enormous undertaking that would be financially 

and logistically restricted from being carried out indefinitely. When the opportunity 

presents itself to make observations in these settings it is therefore critical to do so in 

parallel with modelling studies, for example in the UK Shelf Seas Biogeochemistry 

research programme, which is currently underway. Amongst other goals, this aims to 

quantify the air-sea flux of CO2 for the European continental shelf sea, and also to 

investigate if there is significant transport of carbon from the shelf sea into the 

adjacent open ocean. The observational data collected in such programmes can be 

tested against simulated output and thus used to improve available models. Once 

validated, the model output can be used to fill gaps and extend the understanding of 

the system generated from the observations. This will ensure that the final 

conclusions of the expensive and exhausting observational programme are applicable 

not only to the specific time period and location of the observations, but in a more 
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universal sense. While of course many studies on wide-ranging subjects have already 

been conducted in which these aims have been fulfilled, many more have not 

integrated observations with model output despite these potential gains. 

The scientific community must continue its efforts to compile and perform secondary 

quality control on biogeochemical observations to provide historical context for new 

and repeated measurements, but it will become increasingly important to integrate 

data from sources other than traditional research cruises, like Argo floats and 

sustained observation platforms attached to moorings. The soon-to-be-released data 

synthesis GLODAPv2 will be an invaluable resource, but while all of the cruises it 

includes have been compared using cross-over analysis (Tanhua, 2010) and adjusted 

for consistency or excluded where necessary, there is no established method in place 

by which data collected from different platforms can be compatibly and reproducibly 

assimilated. Version 3 of the Surface Ocean CO2 Atlas (SOCAT), which is also 

approaching completion and release, does contain data from a range of different 

observational platforms, and it features an expanded data flagging system to account 

for this and allow these data to be easily identified. Efforts should also be made to 

include a wider range of variables: for example, the previous generation of GLODAP 

and CARINA (Key et al., 2004, 2010) included stable isotopic data for DIC which had 

not undergone secondary quality control, necessitating the creation of independent 

data products for this variable (Schmittner et al., 2013; Becker et al., 2015). This 

raises the possibility of inconsistencies in the variables and cruises which are 

duplicated by the different data products, and increases the time which must be spent 

prior to any analysis simply making these datasets compatible with each other. As 

more and more data are generated in the future, increasing automation of these 

quality-control procedures will become essential. This is especially important as they 

typically rely upon hours of unfunded, voluntary work for many of the scientists 

involved. 

 

 

  



Chapter 6: Conclusions and Outlook 

141 

6.5 Concluding remarks 

The science of marine carbonate chemistry has never been so important to study as it 

is at the present day. As anthropogenic CO2 continues to accumulate in the global 

ocean, the corresponding changes in its chemistry – like the decline in pH – will 

become increasingly pronounced, along with their ramifications. To answer critical 

questions about the magnitude and impacts of these changes in the coming century, it 

is essential first to understand how this complex system works and interacts now. 

The research community must embrace new sources of data and new methods of 

analysis, and carefully consider how to incorporate them into existing schemes. 

To predict and prepare for the future, we must first understand the present. 
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A1 
Calkulate functions 

This appendix contains the MATLAB (MathWorks) functions used to calculate total 

alkalinity from open-cell titration data described in Chapter 2. 

 

A1.1 Main Calkulate function 

function [TA_final,E0_final,t,sc,meanT,pipmass,f2xint] = calkulate( ... 

    datfile,acidmolar,acidrho,tit5vol,pipvol,sal,dic,phos,sc,tforce,z) 

%calkulate Calculates total alkalinity from .dat file output by VINDTA 

% Matthew P. Humphreys, 2015-01-20. Last updated 2015-02-16 [v0.1.1] 

% This calculates total alkalinity (TA) from the .dat files output by the 

%  VINDTA instrument (Marianda). The method is based on the Gran plot (G52) 

%  as modified by Hansson & Jagner (HJ73) and Bradshaw et al. (BBSW81). 

% However, DIC takes a fixed value which is not permitted to change during 

%  the iterative process. 

% See end of main function for citation list & reference codes. 

 

%% === USER INPUTS and example values === 

% datfile = '3-1  14  (1500)1110.dat'; % 'filename.dat' from VINDTA 

% tit5vol = 4.9831; % Titrino pipette volume/mL at "5mL" dispensed 

% acidmolar = 0.10496; % Acid molarity / mol/L 

% acidrho = 1.0212; % Acid density / kg/L 

% pipvol = 100; % TA pipette volume / mL 

% sal = 33.384; 

% dic = 2022.04 * 1e-6; % DIC / mol/kg 

% phos = 0.48 * 1e-6; % Phosphate / mol/kg 

% sc = []; % Leave empty or input structure containing all constants' codes 

% tforce = []; % Leave empty to use titration file temperature 

% z = 0.1; % CO2 loss correction factor of B92 

  

%% === SELECT CONSTANTS === 

if isempty(sc) 

% Ionic concentrations 

sc.TSO4 = 'MR66'; % Total sulfate: MR66,KDCP67 

sc.THF = 'W71'; % Total fluoride: W71,R65,KDCP67 

sc.TB = 'LKB10'; % Total boron: LKB10,U74,KDCP67 

% Dissociation constants 

sc.kHSO4 = 'D90b'; % Sulfate: D90b,WM13 

sc.kHF = 'PF87'; % Fluoride: PF87,DR79 

sc.k1k2 = 'LDK00'; % Carbonic acid K1&K2: LDK00,GP89 

end %if 

  

%% === READ VINDTA OUTPUT: .dat FILE === 

% This gives the option of inputting the titration data directly as a table 

if ischar(datfile) 

    t = calk_datfile(datfile); 

else 

    t = datfile; 

end %if 
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% Correct cell temperature to <tforce>, if required 

if ~isempty(tforce) 

    t.t(:) = tforce; 

end %if 

  

% Initial .dat file calculations 

t.vol = t.vol_raw * tit5vol/5; % Volume acid added / mL 

t.tk = t.t + 273.15; % Cell temperature / K 

t.mass = t.vol*1e-3 * acidrho; % Acid added / kg 

  

% Seawater sample analysis density (MP81) & associated calculations 

piprho = calk_MP81(t.t(1),sal) * 1e-3; % Sample analysis density / kg/L 

pipmass = pipvol * piprho * 1e-3; % Sample mass / kg 

acidmolal = acidmolar/acidrho; % Acid molality / mol/kg 

  

%% === NERNST EQUATION CONSTANTS === 

% Constants R & F are 2010 CODATA recommended values 

%  from http://physics.nist.gov/cuu/Constants 

R =  8.3144621; % Gas constant / J/mol/K 

F = 96.4853365; % Faraday constant / kC/mol 

t.nernst = R * t.tk / F; % J/kC 

  

%% === IONIC CONCENTRATIONS === 

% Total Sulfate / mol/kg 

switch sc.TSO4 

    case 'MR66',   TSO4 = calk_MR66(sal); % MR66 (recommended by DSC07) 

    case 'KDCP67', TSO4 = 4.008 / 142.041; % KDCP67 (synthetic seawater) 

end %switch 

% Total Fluoride / mol/kg 

switch sc.THF 

    case 'W71',    THF = calk_W71(sal); % W71 

    case 'R65',    THF = calk_R65(sal); % R65 (recommended by DSC07) 

    case 'KDCP67', THF = 0.003 / 41.988; % KDCP67 (synthetic sw) 

end %switch 

% Total Boron / mol/kg 

switch sc.TB 

    case 'LKB10',  TB = calk_LKB10(sal); % LKB10 

    case 'U74',    TB = calk_U74(sal); % U74 

    case 'KDCP67', TB = 0.026 / 61.8317; % KDCP67 (synthetic sw) 

end %switch 

  

%% === DISSOCIATION CONSTANTS - all converted to Free pH scale === 

% Bisulfate kHSO4 

switch sc.kHSO4 

    case 'D90b', [~,pkHSO4] = calk_D90(t.tk,sal); % D90b (rec. DSC07) 

    case 'WM13', pkHSO4 = calk_WM13(t.tk,sal); % WM13 

end %switch 

t.kHSO4 = 10.^-pkHSO4; 

t.t2f = log10(1 + TSO4./t.kHSO4); % pH scale conversion: Total to Free 

% Fluoride kHF 

switch sc.kHF 

    case 'PF87', pkHF_T = calk_PF87(t.tk,sal); % PF87 (rec. DSC07) 

        t.kHF = 10.^-(pkHF_T + t.t2f); 

    case 'DR79', pkHF = calk_DR79(t.tk,sal); % DR79 

        t.kHF = 10.^-pkHF; 

end %switch 

t.s2f = log10(1 + TSO4./t.kHSO4 + THF./t.kHF); % pH conv.: SWS to Free 

% Carbonic acid K1 and K2 

switch sc.k1k2 

    case 'LDK00', [pk1_T,pk2_T] = calk_LDK00(t.tk,sal); % LDK00 (rec. DSC07) 

        t.k1 = 10.^-(pk1_T + t.t2f); 

        t.k2 = 10.^-(pk2_T + t.t2f); 

    case 'GP89', [pk1_SWS,pk2_SWS] = calk_GP89(t.tk,sal); % GP89 

        t.k1 = 10.^-(pk1_SWS + t.s2f); 

        t.k2 = 10.^-(pk2_SWS + t.s2f); 

end %switch 

% Boric acid (D90a) 

pKB = calk_D90(t.tk,sal); % D90a (rec. DSC07) 

t.kB = 10.^-(pKB + t.t2f); 
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% Water and phosphoric acid (KP67,DR79,JW79,M95,DSC07) 

[pkw_T,pkP1_T,pkP2_T,pkP3_T] = calk_DSC07(t.tk,sal); 

t.kw = 10.^-(pkw_T + t.t2f); 

t.kP1 = 10.^-(pkP1_T + t.t2f); 

t.kP2 = 10.^-(pkP2_T + t.t2f); 

t.kP3 = 10.^-(pkP3_T + t.t2f); 

  

% Dilution correction factor 

t.masscxn = pipmass ./ (pipmass + t.mass); 

  

%% === INITIAL ESTIMATES for TA and E0 === 

% Originally from G52, used by HJ73 and BBSW81, written here from 

%  DAA03 eq'ns (10) and (11). NB: DAA03's "F1" is the others' "F2". Here, 

%  I use the label G. 

t.G = (pipmass + t.mass) .* exp(t.emf ./ t.nernst); % DAA03 eq'n (10) 

t.Glogic = t.G > 0.1*max(t.G); % This may need to be adjusted. It 

% should catch the +ve linear section on the right hand side of  

% scatter(t.vol,t.G). This value is only used the first time,  

% not for subsequent iterations. 

  

%% === ITERATION PRE-ALLOCATIONS === 

ta = NaN(10,1); 

e0 = NaN(size(ta)); 

% I = 1; 

  

%% === ITERATION BEGINS === 

for I = 1:length(ta) 

     

f2fit = regstats(t.G(t.Glogic(:,I),I),t.mass(t.Glogic(:,I)), ... 

    'linear','beta'); 

f2xint = -f2fit.beta(1)/f2fit.beta(2); 

ta(I) = f2xint * acidmolal/pipmass; % TA / mol/kg 

% DAA03 eq'n (11): 

if I == 1 

    t.e0(:,I) = t.emf - t.nernst ... 

        .* log((t.mass-f2xint)*acidmolal ... 

        ./ (pipmass+t.mass)); 

else 

    t.e0(:,I) = t.emf - t.nernst ... 

        .* log(((t.mass-f2xint)*acidmolal ... 

        - pipmass*(t.hf(:,I-1) + t.hso4(:,I-1))) ... 

        ./ (pipmass+t.mass)); 

end %if else 

  

t.e0(~t.Glogic(:,I),I) = NaN; 

e0(I) = nanmean(t.e0(:,I)); % E0 / mV 

  

%% === pH CALCULATION === 

% Modified Gran calculation from BBSW81's Appendix 2: based on HJ73, but  

%  with phosphate & silicate effects added in. 

t.h(:,I) = 10.^((t.emf - e0(I))./(log(10)*t.nernst)); % HJ73 eq'n (19) 

t.ph(:,I) = -log10(t.h(:,I)); % Free scale 

  

%% === CO2 LOSS CORRECTION === 

% Using B92 equations 24 and 25 

t.FZ(:,I) = (t.h(:,I).^2 + t.k1.*t.h(:,I) + t.k1.*t.k2) ... 

    ./ ((1+z).*t.h(:,I).^2 + t.k1.*t.h(:,I) + t.k1.*t.k2); 

t.dic(:,I) = dic * t.FZ(:,I); 

  

%% === OTHER PROTON EQUATIONS === 

% As for pH calculation, based on HJ73 and BBSW81 

% (Silicate only affects the DIC determination, so is not included) 

t.bicarb(:,I) = t.masscxn.*t.dic(:,I)./(t.h(:,I)./t.k1 + 1); % HJ73 eq. 20 

t.hso4(:,I) = t.masscxn.*TSO4./(1 + t.kHSO4./t.h(:,I));      % HJ73 eq. 21 

t.hf(:,I) = t.masscxn.*THF./(1 + t.kHF./t.h(:,I));           % HJ73 eq. 22 

t.borate(:,I) = t.masscxn.*TB./(t.h(:,I)./t.kB + 1);         % HJ73 eq. 23 

t.oh(:,I) = t.kw ./ t.h(:,I);                                % HJ73 eq. 24 

% BBSW81 Appendix 2, eq'n for [H3PO4]-[HPO42-]: 

t.p_p2(:,I) = phos * (1 - t.kP1.*t.kP2./(t.h(:,I).^2)) ... 

    ./ (1 + t.kP1./t.h(:,I) ... 

    + t.kP2.*t.kP3./t.h(:,I).^2 + t.kP1.*t.kP2.*t.kP3./t.h(:,I).^3); 

% NB: [PO43-] is negligible in F2 pH range (BBSW81 Appendix 2) 
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%% === EXTEND TABLE to house iterated variables on first loop === 

if I == 1 

    itvars = t.Properties.VariableNames(20:end); % !UNSTABLE! 

    for V = 1:length(itvars) 

        t.(itvars{V}) = [t.(itvars{V}) NaN(height(t),length(ta)-1)]; 

    end %for V 

    t.Glogic(isnan(t.Glogic)) = 0; 

    t.Glogic = logical(t.Glogic); 

end %if 

     

%% === CALCULATE F2, GET NEXT ESTIMATES of TA and E0 === 

% HJ73 eq'n (16), including phosphate like BBSW81 Appendix 2, but 

%  remaining in the pH Free scale, and in mass not volume: 

if I < length(ta) 

    t.G(:,I+1) = (pipmass + t.mass).*(t.h(:,I) + t.hso4(:,I) ... 

        + t.hf(:,I) - t.bicarb(:,I) + t.p_p2(:,I) - t.oh(:,I) ... 

        - t.borate(:,I)); 

    t.Glogic(:,I+1) = t.ph(:,I) < 4 ... 

        & t.ph(:,I) > 3; 

end %if 

  

%% === EVALUATION OF F1 and CALCULATION OF DIC === 

% I do not currently evaluate F1 or iterate a value for DIC, because: 

%  (1) It should not affect the TA value 

%  (2) Titration is open cell, so iterated DIC value is not meaningful 

%  (3) There should always be an independently-measured DIC value to input 

% So DIC is instead held constant at this input value. 

% In case (3) is ever false, it may be worth writing up the DIC iteration  

%  part (from HJ73 & BBSW81 Appendix 2; the latter includes a silicate 

%  correction). 

% Also, experimenting with input DIC suggests that it does not 

%  significantly affect the TA result: changing DIC from 2000 to 1000 

%  micromol/kg changes TA by only 2 micromol/kg. Permitting smaller changes 

%  in DIC during the calculation therefore should make only negligible 

%  changes to TA (i.e. much less than the measurement precision). 

  

% === ITERATION ENDS 

end %for I 

  

%% === GET FINAL OUTPUTS === 

TA_final = ta(end) * 1e6; % micromol/kg 

E0_final = e0(end); % mV 

meanT = mean(t.t); % degC 

  

%% === REFERENCES === 

%    G52: Gran, 1952, Analyst 77 

%    R65: Riley, 1965, Deep-Sea Res 12(2) 

%   MR66: Morris & Riley, 1966, Deep-Sea Res 13(4 

% KDCP67: Kester et al., 1967, Limnol Oceanogr 12(1) 

%   KP67: Kester & Pytkowicz, 1967, Limnol Oceanogr 12(2) 

%  WLD69: Wooster et al., 1969, Limnol Oceanogr 14(3) 

%    W71: Warner, 1971, Deep-Sea Res 18(12) 

%   HJ73: Hansson & Jagner, 1973, Anal Chim Acta 65(2) 

%    U74: Uppstrom, 1974, Deep-Sea Res 21(2) 

%   DR79: Dickson & Riley, 1979, Mar Chem 7(2) 

%   JW79: Johansson & Wedborg, 1979, Mar Chem 8(1) 

% BBSW81: Bradshaw et al., 1981, Earth Planet Sci Lett 55(1) 

%   MP81: Millero & Poisson, 1981, Deep-Sea Res Pt A 28(6) 

%   PF87: Perez & Fraga, 1987, Mar Chem 21(2) 

%   GP89: Goyet & Poisson, 1989, Deep-Sea Res Pt A 36(11) 

%   D90a: Dickson, 1990, Deep-Sea Res Pt A 37(5) 

%   D90b: Dickson, 1990, J Chem Thermodyn 22(2) 

%    B92: Butler, 1992, Mar Chem 38(3-4) 

%  CRP94: Clegg et al., 1994, J Chem Soc F Trans 90(13) 

%    M95: Millero, 1995, Geochim Cosmochim Acta 59(4) 

%  LDK00: Lueker et al., 2000, Mar Chem 70(1-3) 

%  DAA03: Dickson et al., 2003, Mar Chem 80(2-3) 

%  DSC07: Dickson et al., 2007. PICES Special Publication 3. 

%  LKB10: Lee et al., 2010, Geochim Cosmochim Acta 74(6) 

%   WM13: Waters & Millero, 2013, Mar Chem 149 

  

end %function calkulate 
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A1.2 Calkulate subfunctions 

function t = calk_datfile(filename) 

%calk_datfile Load VINDTA titration data from .dat file 

% Input <filename> = 'filename.dat'; output <t> = titration data 

  

% Load titration data from .dat file 

fileid = fopen(filename,'r'); 

tdata = textscan(fileid,'%f%f%f', 'headerlines',2); 

fclose(fileid); 

  

% Extract titration variables 

t.vol_raw  = tdata{1}; % Volume of acid added / mL 

t.emf      = tdata{2}; % Electrode EMF        / mV 

t.t        = tdata{3}; % Temperature          / deg C 

t = struct2table(t); 

  

end %function calk_datfile 

  

  

 

function TSO4 = calk_MR66(sal) 

%calk_MR66 Total sulfate in seawater / mol/kg 

% Input <sal> = salinity; output <TSO4> = total sulfate / mol/kg 

% Total sulfate = [sulfate(2-)] + [bisulfate(-)] 

  

% Sulfate:chlorinity (MR66) 

SO4_Cl = 0.14000; 

  

% Atomic mass (DSC07) 

SO4_mass = 32.065 + 4*15.999; % g/mol 

  

% Salinity:chlorinity (WLD69,DSC07) 

TSO4 = (SO4_Cl/SO4_mass) * sal/1.80655; % mol/kg 

  

end %function calk_MR66 

  

 

 

function TF = calk_R65(sal) 

%calk_R65 Total fluorine <TF> in seawater / mol/kg 

% Input <sal> = salinity; output <TF> = total fluorine / mol/kg 

% Total fluorine = [fluoride(-)] + [hydrogen fluoride] 

  

% Fluorine:chlorinity (R65) 

F_Cl = 6.7e-5; 

  

% Atomic mass (DSC07) 

F_mass = 18.998; % g/mol 

  

% Salinity:chlorinity (WLD69,DSC07) 

TF = (F_Cl/F_mass) * sal/1.80655; % mol/kg 

  

end %function calk_W71 

  

 

 

function TF = calk_W71(sal) 

%calk_W71 Total fluorine <TF> in seawater / mol/kg 

% Input <sal> = salinity; output <TF> = total fluorine / mol/kg 

% Total fluorine = [fluoride(-)] + [hydrogen fluoride] 

  

% Fluorine:chlorinity (W71) 

F_Cl = 6.75e-5; 

  

% Atomic mass (DSC07) 

F_mass = 18.998; % g/mol 

  

% Salinity:chlorinity (WLD69,DSC07) 

TF = (F_Cl/F_mass) * sal/1.80655; % mol/kg 

  

end %function calk_W71 
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function TB = calk_U74(sal) 

%calk_U74 Total boron <TB> in seawater / mol/kg 

% Input <sal> = salinity; output <TB> = total boron / mol/kg 

% Total boron = [boric acid] + [borate(-)] 

  

% Boron:chlorinity (U74) 

B_Cl = 0.232; 

  

% Atomic mass (DSC07) 

B_mass = 10.811; % g/mol 

  

% Salinity:chlorinity (WLD69,DSC07) 

TB = (1e-3*B_Cl/B_mass) * sal/1.80655; % mol/kg 

  

end %function calk_U74 

 

 

  

function pkHF = calk_DR79(tk,sal) 

%calk_DR79 HF stoichiometric dissociation constant <pkHF>, pH-Free 

% Reaction: HF <=> H{+} + F{-} 

% Inputs <tk> = temperature / K, <sal> = salinity 

% Output <pkHF> = stoich. diss. constant, Free pH scale 

  

% Ionic strength (DSC07) 

ionstr = 19.924 * sal ./ (1000 - 1.005 * sal); 

  

% Calculate pkHF (DR79) 

ln_kF = 1590.2./tk - 12.641 + 1.525*sqrt(ionstr) + log(1 - 0.001005*sal); 

pkHF = -log10(exp(ln_kF)); 

  

end %function calk_DR79 

 

 

 

  

function rho = calk_MP81(t,sal) 

%calk_MP81 Seawater density <rho> / kg/m^3 at pressure = 1 atmosphere 

% Inputs <t> = temperature / deg C, <sal> = salinity 

% Output <rho> = density / kg/m^3 

  

% Calculate density (MP81) 

rho  = 999.842594                        ... 

     +   6.793952e-2 * t                 ... 

     -   9.095290e-3 * t.^2              ... 

     +   1.001685e-4 * t.^3              ... 

     -   1.120083e-6 * t.^4              ... 

     +   6.536336e-9 * t.^5              ... 

 + (     0.824493                        ... 

     -   4.0899e-3   * t                 ... 

     +   7.6438e-5   * t.^2              ... 

     -   8.2467e-7   * t.^3              ... 

     +   5.3875e-9   * t.^4 ) .*sal      ... 

 + ( -   5.72466e-3                      ... 

     +   1.0227e-4   * t                 ... 

     -   1.6546e-6   * t.^2 ) .*sal.^1.5 ... 

 +       4.8314e-4            .*sal.^2   ; 

  

end %function calk_MP81 

  

 

 

function pkHF_T = calk_PF87(tk,sal) 

%calk_PF87 HF stoichiometric dissociation constant <pkHF>, pH-Total 

% Reaction: HF <=> H{+} + F{-} 

% Inputs <tk> = temperature / K, <sal> = salinity 

% Output <pkHF> = stoich. diss. constant, Total pH scale 

  

% Calculate pkHF (PF87) 

ln_bHF = -874./tk - 0.111.*sal.^0.5 + 9.68; 

ln_kHF = -ln_bHF; 

pkHF_T = -log10(exp(ln_kHF)); 

  

end %function calk_PF87 
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function [pk1_SWS,pk2_SWS] = calk_GP89(tk,sal) 

%calk_GP89 Carbonic acid stoichiometric dissociation constants, pH-SWS 

% Reaction: CO2 + H2O <=> HCO3{-} + H{+} <=> CO3{2-} + 2H{+} 

% Inputs <tk> = temperature / K, <sal> = salinity 

% Outputs <pk1_SWS>, <pk2_SWS> = stoich. diss. constants, SWS pH scale 

  

% Calculate constants (GP89) 

pk1_SWS =  812.27./tk + 3.356 - 0.00171*sal.*log(tk) + 0.000091*sal.^2; 

pk2_SWS = 1450.87./tk + 4.604 - 0.00385*sal.*log(tk) + 0.000182*sal.^2; 

  

end %function calk_GP89 

  

 

 

function [pkB_T,pkHSO4] = calk_D90(tk,sal) 

%calk_D90 Boric acid (pH-Total) & bisulfate (pH-Free) eq'm constants 

% Inputs <tk> = temperature / K, <sal> = salinity 

% Outputs <pkB_T>, <pkHSO4> = equilibrium constants 

  

%% BORIC ACID - Total pH scale (D90a) 

% Reaction: B(OH)3 + H2O <=> B(OH)4{-} + H{+} 

% D90a, equation 23 

ln_KB = (-8966.90   -  2890.53  *sal.^0.5 - 77.942   *sal ... 

        + 1.728*sal.^1.5 - 0.0996*sal.^2) ./ tk ... 

     +    148.0248 +   137.1942*sal.^0.5 +   1.62142*sal ... 

     - (   24.4344 +    25.085 *sal.^0.5 +   0.2474 *sal) .* log(tk) ... 

     +      0.053105*sal.^0.5 .* tk; 

pkB_T = -log10(exp(ln_KB)); 

  

%% BISULFATE - Free pH scale (D90b) 

% Reaction: HSO4{-} <=> SO4{2-} + H{+} 

% D90b is paywalled, so equations here are as reprinted by DSC07 

ionstr = 19.942*sal ./ (1000 - 1.005*sal); % Ionic strength 

ln_KS = -4276.1./tk + 141.328 - 23.093*log(tk) ... 

    + ((-13856./tk) + 324.57 - 47.986*log(tk)) .* ionstr.^0.5 ... 

    + ((35474./tk) - 771.54 + 114.723*log(tk)) .* ionstr ... 

    - (2698./tk) .* ionstr.^1.5 ... 

    + (1776./tk) .* ionstr.^2 ... 

    + log(1 - 0.001005*sal); 

pkHSO4 = -log10(exp(ln_KS)); 

  

end %function calk_D90 

  

 

 

function [pk1_T,pk2_T] = calk_LDK00(tk,sal) 

%calk_LDK00 Carbonic acid stoichiometric dissociation constants, pH-Total 

% Reaction: CO2 + H2O <=> HCO3{-} + H{+} <=> CO3{2-} + 2H{+} 

% Inputs <tk> = temperature / K, <sal> = salinity 

% Outputs <pk1_T>, <pk2_T> = stoich. diss. constants, Total pH scale 

  

% Calculate constants (LDK00) 

pk1_T = 3633.86./tk - 61.2172 + 9.6777.*log(tk) ... 

    - 0.011555*sal + 0.0001152*sal.^2; 

pk2_T = 471.78./tk + 25.929 - 3.16967.*log(tk) ... 

    - 0.01781*sal + 0.0001122*sal.^2; 

  

end %function calk_LDK00 
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function [pkw_T,pkP1_T,pkP2_T,pkP3_T] = calk_DSC07(tk,sal) 

%calk_DSC07 Water & phosphoric acid dissociation constants, pH-Total 

% Inputs <tk> = temperature / K, <sal> = salinity 

% Outputs <pkw_T>, <pkP1_T>, <pkP2_T>, <pkP3_T>  

%   = stoich. diss. constants, Total pH scale 

  

% These equations are all taken from DSC07, but they are originally from 

%  M95; DSC07 have subtracted 0.015 from the constant term in each case, 

%  to approximately convert pH-SWS to pH-Total. 

  

%% WATER (DSC07) 

% kw = [H+][OH-] 

ln_kw = (-13847.26./tk) + 148.9652 - 23.6521*log(tk) ... 

    + ((118.67./tk) - 5.977 + 1.0495*log(tk)) .* sal.^0.5 ... 

    - 0.01615 * sal; 

pkw_T = -log10(exp(ln_kw)); 

  

%% PHOSPHORIC ACID 

% These equations, first presented by M95, are based on a composite of data 

%  from KP67, DR79 and JW79. NB: the equations below are from DSC07. 

% kP1 = [H+][H2PO4-]/[H3PO4] 

ln_kP1 = -4576.752./tk + 115.525 - 18.453*log(tk) ... 

    + (-106.736./tk + 0.69171) .* sal.^0.5 ... 

    + (-0.65643./tk - 0.01844) .* sal; 

pkP1_T = -log10(exp(ln_kP1)); 

% kP2 = [H+][HPO42-]/[H2PO4-] 

ln_kP2 = -8814.715./tk + 172.0883 - 27.927*log(tk) ... 

    + (-160.34./tk + 1.3566) .* sal.^0.5 ... 

    + (0.37335./tk - 0.05778) .* sal; 

pkP2_T = -log10(exp(ln_kP2)); 

% kP3 = [H+][PO43-]/[HPO42-] 

ln_kP3 = -3070.75./tk - 18.141 ... 

    + (17.27039./tk + 2.81197) .* sal.^0.5 ... 

    + (-44.99486./tk - 0.09984) .* sal; 

pkP3_T = -log10(exp(ln_kP3)); 

  

end %function calk_DSC07 

  

 

 

function TB = calk_LKB10(sal) 

%calk_LKB10 Total boron <TB> in seawater / mol/kg 

% Input <sal> = salinity; output <TB> = total boron / mol/kg 

% Total boron = [boric acid] + [borate(-)] 

  

B_sal = 0.1336;     % = boron/salinity / (mg/kg)/â (LKB10) 

B = B_sal * sal;    % = boron / mg/kg 

B_RAM = 10.811e3;   % = relative atomic mass of boron / mg/mol (DSC07) 

TB = B/B_RAM;       % = total boron / mol/kg 

  

end %function calk_LKB10 
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function pkHSO4 = calk_WM13(tk,sal) 

%calk_WM13 Bisulfate dissociation constant, pH-Free 

% Reaction: HSO4{-} <=> SO4{2-} + H{+} 

% Inputs <tk> = temperature / K, <sal> = salinity 

% Outputs <pkB_T>, <pkHSO4> = equilibrium constants 

  

%% Equation 29 

% Constants (from Corrigendum to WM13, Table 6) 

c1  =  4.24666         ; 

c2  = -0.152671        ; 

c3  =  2.67059   * 1e-2; 

c4  = -4.2128    * 1e-5; 

c5  =  0.2542181       ; 

c6  = -5.09534   * 1e-3; 

c7  =  7.1589    * 1e-4; 

c8  = -2.91179   * 1e-3; 

c9  =  2.09968   * 1e-5; 

c10 = -4.03724   * 1e-5; 

% Equation 

log10_KK = (c1 + c2*tk + c3*tk.*log(tk) + c4*tk.^2) .* sal.^0.5 ... 

        + (c5 + c6*tk + c7*tk.*log(tk))           .* sal      ... 

        + (c8 + c9*tk)                          .* sal.^1.5 ... 

        +  c10                                  * sal.^2   ; 

  

%% Equation (30)  

% Constants (taken directly from CRP94) 

a1  =    562.69486        ; 

a2  = -  102.5154         ; 

a3  = -    1.117033 * 1e-4; 

a4  =      0.2477538      ; 

a5  = -13273.75           ; 

% Equation 

log10_Ko = a1 + a2*log(tk) + a3*tk.^2 + a4*tk + a5./tk; 

  

%% Calculate pkHSO4 (WM13) 

pkHSO4 = -(log10_KK + log10_Ko); 

  

end %function calk_WM13 
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A2 
MATLAB functions for Chapter 5 

This appendix contains the MATLAB (MathWorks) functions used to evaluate the 

exact isocap slope (SI) (A2.1), and to generate and evaluate its linear approximation 

(𝑆I
lin) (A2.2 and A2.3 respectively). These require version 1.1 of the CO2SYS program 

for MATLAB (van Heuven et al., 2011); this program and relevant documentation can 

be downloaded from http://cdiac.ornl.gov/oceans/co2rprt.html. 

 

A2.1 Calculate exact SI 

function sliso = 

mph_sliso(PAR1,PAR2,PAR1TYPE,PAR2TYPE,SAL,TEMP,PRES,SI,PHOS,K1K2CONSTANTS,KSO4CON

STANT) 

%mph_sliso Calculates exact isocap slope using CO2SYS 

% Written by Matthew P. Humphreys, last updated 2015-03-03 

% === INPUTS === 

% PAR1: vector of carbonate chemistry variable 1, see CO2SYS documentation 

% PAR2: vector of carbonate chemistry variable 2, see CO2SYS documentation 

% PAR1TYPE: type of carbonate chem. variable 1, see CO2SYS documentation 

% PAR2TYPE: type of carbonate chem. variable 2, see CO2SYS documentation 

% SAL: salinity 

% TEMP: temperature / ∞C 
% PRES: pressure / dbar 

% SI: silicate / ?mol/kg 

% PHOS: phosphate / ?mol/kg 

% K1K2CONSTANTS: carbonic acid dissoc. constants, see CO2SYS documentation 

% KSO4CONSTANT: total boron and bisulfate dissoc., see CO2SYS documentation 

% === OUTPUT === 

% sliso: exact isocap slope 

  

co2s = CO2SYS(PAR1,PAR2,PAR1TYPE,PAR2TYPE,SAL,TEMP,TEMP,PRES,PRES, ... 

    SI,PHOS,3,K1K2CONSTANTS,KSO4CONSTANT); 

  

CO2 = co2s(:, 8) * 1e-6; 

H   = co2s(:,28) * 1e-6; 

k1  = co2s(:,54); 

k2  = co2s(:,55); 

kw  = co2s(:,58); 

kB  = co2s(:,59); 

TB  = co2s(:,79) * 1e-6; 

  

X = k1.*CO2 + kB.*TB + kw; 

Y = (k1.*kB + 2*k1.*k2).*CO2 + kB.*kw; 

Z = 2*k1.*k2.*kB.*CO2; 

  

sliso = (-H.^4.*(H + 2*kB) - (kB.^2 + X).*H.^3 - Y.*H.*(2*H + kB) ... 

    - Z.*(3*H + 2*kB)) ./ (-(k1.*CO2.*H + 2*k1.*k2.*CO2) .* (H + kB).^2); 

  

end %function mph_sliso 
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A2.2 Generate expressions for coefficients a, b, c and d 

function abcd_fit = generate_sliso_parameterisation 

%generate_sliso_parameterisation Fits coefficients for the linear 

% approximation to the isocap slope, a/(b+c.pCO2)^d 

% Written by Matthew P. Humphreys, last updated 2015-03-03 

% Output abcd_fit is copied into function mph_slisolin() 

  

%% Setup gradients 

pco2 = ([20:10:400 425:25:1500 1500:50:2000 2100:100:4000])'; 

t = -1:2:37; 

s = 25:1:45; 

p = 5; 

si = 0; 

phos = 0; 

ta = (2030:10:2600)'; 

  

% Calculate isocaps and their fit coefficients 

slisofit = NaN(length(t),4,length(s)); 

isocaps_std = NaN(length(t),length(s),length(pco2)); 

isocaps = isocaps_std; 

  

for S = 1:length(s) 

    for T = 1:length(t) 

  

        disp([num2str((S-1)*length(t)+T) ... 

            '/' num2str(length(t)*length(s))]); 

         

        for P = 1:length(pco2) 

             

            isocaps(T,S,P) = mean(mph_sliso(ta,pco2(P),1,4,s(S),t(T), ... 

                p,si,phos,10,3)); 

            isocaps_std(T,S,P) = std(mph_sliso(ta,pco2(P),1,4, ... 

                s(S),t(T),p,si,phos,10,3)); 

             

        end %for P 

  

        % Set up fit type and options. 

        ft = fittype('a+b/(c+x)^d', 'independent','x', 'dependent','y'); 

        opts = fitoptions('method','nonlinearleastsquares'); 

        opts.Display = 'off'; 

        opts.StartPoint = [1 15 60 0.7]; 

  

        % Fit model to data 

        fitresult = fit(pco2,squeeze(isocaps(T,S,:)),ft,opts); 

        slisofit(T,:,S) = coeffvalues(fitresult); 

  

    end %for T 

end %for S 

 

%% Parameterise the coefficients 

tvec = repmat(t',[length(s) 1]); 

svec = repmat(s,[length(t) 1]); 

svec = svec(:); 

for C = 1:4 

    isovec.(['c' num2str(C)]) = slisofit(:,C,:); 

    isovec.(['c' num2str(C)]) = isovec.(['c' num2str(C)])(:); 

    abcd_fit.(['c' num2str(C)]) = regstats(isovec.(['c' num2str(C)]), ... 

        [tvec tvec.^2 tvec.^3 tvec.*svec svec.*tvec.^2 svec svec.^2], ... 

        'linear',{'beta' 'yhat' 'rsquare'}); 

end %for C 

  

end %function generate_eqratio_parameterisation 
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A2.3 Calculate 𝑺𝐈
𝐥𝐢𝐧 from 𝒑𝐂𝐎𝟐

𝐬𝐰, temperature and salinity 

function [slisolin,abcd] = mph_slisolin(pco2,tvec,svec) 

%mph_slisolin Calculates linear approximation to isocap slope 

% Written by Matthew P. Humphreys, last updated 2015-03-03 

% ==== INPUTS === 

% pco2: column vector or single value of pCO2sw / ?atm 

% tvec: column vector or single value of temperature / ∞C 
% svec: column vector or single value of salinity 

% NB - tvec and svec must always be the same size as each other 

%    - pco2 must be the same size as tvec and svec unless pco2 is a single 

%       value or tvec and svec are both single values 

% === OUTPUTS === 

% slisolin: linear approximation of isocap slope 

% abcd: columns are a, b, c and d at corresponding row in input vectors 

  

%% Define abcd coefficients 

abcd_fit.a.beta = [9.881636599862392e-01; 

                  -2.784543166903102e-03; 

                   1.860900378580598e-04; 

                  -2.589312833034023e-06; 

                   4.722792899496479e-05; 

                  -3.826460112690743e-06; 

                   7.409460579217958e-04; 

                  -1.641945979129400e-05]; 

             

abcd_fit.b.beta = [1.131151913010460e+01; 

                   6.398374670363518e-01; 

                  -1.746141025849049e-02; 

                   7.671910811203251e-05; 

                  -1.316098749414350e-02; 

                   1.087205118509660e-04; 

                   2.102829120389100e-01; 

                  -1.256070118425023e-03];        

       

abcd_fit.c.beta = [1.256037743216081e+01; 

                  -1.239014655272715e-01; 

                   7.744897863536181e-02; 

                  -9.293268335286905e-04; 

                   3.858929513108719e-02; 

                  -1.096813555333075e-03; 

                   1.278247367117405e+00; 

                  -8.535374679418109e-03];  

 

abcd_fit.d.beta = [9.171528209365897e-01; 

                  -4.569952888401074e-03; 

                   2.426885402002241e-05; 

                  -1.388709728915260e-06; 

                  -5.179150949034683e-05; 

                  -1.544717005017022e-06; 

                  -2.930874540047260e-03; 

                   5.031075218501546e-06]; 

  

%% Generate predictor matrix 

pmx = [tvec tvec.^2 tvec.^3 tvec.*svec svec.*tvec.^2 svec svec.^2]; 

abcd = NaN(length(tvec),4); 

  

%% Calculate y=a+b/(c+x)^d coefficients 

letters = {'a' 'b' 'c' 'd'}; 

for C = 1:4 

    abcd(:,C) = abcd_fit.(letters{C}).beta(1) ... 

        + pmx * abcd_fit.(letters{C}).beta(2:end); 

end %for C 

  

%% Calculate isocap slope 

slisolin = abcd(:,1) + abcd(:,2)./(abcd(:,3) + pco2).^abcd(:,4); 

  

end %function mph_slisolin 
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A3 
Stoichiometry of coccolithophore particulate organic 

and inorganic matter, and calculation of ψ from SI 

This appendix to Chapter 5 contains the raw data collected from the published 

literature, and the calculations carried out upon it, used to generate Table 5.2. See 

Chapter 5 for a full explanation of the abbreviations and symbols used. Figure A3.2 is 

a reproduction of Figure 2 of Frankignoulle et al. (1994) in order to support the 

interpretation of ψ described in Chapter 5 and Equation 5.40. 

 

Experiment 
Coefficient 

(element) 
POX / pg cell-1 POX / pmol cell-1 

Normalised 

to β = 106 

Control PO4 α (N) 1.62 ± 0.03 0.116 ± 0.002 17.7 ± 0.4 

Control PO4 β (C) 8.31 ± 0.11 0.692 ± 0.009 106 

Control PO4 θ (P) 0.10 ± 0.00 0.0032 ± 0.0000 0.49 ± 0.01 

Control NO3 α (N) 1.45 ± 0.03 0.104 ± 0.002 15.9 ± 0.6 

Control NO3 β (C) 8.30 ± 0.28 0.691 ± 0.023 106 

Control NO3 θ (P) 0.09 ± 0.00 0.0029 ± 0.0000 0.45 ± 0.02 

Table A3.1. Cellular organic elemental stoichiometry data for Emiliania huxleyi from Langer et al. 

(2013). Langer et al. (2013) also report PIC of 8.40 ± 0.24 pg cell-1 and 9.43 ± 0.50 pg cell-1 for the 

Control PO4 and NO3 experiments respectively, from which RP values of 1.01 ± 0.03 and 1.14 ± 0.07 can 

be calculated. The X in POX refers to the element in brackets in the Coefficient column for each row. 
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Species 
Coefficient 

(element) 
Ho et al. (2003) 

Normalised 

to β = 106 

E. huxleyi α (N) 8.8 ± 2.9 12.3 ± 5.5 

E. huxleyi β (C) 76 ± 23 106 

E. huxleyi η (S) 0.77 ± 0.02 1.07 ± 0.33 

E. huxleyi θ (P) 1 1.39 ± 0.42 

G. oceanica α (N) 7.3 ± 1.3 12.1 ± 3.1 

G. oceanica β (C) 64 ± 12 106 

G. oceanica η (S) 1.00 ± 0.07 1.66 ± 0.33 

G. oceanica θ (P) 1 1.66 ± 0.31 

Table A3.2. Cellular organic elemental stoichiometry data for Emiliania huxleyi and Gephyrocapsa 

oceanica from Ho et al. (2003). 

 

Experiment 
Coefficient 

(element) 
POX / pg cell-1 POX / pmol cell-1 

Normalised 

to β = 106 

Control α (N) 10.45 ± 1.38 0.75 ± 0.10 31.1 ± 4.5 

Control β (C) 30.53 ± 1.79 2.54 ± 0.15 106 

Control θ (P) 0.39 ± 0.04 0.013 ± 0.001 0.53 ± 0.06 

NO3-limited α (N) 4.79 ± 1.00 0.34 ± 0.07 10.3 ± 2.3 

NO3-limited β (C) 42.37 ± 3.16 3.53 ± 0.26 106 

NO3-limited θ (P) 0.52 ± 0.07 0.017 ± 0.002 0.50 ± 0.08 

Table A3.3. Cellular organic elemental stoichiometry data for Calcidiscus leptoporus from Langer et al. 

(2012). Langer et al. (2012) also report PIC of 70.81 ± 4.50 pg cell-1 and 107.13 ± 5.26 pg cell-1 for the 

Control and NO3-limited experiments respectively, from which RP values of 2.32 ± 0.15 and 2.53 ± 0.23 

can be calculated. The X in POX refers to the element in brackets in the Coefficient column for each row. 
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Species 
Cell volume 

/ µm3 

POC / 

pg cell-1 

POC / 

pmol cell-1 

DMSP / 

pg cell-1 

DMSP / 

pmol cell-1 
η 

E. huxleyi 25 4.4 0.37 1.1 0.0082 2.35 

G. oceanica 99 16.2 1.35 1.2 0.0089 0.70 

C. pelagicus 1316 183 15.3 95 0.708 4.91 

C. leptoporus 278 42.6 3.55 15.2 0.113 3.39 

Table A3.4. Cellular sulfur stoichiometry from Franklin et al. (2010), with cellular POC calculated using 

Equation 5.37 following Menden-Deuer and Lessard (2000). Values of the coefficient η are relative to 

β = 106. 

 

Species Temperature / °C 𝒑𝐂𝐎𝟐
𝐬𝐰 / µatm RP 

G. oceanica 15 430 1.52 

G. oceanica 20 413 1.73 

G. oceanica 25 377 2.84 

E. huxleyi 10 375 0.90 

E. huxleyi 15 400 0.93 

E. huxleyi 20 431 1.12 

Table A3.5. Production ratios RP for Gephyrocapsa oceanica and Emiliania huxleyi from Sett et al. 

(2014) supplementary tables S1 and S2. 
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Figure A3.1. Replication of Figure 2 from Frankignoulle et al. (1994) with ψ calculated using Equations 

5.34 and 5.40. Total alkalinity = 2400 µmol kg-1, salinity = 35. There are slight differences between the 

original graph and this replication, probably because different expressions were used for the various 

equilibrium constants and ionic concentrations, but the overall patterns and range of values are 

virtually the same. 
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