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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF PHYSICAL SCIENCES AND ENGINEERING
SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Cooperative Communication for Cognitive Radio Networks

by Wei Liang

A Cooperative Cognitive Radio (CCR) network, which intégsaa conventional cooperative
system and cognitive radios (CRs) into a holistic systeng omising paradigm for the next
generation mobile communication systems. The spectraiezity, power efficiency, bandwidth
reduction and system complexity in CCR networks are thedomehtal parameters of our system
design and optimization. In this thesis, we focus our atbenbn opportunistically exploiting the
underutilized spectrum band in the CR network with the aidanfperative protocols. Furthermore,
we invoke channel coding schemes in our CCR system in ordenpoove the overall system
throughput. In our CCR system, the overlay based cooperatibeme of Primary Users (PUs) and
Cognitive Users (CUs) is considered, which has the poteotieading to a transmission power
reduction and transmission rate improvement for both the®dthe CU. More explicitly, our co-
operative protocol allows a group of CUs to serve as Relaye@BNSs) for relaying the signal of
the PUs’ transmitters to the PUs’ intended destinationsldborate further, both one-way relaying
and two-way relaying schemes are used in our proposed systetfmat the bandwidth requirement
of the PUs is reduced. Alternatively, the freed bandwidtly ivaleased to a group of CUs for their
secondary communications. Our numerical and simulatienlt® show that the bandwidth reduc-
tion attained by the proposed two-way relaying based CRmsehmay approach as much &¥/6
of the PU’s bandwidth. Moreover, an Adaptive Dynamic NetwGoding (ADNC) scheme is also
conceived for this overlay CCR system, which is designeddigporting communications between
multiple PUs and a common Base Station (BS). More partityldre near-instantaneously Adap-
tive Turbo Trellis Coded Modulation (ATTCM) is employed fappropriately adjusting both the
modulation mode as well as the channel coding rate and tenretoding rate, according to the
near-instantaneous channel conditions. In order to fatglithe recovery of the source information
at the BS, the CUs invoke the ADNC technigue, which is ass$igyeour cooperative protocol oper-
ating by exchanging the CCR-based control information betwthe near-instantaneously ATTCM
and network coding codec as well as between the CUs and thAdf#ionally, the network en-
coder may also be activated in its adaptive mode for suppptiie CUs, depending on the Boolean
value of the feedback flags generated based on the sucdess/fdithe ATTCM decoder and of the
network decoder, which is evaluated and fed back by the Ba&n@atively, it was found that the
joint holistic design of our ATTCM-ADNC-CCR scheme is eitltmpable of freeing up an approx-



imately40% of the PU’s bandwidth in comparison to its non-cooperativenterpart, or increasing
the attainable throughput by as much2akit/symbol. Furthermore, a Pragmatic Distributed Al-
gorithm (PDA) is proposed for supporting the efficient spacaccess of multiple PUs and CUs
in CCR networks. The novelty of our PDA is that the PUs negetigith the CUs concerning the
specific amount of relaying and transmission time, and thew@lldecide either to accept or to
decline this offer. These CUs relay the signal received ftoenPUs to the PUs’ receiver, but only
when both the PUs’ and the CUs’ minimum rate requirementssatisfied. Moreover, we show
that the cooperative spectral access based on our PDA seanreqjuilibrium, when it is repeated
for a sufficiently long duration. These benefits are achiebedause the PUs are motivated to co-
operate by the incentive of achieving a higher PU rate, whidecting from cooperation can be
discouraged with the aid of a limited-duration punishmértierefore, our proposed PDA outper-
forms the benchmark, despite its significantly lower ovathand lower complexity. Finally, we
present the joint design of coding, modulation, user-coatjmn and CR techniques, which may
lead to significant mutual benefits for both the PUs and the. CUs
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Chapter

Introduction

1.1 Historical Perspective on Cooperative Communicationdr Cogni-

tive Radio

Wireless communications technologies have seen a remariatiution throughout the 1990s and
2000s. The new generation of wireless devices has faetlitabtable improvements in terms of
communication reliability, device size, data rates, lgtliée and network connectivity. Since the
turn of the century, Cognitive Radio (CR) and cooperativegmnication techniques have been
extensively considered in the literature for the sake otieffitly improving the exploitation of
the wireless radio resources. In order to solve the specshortage problem, the following two

aspects have been investigated [1]:

e Exploration of hitherto unused spectrum, as in mm-wave [&ple light [3] and Terahertz
communications [4].

e Identifying and opportunistically exploiting thespectrum holé$ that are momentarily un-
used by the licensed owners of the spectrum.

Our research aims for investigating a combination of CRng&ples with cooperative communi-
cation schemes for improving the exploitation of the speutr We commence by reviewing the

corresponding literature and standard, before our novetisns are proposed.

In [6], Mitola and Maguire stated that “radio etiquette i thet of RF bands, air interfaces,

protocols, and spatial-temporal patterns that modera&eaisle of radio spectrum. CR extends the

1A spectrum hole [5] represents a band of frequencies thaharéeing used by the primary user of that band
at a particular time in a particular geographic area. Mogeeok is also one of several dimensions of a hyperspace (
transmission hyperspace, radio spectrum or simply spepaae) of radio signals that is momentarily unoccupiedteNo
that the dimension of a hyperspace may include the spacgotamfrequency, code or angle of arrival domain [5]. A
‘resource hole’ may be classified as a: frequency hole, teahpole, time-frequency hole, space-time-frequency hole
space-frequency hole, etc [5].
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software radio with radio-domain model-based reasoningieduch etiquette.” In wireless commu-
nications, CR constitutes a design paradigm for a netwoekwireless node, which could change
its transmission mode efficiently in order to communicatealagiding the interference with the
licensed user/Primary User (PU) or the unlicensed userhifheg User (CU). Goldsmitlet al. [7]
stated that in the terminology of information theory, the SR wireless communication system
that intelligently utilizes any available side informatiabout the a) channel conditions, b) code-
books, c) activity, and d) message of other nodes with whishares the spectrum. Specifically,
a CR is a specific type of spectrum sensing assisted coopesatheme, where the cooperation
efficiency critically depends on the amount of knowledgehaxge between the CUs and PUs [7].
In Haykin's paper [8], it was stated that a CR constitutesghllyireliable communications device
ensuring that the radio spectrum can be efficient exploited.

The radio spectrum is a precious and scarce resource. Numeticeless communication en-
gineers have made efforts to maximize the exploitation efridio spectrum. Interestingly, in
November 2002, the Federal Communications Commission JEi€é@onstrated that the actual li-
censed spectrum is largely unoccupied most of the time [@]remce they planned to reshape the
traditional models of spectral allocation and control. &l the static spectrum allocation has
resulted in low-efficiency exploitation of the precious cfpal resources. Another recent measure-
ment shows that the average spectrum occupancy in the bandisg from30 MHz to 3 GHz
over six cities is5.2% and that the maximum total spectrum occupancy3id % in New York
City [10]. In order to resolve the contradiction between stegic spectrum allocation, and its low
real exploitation, opportunistic access of the underzetil licensed frequency bands has been pro-
posed [10]. Additionally, the CR technique allows userstiiize and share the available spectrum,
which is notfully? occupied in either space, or in time or in fact in the jointcspéime domain,
in an opportunistic manner. CUs are allowed to detect thiadoka spectrum, adjust to detect the
PUs present in the spectrum and to coordinate with other @bs.architecture of a CR network
including both PUs and CUs is shown in Figure 1.1.

Time

________ Spectrum can be accessed by unlicenced user

- Spectrum used by licenced User

Figure 1.1: The illustration of the spectral-domain whipaces.

2The term ‘fully’ is with respect to the 'radio-temperatui 'capacity achievable'.
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As seen in Figure 1.1, in the CR terminology, PUs have a highierity or ‘legacy rights’
for the usage of a specific part of the spectrum. By contraet(Us have a lower priority and
they should exploit the spectrum without causing interieesto PUs. Hence the CUs have to have
CR capabilities, including the sensing of the spectrum llaatnot been occupied by the PUs and
may exploit the unused spectrum in order to improve its etailon. Specifically, an overview of
spectrum sensing techniques has been provided in [5, 11tedWer, a CR is capable of using or
sharing the spectrum in an opportunistic manner, with th@ta spectrum sharing technique. The
family of spectrum sharing techniques enable the CUs todioate their access with the primary
channel [12], as detailed in Section 1.3.

Cooperative communication [13] relies on the broadcastreabf wireless communications
in order to allow the nodes to help each other for the saketafniiig the same advantages as
those offered by Multiple-Input Multiple-Output (MIMO) syems. As a benefit, they are capable
of improving the attractive communication capacity andh$raission integrity. Various coopera-
tive techniques have been widely investigated since the afithe century. In [14, 15], several
classical cooperative protocols were evaluated in ternteedf power saving, diversity order and
outage probability. The diversity-multiplexing tradd-afas quantified in [16]. Specifically, relay
selection, optimal resource allocation, as well as netvemidked cooperation have been investigated
in [17-19]. More explicitly, various half-duplex two-pteasooperative techniques were proposed
for recovering the&s0% throughput loss experienced by conventional One-WayyiReja OWR)
scheme [20], such as Two-Way Relaying (TWR) [21] and sudeesslaying [22] systems.

In a nutshell, CR is a novel technology that can potentiatigriove the exploitation of the radio
spectrum and cooperative communications plays a key raleerdevelopment of CR networks.
The applications of cooperative communication approadhmdke context of CR networks have
been discussed in [1,23-30,30-37]. Cooperative relagimgdely regarded as the key technology
in CR networks [38]. The applications of cooperative relgyin CR systems have also been dis-
cussed in [23-26]. At the time of writing research efforts imwvested in determining the optimum
power allocation and in simplifying the relay selection gess in cooperative CRs [29-31]. Relay
selection techniques have been employed in multiple-r€Ryetworks with the aim of improving
the performance of the second-hop transmission [27,28}.ri&in consideration in relay selection
and power allocation in CR networks are related to improvimgoverall spectral efficiency and to
the reduction of the interference [29—-31]. Additionallgrious resource allocation techniques have
been conceived for CR-aided wireless networks over theespime- and frequency-domain for
improving the attractive spectral efficiency [32—-34]. erimore, diverse spectrum sharing proto-
cols have been combined with TWR in CR networks, where two éddsmunicate with each other
with the assistance of the CUs acting as the relay [30, 35, 36]

Therefore, cooperative communication aided CR systemdmagtegorized into the following
three types:
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e Cooperation among the PUs;
e Cooperation between PUs and CUs [38-41];

e Cooperation among the CU peers [42,43].

More specifically, the first type is similar to the traditiboaoperative communication, while in the
third type, a CU may act as a Relay Node (RN) for other CUs, whiay have different available
spectra [42]. For the second type, the PUs have a higheitgriban the CUs, where the CUs may
act as RN for the PUs [39]. Another interesting protocol mv simultaneous transmissions of
the PUs and CUs has been proposed in [38] for maximizing tieeativachievable rate. In this
chapter, we commence by review the advances in spectrurmgharCR networks, specifically
focusing on cooperative communications. More explicitlypperative communication inspired a
range of new design concepts capable of dramatically inipgahe spectral efficiency of wireless
networks.

1.2 Relay Topology and Cooperative Communication Protocsl

The concept of relay channels was devised by Van der Meul@iin while some relaying pro-
tocols were proposed in [45]. In cooperative communicatibe link between the Mobile Sta-
tion (MS) and the Base Station (BS) is imposed by the intrédoof a relay channel. The relay
node can be thought of as an auxiliary record channel iniaddit the direct links between the
source and destination nodes. An important aspect of catipeicommunication is the processing
of the signal received at the RN, which was transmitted froenSource Node (SN) [13].

1.2.1 Topology of Cooperative Communication

In recently years, various relay assisted cooperative aamwation scenarios have been developed
and studied, such as the half-duplex relay channel [46]ralay channel relying on channel cod-
ing [47], MIMO-aided relay channel [48-50], multi-nodeagichannel and TWR channel [51,52].
In the two-way and multi-way relay channels, the commuincet take place in more than one
directions, which constitutes a new feature in cooperatdv@munications. More explicitly, the at-
tractive TWR scheme of [52] assists a pair of MSs in exchandieir signals with the aid of either
a single or several RNs using two transmission periods. TW&Tprotocol aims for improving
both the power efficiency, and the achievable rate with theo&inetwork coding, superposition
coding and hierarchical cooperation [52]. A simple OWR egsts shown in Figure 1.2 along with
a single RN, where a SN sends its information to its Destimaliode (DN) during phase 1, while
this information is also received by the RN. In Phase 2, thef®&Wards the source information
from the SN to the DN. The two-hop communication protocolymao involve multiple RNs be-
tween SN and DN, as shown in Figure 1.3. All nodes are openatedlf-duplex mode. Normally,
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Hsp
I
R /}[RD
N DN
Phase 1 Phase 2

Figure 1.2: The topology of OWR transmission in a coopegatidmmunication network.
The “SN” denotes the source node, “RN" is the relay node and™@presents the desti-
nation node. The channel between SN and RN is representfdggasvhile the SN to DN
and the RN to DN channel, b{sp and Hgp, respectively.

Hgsp : ~"~:‘

-7 DN

,
Phase 1 g Phase 2
RN,

Figure 1.3: The topology of multi-relay transmission in agerative communication
network. The number of RNs is denoted Kywherek € {1,--- ,K}.

the scheme will select the “best” RN to help the SN to forwasdriformation to the DN. In Phase
1, the SN broadcasts its information to all the RNs and DNgalmicular, Aggelos [17] proposed
a distributed method of selecting the best relay that reguio topology information and it only
relies on the local measurements of the instantaneous ehemmditions. This method requires no
explicit communication among the RNs. A rich list of contiions related to single or multiple
relay aided cooperative communication can be found in [2055].

Additionally, TWR may be invoked for increasing the attditeathroughput. The two-way
communication problem was first studied by Shannon in [56]agart of network information
theory. The achievable rate of the general full-duplex TWiRmmel (including the direct link) was
studied in [21]. In Figure 1.4, a pair of SNs, namél); andSN,, simultaneously transmit their
individual information to the RN, during the first transniiss period. During the second transmis-
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Phase 1 Phase 1

Phase 2

Figure 1.4: The topology of TWR during a pair of TSs in a coatige communication
network. The channel between the Sahd the RN is represented Bys, g, while the
SN,-RN channel is represented [#ys,z. Additionally, the channel of the record hop
between the RN and the $ids well as between RN and $i¢ represented adgs, and
Hgs,, respectively.

sion period, the RN sends its modulo-two combined inforomatiack to these two SNs at the same
time. In [57], the TWR scheme communicates over four TSsyevttee sourcé& N; communicates
to SN, in the first two TSs witt6 N, remaining silent, whil&s N, communicates t6 N in the last
two TSs, withSN; being idle. Specific problem of this transmission schemiésthe correspond-
ing sum-rate is lower, since the transmissions take plaeefour time slots [20]. In [58], a three-
Time-Slot (TS) based TWR scheme was considered. As expdhtettansmissions over three TSs
achieve a higher sum-rate than those over four TSs, allvegrlthan the communication over two
TSs.

1.2.2 Cooperative Protocols

In this research, the two most popular cooperative comnatipit protocols, nhamely the Decode-
and-Forward (DAF) and Amplify-and-Forward (AAF) schemé8,69—-61] have been invoked. The
family of other techniques, such as Compress-and-Forw@#d-) cooperation [45, 62] and coded
cooperation are beyond our current scope. In the DAF rejagiotocol, the RN would decode
and re-encode the signal receive from the SN, before foinguitito the DN. The AAF relaying
protocol is a simpler technique, where the RN would amplifg éorward the received signal to the
DN. The noise is also amplified along with the signal in thizhtd@que, but a spatial diversity gain
can still be attained due to the transmission of the signat two spatially independent channels.
By contrast, the RN of CAF cooperation would not transmit recti copy of the received signal,
it rather transmits a quantized and compressed versioreafetteived signal. Therefore, the DN
will as well as combine the message received from the SN anguintized compressed version
gleaned from the RN. The AAF and DAF protocols are detaildttla further below.

A. Amplify-and-Forward

In this section, we will characterize the transmission rageament of the AAF regime based on
the TWR channel. In Figure 1.5, there is no direct commuiunatink between these two SNs,
namelyS; and S, since their direct link is poor. Hence all the source messagp through the

RN, R. During the first TS, bothS; andS, send their information to th&. We assumed that
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communications take place over flat Rayleigh fading channeghere the fading coefficients of the
channel between nodeand nodé& are represented by,;,. We denote the average transmit power
of the noden by P,, wherea € {S;, S», R}. Then the informationyk received at the RN is given

Relay Node | Relay Node

@ yrlt] : @ yrlts] = yrlt] - wa
|
1

hsy rlt] hs,,rlt] - heg [t hr,s, [to]
|
i &) @t s & )
Source Node Source Node Destination Node Destination Node
(a) Time Slot ¢, | (b) Time Slot 5

Figure 1.5: The transmission arrangement of the TWR aid#etlbplex cooperative net-
work employing the AAF protocol.

by:

yr[tl] = /Pshs r[ti]xi[t] + /Ps,hs, r[t1] + nr[t1] (1.1)

where the termug|t;] is the AWGN noise imposed at the RN in the TS which obeys a dis-
tribution of CA/ (0, Np) and % is the noise variance per dimension. The RN scales the ezteiv
signal by the ampilification factap 4, in order to meet its average transmit power constraint. The
amplification factor shown in Figure 1.5 is defined as:

1
wp = .
\/P51 |hs, & [t1][? + Ps, |hs, r[t1]* + 0%

Then the RN broadcasts this combined signal to two SNs, wdiiths the DNs. The signal received

(1.2)

by S, viatheS, — R — S link is given by:

ys,[t2] =/ Prhrs,wayr[ti] +ns,[t2], (1.3)

and for theS; — R — S5 link, the received signal can be expressed as:

ys,lta] =/ Prhgs,wayrlti] +ns,[t], (1.4)

where the AWGN contributioms, [t,] andng,[t,] are imposed at the destination nodgsand
S,, respectively, obeying a distribution 6f\/ (0, Ny). Since the node$S; and S, know their own
transmitted symbols, they can subtract the back-propagatelf-interference [20] formulated in
Eqg. (1.3) and Eq. (1.4) prior to decoding.

B. Decode-and-Forward

With reference to Figure 1.6, we consider the two-way commation between the nodes and
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Relay Node | Relay Node
yr(t] | yR [ta] = yr[t1]
3 Assumlng perfec RN detection
|
hs, rlt] hs,,r[t1] 3 hr.s, [t2] hR.s, [ts]
1
w1[t] @ @ wo[ty] 3y2
Source Node Source Node Dest|nat|on Node Dest|nat|on Node
(a) Time Slot t; | (b) Time Slot ¢,

Figure 1.6: The transmission arrangement of the TWR aid#etbplex cooperative net-
work employing the DAF protocol.

S, via a half-duplex DF based RN. The signal received at the RNSrt; is identical to that
in Eq. (1.1). Instead of amplifying the received signal, Ri¢ decodes the symbolsg, [t;] and
xs, [t2], which were received at the first TS and then re-encodes daset-modulated them for
transmission to the DNs. Naturally, the signal transmitigdhe RN during the second Tig seen
Figure 1.6, will be the same as the original source inforamagymbol when there are no decoding
errors at the RN. In that case, the signals receiveéd andS, are represented as:

ys,[t2] = /Prhirs,xr[ta] + 15, [t2] , (1.5)
ys,[t] = /Prhirs,xr[t2] + ns,[t2] - (1.6)

1.3 Spectrum Sharing in CR networks

A range of spectrum sensing solution have been investigptedrious researchers [11,63—-67,67].
The existing work in spectrum sharing can be classified aoogrto three aspects [68], namely
the architecture, the spectrum allocation regime and tbetapm access technique, as shown in
Figure 1.7. In this treatise, we have focused our attentioineestigating the spectrum sharing
schemes of Cooperative Cognitive Radio (CCR) networks. e&s $n Figure 1.7, the architecture
can be classified either as centralized or as a distributednse. In a centralized scheme, the
spectrum allocation and access procedures are contrgllacténtral controller or entity. All users
or nodes would send their information to the central colgrolThen a spectrum allocation map is
constructed by this central controller. Then, this cerdraity can lease spectrum to users/ nodes
in a limited geographical region for a specific amount of tii®@-71]. By contrast, the spectrum
allocation and access is typically based on local inforomatwhich is gleaned by each distributive
user/node in the distributed scheme [72, 73]. Moreovegmnecontributions reveal that distributed
solutions tend to closely follow the centralized philospdbut have a lower complexity.

Moreover, the spectrum allocation regime of Figure 1.7 cawlhssified into non-cooperative
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Architecture Spectum Allocation
' ¥ f ' '
. L . Non-
[Centrallzed} [Dlstrlbuted} [Cooperatlve} [cooperative} [Underlay} [ Overlay } [ Interwave}

Figure 1.7: The classification of spectrum sharing in CR nétw

and cooperative schemes. The non-cooperative spectruingiizd, 75] typically results in a re-
duced spectrum efficiency regime, but does not require &egmessage exchanges. By contrast,
in the cooperative spectrum sharing, a common technigue fisrtn a cluster to share the users’
information locally [76]. The cooperative approaches temdutperform the non-cooperative ap-
proaches and result in a certain fairness, as well as an wegithroughput. On the other hand, the
non-cooperative approach imposes a lower information aaxgh requirement and hence requires

less energy [77].

Power

- Primary User transmit by its own

- Primary User cooperative with Cognitive User

Cooperation

VR

Time - Cognitive User helps Primary User

- Cognitive Users’ own transmission

Frequency

Figure 1.8: Overlay spectrum model of CR network.

Furthermore, there are three main paradigms conceivegéatraim access in CR networks [7]:

e Underlay scheme [7] CUs can transmit simultaneously with PUs by using the same f
guency spectrum, under the constraint that the interferafticted by the CUs on the PUs
does not degrade the PU’s communication quality. In thigseh the CUs are not required
to perform spectrum sensing. However, the interferenceazhby the CUs’ transmission

must not exceed the tolerable threshold.

e Overlay scheme [7] CUs can transmit simultaneously with PUs in the same fregyslot.
The knowledge sharing and cooperation between the CUs asdsRtdtical in the overlay
model. Specifically, the interference imposed on the PUsbeaoffset by using part of the
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CUs’ power for relaying the PUs’ information. As shown in &ig 1.8, some CUs assist the
PUs to free up some spectrum bands. These vacant spectruts Wwanld then be used by
other CUs for their secondary transmission.

e Interwave scheme [7] The CUs would only transmit simultaneously with the PUsewla
busy spectral slot was wrongly detected as a spectral hplecifgally, the CUs exploit the
spectrum slots, which are not utilized most of the time fairtlsecondary communication.
Hence the spectrum efficiency is improved.

In the interwave technique, the knowledge sharing betwkerPU and CU is critical for ensur-
ing that the CUs’ transmissions do not interfere with thosthe PUs. The CUs opportunistically
communicate over the spectrum hole in order to minimize tiberfierence imposed on the PUs.
The underlay and overlay paradigms permit the concurreminzenications of the PUs and CUs.
By contrast, the main goal of the interwave paradigm is tadhthee simultaneous transmission of
the PUs and CUs. Moreover, the underlay system requiresatecknowledge of the interference
imposed by the CUs’ transmitter on the PUs’ receiver. By k@astt the overlay scheme needs a
large amount of side-information, such as the non-causalledge of the PU’s codebook. Fur-
thermore, the interweave regime also requires considesate-information about the PUs or the
existing users and this information can be obtained from’ Bplsctrum sensing action. Although
these three schemes rely on distinct approaches, theintaadyas can be combined by constructing
two hybrid schemes. For example, the underlay and overlagrses are combined in [78, 79],
where the CUs invoke the spectrum overlay technique, iftspecholes are found. Otherwise,
the spectrum underlay technique will be employed. Addéityn the authors of [80] introduced
stochastic resource allocation algorithms for both therimeéave and underlay paradigms, where
the CUs can access the frequency band only if no PU is actitleeircontext of the interweave
and overlay paradigm. By contrast, in the underlay paradjus can access the channel even
when the PUs are active, provided that they adjust theistmégsion power so that the interference
imposed on the active PUs remains below a specified threg®b]dIn our work, we have mainly
considered the overlay scheme. The significant differeratevden the overlay scheme and the
interwave regime is that the cooperation of the PUs and Cldstigely supported by the overlay
scheme. In the overlay scheme of [82], the PU’s performanealianced by exploiting the benefit
of cooperative diversity with the aid of the CU acting as a Rljle CU’s transmission is care-
fully coordinated by the PU’s transmission scheduling. Arfwin” scenario has been constructed
for both PU and CU which gives both the PU and CU an incentiveotuperative. Therefore, the
overlay scheme constitutes an opportunistic spectrumsacheme, as discussed in [81].
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1.4 Repeated Games in a CCR Network

Game theory is one of the techniques that can be beneficia#ig tor spectrum sharing in CR
networks as described in [8]. Game theoretic techniquebeaivided into two types, namely non-
cooperative and cooperative games. In a non-cooperative géoe players make their decisions
independently and aim for maximizing their own utility. Bgrtrast, the players in the cooperative
game cooperate with each other for maximizing their totitityutSome game theoretic models that
have been employed in CR networks are summarized in Table 1.1

Game Type Model Author(s) Contribution

Auction game | Niyatoet al. [83]| A double auction mode is invokefd
for analyzing the interaction among

the Wireless Regional Area Net
work (WRAN) service providers
TV broadcasters and WRAN user
Repeated game Wu et al. [84] Users are given an incentive to share

|2}

, the spectrum in a cooperative way.
Non-cooperative gam

19}

To enforce user cooperation, defect-
ing users may be asked to pay a tax.

Stackelberg Haddad A stackelberg-game was employed

=

game et al. [85] for controlling the user’s behaviou
by broadcasting the relevant infor

mation in heterogeneous cognitive

networks.
Coalitional Li et al. [86] PUs and CUs form a coalitional
game game, where they can pay chardes

to each other to motivate the coop-

eration.
Bargaining Attar [87] A fair resource allocation method
Cooperative game game is proposed based on the Nash

Bargaining solution for a problem,
where a group of CUs access the re-

sources of a primary system.

Table 1.1: Summary of game mode used in CR networks.

To elaborate further, a game is defined by a set of playerst af stions for each player
and the payoffs for the players [88]. A player chooses arpaciind the associated complete
plan of action is referred as tratrategy®. However, most of the game theory model rely on the

3A simple example of highlighting the difference betweenahtion and strategy is as follows. If an individual has to
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equilibrium concept, which ensures that a player could gdirer a fair or an optimal pay-off under
a given strategy of the other players [89-91]. More spedifica strategy can reach equilibrium,
if it becomes impossible to reward player a specific withagadvantaging other players [88].
Explicitly, in Nash equilibrium, no player has any intemtito change its strategy to gain a higher
payoff, provided that the other players also maintain theirent strategies. In our work, we have
opted for the repeated game concept in our CCR network.

A repeated game can be seen asadic* non-cooperative strategic game that is repeated over
time. By repeating a game many times, the players (users)bmagme aware of their past be-
haviours and change their strategies accordingly. In tpeaid game context, all players are
better off, if they cooperate. More specifically, if a gamplesyed repeatedly, then the mutually de-
sired outcome can be reached, where each player believes defection for short-term personal
gain will terminate the cooperation, hence resulting in bseguent loss for the player that out-
weighs the potential short-term gain [88]. The threat ofifat'punishments’ prevents any player
acting rationally from defection. In [92], a repeated gammag the PUs’ transceivers was formu-
lated to show that the collusion can indeed be maintainexyiged that all the PUs are aware of
the potential punishment. However, if a primary serviceiaes from the collusion, then all the
other primary services will resort to the punishment acpermanently. In this case, the primary
services will consider the long-term benefits for themselvigloreover, power control strategies
have been considered for the CUs in the repeated game prbjpof88, 94]. Specifically, in [94],
the CUs can control the power control strategies by obsgiia interference imposed by them on
the PUs by exploiting the feedback signals of PUs and fromirdmesmission rates obtained in the
previous step.

1.5 Outline Contributions of this Thesis

In this thesis, we will focus our investigation on the obiees shown in Figure 1.9. In Chapter 2,
we primarily consider the attainable BER performance, avhilChapter 3 we focus our attention
on achieving the minimum in the PUs’ transmission power amtiwvidth usage, while maximizing
the CUs’ data rate. In Chapter 4, we will analyse the achieviddooughput of the PUs and compare
the FER performance of different schemes at a certain tridu$R. Finally, in Chapter 5, the sum
rate of the PUs will be maximized.

Chapter 2 : TTCM Theory and Applications

decide what to eat for lunch and the options are hot soup drfoold, then a possible strategy would be “if the weather
is cold, this person would select the hot soup; otherwisayihehoose the cold food.” After ascertaining the weather,

the person would take an action, which is to have hot soup eatcold food, depending on the weather information.
4A game is static, if the players carry out their actions onig@and independent by each other [88]. Specifically, a

static game is a one-shot game, where all players make desigiithout any knowledge of the strategies chosen by the
other players [89].
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Figure 1.9: The objectives of this thesis.

—

In this chapter, we introduced the underlying theory andiegiion of Turbo Trellis Coded
Modulation (TTCM). We investigated both the fix and neatamsaneously adaptive mode
of TTCM. TTCM schemes are capable of increasing the systeffestive throughput by
increasing the code rate and the number of modulation lewdlen the channel-quality im-
proves [95-97]. In Section 2.3, we have discussed the aigits of fixed mode TTCM
scheme. Explicitly, we have proposed a novel power- andwitl-efficient TTCM assisted
Space Division Multiple Access (SDMA) based TWR scheme. Jdteeme advocated was
designed for enhancing the throughput, reliability andecage area in a cooperative commu-
nication system. A twin-antenna RN was employed for asgjsdi pair of users, where each
user was equipped with a single-antenna aided mobile unitinD the first transmission pe-
riod, both users transmit their TTCM-encoded signals taRNe The twin-antenna RN then
detects these signals using various SDMA-based detedtionithms. Iterative SDMA and
TTCM detection is invoked at the RN, which then broadcastsréhencoded TTCM signals
to both users during the second transmission period. Kjredkh user retrieves the opposite
user’s signals received from the RN. We found that the pregpasheme outperforms the
non-cooperative TTCM scheme by approximately 5.3 dBs at R BE10~°, when com-
municating over uncorrelated Rayleigh fading channelsdii@hally, in Section 2.3.3 we
extended this scheme to the scenario, when the CSI estimatimpaired by channel esti-
mation errors. Moreover, in Section 2.3.4 we investigatelddaptive mode based TTCM
scheme , where a higher-throughput TTCM scheme is emplaykdn the channel condi-
tions are good, while a lower-throughput TTCM scheme or aagmission is used, when
the channel conditions are poor. As shown in Figure 1.10,rested the adaptive TTCM
scheme as the main physical-layer enabling technique ipt€hd, Chapter 4 and Chapter 5
for achieving a higher system throughput and for improving BER/FER performance.

Chapter 3 : Cooperative Communication Between Cognitive and Primasgrs

In this chapter, we considered the overlay spectrum shadhgme among the PUs and CUs,



1.5. Outline Contributions of this Thesis 14

where the CUs serve as the RNs for relaying the informatiomfPUs. In Section 3.2, we
have considered an active cooperation between a PU and a itithe goal of reducing
the transmission power and increasing the transmissi@nfoatboth the PU and CU. Al-
ternatively, the required bandwidth may be reduced andrdedfbandwidth may be leased
to a group of CUs for their secondary communications. Theenb@ndwidth reduction we
achieved for the PU, the more benefit the CUs had. Additipnalé have considered both
OWR and TWR aided CR systems, as seen in the context of Figl@e In order to select
the “best” CU to act as the RN among the CUs, we have employeagiraoprelay selec-
tion techniques, namely the max-min and max-sum relay setetechniques. Their corre-
sponding performance based on the OWR aided CR system wiiedsin Section 3.4.2.3.
Furthermore, we invoked a near-instantaneously adapfiMeM (ATTCM) scheme for ap-
propriately adjusting both the code rate and the number ofutation levels according to the
near-instantaneous channel conditions. The ATTCM swiglihresholds of our OWR sys-
tem were specifically adjusted for ensuring that the BER Isvb@0~> in order to minimize
the potential error propagation from the RN to the DN. Adulitilly, as shown in Figure 1.10
we have considered two scenarios for the switching threshalamely the TTCM trans-
missions over AWGN channels as well as over Rayleigh chanriélwas shown that our
proposed ATTCM aided TWR based CCR scheme maximized the GAtsdata rate and
improved the exploitation of the bandwidth released by tie @ the CUs.

Chapter 4 : Adaptive Dynamic Network Coding in CCR networks

In this chapter, we considered two types of Dynamic Netwoddi@g (DNC) schemes,
namely the fixed-mode DNC and adaptive-mode DNC as seen urd-ig10. Specifically,
We conceived an Adaptive DNC (ADNC) scheme for a CCR systehi¢inis designed for
supporting the uplink communications between multiple Rdd a common Base Station
(BS). Specifically, the independent source informatiomaagmitted from the PUs to the BS
with the aid of multiple CUs acting as RNs. In order to faail@ the recovery of the source
information at the BS, the CUs invoke the ADNC technique, clihis assisted by our co-
operative protocol operating by exchanging the CCR-basatta information between the
near-instantaneously ATTCM and the network coding codeegal as between the CUs and
the BS. As a result, our ADNC-CCR system constructed on theslmd a holistic approach
is capable of providing an increased throughput, despiteaiag the transmission-period of
the PU. This reduced transmission-period can also be Witeahslated into an increased du-
ration for the secondary communications of the CUs. As aiitiaddl novelty, the network
encoder may also be activated in its adaptive mode for stipgaghe CUs, depending on the
Boolean value of the feedback flags generated based on thessifailure of the ATTCM
decoder and of the network decoder, which is evaluated ahtidek by the BS. Explicitly,
in Section 4.2.3 we have investigated an adaptive netwarkdi for the sake of reducing
the complexity and for improving the bandwidth reductiorPafs.
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Chapter 5 : Pragmatic Distributed Algorithm for Spectrum Access in CIS&works

In this chapter, we considered four algorithms derived facsrum trading between the mul-
tiple PUs and CUs, as shown in Figure 1.10. To elaboratedyrthe proposed a Pragmatic
Distributed Algorithm (PDA) based on the repeated gameepiia the context of an overlay
scheme for maximizing the PUs’ benefits. The novelty of ouAR®that the PUs negoti-
ate with the CUs concerning the specific amount of relayind)teemsmission time granted
for the CUs, which the CU will either accept or decline. ThedQtday serve as RNs for
relaying the signal received from the PUs to their destimetj while ensuring that both the
PUs’ and the CUs’ minimum rate requirements are satisfieds Whl reduce the required
transmission power and/or increase the transmission fae &U. Moreover, we show that
our proposed algorithm results in a stable pairing of a PU@dd To elaborate further, we
also compared our PDA with the Conventional Distributed o&itpm (CDA) [98] as our
benchmark scheme. Our results show that the proposed sgberfioems better than the
benchmarker, despite its significantly lower overhead amdpdexity. A centralized solution
based on the Centralized Algorithm (CA) was also considésetbenchmarking our PDA.
We found that our PDA performs close to the CA, albeit at a loweenplexity. Furthermore,
we also invoked our practical ATTCM scheme, which apprdphjeadjusts the code rate and
the modulation mode according to the near-instantaneoaisneth conditions. It was found
that the joint design of coding, modulation, user-coopenaas well as stable pairing of the
PU and CU in the CR system may lead to significant mutual berfefitall PUs and CUs.

Chapter 6 : Conclusions and Further Research

In Chapter 6, we summarized our main findings and outlinedngeaf further potential

research topics as shown in Section 6.2.
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Chapter

Turbo Trellis Coded Modulation:
Overview and Applications

2.1 Introduction

In this chapter, we will provide an overview and investigatene applications of the power- and
bandwidth-efficient Turbo Trellis Coded Modulation (TTCBHheme [95]. Specifically, TTCM is
a joint coding and modulation scheme that has a structuriasita binary turbo codes, where two
identical parallel-concatenated Trellis Coded Modulat{@CM) [99] schemes are employed as
component codes. In Chapter 1, we have briefly viewed theigwol of a cooperative communica-
tion and the protocols of the relay channel. In Section 2\8e2will employ the fixed-mode TTCM
scheme for cooperative communication. More specificalfyp\el power- and bandwidth-efficient
TTCM assisted Space Division Multiple Access (SDMA) basew-Way Relaying (TWR) scheme
is conceived for enhancing the attainable throughputalbdity and coverage area of cooperative
communication system. A twin-antenna aided Relay Node (BM)nployed for assisting a pair
of users, where each user is equipped with a single-antessisted mobile unit. During the first
transmission period, both users transmit their TTCM-eedaglgnals to the RN. The twin-antenna
RN then detects these signals using various SDMA-basedtietealgorithms. Iterative SDMA
and TTCM detection is invoked at the RN, for exchanging astd information between these two
components. The RN then broadcasts the re-encoded TTCHMIsignboth users during the sec-
ond transmission period. Finally, each user retrieves fiposite user’s signals received from the
RN. In Section 2.3.4, the sophisticated adaptive mode of NTBCheme is investigated, where a
higher order or/and higher rate modulation mode will be eygdl, when the instantaneous esti-
mated channel quality is high in order to increase the nurabBit Per Symbol (BPS) transmitted.
Conversely, a more robust lower rate code or/and a lower ondelulation mode will be employed,
when the instantaneous channel quality is low, in order frave the Bit Error Ratio (BER) perfor-
mance. Moreover, the 4-ary Phase Shift Keying (PSK), 8-&1#{,FL6-ary Quadrature Amplitude
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Modulation (QAM) and 64-ary QAM modulation schemes are kaabfor both the fixed and adap-
tive mode of TTCM.

2.2 TTCM Overview

The TTCM schemes in [95] were designed based on the seartiefbest component TCM codes
using the so-called ‘punctured’ minimal distance criterfor communicating over the Additive
White Gaussian Noise (AWGN) channel. Employing TTCM hasdbeantage that the system'’s
effective throughput can be increased upon increasingdtie tate, when the channel-quality im-
proves. Additionally, both the BER and the Frame Error R@EHBR) performance of the system
may be improved when TTCM is used [96]. Recently, various MI'€chemes were designed
in [97] with the aid of carefully concerning the tools of th&tinsic Information Transfer (EXIT)
charts [100, 101] and union bounds for the sake of approgadhim capacity of the Rayleigh fading
channel. The TTCM encoder comprises two identical paratielcatenated TCM encoders [99]
linked by a symbol interleaver. The first TCM encoder dinegttocesses the original input bit
sequence, while the second TCM encoder manipulates thieited version of the input bit se-
guence. Then the bit-to-symbol mapper maps the input bitetaplex-valued symbols using the
Set Partition (SP) based labelling method [96]. The stnectf the TTCM decoder is similar
to that of binary turbo codes, but each decoder alternatelggsses its corresponding encoder’s
channel-impaired output symbol, and then the other entodbannel-impaired output symbol
[pg.764] [96].

2.2.1 TCM Principle

Coded Modulation (CM) constitutes a bandwidth-efcient ommication scheme that combines the
functions of coding and modulation by absorbing the chawoded bits with the aid of extending
the symbol-constellation [96,102]. They can be designeeibyloying relatively high-rate channel
coding schemes in conjunction with multi-dimensional matan schemes. More importantly, a
coding gain may be achieved without bandwidth expansioe. history of coded modulation dates
back to Shannons pioneering work [103], which founded mifation theory and motivated the
search for codes that are capable of producing an arbjtiaril probability of error, despite oper-
ating in the vicinity of the capacity. Ungerbock [99] coiveethe TCM technique, which constitutes
a family of CM schemes where both coding and modulation drglyodesigned. This section is
based on his seminal paper [99]. TCM scheme employs nomybmadulation in conjunction with

a finite-state Forwarded Error Correction (FEC) encodergchvboverns the selection of FEC coded
signal sequences. Basically, the expansion of the origipialbol set absorbs more BPS than that
required by the data rate and these extra bits are used byalgtion encoder, in order to restrict
the legitimate state transition amongst the consecutiasgsto certain legitimate constellation
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points. In the receiver, the noisy signals can be decodeddwnftadecision maximume-likelihood
sequence decoder. Explicitly, CM schemes having diffeceding rates and different number of
modulation levels are shown in Figure 2.1. More specific#itig coding rate of CM is defined as:

Na _ Na

R, = = ,
¢ N. N;+1

2.1)

where the number of bits in a non-binary symbol and the coddvaoe given byN; and N,,
respectively. Therefore, the corresponding number of raidm level is given by:M = 2N and
the number of Information Bit Per Symbol (iBPS) equils

Code Modulation

—
Symbols
Dataword R Codeword W -
2, = 1 M=2%=4
BESK 2 QPSK
Ny=1 N,.=2
[
Code Modulation
Symbols
Dataword Codeword
QPSK R.=2 M=2=8
Ny=2 N.=3 8-PSK
Code Modulation
Symbols
Dataword 5 Codeword
g8-psk |fle=1 M=2=16
Ny=3 N, =4 16QAM
- Code Modulation
Symbols
Dataword , Codeword
320AM | Re=1% M=2=64 [——>
Ny=5 N,=5 64QAM
—_——|

Figure 2.1: The block diagram of coded modulation schem#s different coding rates.

In Figure 2.1, the number of modulation levéikis increased for transmitting a higher number
of iBPS. Ungerbock’s specific TCM encoder is a conventi@raloder selected from the family of
Recursive Systematic Convolution (RSC) codes. The bloalgrdin of a TCM scheme is shown
in Figure 2.2, where a single parity bit is attached to eadbrination symbol. In addition
out of n information bits are encoded by the RSC encoder, whespresents the number of RSC-
encoded bits. Hen&" branches may merge into each trellis state since wehaven, not all the
original information bits are encoded by the RSC encodencd¢here ar@”—™ parallel transitions
associated with each of ti#* branches. Then the total number of transitions occurringaah
trellis stage i2™ x 2"~™ = 2", Additionally, the encoder memory lengih, of a code defines
the number of shift-register stages in the encoder. Figirstiows a sixteen-state RSC, where the
memory length (or the number of register stages) is equij,te- 4. This is a systematic encoder,
which attaches an extra parity bit to the origifdabit information. The encoded-bit symbol
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sequence is interleaved for the sake of dispersing theshofstymbol errors induced by the fading
channel [96]. A symbol interleaver can be used to improvetu®’s time diversity gain, which is a
benefit of dispersing the symbols over time, hence resuitirgnear-uniform distribution of errors
and improving the decoder’s performance. The four-bit eadd is then mapped to a 16QAM
constellation. The generator polynomials of the RSC encslgewvn in Figure 2.2 can be described

Bit3 Bit2 Bitl Bit0

,,,,,,,,,,,,,, Convolutional  Encoder o 0011 0010 0001 0000
: ° [ ] ° °
Bit 3 | Symbol
: 0111 0110 0101 0100
Bit 2 [ ] [ ] [} [ ]
—
- : 1011 1010 1001 1000
Bit 1 :
Interleaver ° ° [ ] [ ]
@»@»@»@4@»@% 1111 1110 1101 1100
T Bit 0 ° ° ° °

160AM Modulator

Figure 2.2: The block diagram of Ungerbdck RSC encoder andutation scheme rely-
ing on a3-rate code [99].

in octal format as [104]:
H(D) = [H°(D) HY(D) H*(D) H*(D)] = [21 02 04 10], (2.2)

whereD denotes the delay due to a single shift-register stage. Blyagmial coefficienti’(D)
is the feedback generator polynomial. For further detail3GM please refer to [99] and [104].

2.2.2 Set Partitioning

For higher-order modulation schemes, such as 16QAM or 32QBMyerbock proposed the so-
called set partitioning technique for mapping the bits toNDgymbols, which is different for classic
Gray Coding. As an example, the set partitioning of 16QAMrHieven in Figure 2.3. Again, the
phasors are not labelled by Gray encoding any more and theedjpoints may have an arbitrary
Hamming Distance (HD) rather than one, as in Gray coding.ithathlly, observe Figure 2.3, that
the Euclidean distance is increased at each partitionieyg, sts we moved from level 0 to level
4 of the constellation partitioning tree in Figure 2.3. THhaeative of this technique is to ensure
that those specific bits of the QAM-constellation, which amt protected by the conventional
encoder of Figure 2.2 have a high Euclidean distance (ED)ligtly, the specific pair of subsets
seen at Level 1 of Figure 2.3 has to be protected by the RSQlendeecause the corresponding
constellation points have a low ED. Hence, the level 0 sshbaet labelled by the parity bit, while
the remaining levels are labelled by information bits. Mmer, the corresponding bit 3 of level
4 has the lowest probability of corruption due to its higheatlidean distance (ED). Typically,
conventional TCM schemes are decoded/demodulated by tigrappropriately modified Viterbi
algorithm [104]. Explicitly, the Viterbi algorithm is usefdr finding the most likely signal path
by going through the trellis having the minimum sum of sqdaE®Ds. Hence, it is a maximum
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bit 3 bit 2 bit 1 bit 0

Level 0

[ ] [ ]
[ ] [ ]
Level 1
[ ] [ ]
) [ ] [ ] ) ) [ ] [ ] )
bltlzy \:ml:l bnl:/c/ \‘bnlzl
[ ) [ ] [ ] [ ]
<> e o ° °
Level 2
[ [ ] [ ] ‘ [ ] ‘
[ ] [ ] [ ] [ ]

bixz:o/ N)‘nzﬂ bnz:/ \bitzzl
[ ]

‘ o Level 3

[ ]
.. Level 4
[ ]

Figure 2.3: TCM 16QAM set partitio® IEEE Ungerbock 1982 [99].

likelihood sequence estimation (MLSE) algorithm, whicleglmot generate the minimum Symbol
Error Ratio (SER). By contrast, the symbol-based MaximusRdsteriori (MAP) algorithm can
be used for TCM decoding in order to directly minimise the SE® details of the symbol-based
MAP algorithm please consult Section 14.3 of [104].

2.2.3 TTCM Encoder

> TCM = "Signal Selector Channe
»| Encoder —&Mapper "~ —=lntlv
/
Symbol Symbol
Intlv De-intlv Modulator
A
/
—= TCM —& Signal
»| Encoder —ZMapper Channel

Figure 2.4: The block diagram of TTCM encoder [104¢)|EEE, 1998, Robertson and
Worz .

Ungerbock’s TCM scheme is capable of exploiting soft-giecis, but it is unable to exploit
sophisticated iterative detection. Hence Robertson andz\Wiither developed the TCM concept
by amalgamating it with the turbo coding philosophy, whiet to the conception of TTCM. The
schematic of the TTCM encoder is shown in Figure 2.4, whiagmmadses two identical TCM en-
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coders, linked by a symbol interleaver. Each TCM encodesists of a bit-to-symbol mapper
and an encoder, as seen in Figure 2.4. The upper TCM encodd@putees the original input bit
sequence and the bottom one operates on the interleavedrvefghe input bit sequence. The
output codeword of the TCM encoder (which is the input of tlgmal mapper) is mapped onto
complex-valued QAM symbols by using the SP-based labelireghod, which was discussed in
Section 2.2.2. The complex-valued symbols of the bottomadimapper of Figure 2.4 are symbol-
de-interleaved according to the inverse operation of ttexleaver. The TTCM codewords of both
component encoders have identical information bits beéorering the selector. Hence the se-
lector that selects the symbols of the upper and lower commtoencoders alternatively, therefore
puncturing the parity bits of the output symbols. The seleotitput is then further interleaved by
another symbol-based interleaver, in order to dispersdugty symbol errors during the trans-
mission period. Finally, the output symbols are modulated ansmitted over the channel. For
further details please refer to Section 14.4.1 of [104].

2.2.4 TTCM Decoder

Figure 2.5 contrasts the decoder schematic of TTCM. Thetsirel of the TTCM decoder is similar
to that of the binary turbo codes, except for the differemcthé nature of the information passed
from one decoder component to the other and in the treatnfahtedirst decoding step. More
specifically, each decoder alternately processes itssmoreling encoder’s channel-impaired out-
put symbol and then the other encoder’s channel-impair¢gudsymbol [104]. The concept of
computing thea priori information, thea posterioriinformation and thextrinsicinformation has
been introduced in [104, 105]. Thepriori information is known before decoding starts, while the
a posterioriinformation is obtained after a decoder iteration has besnpeted. The difference

between the priori information anda posterioriinformation is theextrinsicinformation.

channel information
Symbol a posteriori
a priori
} based
MAP
o o extrinstic information
Systematic bits and Parity bits
L]
il
M\ >
Systematic bits extrinstic information
] Symbol

— } based
a prior

MAP a posteriori

channel information

Figure 2.5: Schematic of a TTCM decoder [104].

Finally, the extrinsic information is fed to the other component decoders, as shinwkig-
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ure 2.5.

In a binary turbo coding scheme, the component encodergiboan be split into three additive
parts for each information bit; at stepi, which are detailed as follows:

e the systematic componef§/s), which represents the corresponding received systematic

value for original information bit;.

e thea priori information, which is the information provided by the otmemponent decoder
for information bitu;.

¢ theextrinsicinformation component related to the information:pitwhich depends not only
onu;, but also on its surrounding bits.

These components are impaired by independent noise amdgyfeffiects. In order to attain iterative
decoding gains, thextrinsicinformation component of non-binary turbo codes should &sspd
on to the other component decoder, so thatahmiori information directly related to a bit is not
reused in the other component decoder. This is becausangeitisvould detrimentally bias the
decisions concerning this bit and hence would degrade teathyperformance.

The symbol-based non-binary TTCM scheme transmits therirdton bits and parity bits to-
gether in the same non-binary symbol. Hence, the systegmatiponent of the non-binary symbol,
namely the original information bits, cannot be separatethfthe extrinsic component, since the
noise and fading affect the systematic and parity compartegether. Therefore, the symbol-based

information can be split into two components:

e thea priori component which is provided by the other component decoder.

¢ the inseparablextrinsicas well as systematic component of a non-binary symbol.

Each decoder passes only the latter information to the mexponent decoder, where thgriori
information is removed at each component decoder’s ouhgiin, please consult Section 14.4.2
of [104] for further details on TTCM decoding.

2.3 TTCM Applications

2.3.1 Fading Channel Model

Fading appears due to the attenuation of the radio signa&n\tipasses through various objects be-
tween the transmitter and the receiver, as well as owingga#structive interference of multipath
components due to the reflection and scattering of the trisleshsignal. Large-scale fading [106]
is more pertinent to cell-site planning, while small-sdalding [106] is more relevant to the design
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of reliable communications links. Hence, small-scale rigtliconstitutes the focus of the thesis.
When designing channel coded modulation, it is necessabg taware of the correlation of the
complex-valued fading over both the time and frequency-alom The overview of small-scale
fading channel manifestations is shown in Figure 2.6. Th&BpErformance of TTCM assisted

Small-scale fading due to constructive and destructive
interference of multiple signal paths
between the transmitter and receiver.

Time variant Time-domain
spreading
Channel of the signal

Fast Fading Slow Fading Frequency Frequency
selective fading flat fading

Figure 2.6: Small-scale fading channel manifestations [108].

Transmitter
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: TTCM ) De-mapper/
~—— Decoder «——De-interleave+e De-modulator™
Receiver

Figure 2.7: The schematic of a TTCM scheme [102].

4PSK, 8PSK, 16QAM and 64QAM schemes when communicating AWGN and uncorrelated
Rayleigh fading channels are shown in Figure 2.8 and Figugre 2Explicitly, Figure 2.8 present
the BER performance of various TTCM schemes, when commitimicaver the AWGN channel.
It can be seen from Figure 2.8a and Figure 2.8b that the 4PSEMI'3cheme achieves the lowest
probability of errors compared to other TTCM schemes. IruFd2.8a, the 4PSK TTCM scheme
outperform the 64QAM TTCM scheme hy.5 — 2.1 = 15.4 dB at a target BER of0~°. Ad-
ditionally, the SNR and E,/N, thresholds of the TTCM schemes having a target BER(o
obtained from Figure 2.8 are shown in Table 2.2. We defif@\g as the ratio of the transmitted

1Small-scale fading often obeys Rayleigh Distributiongsitthere is no line-of-sight when the number of reflected
paths is high and the envelope of the received signal isttaily described by a Rayleigh pdf. When there is a dontinan
non-fading signal component, due to a line-of-sight pragpiag path, the small-scale fading envelope is describeal by
Rician pdf [106, 107].
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Coded Modulation

TTCM

Modulation Q-PSK, 8PSK, 16QAM, 64QAM
Mapper type Set-Partitioned
Number of frames 10,000
Number of iterations 4
Code Rate 1/2,2/3,3/4,5/6
Code Memory 3
Decoder type Approximate Log-Map
Symbols per frame 1200, 12000

Channel

AWGN, uncorrelated Rayleigh fading chann

Table 2.1: Simulation parameters.
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Figure 2.8: BER performance of TTCM aided 4PSK, 8PSK, 16QANM &#4QAM
schemes when communicating overAW@WEhnhehosing four TTCM iterations. The

simulation parameters are shown in Table 2.1.

Modulation scheme (target BER107°) | SNR, [dB] | E;/No [dB]
4APSK (TTCM) 2.1 2.1
8PSK (TTCM) 7.5 45
16QAM (TTCM) 10.2 6
32QAM (TTCM) 17.5 11.1

25

Table 2.2: The value of SNHdB] and g,/Ng [dB] of TTCM for transmission over the
AWGN channel using a frame length 200,000 symbols. The simulation parameters

are shown in Table 2.1. The results were extracted from EigL8
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Figure 2.9: BER performance of TTCM aided 4PSK, 8PSK, 16QAM &#4QAM
schemes communicating over anaanelateldtiBayReig tzdiagiehaehel using four TTCM
iterations. The simulation parameters are shown in Taldle 2.

Modulation scheme (target BER107°) | SNR, [dB] | E; /Ny [dB]
4APSK (TTCM) 4.9 4.9
8PSK (TTCM) 12.2 9.2
16QAM (TTCM) 16.1 12.2
32QAM (TTCM) 24.8 18.5

Table 2.3: The value of SNRdB] and E,/Ng [dB] of TTCM for transmission over
the unconrelated Rayleigih fading channel using a frame lenith2600 symbols. The
simulation parameters are shown in Table 2.1. The resuits racted from Figure 2.9.

energy per bit to noise power:
Ey/NodB = SNR. dB—10log,,(R.), (2.3)

where the code ratB. was defined in Eqg.(2.1).

Moreover, Figure 2.9 presents the BER performance of varfdiCM schemes, when commu-
nicating over uncorrelated Rayleigh fading channels. Aoldally, the SNR and g,/ Ng thresh-
olds of the TTCM schemes having a target BERIOf° as shown in Figure 2.8 are tabulated in
Table 2.3.

Furthermore, the FER performance curves of various TTCM®s&s communicating over
AWGN and uncorrelated Rayleigh fading channels are showkignre 2.10a and Figure 2.10b,
respectively. Finally, the SNRhresholds of the TTCM schemes having a target FER bé&bw
obtained from Figure 2.10a and Figure 2.10b are shown ireTa4l.
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Figure 2.10: FER versus SNIRerformance of TTCM aided 4PSK, 8PSK, 16QAM and
64QAM schemes using four TTCM iterations. The simulatiorapzeters are shown in
Table 2.1.

2.3.2 TTCM Aided SDMA Based TWR

SDMA is a bandwidth efficient scheme, which relies on the MidtInput Multiple Output (MIMO)
principle. Explicitly, the transmitted signal df simultaneous (uplink) (UL) (Mobile Stations)
(MSs) is received within the same frequency band and difteaed purely by their Channel Im-
pulse Response (CIR). Each MS is equipped with a singlertriies antenna and their signals are
received by theP different receiver antennas of the Base Station (BS) [5%aiA, at the BS the
individual UL signals are separated with the aid of theilquei, user-specific spatial signature con-
stituted by their CIRs, which have to be accurately estichgg®]. A TTCM-aided SDMA OFDM
system was studied in [59, 109]. We have investigated atyasieSDMA-based Multi-User De-
tectors (MUDSs) [110], namely the Zero Forcing (ZF), the Minim Mean-Square Error (MMSE),
the Interference Cancellation (IC) and Maximum Likelihdtdl) MUDs. The ML MUD provides
the best performance at the cost of the highest complexitcdbtrast, the ZF and MMSE MUDs
have a poorer performance, but impose a lower complexitythEtmore, the TTCM-assisted IC
arrangement was found to give a better performance thaothia¢ MMSE MUD.

Relay-assisted cooperative communication schemes haae discussed in Section 1.2 of
Chapter 1. More explicitly, the attractive TWR scheme of][&&sists a pair of MSs to exchange
their signals with the aid of either a single or several RNagi$wo transmission periods. The
TWR protocol aims for improving both the power efficiency aslivas the achievable rate and
throughput.

Against this background, in this section, we consider a n@@NM-aided SDMA-based TWR
scheme constituted by a pair of users, as well as a RN. Both ra@smit simultaneously to the RN
during the first transmission period. Then, the RN decodedsf@mvards the received superposed
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Modulation scheme (target FER10~%) | SNR,[dB]- SNR/[dB]-

AWGN channel | Rayleigh  fading

channel

4APSK (TTCM) 25 5.4
8PSK (TTCM) 8.6 13.6
16QAM (TTCM) 12.4 17.5
32QAM (TTCM) 17.8 26.1

Table 2.4: The value of SNRdB] of TTCM for transmission over thAMGS Kharmelel
and umexames Eties FRaylkxigin fedimg civemmed| using a frame len§thl2600 symbols. The
simulation parameters are shown in Table 2.1. The resulte wetracted from Fig-
ure 2.10a and Figure 2.10b.

messages to both MSs during the second transmission peMaode specifically, we propose a
TTCM-aided SDMA-based TWR scheme, where each MS is equiptbda single UL transmit
antenna, while the RN is equipped with two antennas. Two fimalemethods are employed for
creating the bit sequence before TTCM-encoding at the RiMllyj a power-sharing technique is
employed for approaching the achievable throughput ancefiucing the overall transmit power.

2.3.2.1 System Model and Analysis

dslsg

Figure 2.11: Schematic of a TWR aided system, whigiis the first transmission period
andt; is the second transmission periag, is the geographical distance between nade
and nodé. G, is the geometrical-gain between nadand node.

The schematic of a TWR scheme is shown in Figure 2.11. Duhedfitst Time Slot (TS),
both users transmit their information simultaneously toNa Rhen the RN decodes and forwards
the received message back to the two users during the se®BT49, 51]. Hence, the overall
system throughput is higher than that of a one-way relayotgme, which requires two TSs to
transmit one user’s information. The general schematib@fliT CM-aided SDMA-based Source-
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Figure 2.12: The schematic of the Source Node (SN) to RN model
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Figure 2.13: The schematic of the RN to Destination Node (Bigjlel. The block PS
denotes the parallel to serial converter.

to-Relay (SR) model is shown in Figure 2.12. Note that we asted for TTCM to assist the
SDMA system, since the TTCM-SDMA scheme was found to be ttst Brangement from a
range of coded modulation aided SDMA schemes [109].

As shown in Figure 2.12, the information bit sequenkgandb, are encoded by the TTCM
encoders of Mgand MS, respectively. The two TTCM codewords andc, are then fed into
a virtual MIMO mapper for transmission to the RN. Again, a¢ fRN we consider four MUDs,
namely the ML, MMSE, ZF and IC MUDs. The estimated informat'mquenceél and 192 are
obtained by the TTCM decoders.

As shown in Figure 2.13, we consider two methods for comigirtire estimated information
sequence$; and b, into b;. The RN can concatenate the two decodédit sequences into a
2N-bit sequence, i.e. we havg = [191 152]. Alternatively, the RN may combine the two sequences
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into anotherN-bit sequence using modulo-two addition, i.e. we hiave- ?11 ® ?12, whered® is an
element-by-element modulo-two addition operator. Howele overall system throughput of the
modulo-two addition aided method is higher than that of twecatenation method. The combined
sequencé; is TTCM-encoded and broadcast from the RN to the two MSs dutfie second TS.
This is similar to an SDMA system using two transmit antenaag one receive antenna. Each
MS then detects the signal from the opposite MS based on ti@MFdecoded sequendg. For
example, at the receiver of M3he information sequence of M3, can be retrieved from the first
part ofbs, if the concatenation method is used. Alternatively, it berretrieved frond; = b, & bs

if the modulo-two addition method is employed, whégas known at the receiver of MS

2.3.2.1.1 SDMA Channel Model

The received signal of an SDMA system supportingsers, where each is equipped with a single-
antenna, and a BS receiver equipped wNth antennas can be represented by [59, 109]:

Y = HX+n, (2.4)

where the received signal is Ny, x 1)-dimensional vecto¥ = [yo,y1,- - ,yn,._1]’ . Still refer-
ring to Eq. (2.4), the transmitted signal is dnx 1)-dimensional vectoX = [xq, xq,- -, x1_1]7
andn = [ng,ny, - - - ,nN,x_1]T is a (N, x 1)-dimensional Gaussian noise vector, which has a zero

mean and a noise varianceg§ /2 per dimension.

We consider a two-user SDMA scheme, where the two MSs areiderrd to be a two-
transmittervirtual SN. We also consider a two-antenna aided RN. Note that weihesgorated
the reduced-pathloss-induced geometrical-gain [46, 4T, &nd the transmit power factor in the
channel matrix of Eq. (2.4). Hence, the channel matrix betwide two users and the two-antenna
aided RN may be written as:

V GS]V] \V/ PT,SlhslVl V GSzV] V PT,SthZVl
\V4 GS]VZ \V/ PT,Slhsle V GSsz V PT,SthZVz

where the subscript; denotes theth receive antenna of the RN and the subscrjptenotes the
jth transmit antenna of the virtual two-antenna-aided Shyein of the jth user. Furthermore,
we denote the geometrical-gain between antenaad antenna asG,;, while Pr, represents the
power transmitted from antenmaandh,, represents the CIR coefficient between antemaad
antennab.

2.3.2.1.2 Multi-User Detector

The MMSE, ZF and IC MUD based SDMA schemes require at leastdh@ge number of receiver
antennas as that of the transmit antennas [112]. We coesidiee MMSE, ZF, IC and ML MUDs
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in the SR link. However, only the ML MUD is used in the RD linkedause there is only a single
receive antenna at each DN. The weight matrix of the ZF MUDefenéd as :

Wy = HHH")™!, (2.5)

where HH is the Hermitian transpose of the channel matrix. The ZEatetl signal can be ex-
pressed as [109]:

H
= WH(HX +n)
= (H"H)'H"HX + (HEH) 'HHn

= X+ (HYH)'Hn. (2.6)
By contrast, the weight matrix of the MMSE MUD is given by [109
Wmmse = H(HH" + Noly,,)7 ', (2.7)

where Iy, is a (N;» X N;x)-element matrix having ones on its diagonal. More exicithe
MMSE-detected signal can be written as:

Zmmse = Whms&
= (HPH+ NoIy,,) 'HEHX
+ (HFH + Noly,,) 'Hn . (2.8)

Furthermore, the ML MUD is a non-linear detector, which igimgl in terms of minimizing the
symbol error probability, when all possible vectors areadiguikely [113]. The ML MUD has
the highest complexity and it is finding the minimum diffecerbetween receiver signal and the
possible transmitted symbol multiplied with the same cleatransfer function, which means the
estimated transmitted signal is those with the smalleg&rdifice. The conventional ML detector
provides the hard decision which is given by:

X = argminl||Y — HX|?, (2.9)
X

The X is the trial vector, sinc& denotes all the possible transmitted symbol, so we will carap
and get the minimum value of. The ML receiver structure is simple to implement because th
decision criterion depends only on vector distances. Hewell possibleV combinations of the
transmitted symbols have to be considered in a ML detectuer@M is the number of constellation
points andL is the number of transmit antennas. By contrast, the ZF, MM&EIC MUDs only
have to consideM combinations for each. As seen from Eq. (2.8), the BER pevémice of the
MMSE MUD is influenced by the interference introduced by tregnim (H7H + Nyly,,) 'H"H,
which is non-diagonal. We advocated a low-complexity MMiSdSed IC MUD for improving
the system performance by removing the off-diagonal el¢snenthe (H"H + NOIN,X)‘lHHH

matrix.
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It is clear from Eq. (2.6) that no residual interference tssafter ZF MUD. However, some
residual interference still contaminates the MMSE detkeignal, as shown in Eq. (2.8). Our IC
scheme is described as follows. We assume that 4PSK mamuiatemployed, hence we have
M = 4. The soft estimate of a 4PSK symbol is formulated as:

J N
2 o= Y Px)x, (2.10)
i=1
wherex(?) is theith symbol in the 4PSK constellation afg(x(?)) is the probability ofx("). More
specifically, from Eqg. (2.8) the MMSE-detected signal camigten in a matrix format as:

z a; b X a b n
o I R BV e I e I e (2.11)
Z2 cqp dq X2 ¢ da My

m b1 .
where | = ' is the WHimsdd term and
c1 d ca d
variance inzy is given by:

is the Wimseterm. The resultant noise

Uﬂi’((lzi’ll + bzi’lz) = ’(12’21\70 + ’bz‘zN()
= (la2* + |b2*)No, (2.12)

whereNy /2 is the original noise variance per dimension. We can dekecsignal received from
MS; by removing the interference from M®ased on Eg. (2.11), as follows:

Z1 = z1—bix

= ai1x1+ axnq + bony . (2.13)

Similarly, the signal received from MSan be detected as:

Z7 = Zp —(C1X1

= dixp +cong +dony . (2.14)

Then,z; andz, of Egs. (2.13) and (2.14) can be fed into the correspondinGMTecoder for
detecting the corresponding information sequences.

2.3.2.1.3 Soft Decision Based MUD

The block diagram of a TTCM-aided MIMO system using softigien feedback is shown in Fig-
ure 2.14. The output of the MAP decoder at the receiver is fadk lto the MIMO demodulator.
The MAP decoder, which was introduced in Section 2.2.4, agagpthea posterioriprobabilities

for both the non-systematic channel-coded bits and for tiggnal information bits. As seen from
Figure 2.14, the information bitd are entered into the TTCM encoder and the corresponding out-
put codeword isC. The MAP decoder is a four-port device that " (X) and P*7"'(U) at its
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Figure 2.14: The schematic of TTCM-aided SDMA scheme usifigdecision feedback,
where the notationﬁl.“p” and A; ,, denote thea priori anda posteriori probabilities, re-
spectively. The defination od; ,, is shown in Eq. (14.21) of [104].

input and produces the probabilities X) and A(U) [114]. TheP?"(U) is thea priori proba-
bility of the information bitsll and it is obtained from the other component decoder of thallphr
concatenated turbo coding scheme. By contr@&t; (X) is obtained by the soft-decision MIMO
demodulator, wher& is transmitted directly over the channel. The conditiorralbability of re-
ceiving a signal vectoy, given anM-ary PSK/QAM signal vectoX = {x(’”)} was transmitted,
wherem € {0,--- , M — 1} is given by:

_ g m)pr(m) 5 (m) 2
v i (2.15)

1
P(yelx = x™) = n—NOexp ( Ng

where theéV (") denotes the weight matrix of the MUD applied to the input algrectorx ("), The
specific receiver relying on the weight matrices of the MM&E,and IC MUDs are described in
Section 2.3.2.1.2.

2.3.2.1.4 Optimum Power Sharing Between the SN and RN

The employment of an appropriate power sharing technigpmisosed for apportioning the trans-
mit power between the SN and RN. This will allow us to reduce dkerall transmission power
required in the TWR scheme. This is necessary, because ttam&khe RD links require differ-

ent received SNRs for achieving the same BER. The reasomddhis is that the two-antenna
virtual user at the SN and the RN constitute§2ax 2)-element MIMO scheme, which requires
a lower SNR, i.e. a lower transmit power than tf®x 1)-element RD link. Hence appropri-
ately sharing the total transmit power between them allosst® weduce the overall power required.
Naturally, in a practical system an appropriately desigagile SR power-control scheme is re-
quired for maintaining the optimum sharing of the transnaitvpr between the SN and RN. We
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consider a free-space path-loss model. The correspondinlyided-Distance-Related-Pathloss-
Reduction (RDRPR) [46,47,111] between M&hd the RN as well as between the RN and,MS
are given by:

dS]SZ 2
Gslr = d. . ’ (216)
1
and
J 2
Grs, = ( ds:z> , (2.17)
2

respectively, wheréd,;, denotes the geometrical distance between mogled nodeb. If the RN is
located at the mid-point between M&8nd MS, then we haves, , = G, = 4.

The average received Signal to Noise power Ratio (SNR) ser-per-receive anterhat the
receiver nodé with respect to the transmitter nodean be computed as:

N, N,
ProE{|Ga|} Lbt1Xata E{|p,a, |*}E{ x4, [}
No Ny, N,
PT,aGub

= ——— 2.18
oy (2.18)

TR =

whereN, andN, are the number of antennas at nédend nodez, respectively. Furthermoreﬂj is
the symbol transmitted from theh antenna of node, hbiu]. is the channel coefficient from antenna
aj to antenna;, P, is the power transmitted from nodeand the expected values are given by
E{|h,q,[*} = 1 and E|x,|*} = 1. We define the ternransmit SNR as the ratio of the power
transmitted from node to the noise power encountered at the receiver of ke

ProE{|xq |*}

YT = No
= I;\TIO“ . (2.19)
Hence, the relationship betwees andyr can be shown to be:
YR = 1 Gab, (2.20)
which is also given by
Yr = Y7+ 10log,,(Ga) [dB], (2.21)

whereYr = 10log,,(vg) andYr = 10log,,(yr). Let us denote the transmit SNR of MBS,
and the RN agr,, v1,5, andyr,,, respectively. We jointly consider the two users as a sitwyte
transmitter SN during the first TS and the RN is located at tigtpoint between the two users.

2We introduced the terminology of per-user, per-receiverama SNR for the sake of a fair comparison of the different

scenarios considered and to emphasise the fact that thegesmmay be applicable to other relaying scenarios.
SAlthough the concept of transmit SNR [111] is unconventipbacause it relates the transmit power to the noise

power at the receiver, which are at physically differenalians, it is convenient for our discussions.
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Hence, the power transmitted from both MSs is considere@tedual, i.ey1s = YT, = YT,s,-
The average transmit SNR of the system can be computed as:

_ Y+
o= A, (2.22)
YT/s m
_ 10w +10m0 WZLlO 0 (2.23)

where we havérrs = 10log,,(vrs) andYr, = 10log,,(vr,). The proposed power sharing
method is provided to minimize the overall transmit powehilerensuring that the RN achieve
a BER of approximately x 10~7 while the DN simultaneously achieves a BER16f° at the
lowest possible transmit SNR. More specifically, we first finel receive SNR required for the SR
link, namelyYg s = 10log;,(7g ), and that of the RD link, namelyr , = 10log;,(7r,). for
achieving a BER 05 x 10~7. The difference between these receive SNRs is given by:

Yra = Yrr—Ygrs,
= (Yr,+10 loglo(GVSz)) — (Y15 +10 loglo(GSﬂ)) ,
= Yr,—Yrs[dB], (2.24)

whereYg o, = 10log,,(Yr ). Then in the non-decibel domain, the difference betweesethe
transmit SNRs is derived as:

yra = LI (2.25)
YT,s

By referring to the Eq. (2.25), ther , may be expressed as:

YTr = YRAVTs- (2.26)

Then Eqg. (2.22) may be rewritten as:
_ ’)’T,s + ’)’T,r

Yr =  — (2.27)
YT T YRAYT,s
S —
_ (L + 7RA)
2
Thus, the transmit SNR at the SN is given by:
297
—_—. 2.28
YT,s 1+ YRA ( )
Similarly, by referring to Eq. (2.25), ther s may be expressed as:
yre = LI (2.29)
TYR,A
Furthermore, Eqg. (2.22) may be rewritten as:
YT,r
T,
yro= A, (2.30)

'YT,r(«y;T + 1)
> .



2.3.2. TTCM Aided SDMA Based TWR 36

By refereeing the Eq. (2.29) and Eqg. (2.31), the transmit SNfRe RN can be formulated as:

29TYRA

. 2.31
YT, 1+ YRA ( )
Moreover, the overall system throughpytof our TWR scheme is given by:
LI,
= —, 2.32
s Ni + N, ( )

whereN; denotes the number of symbols received at the RN during stelf8, N, is the number
of modulated symbols transmitted from the RN during the 8d¢S,L. = 2 denotes the number of
users, whild}, is the number of information bits transmitted per user withduration of Ny + N»).

2.3.2.2 Simulation Results

CM TTCM
Modulation QPSK
No. of iterations 4
Decoder Approximate Log-MAP
Symbol per frame 1,200
No. of frames 10,000
Channel Rayleigh fading channel
Pathloss Gsr = G,y = 4 (6.02dB)

Table 2.5: System parameters of proposed TTCM aided SDMAhaBVR scheme.

An uncorrelated Rayleigh fading channel is considered anolger iteration is defined as that
when the SDMA detector and the TTCM decoder are activateé.oAs seen from Figure 2.15,
the scheme employing ML MUD that invokes four outer itenasidias the best BER performance
and the ZF MUD has the worst BER performance in the SR link. r&hg an approximately
8.5 dB—3.9 dB=4.6 dB difference in terms of their received SNRs at a BERW®f®. Further-
more, after the fourth iteration the IC scheme outperfornessMMSE MUD. This is because the
interfering signal introduced by the MMSE MUD is cancelledthe IC MUD. The performance
of the ZF MUD cannot be further improved by having additiooaler iterations, because the inter-
fering signal has already been removed. In the first TS, Hresinitted frame length i§;, = 1200
symbols.

The performance of various TTCM-aided SDMA-based schemgdaying ML MUD, when
communicating over the RD link during the second TS is shawFigure 2.16. When the concate-
nation method of Section 2.3.2.1 is employed, the total remob4PSK modulated symbols trans-
mitted from the RN i2400. By contrast, when the modulo-two addition method of Secd.2.1
is employed, we hav#200 symbols. However, due to the employment of two transmitrardae at
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Figure 2.15: BER versus received SNR per-user per-recaienna performance of var-
ious 4PSK-TTCM-aided SDMA schemes employing ML, MMSE, 1G&F MUDs in
the SR link. The TTCM decoder employs 4 inner iterations aodtér iterations for ex-
changing extrinsic information with the SDMA detector. T¢wmresponding parameters
are shown in Table 2.5 and the frame lengtiVis= 1200.
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Figure 2.16: BER versus received SNR per-user per-recaitenna performance of vari-
ous 4PSK-TTCM-aided SDMA schemes employing ML MUD in the Rill The TTCM
decoder employs 4 inner iterations and 4 outer iterationgxXchanging extrinsic infor-
mation with the SDMA detector. The corresponding paramsesaee shown in Table 2.5
and the frame lengths considered afe= 1200 and N, = 2400.
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Figure 2.17: BER performance versus SNber user of various 4PSK-TTCM-aided
SDMA-based TWR scheme. The notation ‘MMSE-ML' is used tceretio a scheme
employing MMSE MUD at the SR and then the ML MUD at the RD linkm#ar mean-
ing applies to the notations ‘ML-ML’, ‘IC-ML and ‘ZF-ML'. The modulo-two addition
method is represented by ‘mod2’ and the concatenation rdéshrepresented by ‘concat’.
Furthermore, all schemes employ the power sharing meahasisept those with the no-
tation ‘Non-PS’. The TTCM decoder employs 4 inner iterasiaand 4 outer iterations
for exchanging extrinsic information with the SDMA detactarhe ‘TTCM-Rayleigh’
scheme is our single-user benchmark which communicatesaaiagle transmitter and a

single receiver link. The parameters are shown in Table 2.5.

the RN, the total transmission period is giveny = 1200 or N, = 600 symbols, depending on
whether the concatenation or the modulo-two addition niethemployed, respectively. As shown
in Eg. (2.32), the overall system throughput of the schemgl@ying the concatenation method is
ns = 1 BPS. By contrast, that of the scheme using the modulo-twdiaddnethod is given by
ns = 1.33 BPS, because we havdg = 1200 information bits transmitted per user. Based on
Figure 2.15 and Figure 2.16, the differences between tieesded SNRs are shown in Table 2.6.

Figure 2.17 portrays the BER versus transmitted SNR perpesésrmance of various TTCM-
aided SDMA-based TWR schemes. We have also consideredle-sisgy non-cooperative bench-
mark scheme denoted as ‘TTCM-Rayleigh’, where a singlestratter and a single receiver are em-
ployed. Its throughput i$ BPS. At the same throughput, the TWR scheme employing theaten
nation method, but operating without the power sharing rapidm, denoted as ‘Concat:non-PS-
ML, outperforms the ‘TTCM-Rayleigh’ benchmarker by appimately5.5 dB—3 dB= 2.5 dBs at
a BER 0f10~°. When the power sharing mechanism is activated, a fuli&—1.2 dB= 1.8 dBs
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Figure 2.18: BER performance versug/Bly per user of various 4PSK-TTCM-aided
SDMA-based TWR scheme. The notation ‘MMSE-ML is used teerdb a scheme em-

ploying MMSE MUD at the SR and then the ML MUD at the RD link. $isn mean-
ing applies to the notations ‘ML-ML’, ‘IC-ML" and ‘ZF-ML'. The modulo-two addition

method is represented by ‘mod2’ and the concatenation rdéshrepresented by ‘concat’.

Furthermore, all schemes employ the power sharing meahamisept those with the no-

tation ‘Non-PS’. The TTCM decoder employs 4 inner iterasiaand 4 outer iterations

for exchanging extrinsic information with the SDMA detectdarhe ‘TTCM-Rayleigh’

scheme is our single-user benchmark which communicatesaaiagle transmitter and a

single receiver link. The parameters are shown in Table 2.5.

) ) SNR differenceYg a

Methods ¥r a) Outer iteration -
ML-ML | MMSE-ML | IC-ML | ZF-ML
Concatenation Iteration O 7.8dB 5.8dB| 4.6dB| 3.1dB
Iteration 1 5.8dB 3.8dB| 2.6dB| 1.1dB
Iteration 2 5.4dB 3.4dB| 2.2dB| 0.7dB
Iteration 3 5.0dB 3.0dB| 1.8dB| 0.3dB
Modulo-two Iteration O 7.9dB 5.9dB| 4.7dB| 3.3dB
Addition Iteration 1 6.2dB 42dB| 3.0dB| 2.5dB
Iteration 2 5.6dB 3.6dB| 2.4dB| 0.9dB
Iteration 3 5.3dB 3.3dB| 2.1dB| 0.6dB

Table 2.6: SNR, differences between SN and RXk  in decibel. The results were
extracted from Figure 2.15 and Figure 2.16.
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SNR gain can be attained by the ‘Concate:ML-ML' scheme dver€oncat:non-PS-ML' scheme,
as seen in Figure 2.17 at a BERHf°. The IC based scheme outperforms the MMSE and ZF
based MUDs, while as expected, the ML based scheme giveeth@®ER performance.

Note that the SNR per bit is defined in Eq. (2.3). Figure 2.18shthe BER versus transmit
E;,/ Ny per user performance of various TTCM-aided SDMA-based TWHemes, which is useful
for comparing the performance of the schemes employing dheatenation and the modulo-two
addition methods, because they have different throughplite scheme employing modulo-two
addition outperforms that employing the concatenatiorhoabby approximately dBs at a BER of
10~°, as seen by comparing the ‘Mod2:ML-ML’ and the ‘Concate:MIL: curves in Figure 2.18,
where both schemes employ the ML MUD and the power sharindharmésm is activated. Similar
improvements can be observed in Figure 2.18 for the IC, MMBE A based schemes, when
the modulo-two addition method is employed instead of thecatenation method. As seen in
Figure 2.18, the ‘Mod2:ML-ML' scheme outperforms the ‘TTCGRhyleigh’ benchmark scheme by
approximatelys.5 dB—0.2 dB= 5.3 dBs, which is a benefit of the proposed power- and bandwidth-
efficient SDMA-based TWR scheme. The MMSE-detected SDM#gedalWR scheme offers a
lower complexity at the cost of a modés8 dB—0.2 dB= 0.6 dB SNR loss in comparison to the
ML-based scheme, as shown by the ‘Mod2:ML-ML' and ‘Mod2M2- curves in Figure 2.18 at a
BER of 10°.

2.3.3 TTCM aided SDMA Based TWR Impaired with Error Estimati on

We have investigated a TTCM aided SDMA based TWR scheme asgurerfect knowledge of
the Channel State Information (CSI) at all RN and DNs, in 8ec?.3.2. However perfect CSI
estimation is not realistic in practice [115], especialtyai mobile communication system having
time-varying wireless channels. In this section, we willdstigate the performance of the TTCM
aided SDMA based TWR scheme, when the CSI estimation is negbay estimation errors.

2.3.3.1 System Model

In Section 2.3.2.1.1, the received signal of an SDMA systeppsrting L. users is defined in
Eqg. (2.4). In the case of imperfect channel knowledge, thinage of the channel gain matri{

is constructed by the channel gain matlixmodeled by independent zero-mean complex-valued
Gaussian random variables and the channel error mAtrikat has a variance afar(N). The
estimation of the channel gain matrix may be written as [118]:

H = H+N. (2.33)

The channel matri¥ between the two users and the twin-antenna aided RN is defiriegl (2.5).
The channel estimation errd¥ is assumed to be independent identical Gaussian disiilmitey-
ing the standard Gaussian distribution of zero mean. Theedegf CSI estimation errors is gov-
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erned by the Channel Estimation Factor (CEF), name(¢B) defined by:
1
w 0810 var(N) [dB] ( )
Then the received signal model of an SDMA system impairedrpeirfect channel estimation may

be rewritten as:

= (H+N)X+n. (2.35)

We employed the MMSE, ZF, IC and ML based MUDs in the SR link of proposed system.
However, only the most powerful ML MUD is used in the RD linknee there is only a single
receive antenna at each DN, hence all the other MUDs wouldtrisa high error-floor in this
rank-deficient scenario. Moreover, the algorithms of théé#Ds have been introduced in Sec-
tion 2.3.2.1.2. In a realistic system, both pilot-aidedrofel estimation [118], as well as blind
channel estimation [119, 120] and semi-blind channel egton [121] may be employed. How-
ever, we emphasize that regardless of the estimation mabsiemployed, the estimation error is
actually non-Gaussian, hence using a Gaussian model testan approximation. The simula-
tion results of our proposed scheme subjected to CSI e&timahannel errors are discussed in
Section 2.3.3.2.

2.3.3.2 Simulation Results

The simulation parameters of our proposed system is claized in Table 2.7. Figure 2.19

Coded Modulation TTCM
Modulation 4PSK
No. of iterations 4
Decoder Approximate Log-MAP
Symbols per frame 1200
No. of frames 10000
Channel Rayleigh fading channel
Pathloss Gsr = G,y = 4 (6.02dB)

Table 2.7: System parameters of our proposed scheme infiecpehannel when the CEF
isw = 15 dB.

characterizes the BER versus SNferformance of the 4PSK-TTCM-aided SDMA scheme when
employing the ML MUD in the SR link for transmission over theyReigh fading channel, as-
suming imperfect CSI at the receiver. The channel estimatiwor is governed by the CER

of Eq. (2.34), and the BER performance approaches to thehbwarker's performance having a
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Figure 2.19: BER versus received SNR per-user per-recaivenna performance of var-
ious 4PSK-TTCM-aided SDMA schemes employing ML MUD in the IBIR having im-
perfect CSl governed by the ratie. The TTCM decoder employs 4 inner iterations and 4
outer iterations. The parameters are refer to Table 2.7r@nftame length igv; = 1200.

perfect CSl, as increases. The CEF of the benchmark with the perfect C8l4sco. Observe in
Figure 2.19 that we have considered four values of assdciafer our proposed imperfect- based
scheme, namely00 dB, 20 dB, 15 dB and0 dB. The scheme associated with= 0 dB exhibits a
high BER floor, since the channel estimation is inadequatpriactical detection. Additionally, the
BER performance governed by = 100 dB overlaps with the ML MUD performance in perfect
channel. We have investigated the BER performance of oyrgser scheme both under perfect
and imperfect channel estimation. We will ugse= 15 dB for the remaining simulations in this
section.

As seen from Figure 2.20, the proposed scheme that empleydithMUD has the best BER
performance and there is an approximatgly dB—4.4 dB= 5.4 dB SNR difference between
the ML MUD and the ZF MUD at a BER 0f0~°. By comparing Figure 2.20 and Figure 2.15,
it is clear that the BER performance of the 4PSK-TTCM-aid&M#& scheme associated with
imperfect channel estimation has a worse performance cadga that of the perfect channel
estimation scenario. Additionally, the BER performanc¢hef ML MUD in the imperfect channel
scenario exhibited a further4 dB —3.9 dB = 0.5 dB SNR loss over the ML MUD having a
perfect channel estimation. The BER performance of therdtiiee MUDs relying on the perfect
channel estimation is shown in Figure 2.15. Observe fronuri€i@.20, they have approximately
1 dB SNR loss at the BER df0—¢ in comparison to their counterparts having a perfect channe
estimation of Figure 2.15. Figure 2.21 portrays the BERugreceived SNR per-user per-receiver
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Figure 2.20: BER versus received SNR per-user per-recaivenna performance of vari-
ous 4PSK-TTCM-aided SDMA schemes employing ML, MMSE, IC &kdMUDs in the
SR link. The TTCM decoder employs 4 inner iterations and £oiterations for exchang-
ing extrinsic information with the SDMA detector imipepiexttdieanrewihiitey = 15 dB.
The parameters are refer to Table 2.7 and the frame length is 1200.

antenna performance of various 4PSK-TTCM-aided SDMA sasemploying the ML MUD in
the RD link associated with a CSl estimation errouof= 15 dB. When the concatenation method
of Section 2.3.2.1 is employed, the total number of 4PSK rtatdd symbols transmitted from
the RN isN, = 2400. By contrast, when the modulo-two addition method of Sec.2.1 is
invoked, we haveN, = 1200 symbols. Similar to Figure 2.16, the scheme employing the ML
MUD in conjunction with the concatenation method that ireeKour outer iterations has the best
BER performance and the ZF MUD relying on the modulo-two addimethod has the worst BER
performance in the RD link at a BER #0—°. Furthermore, the IC MUD outperforms the MMSE
MUD after the fourth iteration, since the interfering sigtiat cannot be mitigated by the MMSE
MUD is successfully reduced by the IC MUD.

The BER versus transmitted SNR per user performance ofu@ABSK-TTCM-aided SDMA-
based TWR schemes associated with a realistic CSI estimeatior is shown in Figure 2.22. The
BER performance of the TWR schemes that employed the carataia method (concat) are sub-
stantially better than that using the modulo-two (Mod2) moett More explicitly the ‘Concat:ML-
ML, outperforms the ‘Mod2:ML-ML' by approximatehd.5 dB —3 dB = 0.5 dB at a BER of
10~%. Observe in Figure 2.17, that the ZF MUD based scheme haviD§laestimation error is
inferior to the scheme employing ZF MUD based on perfect nehastimation by approximately
49dB —2.9dB = 2 dB at a BER 0fl0~°. As we expected, the performance of IC based scheme
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Figure 2.21: BER versus received SNR per-user per-recaimggnna performance of
various 4PSK-TTCM-aided SDMA schemes employing ML MUD iretRD link in
imperfect channel having = 15 dB. The TTCM decoder employs 4 inner iterations and

4 outer iterations for exchanging extrinsic informatiorthwthe SDMA detector. The pa-

rameters are refer to Table 2.7 and the frame lengths comdidegeN, = 1200 and

N, = 2400.
) ] SNR differenceYg a

Methods (r A) Outer iteration -
’ ML-ML | MMSE-ML | IC-ML | ZF-ML
Concatenation Iteration O 9.7dB 6.0dB| 7.3dB| 4.2dB
Iteration 1 7.1dB 3.4dB| 4.5dB| 1.6dB
Iteration 2 6.5dB 2.8dB| 4.1dB| 1.0dB
Iteration 3 6.3dB 2.6dB| 3.9dB| 0.8dB
Modulo-two Iteration O 10.7dB 7.0dB| 8.3dB| 5.2dB
Iteration 1 7.8dB 4.1dB| 5.4dB| 2.3dB
Addition Iteration 2 7.3dB 3.6dB| 4.9dB| 0.8dB
Iteration 3 7.3dB 3.6dB| 4.9dB| 0.8dB

Table 2.8: System parameters &R, differences between SN and R¥} 5 in decibel
when the CEF isv = 15 dB. The results were extracted from Figure 2.20 and Fig@®. 2.
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Figure 2.22: BER versus transmitted SNR per user perforemmahearious 4PSK-TTCM-
aided SDMA-based TWR schemediinpetfectattarivel reiagirg 15 dB. The notation
‘MMSE-ML' is used to refer to a scheme employing MMSE MUD aetBR and then
the ML MUD at the RD link. Similar meaning applies to the natas ‘ML-ML’, ‘IC-
ML and ‘ZF-ML'. The modulo-two addition method is repreged by ‘mod2’ and the
concatenation method is represented by ‘concat’. Furtbexpall schemes employ the
power sharing mechanism. The parameters are refer to Table 2

outperforms the MMSE and ZF based MUDs. Figure 2.23 showBEf versusE, / Ny per user
performance of various 4PSK-TTCM-aided SDMA-based TWReswds associated with a CSI
estimation error. The schemes employing the Mod2 methgaesiarm the concat method by ap-
proximately0.8 dBs at a BER ofl0—°. Similar improvements can be obtained for the IC, MMSE
and ZF MUDs based schemes, when the modulo-two additionadéshemployed.

2.3.4 Adaptive TTCM

As early as 1968, Hayes found that an efficient technique tfating the detrimental effects of

channel fading is to adaptively adjust the modulation anilife channel coding format as well as a
range of other system parameters based on the near-imstantachannel quality information per-
ceived by the receiver, which is fed back to the transmitiién the aid of a feedback channel [122].
In 1996 Torrance and Hanzo [123] proposed a set of mode sndtdbvels designed for achieving

a high average BPS throughput, while maintaining a targete@ye BER. Moreover, channel coding
in conjunction with adaptive modulation in a narrow-bandiemment was characterized by Chua
and Goldsmith in 1997 [124]. In an effort to provide a fair quamison of the various coded modula-
tion schemes in 2001, Ng, Wong and Hanzo [125] have foundedlithCM was the best scheme at
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Figure 2.23: BER versus transmittdtj / Ny per user performance of various 4PSK-
TTCM-aided SDMA-based TWR schemes. The notation ‘MMSE-dlused to refer to
a scheme employing MMSE MUD at the SR and then the ML MUD at tBdiRk. Sim-
ilar meaning applies to the notations ‘ML-ML’, ‘IC-ML andZF-ML'. The modulo-two
addition method is represented by ‘mod2’ and the concdtematethod is represented by
‘concat’. Furthermore, all schemes employ the power shariachanism. The parameters

are refer to Table 2.7.

a given decoding complexity among the TCM, TTCM, Bit-Intgaved Coded Modulation (BICM)
and lterative-Decoding assisted BICM (BICM-ID). The passaarch contributions on Adaptive
Coded Modulation (ACM) emerging during 1968 to 2006 has tstedied in [107, 126] as shown
in Table 2.9. The milestone of the literature after 2007 amg in Table. 2.10. Referring to [126],
in order to efficiently react to the changes in channel quatie following steps should be taken:

e Channel quality estimatiorA reliable estimation of the channel transfer functiontfa next
active transmit TS is necessary, in order to appropriatelgcs the transmission parameters

to be employed for the next transmission.

e Choice of the appropriate parameters for the next transimissBased on the prediction of
the channel conditions for the next TS, the transmitter baelect the appropriate modula-

tion and channel coding modes.

¢ Signalling and detection of the parameters employiuk receiver has to be informed, as to

which demodulator parameters to employ for the receiveigiac

Having introduced a range of various fixed-mode based TTCiMrmes in Section 2.2. In this
section, we will discuss the near-instantaneously AdaptivCM (ATTCM) scheme. The ATTCM
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modes are controlled by the near-instantaneous channditicms. More specifically, a more vul-
nerable, but higher-throughput TTCM mode, such as TTCMd828AM or 64QAM can be em-

ployed, when the channel conditions are good, while a Idwerughput but more robust TTCM
mode is used, namely TTCM aided 4PSK, when the channel ¢onsliare poor. More specifi-
cally, ATTCM is capable of maximizing the throughput, whése tthannel quality improves and

vice versa.
2.3.4.1 System Structure
1 Encoder [T merleaver |~ aREe
Encoder Modulator

Mode
Selections

TTCM . De-mapper/
- De-interleave -
Decoder De-modulator

Figure 2.24: The schematic of ATTCM scheme.

B ——— Channel

,,,,,,,,,,,,,,,,,,,,,,,,,,,

The schematic of the near-instantaneous ATTCM arrangeisel@picted in Figure 2.24. The
transmitter extracts the ATTCM mode signalled back by tloeikeer employing the mode selection
mechanism in order to adjust the ATTCM mode suitable for thevgdent channel [107]. The
near-instantaneously adaptive scheme requires a refiebtiback link from the receiver to the
transmitter. The effective throughput (or iBPS ) range ef ATTCM encoder modes are given by:

¢ No transmission (NoTx): 0 iBPS;

TTCM-QPSK(or 4PSK): 1 iBPS;

TTCM-8PSK: 2 iBPS;

TTCM-16QAM: 3 iBPS;

TTCM-32QAM: 4 iBPS;

TTCM-64QAM: 5 iBPS;

2.3.4.2 Mode-Switching Operation of ATTCM

The ATTCM mode switching threshold® =[yo, 71, 72, 3, v4] are determined based on the re-
quired target BER or FER performance curves of each of theTfMeM schemes, as shown in



2.3.4. Adaptive TTCM 48

o T

~ S, .,

5 \ . \'\. "’\‘

M 4PSK 8PSK * \ 16QAM.‘ 32QA\M.\ 64QAM\

N N \‘\. \
\ . N, \
Target BER/FER/ \ .
L - \ N A -
\\ .\‘\ \
\ \,
\ \ N,
SNR.- Yo Y1 Y2 V3 Y4

Figure 2.25: Mode selection according to a target BER or FER.

Figure 2.25. Based on the target BER or FER, the relatedhblds can be obtained. Specifically,
the ATTCM mode switching operation is based on the followatgprithm:

(

TR > Ta, TTCM-64QAM;
73 < YR < 72, TTCM-32QAM;

< yr <73, TTCM-16QAM;
MODE—{ ?STR=T7 Q (2.36)
71 < YR < 772, TTCM-8PSK

Yo < YR <71, TTCM-4PSK

TR < Yo, No-Tx;

wherevyy is the SNR at the receiver. Hence, an appropriate TTCM médualenode can be selected
according to the instantaneous received SNRusing Eq. (2.36).

2.3.4.3 Fading Channel Model

We considered a quasi-static Rayleigh fading channel, evtier channel’s path gain remains con-
stant over a transmission block, but it is faded indepergdmtween each transmission interval.
Explicitly, the complex-valued channel envelope is cdogtd by the combination of the channel's
constant path gain and phase value.

As seen in Figure 2.6 from Section 2.3.1, the time-variar@ndel can be divided into two
parts, namely the small-scale / fast-fading and the largéesshadow / slow-fading. Observe in
Figure 2.26a the stylized quality variation of the “shadamd-fast” Rayleigh fading channel and
the stylized BPS throughput of our ACM system. When the chhgain incorporates both the
slow- and fast- fading components, the adaptive transamissiay adapt to both, provided that the
channel gain fluctuates very slowly, albeit in most prattézeses it only counteracts the shadow
fading since the fast fading changes too quickly for an ateumeasurement. The channel’s quality
is assumed be known at the transmitter. Let us assume thsyitiigol duration is limited td. If
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Figure 2.26: The envelope of the Rayleigh fading channetsthe corresponding BPS
versus time performance at a target BERIOf°. The ATTCM switching thresholds are
based on Table 2.3, which aterrcy = [4.9,12.2,16.1,24.8].

the baud rate i®,,0 = Tl then the fading rate normalized to the data rate is given by:

Fy
- ) (2.37)
fd Rbaud

whereF; is the Doppler frequency. Whefy = 0.001 = ﬁ for the shadow fading channel, the
channel does not change oM@&00 symbols. Since the fading is slow, we may neglect the change
of the fading process over one symbol duratiBn Hence, we assume that the complex fading
envelop remains constant over a symbol period. In the fatiguehapters, we have implemented
the ATTCM scheme in different cooperative scenarios in otdeachieve a conjugated system

throughput.

The BER and iBPS performance of ATTCM based on four modulatimdes, when commu-
nicating over quasi-static Rayleigh fading channels issshim Figure 2.27, while the BER target
is below10~°. The resultant BER performance is kept below the BER tamyet,der to minimize
the potential error propagation. Moreover, the FER and iB&®rmance of ATTCM recorded for
transmission over quasi-static Rayleigh fading channgth@vn in Figure 2.28. In Figure 2.28, the
FER target is belowl0—3. Hence, the FER of the ATTCM based on four modulation schemes
below this target.

2.4 Chapter Conclusions

In this chapter, the principle of fixed-mode TTCM has beercdesd in Section 2.2, while its
performance was characterized in Section 2.3.2. ExpligitSection 2.3.2, we first quantified the
achievable BER performance of our TTCM-aided SDMA schemésn the ZF, MMSE, IC and
ML MUDs are considered in the SR and RD links, respectivelyer, we invoked a power shar-
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Figure 2.27: The BER and iBPS versus SNiRrformance of 4PSK, 8PSK, 16QAM, and

64QAM for TTCM transmission over quasi-static Rayleighifgdchannel using block
size 12000 symbols. The related simulation parameters are detailédhlime 2.1. The

target BER is belovi0—° and its corresponding received SNR are shown in Table 2.3.
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Figure 2.28: The FER and iBPS versus Shrformance of 4PSK, 8PSK, 16QAM, and
64QAM for TTCM transmission over quasi-static Rayleighifedchannels using block

size 12000 symbols. The related simulation parameters are detailédhlime 2.1. The

target FER is belot0~—2 and its corresponding received SNR are shown in Table 2.4.
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Year | Author(s) Contribution
1968 | Hayes [103] Envisioned an adaptive receiver and a feedback channel.
1972 | Cavers [127] Variable-rate transmission for Rayleigh fading channels.
1974 | Hentinen [128] Adaptive transmission schemes for fading channels.
1991 | Massoumket al. [129] | Adaptive trellis coded modulation for mobile communig
tions.
1995 | Otsukiet al. [130] Adaptive square QAM constellations.
1996 | Torranceet al. [131] | Optimization of switching levels for adaptive modulation
slow Rayleigh fading.
1997 | Goldsmithet al. [132] | Variable-rate, variable-power MQAM for fading channels.
1998 | Lim et al. [133] Adaptive modulation/TDMA/TDD system using b
directional multipath fading compensation.
Alouini et al. [134] Closed-form solutions were obtained for the Rayleigh fgd
1999 channel capacity under three adaptive policies.
Wonget al. [135] Upper-bound performance of a wide-band burst-by-b
adaptive modem.
Duel-Hallen [136] Long-range channel quality prediction techniques.
Holeet al. [137] Adaptive multidimensional coded modulation over flat fad
channels.
2000 | Wonget al. [138] Upper-bound performance of a wide-band adaptive mode
Lauet al. [139] Adaptive bit interleaved TCM for Rayleigh fading channels.
Choiet al. [140] Optimum mode-switching assisted adaptive modulation.
2001 | Nget al. [125] Burst-by-burst adaptive decision feedback equalized T(
TTCM, BICM and BICM-ID.
2003 | Zhanget al. [141] OFDM-based adaptive TCM schemes in both single-
multi-user environments.
2005 | Zhouet al. [142] Adaptive modulation aided MIMO systems both with perfs
and imperfect channel state information.
2006 | Duonget al. [143] ACM with receive antenna diversity and imperfect chan
knowledge both at the receiver and transmitter.

nel

Table 2.9: Milestones of ACM (1968-2006) [107].

ing mechanism for minimizing the overall transmit powerdzhen these single-link performances.

Observe in Figure 2.17 that the power sharing aided scheroapisble of saving approximately

1.8 dB of SNR when compared to using no power sharing. In Figuré and Figure 2.18 we have

also quantified the performance of the TTCM-aided SDMA-HaB¥/R scheme, when either the

concatenation or modulo-two addition methods of SectiB221 are employed at the RN. As seen
in Figure 2.18, the modulo-two addition based method is lol@paf providing about 1dB of SNR
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Year

Author(s)

Contribution

2007

Caire [144]
Wanget al. [145]

Svensson [146]

Information theoretic foundations of ACM.

Analyzing and optimizing ACM jointly with ARQ for QoS
guaranteed traffic.

Introduction to adaptive QAM modulation schemes for kno
and predicted channels.

cal (FSO) channels.

wn

2008 | Huanget al. [147] Novel pilot-free adaptive modulation for wireless OFDM sys
tems.
Jianget al. [148] Optimal selection of channel sensing order in cognitivéaad
2009 Fantaccit al. [149] | Adaptive modulation and coding techniques for OFDMA sys-
tems.
2010 | Djordjevic [150] Adaptive modulation and coding for Free-Space Opti-

it

ork

modulation and coding in 4G networks.

Jiang [151] A singular-value-based adaptive modulation and coopmer3
2011 scheme for virtual-MIMO systems.
Piroet al. [152] Simulating LTE cellular systems: an open-source framew
2012 | Li et al. [153] Scalable video multicast with adaptive modulation andgd
in broadband wireless data systems.
2013 | Mastronarde [154] | Joint physical layer and system level power management for
delay sensitive wireless communications.
2014 | Yoonet al. [155] Video multicast with joint resource allocation and adaptiv

2015

Wanet al. [156]

ACM is appealing for underwater acoustic communication

5 1o

improve the system efficiency.

Table 2.10: Milestone of ACM (2007-2015).

gain. In Figure 2.18, we found that our proposed ML-dete&BiMA-based TWR scheme is ca-

pable of outperforming the non-cooperative TTCM benchnsatieme by approximately.3 dBs

at a BER of10~®. The MMSE detected scheme offers the best compromise irstefrthe de-

tection complexity imposed and the performance gain athinFurthermore, in Section 2.3.3,
4PSK-TTCM-aided SDMA-based TWR scheme relied on specifigeirfect channel estimation.
Hence its BER and throughput are much worse than that of ttieghehannel estimation scenario.
Specifically, the comparison of our 4PSK-TTCM-aided SDMa&sbd TWR scheme recorded for
both perfect and imperfect channels is shown in Table 2.bllowing the introduction of various
fixed-mode based TTCM schemes, the adaptive modes of TTGJihgebn all these fixed-mode
schemes were studied in Section 2.3.4. These adaptive TToBbhges will be extensively used

throughout the following chapters.
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Method Modulation System Throughputg) | MUD SNR | E;/Ng
ML 1.45dB | 0.2dB
IC 2.0dB | 0.8dB
Perfect Channel 1.0 BPS
MMSE | 2.5dB | 1.2dB
ZF 3.0dB | 1.8dB
Modulo-and twg  4PSK
ML 3.5dB | 2.3dB
IC 4.5dB | 3.2dB
Imperfect Channel 1.0 BPS
MMSE | 4.65dB | 3.4dB
ZF | 5.48dB | 4.2dB

Table 2.11: Comparison of Figure 2.17, Figure 2.18, Figug8 Zand Figure 2.22 at
BER = 10~° with the same parameters.




Chapter

Cooperative Communication Between
Cognitive and Primary Users

3.1 Introduction

In Chapter 1 and Chapter 2 we have reviewed the history of €atdige Cognitive Radio (CCR)
and ACM, respectively. Let us now investigate the pringpéad the corresponding implemen-
tation of ACM in relay aided CCR systems. Goldsméh al. [157], survey the fundamental
capacity limits and the associated transmission techrigfi€ognitive Radio (CR), which exploits
all available information about the activity, the channéfe coding and the messages exchanged
by the wireless network nodes that share the same radiorgpecMoreover, the most common
paradigms associated with CRs are the so-called undexlaglag and interweave networks [157].
In the underlay paradigm, the Cognitive Users (CUs) comoaigi with the aid of the Primary
Users (PUs) under the constraint that the interference $segbdy the CUs on the PUs must not
degrade the PUs’ communication quality. In contrast to theéenlay scheme, the CUs in the in-
terwave paradigm can only transmit simultaneously with aifPthhe event of a false spectral hole
detection. Thus in effect, the CU’s transmit power is lirditey the sensing range of its spectral
hole sensor, not by the interference experienced. Morgovéne overlay paradigm, both the CU
and PU communicate using the same frequency band in the ssmgeaghic space, assuming that
the CUs assisted the transmissions of the PUs by invokingezative communication techniques,
such as advanced coding and cognitive relaying technidiiEs 158]. Cooperative communica-
tion [159] is capable of supporting users by providing anrowed integrity or throughput with
the advent of user cooperation [160]. In this chapter, wesh@nsidered the two most popular
collaborative protocols which are the Decode-and-ForwBvF) and the Amplify-and-Forward
(AAF) schemes [161]. Additionally, the cooperative comrncation aided CR systems may be
categorized into three types as discussed in Chapter 1. Wedbadied the type in which the co-
operation is between the PUs and CUs in this chapter, wher@lt)s have a higher priority than
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the CUs, and the CUs may act as Relay nodes (RNs) for PUs [B940e specifically, the active
cooperation [39] among the PUs and CUs would allow the PUstsimit at a lower power and/or
at a higher throughput, while at the same time enabling the ©ldommunicate using the released
bandwidth. Another interesting protocol involving sinarieous transmissions of the PUs and CUs
has been proposed in [38] for maximizing the overall acti®vaate. In this Chapter, we have
proposed an active cooperation between the PUs and the Clitd) hhave the potential of leading
to a transmission power reduction and transmission ratease for both the PUs and the CUs.
Alternatively, the required bandwidth of the PU may be retband the freed bandwidth may be
leased to a group of CUs for their secondary communicatidfisre explicitly, our cooperative
protocol allows a CU to serve as a RN for relaying the signaheffirst PU, which is a SN, to
the second PU, which is a Destination Node (DN). This is comlgnceferred to as the overlay
paradigm, and various papers have focused on this modeh apy@ointing a single PU [23,162].
In our approach, we aim for increasing the CU’s own data ratedploiting the bandwidth released
by the PUs, as well as increasing the throughput of PUs byjusie of these CUs as a RN. In our
proposed One-Way Relaying (OWR) aided CCR system, we hav&dered multiple CUs and a
pair of PUs as SN and DN. We have employed the relay seleaithmique of [17] for choosing
the best CU to act as a RN in order to help the PU to successfallyer its information. More-
over, we have also proposed a novel TWR aided CCR schemehwagtwo PUs in the system.
We have considered two protocols in this scenario. The fitdbpol is based on a Time Division
Broadcast Channel (TDBC) [163], which relies on three tifoéss while the second one is based
on a Multiple-Access Broadcast Channel (MABC) [163], whieluires only two time slots. So-
phisticated coding and modulation schemes are designexb$isting an active cooperation based
CR system.

In CR systems the link-quality varies across a wide rangé;iwbannot be adjusted by power-
control, because it is predominantly due to the fluctuatimgrference. Hence near-instantaneously
adaptive coded modulation is proposed, which is capableaframodating these differences. We
have considered the idealistic adaptive schemes basedtlothgoContinuous-input Continuous-
output Memoryless Channel (CCMC) and on the Discrete-irantinuous-output Memoryless
Channel (DCMC) [164]. More specifically, the CCMC based aidapscheme assumes that ideal-
istic capacity-achieving coding and modulation schemesarployed for communicating exactly
at Shannon’s capacity. By contrast, the DCMC based adaptiteme assumes that an idealistic
capacity-achieving code is employed for aiding the PSK/Qmddulation schemes considered,
for the sake of operating right at the modulation-depend2@MC capacity. Furthermore, we
also considered a practical adaptive scheme based on paneebandwidth-efficient TTCM [165],
which is a joint coding and modulation scheme that has atstreisimilar to binary turbo codes.
Additionally, the TTCM schemes [95] were designed basedherbest component Trellis Coded
Modulation [99] components using the so-called ‘puncturathimal distance criterion for com-
municating over the AWGN channel and has been introducedhi@p@r 2. The transmission
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rate/throughput (or (Information Bit Per Symbol)(iBPS)par system is adapted according to the
instantaneous channel conditions. A higher-throughp@MEcheme is employed when the chan-
nel conditions are good, while a lower-throughput TTCM sober no transmission is used, when
the channel conditions are poor.

3.2 System Design of Our Idealistic CCR Scheme

In this section, we adopt the CCR philosophy of [39, 40] mdybn the cooperation between a
PU/SN? and a CU/RN for conveying the source message to another PUT®fdcilitate efficient

: CUIRN : E :

PUSN(TY) 0 e L PUIDNGRY)

% - % Tx: Transmiter
W : : Rx: Receiver

Wy
CUMx . . : CU/Rx
her : %
SR
Tl T2
- = < — - = Tt
W, | Time slot Ty _—
1
W Ls P Pors Time slot Ty - ---- >
2 CR,2
S = Time slot T Rt >

Figure 3.1: The PU’s and CU'’s spectrum-access model. Tla tiote slot duration is
T = T; + T, and the bandwidth &, = W; + W,

spectrum sharing between the PU and CUs, we consider canfigand sharing the frequency
bands ofW; andW,, as shown in Figure 3.1. Observe in Figure 3.1 that the CUastte RNs
and assist the PU/SN in transmitting its signal in one of tkgudency bands, namely ;. In
the other frequency band, nameély,, the PU/SN remains silent and the other CUs transmit their
own signals by using the entire time sIBt Specifically, Figure 3.2 illustrates the bandwidth, time
period and power allocation for the PU and CUs, whérand W, are the original time period
and bandwidth allocated for the PU/SN to transmit its somnessage to the PU/DN. When the
PU/SN is assisted by a CU/RN, the PU/SN only has to utilizeaation of T and Wy in order to
convey the source message to the PU/DN. More specificallyPit/SN and CU/RN will share
the bandwidthiW; to convey the source message to the PU/DN, while the other iG&js use
the remaining bandwidth ofA, = Wy — Wj) for their own communications. In other words, a

1We represent the PU acting as the source node as PU/SN. @jidlal/RN denotes the CU acting as a relay node,
while PU/DN denotes the PU acting as the destination node.
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Figure 3.2: The bandwidth, time period and power allocaf@mrthe PU and CU, which
obey the protocols of Figure 3.1. The total time slot durat&l’ = T; + T, and the total
bandwidth isW, = W; + W.

CU/RN assists in saving some of the transmission power oPthSN due to the reduction of the
transmission period frori to T;. In return, the PU/SN would release the bandwidth to other
CUs. More specifically, let us assume that the transmissavep per unit frequency emanating
from the PU/SN ig’s watts/Hz and the target transmission rat&ig bits/s. The PU/SN transmits
using the power ofPs during Ty, while the CU/RN forwards the source message using the power
of Pcr1 during T, and the second CU can broadcast its message to other CUsthwsipgwer of
Pcr 2 during the entire time period.

During the first time slofl;, the PU/SN broadcasts the source messatgeboth the CU/RN
and the PU/DN. The signal received at the PU/DN via thé Bik is given by:

Ysd = / Pshggx +ngq, (3.1)

and the signal received at the CU/RN via SR link is:

Ysr = / PShsrx + gy, (32)

wheren,; andng, are the AWGN processes having an average single-sided paiger per unit
frequency ofNy = 4.0 x 102! watts/Hz [39] in the SD and SR links, respectively. In thistgm,
we have adopted the AAF model of [39] and additionally we edésl it to our DAF model. Hence
our CU/RN is capable of carrying out either the AAF or the DAFemtion.

During the second time sldf, the CU/RN would forward the source message to the PU/DN
using the transmission power Bf 1 watts/Hz. When considering the DAF protocol, provided that
the RN is capable of decoding the transmitted symbol cdytectforwards the decoded symbol
with a powerPcg ;1 to the DN. Otherwise the RN remains idle. The signal recelwethe PU/DN

2The SD link is represented by the link between the PU/SN aadtVDN. The SR link represents the communica-
tion link between the PU/SN and the CU/RN. Additionally, teenmunication link between the CU/RN and the PU/DN
is referred to as the RD link.
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via the Relay-to-Destination (RD) link may be formulated as

yt = V/Porahax 4+ ny . (3.3)

Similarly, when considering the AAF cooperation proto¢be CU/RN amplifies the received sig-
nal and forwards it to the PU/DN at a transmit powetPpf 1. The signal received by the PU/DN
via the RD link may be expressed as:

yi't = way/Periliaysr +1ra (3.4)
wherew, = ——L_—— [13] is the amplification factor. Then the signal receivectiy PU/DN

PS‘hsr|2+N0
under the AAF protocol via the RD link may be rewritten as

AAF V/Per 1hraysr
B P+ No
V PCR,lPShrdhsrx n v/ Per il
v/ Ps|hs |* + No v/ Ps|hs > + No

The channel gain&,,, hs, and h,; are assumed to be independent complex Gaussian random

+n7’d1

Mo + Ny (3.5)

variables with zero mean and variancesogf, o2 andc?,, respectively. The channel variance
o o

is [13,166]:0,, = (ﬁ) = (m) . Whered,;, denotes the geometrical distance between

nodea and node, the wavelength id = ﬁ wherec is the speed of light and we consider a carrier

frequency off, =350 MHz. Furthermore we consider an outdoor environmengravthe path-loss

exponent [167] is given by = 3.

In our scheme, the PU/SN transmits durifig while the CU/RN transmits durin@,. Both
the PU/SN and CU/RN utilize the bandwidii,;. When the AAF protocol is employed based
on Shannon’s capacity theorem, the CCMC capacity of the eadipe relay channel over the
bandwidth ofW; Hz is given by:

Ps|hgq|?
Np

W
Crgt = _110g2 1+

5 + fer| (3.6)

PsPcralhsr*|hyal?
Ps|hsy[>4Pcr,1[hral>+No) No

col, the capacity of our system is limited by the capacityitife the SR link or that of the combined
channel constituted by the SD and RD links which ever is lowiben the CCMC capacity of DAF
transmissions oveV; Hz can be formulated as [pg. 126] [13]:

where we have [pg. 122] [13fcr = 0 . When we consider the DAF proto-

PS‘hsrlz)
No !

Pslh 2 P, 4|2
DAE Wl <1+ S’ sd’ + CR,l‘ rd‘ )’1

Cpy™ = 5 min log, No No og,(1+ (3.7)

The factor% in Eq. (3.6) and Eg. (3.7) indicates that the PU only utilifles first time slotT;

of Figure 3.1, which the CU uses the second time $joto transmit its signals. Without loss of
generality, we assumg, = T, = % Based on Eq. (3.6), the bandwidth required for achieving a
transmission rate dkpy; < CaiF may be formulated as:

2Rpyu

PsPer|hsr | |hrg|? ] '
Pshsy[>4Pcr 1 [hrq|>+No) No

W = Ps|loaf? (3.8)

log, [1 + No + 0
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For the DAF protocol, the bandwidth requirement/gf can be expressed as:
ZRPU

W > . (3.9
. Pglhg? | Peralhal? Ps|hs, |2
min [logz(l + S‘NO"I + CK}JO d ),log, (1 + —SINOI )]
In the non-cooperative case, the CCMC capacity of the PU$3ji/en by:
Ppurlhsa|?
Chy = Wolog, [1 + %} : (3.10)
0

For the following derivation, we use tf@p; to represenC54F andCAAE.

It can be shown that the transmission power originally neglifor achievingRpy; = Cpy IS

given by:
No(2 8 — 1)
0 —
Py = 22 ) (3.11)
|hsd’2

As seen in Figure 3.1, a group of CUs is capable of communigaising the released band-
width W, for the entire period of’, while a CU is helping the PU/SN as a RN. The received signal
for CUs to transmit its own signal in the whole time slot T isegi by:

Yer = +/PcrohcrXcr +ncr, (3.12)

wherehcg denotes the channel between a CU's transmitter (CU/SN)tardkstination (CU/DN)
for its own transmission. The source messagg transmit from CU/SN to CU/DN andcy, is the
AWGN process. Then, the achievable transmission rate dEtheis given by:

P hegr |2
Rerg = Wlog, [1 + M} , (3.13)
No
If the total transmission power of CUs is limited B, then we have:
1
Pcr = EPCR,1W1+PCR,2W2- (3.14)

In this way, the CUs can decide how to allocate their jointgraission power in order to maximize
their own data rate. Let us define the ratio of transmissiomgp@llocated for helping the PU/SN
to the total transmission power of the CUs over the bandwiiditas:

y = M ’ (3.15)
CR
wherey = [0 1]. Similarly, the ratio of the transmission power alived to transmit the CUs’ data
to the total transmission power of the CUs, over the bandwiidt can be defined as:
PCR,ZWZ'

3.16
Per (3.16)

1-¢y =
More specifically, the transmission powef at CU/RN may be determined from Eq. (3.8) and
Eq. (3.15). On the other hand, the CU’s own data rate usingeteased bandwidtW, = Wy — W
may be derived as :

Per|hcr[* (1 — )
(Wo—W1)Ny |’

RCR = (WQ — Wl) logz 1 + (3.17)
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which can be optimized with respectgo Moreover, refer to Eq. (2.16) of Chapter 2, the Reduced-
Distance-Related-Pathloss-Reduction (RDRPR) [168, #&PErienced in this system by the SD,
SR and RD links with respect to the SD link as a benefit of itsiced distance based path-loss can
be expressed as [168]:

ds ds ds
Gsa = (_d)3 , Gsr = (_d)3 and G,y = (_d)3 (3.18)
dsd dsy drd

respectively. Naturally, the RDRPR of the SD link with resipto itself is unity, i.e. we have
Gsy = 1. Our quantitative results for the AAF and DAF aided CCR schemill be discussed in
Section 3.2.1.

3.2.1 Simulation Results

1000

AAF,d,,=500 —a—
AAF,d 21000 —e—
AAF.do,=2000 —e—
DAF,d,=500 —&—
800 |- DAF,d., 1000 —e—

DAF.dg=2000 —o—

600

400

CU’s own data rate (kbits/s)

200

CR power ratio

Figure 3.3: The CU’s own data rate based on DAF and AAF prdsoddie corresponding
RDRPR factors are given b§,; = 1, G5, = 8 (dsy = d—;’) andG,y =1 (d,g = dgg).

The relationship of the power ratip and the data rate of the CU is shown in Figure 3.3 and
Figure 3.4. Figure 3.3 illustrates the CU’s own data ratdwatspect to the power ratip, when
the RDRPR factors are given loy,; = G,; = 1 andG,, = 8. We assume that the total bandwidth
is Wy = 1 MHz and the target transmission rate of the PU/SWjg; = 500 Kbits/s. The total
transmission power of the CU B-g = 10 dBm. In this system we assumed that the PU has
maintained the same transmission power, whictlPds= Pp; based on Eqg. (3.11). Then, we
plotted the data rate of the CU based on three different sadfi¢he distancd., between the CU
and its own destination, namely fdg, = 500 m, 1 km and2 km. Finally, the optimum ratios of
the relay power over the total power budget are giver6h$%, 53% and45% (with respect to
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Figure 3.4: The CU’s own data rate based on DAF and AAF prdsodthe corresponding

RDRPR factors are given b§,; = 1, G5, = 8 (ds, = d—id) andG,; =8 (d,y = d—zd)

de»=500 m, 1 km and2 km) when using the DAF protocol. Similarly, the optimum powetios for
the AAF protocol are given b§2%, 72% and65%. As seen in Figure 3.3, a CU/RN has offered a
proportion of its transmission power to help the PU/SN, @ik ¢ < 0.4. During this period, the
CU'’s own data rate is identical to zero. Figure 3.4 shows tdreesponding results when the RN is
right in the middle of the PU/SN and PU/DN link, where the RORfctors are given bg,; = 1
andGs;, = G,; = 8. The optimum ratio of the relay power over the total powet6%o, 14%
and12% for d.,=500 m, 1 km and2 km, respectively, when using DAF detection. Moreover, the
corresponding values for AAF detection are given3B9b6, 20% and12%. Observe in Figure 3.3
and Figure 3.4 that if the CU/RN is half-way between the SN @gdDN, a CU/RN only has to
dedicate a smaller proportion of its transmission powerfding the PU/SN. Furthermore, ds
increases, the CU’s own data rate drops due to its increagbtbps.

3.3 Fixed Mode Transmission

In this section, we investigate the achievable bandwidiluecgon based on four fix-mode transmis-
sion schemes. More specifically, System A in Figure 3.5 isagumperative system, while System
B, System C and System D are relay aided CCR systems. We a#isantbeth the SN and the DN
are PUs and the RN is a CU. The passband bandwidttP SK/QAM modulation is assumed to be
the same as the Baud-rate (or symbol rateR pgymbol/s, while the baseband bandwidth is given
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by R, /2 symbol/s, when an ideal lowpass filter is assumed. The latafthe system is given by:
R, = n xR, (bit/s), (3.19)

wherey is the throughput in Bit Per Symbol (BPS). When consideringathloss exponent of
« = 3, we have a RDRPR of = 2¢ = 8, whichisG = 1010g10(8) = 9 dB when the RN is
located at the mid-point between the SN and the DN. The redé8NR (SNR) in decibel is given

by:
SNR, = SNR;+G. (3.20)

and thetransmit SNR s expressed as:

P
SNR; = 10 loglo(ﬁi) ), (3.21)

whereP; is the transmit power anty is the single-sided noise power. We assume that a BER of
1075 or less is required at the DN, where received SNR2dffs andl8dBs are necessitated at the
DN, when TTCM-8PSK and TTCM-64QAM are employed, respetyiv€he SD link is assumed

to be of low quality and hence it is considered to be unavklabthis example.

TTCM-8PSK: 2 bps System A TTCM-64QAM: 5 bps System C

na = 2 bps BER < 107° ne = 2.5 bps BER < 107°

Ca= R% sym/s R = 2R bit/s (o =0.8R: sym/s : RY = 2R4 bit/s
SNR, = 9 dB SNR, =9 dB SNR, =9 dB G=9dB SNR, =18dB
TTCM-64QAM: 5 bps System B TTCM-64QAM: 5 bps System D

np = 2.5 bps BER < 107° np = 2.5 bps BER < 107°

(p = R sym/s ~ RE = 2.5R bit/s (p=0.88R4 sym/s RP =22RA bit/s
SNR, = 9 dB G—9dB  SNR, — 15 dB SNR, — 9 dB —9dB  SNR, = 18 dB

Figure 3.5: Comparison of a non-cooperative scheme andeé tielay-assisted DAF-CR
schemes, where the targ&WR; is 9dB and the target BER is belol@—>. Additionally,
the relay-assisted schemes were rely on the protocols afé-ig 1 where the CU helps

the PU to transmit its information.

As seen from Fig. 3.5, the PU/SN of System B is capable of asing its throughput tgg =
2.5 BPS from they, = 2 BPS value of System A, when using the same bandwidtf) ef R;.
Their bit rate rate is% = 22;:3 upon assuming that System A and System B have the same symbol
rate of R4 = R, while the relationship of their bit rate is given by:

R = TEgp,
A
= 1.25R. (3.22)

Thus, System B has a 25% higher bit rate than System A witldrsttime bandwidth. Then the
relationship between the bit rate of Systemi, and symbol rate of System R is given by:

RE =1.25R# =1.25 x 2R} = 2.5R2 .

3The concept of transmit SNR [169] is unconventional, adétes quantities to each other at two physically different
locations, namely the transmit power to the noise powereateheiver, which are at physically different locations.
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By contrast, both System A and System C have the same bit fakg' o= R, while the
relationship of their symbol rates is given by:

1c

= 0.8RA. (3.23)

Hence, System C is capable of providing the same bit ratewsity 80% of the original bandwidth.
This is achieved as a benefit of its lower Baud-rat%‘édﬁs, whereZ—/C* = % = 0.8 is the throughput
ratio of System A to System C. Then the relationship betwéenbit rate of System C and the

symbol rate of System A RS = 2R4.

More specifically, the bandwidth-reduction factor is gil®n

B, = 1-14. (3.24)
Hc

Therefore, a CU assisting the PU’s transmission is capdtdawing20% (1 — 0.8 = 0.2 = 20%)

of the PU’s bandwidth. Thus, this reduced bandwidth can tieeshared among other CUs. If we
create a System D in a practical approache where the bitfréte ®U is lower than that of System
B, but higher than that of System A, then we h&J¢ = 1.1R;'. By referring to Figure 3.5, we have
na = 2.0 BPS andjp = 2.5 BPS. Furthermore, we haky = 1.1y, x R4 = 1.1 x 2 x R% =
2.2 x RZ. Based on Eq. (3.23), we hard = ’7j‘7—§A = 2Z2R2 = 0.88R¢". Then the bandwidth-
reduction factor becomds, = 1 — Z—g =1 —0.88 = 0.12. In this situation, System D is capable
of reducing the original bandwidth 2% for the CU’s benefit, while the PU enjoys an additional
0.5 BPS throughput increment. The comparisons of these fouemgsare shown in a nutshell in
Table 3.1.

Fixed model type System A System B System C System D
Bit-per-symboly na=2.0BPS| #np=25BPS nc =2.5BPS #p = 2.5BPS
Bit rate(bit/s) Ry | RE=1.25R] R{ =R} RD = 11R{
Symbol rate(sym/s) RZ RE=RZ R$ = 0.8R% RP =0.88R4

; A Rj! R} Ry Rp
Bandwidth- 1— j’ﬁ =0(0%) | BE=BA0%) | 1- % =0.20 (20%) | 1— ,% =0.12 (12%)
reductiong;)

Table 3.1: The parameters of four fixed-mode CCR schemes.

3.3.1 Simulation Results

Although the Systems B, C and D introduced in Section 3.3 lrelay-aided CCR schemes, we
have had different design objectives for their bit rate aymit®ol rate. Hence, they also illustrate
the different benefits of the CCR networks.
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Figure 3.6: TheSNR; vs Bit rateR‘S“ performance of the ATTCM aided SystemA, Sys-
temB, SystemC and SystemD. The corresponding switchiresltiotds are refer to Ta-
ble 3.2.
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Figure 3.7: ThesNR; vs Bandwidth-reductionB;) performance of ATTCM aided Sys-
temA, SystemB, SystemC and SystemD. The correspondingtsngt thresholds are refer
to Table 3.2.
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Let us now refer to Figure 3.6 and Figure 3.7, where we congidd@ CM instead of fixed-
mode 8PSK and 64QAM. The system labelled as ATTCM-SystentlAeclassic hon-cooperative
scheme, while ATTCM-SystemB, ATTCM-SystemC and ATTCM-®ysD are all relay-aided
CCR schemes. As seen in Figure 3.6, the ATTCM-SystemB aehithe highest bit rate but uses
all available bandwidth, i.e. no bandwidth reduction, aanse Figure 3.7. By contrast, ATTCM-
SystemC achieves the highest bandwidth reduction as aasémigure 3.7, while maintaining
the same bit rate as ATTCM-SystemA. Furthermore, ATTCMt&yD achieved both a practical

bit rate improvement as well as some bandwidth reductions.

3.4 Adaptive Mode Transmission

We have shown in Section 3.3 that it is both possible andipeddbr the PU to release the available
bandwidth for supporting the CU’s own transmission in exagefor an increased transmission
throughput as in the ATTCM-SystemD discussed in Table 3ilthis section, we proposed both
one-way and two-way relaying schemes for CCR applications.

3.4.1 The ATTCM Algorithm

In our proposed system, we will make use of this power- andwadth-efficient TTCM scheme
which has been introduced in Section 2.2. Employing TTCMthasadvantage that the system'’s
effective throughput can be increased upon increasingdtie tate, when the channel-quality im-
proves. Additionally, both the BER and FER performance efgsiistem may be improved when
TTCM is used [96]. Recently, various TTCM schemes were daesigin [97] with the aid of
the Extrinsic Information Transfer (EXIT) charts [100, 1@hd union bounds for the sake of ap-
proaching the capacity of the Rayleigh fading channel. TR€ M encoder comprises two identical
parallel-concatenated TCM encoders [99] linked by a synmiekleaver. The first TCM encoder
directly processes the original input bit sequence, whike $econd TCM encoder manipulates
the interleaved version of the input bit sequence. Then thtisymbol mapper maps the in-
put bits to complex-valued symbols using the SP-basedliapahethod [96]. The structure of
the TTCM decoder is similar to that of binary turbo codes, émth decoder alternately processes
its corresponding encoder’s channel-impaired output &fnaimd then the other encoder’s channel-
impaired output symbol [pg.764] [96]. More details on theOM principles may be found in [96].

We have employed an ATTCM scheme for protecting the SR andRibdinks, where the
effective throughput range is given by iBRS{0,1,2,3,5} BPS when no transmission, QPSK,
8PSK, 16QAM and 64QAM are considered, respectively. Moeeahe ATTCM mode switching
thresholdsY =[vo, 71, 72, 73] are determined based on the BER performance curves of dach o
the four TTCM schemes. Hence, in this chapter, the switcktingsholds are based on the BER
performance of a TTCM scheme communicating over an AWGN oblaas shown in Figure 3.8
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and also over Rayleigh fading channels by observing in Eigu®. Specifically, referring to
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Figure 3.8: The BER versus SNiRerformance of TTCM using a frame length of 1200
symbols, when communicating over AWGN channels. Four TT@ations were in-

voked. The parameters are shown in Table 2.1.
Section 2.3.4 we consider the five TTCM modes and the ATTCMearsydtching operation based
on the following algorithm:
YR > 73, TTCM-64QAM, iBPS=5 BPS
Y2 < vr <73, TTCM-16QAM,iBPS=3 BPS
MODE = ¢ 91 < 7r < 72, TTCM-8PSKiBPS=2 BP$ (3.25)
Yo < vr <71, TTCM-4PSKiBPS=1BPS
YR < 70, No-Tx,iBPS=0 BPS

The ATTCM based switching thresholds, nam¥lyrrcp; are shown in Table 3.2, where we specif-
ically chose the switching thresholds for ensuring thataherage BER at the RN is lower than

1075,

3.4.1.1 The CCMC and DCMC Capacity

Shannon quantified the capacity of a SISO AWGN channel in 18d3]. Followed by Shannon’s
work, there was a race by various researchers to desigrigalamding schemes that can approach
the channel capacity. Shannon’s capacity bound or the CCapadty over AWGN channel can

be written as:

CAGY = WTlog,(1+1) [BPS], (3.26)
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Figure 3.9: The BER versus SNRerformance of TTCM aided Multiple-Input-Single-
Output (MISO) system and TTCM aided Single-Input-Singletitiit (SISO) system. A
frame length of 1200 symbols was employed when communigativer uncorrected
Rayleigh channels. Four TTCM iterations and four outeraiiens with the MISO de-
tector is used in MISO system. The parameters are shown urd-ij1.

whereW is the bandwidth assuming an ideal low-pass filterifigs the time interval ang is the
channel SNR. The Discrete Memoryless Channel (DMC) [178]deannel model where the input
and output symbols are discrete sets and the channel is mies®f170]. DCMC is a relative of

the DMC, where the input of the channel is from a discrete Eéfeary values:

xe{x", (i=0,1,---,M—1), (3.27)

with M denoting the constellation size. Additionally, the chdisneutput has continuous values,
which are given by:
y € [—o0,00] . (3.28)
If the M-ary symbols are equiprobable distributed, the probghilittransmittingx(™) is given by:
P(x™) = =, (m=0,---,M—1). (3.29)
The probability density function (pdf) of receivinggiven thaty(") is transmitted may be expressed

as [171]:

1 —|y — 2
My — - A
p(y|x'™) N, &P ( No . (3.30)
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where we have

ply) = plylx™)-p(x). (3.31)
More specifically, the mutual information of receivingwhen x(") is transmitted is given by

log, [p(y|x™)/p(y)], hence the capacity of the DCMC formulated for the transioissf M-
ary signals is [170, 171]:

CDCMC = m?x I(X,Y)

(m)
= max Z/ y]x (m))logz [%] dy, (3.32)

whereI(X;Y) denotes the average mutual information of receiving thpuiut due to the input
X andp(y) is defined in Eq. (3.31). Hence the capacity of the DCMC reedrir transmission
over an AWGN channel can be formulated as [99]:

1 M-1 M-1 _ x(m) _ x(}’l) + n 2 + n 2
Chcnic =logy(M) = 77 ) E llogz Y exp( ( NZ E+InP ) (a3
m=0 n=0

wheren is the AWGN having a variance é\{ﬂ per dimension at the receiver.
Moreover, the complex-valued Rayleigh fading coefficiendéfined as:
h = hi+hy-j, (3.34)

wherej = /1, while i; andh, are the in-phase and quadrature-phase coefficients, teghec
Specifically, they are zero-mean independent identicaliyriduted Gaussian random variables
when considering an uncorrelated Rayleigh fading chaniibe CCMC capacity of a Rayleigh
fading channel may be expressed as [164]:

Cehe = E[WTlogy(1+hy)] [BPS]. (3.35)
Furthermore, the DCMC capacity of a Rayleigh fading chacaelbe formulated as [170]:
1 M-1 M- _ MY L2 a2
CgaCyMC =log, (M) — i Z E [log2 Z exp ( | ( N) | ] , (3.36)
n=0 m=0 0

where the index is different from the indexn.

Figure 3.10 presents the capacity verSd&R; performance of the CCMC and DCMC schemes
for transmission over AWGN channels. In Figure 3.10, we hev@mpared the DCMC capacity
for 4PSK, 8PSK, 16QAM and 64QAM schemes to the ideal CCMC dijpa Specifically, the
asymptotic DCMC capacity i2 BPS for 4PSK3 BPS for 8PSK4 BPS for 16QAM and BPS
for 64QAM. In our ATTCM scheme, we activated the appropriastedulation mode according to
the corresponding channel SNR. Figure 3.11 shows the CCM@®&MC capacity curves based
on the uncorrelated Rayleigh fading channel. We note than&tn’s CCMC capacity is only
restricted by the SNR and the bandwidth. The switching ttolels of the corresponding CCMC
and DCMC schemes at a target BER beltdv® are shown in Table 3.2. Observe from Table 3.2
that the SNR required for transmission over an uncorrelRideigh fading channel is higher than
that for an AWGN channel.
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Figure 3.10: The CCMC and DCMC capacity curves based on AWgavgels.
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Figure 3.11: The CCMC and DCMC capacity based on uncore:|Bayleigh fading

channels.
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channel Y[dB] at BER= 10"°
AWGN Uncorrelated Rayleigh

Coding/ Modu-| ATTCM | DCMC | CCMC | ATTCM | DCMC | CCMC | iBPS
lation

4PSK 1.8 1 0 4.8 2 1.75 1
8PSK 7.2 6 5 12 8 6 2
16QAM 10.7 9 8 16 12.5 11 3
64QAM 17.1 17 15 24 20 17 5

Table 3.2: The SNR thresholds of TTCM, DCMC and CCMC schem&gn communi-
cating over AWGN and uncorrelated Rayleigh fading chann€Ele values are tabulated
based on Figure 3.8 and Figure 3.9.

3.4.2 One-Way Relaying Aided CCR Scheme

CU/RN

Figure 3.12: The schematic of a two-hop relay-aided systeinich constitute an exten-
sion of Figure 3.1 relying on multiple CUs. The quasi-sta&iayleigh fading channel
between node and node is denoted as,;,.

As shown in Figure 3.1, we consider a single $NRNs, and a single DN. All relays operate
in the half-duplex DAF mode and it is assumed that each ratéylmnows its own channel, but the
DN receiver knows all channel value with the aid of trainihg.addition, the benefit of the direct
SD link is also considered. The signal received by nbbffem nodex is given by:

Yab = V Gub V P{zbhubx +n, (337)

where G,, denotes the RDRPR experienced by the link between noaled nodeb, while h,
represents the symmetric quasi-static Rayleigh fadingredlagain of theib link and we assume
that all channel gains are independent of each other. Thsi-gtatic Rayleigh fading channels
between the SN and the RNs are denoted/as }X_,, while those between the RNs and the DN
are represented bﬁhrkd}kK:l. The power ternP,;, is normalized to unity. We use the notatigp,
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to refer to the instantaneous receive SNR of the link betweel®s and nodé, so that

Gub ’hab |2

N (3.38)

Yab =

In our proposed system we have considered perfect chantirlagien. In the non-cooperative
scheme of System Ap,|? is used for computing the SNR Additionally, all cognitive relays
are located near the center of the system, hence we Gave- G,; = 8. We have considered
a SISO [172] system for both the SR and RD link in our OWR syst@here each node has one
antenna, and employed ML MUD. The ML MUD provides the bessjile performance at the cost
of the highest complexity, which is a non-linear detectod & is optimal in terms of minimizing
the symbol error probability, when all possible vectors egaally likely [113]. As we discussed
in Section 3.4.1, each of our communication links is asdiblethe ATTCM scheme, as shown in
Figure 3.13.

' SN | RN |
! |
. [ATTCM | iy vy 1 | ATTCM |
— " %! Channe}—" » !
. | Encoder || . | Decoder | !
: : : !
R : Y !
.| Buffer |
| T n, - - -~ | : !
' DN ! | v !
v, | |ATTCM | x| |ATTCM |
', Decoder [~ | Encoder |

1 | 1
| S i

Figure 3.13: The block diagram of the ATTCM assisted one-weglying aided CCR
scheme obeying Figure 3.12.

Among theK available relays only the specific relay that provides tlghést instantaneous
SNR, which is given by Eq. (3.38), is selected for forwarding signal transmitted from the SN to
the DN. We have considered two methods to choose the begt Tdia first one is the conventional
max-min technique [173], while the second one is the max4&®amique [174] that maximizes the

instantaneous sum rate.

3.4.2.1 Max-Min Relay Selection Technique

The capacity of this two-hop scheme is limited by the palsichop that has the minimum SNR,
namely{min{|7s,|?, |7,,4|*]}, which may also be deemed to be the “bottleneck” [17]. We have
(K + 1) links spanning from the SN to the DN supportedbRNs as well as the SD link, as seen
in Figure 3.12. Thaemax-minrelay selection technique is based on maximizing the trésssom
rate by selecting the particular RN, whose lower-qualitp fsothe best amongst the pair of links of
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thek RNs [17, 173]:
k = arg max {min[vysr, vr.al} - (3.39)

Under this policy, the best RN imposes the most restricthvattteneck” among the RNs. When
employing the max-min relay selection technique, the sfah@buffer at each RN equals to one
frame length.

3.4.2.2 Max-Sum relay selection technique

In contrast to the max-min RN selection, in the max-sum teghnthere areK + 1) links spanning
from the SN to the DN, as shown in Figure 3.12. We only choosedirtheK RNs to assist the
PU/SN. We denote the squared sum of the SR and RD channelbevktht RN as: {|7s, |* +
|7r,4|*}. The specific RN that exhibits the maximum value of the sute-fiam the entire set of
the K RNs is selected for relaying. The max-sum relay selectiohrtigue focuses on the sum-rate
and selects the specific relay that maximizes the instaotsnsum rate, directly which depends on
the sum rate of the SNRg{,, + 1, ,4) defined as [174]:

k = arg max [Ysr: + Yrd] - (3.40)

However, when consider the max-sum relay selection teclenigge assume that the buffer at each
RN will never be empty nor would it overflow.

The comparison of these Max-Min and Max-sum methods is shovAigure 3.14. Referring
to Figure 3.14, we compared the corresponding iBPS vef#uR; of the ATTCM-SystemC-
CR scheme by employing the max-min and max-sum relay setet¢ichniques. Their average
throughputs are identical, when the number of RNs is oneiduare 3.14, the curves of employing
the max-min relay selection and the max-sum relay selecti@nlapped aSNR; = —7 dB for
K =10and atSNR; = —6 dB for K = 4.

3.4.2.3 Simulation Results

In this section, we would study the performance of a prac@&R aided CCR scheme. Addition-
ally, we have considered two scenarios for obtaining theéchivig thresholds. More specifically,
‘Scenario 1’ is based on the AWGN channel, while ‘Scenariis2n the uncorrelated Rayleigh
fading channel. In both scenarios, we have employed thesuaxrelay selection technique and
the min-max relay selection technique for selecting the teday.

3.4.2.3.1 Scenario 1: The Switching Thresholds Are Based G3WGN Channel

For convenience, the ATTCM-based OWR aided in CCR schemeristdd as ATTCM-OWR.
Similarly, the notations CCMC-OWR and DCMC-OWR denote th¥®aided CCR schemes that
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Figure 3.14: The iBPS throughput versus SNR the ATTCM-SystemC-CR scheme
communicating over quasi-static Rayleigh fading chann&IBER below10~° is main-
tained andG;, = G,; = 8. The “Max-Min” and “Max-Sum” techniques are employed,
which are described in Section 3.4.2.1 and Section 3.4r2ghectively. The corre-
sponding switching thresholds are based on the uncordeRsg/leigh fading channel.
The number of RNs i&¥ = 1, K = 4 andK = 10. The corresponding switching thresh-
olds are refer to Table 3.2.

are based on the CCMC and DCMC capacities, respectivelysasided in Section 3.4.1.1. We use
14 to denote the throughput of System A anglto represent the average throughput of System C in
Table 3.1. Figure 3.15 shows the iBPS value veBNR; of the ATTCM-OWR, CCMC-OWR and
DCMC-OWR schemes employing the max-sum relay selectionnigae of Section 3.4.2.2. As
seen from Figure 3.15, thgy value of the three schemes became saturaté &S, forSNR; >

30 dB. In general, the CCMC-OWR represents the upper boundusecthe CCMC capacity is
the highest. The intersection point of thg and#c curves for the ATTCM-OWR scheme is at
SNR; = 14 dB, while those for the CCMC-OWR and DCMC-OWR modes ard1atlB and

12 dB, respectively. When we havg- < 174 beyond the intersection point, cooperation is no
longer beneficial. Hence, our cognitive system will emplggt®m A fory4 > 1c. Observe from
Figure 3.15 that when the number of RNs is increaseH te 4, theE“MC curve converges to
the asymptotic value dt.5 BPS forSNR, > 13 dB, which is18 — 13 = 5 dBs earlier than that
of employing a single RN. This is because when the number of Rcreased, we have a higher
chance of selecting a better RN for assisting the PU/SN. iirast to Figure 3.15, Figure 3.16
used the max-min relay selection technique of section E.ATIZlenéTTCM curve of Figure 3.16
converges t@.5 BPS forSNR, = 6 dB andK = 4. Additionally, they2TT“M curve converges
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Figure 3.15: The iBPS throughput versii§ R; of the OWR-aided ATTCM, as well as the
perfect CCMC and DCMC schemes in our CCR system commungcatier quasi-static
Rayleigh fading channels by employing thmaxrisursusiayissteedion technique. A BER
below 10~° is maintained unde8&marioid And,;, = G,; = 8. The “SystemC” label
refers to System C in Section 3.3, while the “SystemA” lalegrs to the non-cooperation
System A in Section 3.3. The number of RNKis= 1 andK = 4. The corresponding
switching thresholds are refer to Table 3.2.

to 2.5 BPS forSNR, > 16 dB, which is10 dB higher than that of employing the max-min relay
selection method.

Figure 3.17 illustrates the attainable bandwidth-reduc(B;) versusSNR; for the ATTCM-
OWR, CCMC-OWR and DCMC-OWR schemes employing the max-mayrselection technique
of section 3.4.2.1, when the number of RNs is given by one and Ve have employed the max-
min relay selection technigue, since it does not requirélealibuffer used by the max-sum relay se-
lection method. As seen from Figure 3.17, the attainableWwaith-reductionB; is slightly higher,
when the number of RNs is increased to four. It is also intemgdo observe that the ATTCM-
OWR scheme is capable of reducing the bandwidth more sulaharcompared to the idealistic
DCMC-OWR and CCMC-OWR schemes. Furthermore, as the SNRases, the bandwidth-
reduction factor also reduces. This is because when the SMRjl, the quality of the SD link
is sufficiently high for a fixed transmission throughputgf = 5 BPS. The inclusion of a RN
at high SNRs would double the transmission period, withatally increasing the transmission
throughput. Hence, we are only interested in the operdti@ugon of B; > 0. Note furthermore
from Figure 3.16 that at an SNR 6fdB, the ATTCM-CR-SystemA scheme can only achieves a
throughput 00.83 BPS. However, with the aid of the best RN selected from fomperating CUs,
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Figure 3.16: The iBPS throughput verstis/R; of OWR-aided the ATTCM, as well as
the perfect CCMC and DCMC schemes in CCR system communicatiar quasi-static
Rayleigh fading channels by employing th@rminnelay iseletion technique. A BER
below 10~° is maintained unde8&marioid And;, = G,; = 8. The label “SystemC”
refers System C in Section 3.3, while “SystemA” refers toriba-cooperation System A
in Section 3.3. The number of RNsk& = 1 andK = 4. The corresponding switching
thresholds are refer to Table 3.2.

the ATTCM-SystemC would enable the PU to transmit at a thinputyof2.47 BPS. This may also

be translated into a maximum bandwidth reductioflof- 383) = 0.67 = 67 %.

3.4.2.3.2 Scenario 2: The Switching Thresholds Are Based QRayleigh fading Channel

Figure 3.18 and Figure 3.19 show the corresponding iBPSigfmout versu$ NR; of the OWR-
aided ATTCM, as well as the perfect CCMC and DCMC-achievittgesnes and the corresponding
thresholds are based on the Rayleigh fading channel, asnsimoWhable 3.2. As seen from Fig-
ure 3.18 and Figure 3.19, the curves recorded for the CCMixa@og scheme are always the best.
In general, the CCMC-SystemA and CCMC-SystemC arrangesmepiresent the upper bound.
For SNR; > 38 dB, the iBPS value of the three schemes became saturate®@RSE. As seen
in Figure 3.18, the max-sum relay selection technique has benployed. The intersection point
of the ATTCM-SystemC and ATTCM-SystemA schemes of Figus83s atSNR; = 19 dB,
while those of the CCMC-SystemC and CCMC-SystemA modesli3 dB and that of the DCMC
mode is atl5 dB. Naturally, at their intersection point, the throughpfitSystem A and System
C is identical. The throughput of the ‘CCMC mode’ is alwaystéethan that of the DCMC and
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Figure 3.17: The attainable bandwidth-reduction valuesw®lSNR; of the OWR-
aided ATTCM, CCMC and DCMC-achieving schemes communigativer quasi-static
Rayleigh fading channels and employing thexvrainretayesigiesdion technique. A BER
of below 102 is maintained undeB&marioid Aind RDRPR is given 6, = G,; = 8.
The number of RNs iX = 1 andK = 4. The corresponding switching thresholds are
refer to Table 3.2.

ATTCM schemes. Additionally, the throughput of all Systerb@3ed schemes is higher than those
based on System A before their intersection point. Coojograd no longer beneficial beyond the
intersection point owing to the extra time-slot requirecbs@rve that when the number of RNs is
increased t&X = 4, the SystemC-related CCMC curve converge to the asympiaiie of2.5 BPS
for SNR; > 5 dB, which is5 dBs earlier than their counterparts havikg= 1. In Figure 3.19,
we have employed the max-min relay selection technique. clinee of the perfect CCMC aided
SystemC converges 5 BPS atSNR; > 2 dB, when the number of RNs i§ = 4. Hence, when
employing the max-min relay selection technique, the Sy&tdased schemes will converge to
the asymptotic BPS faster than that employing the max-siey selection technique. Figure 3.20
portrays the performance of the corresponding iBPS valtsug& NR; of the ATTCM, as well as
the perfect CCMC and DCMC-achieving OWR in our CCR schemesneonicating over quasi-
static Rayleigh fading channels, in comparison to that @frfdlon’s capacity bound. We will refer
to the perfect CCMC capacity based curves as the upper badodiever, the DCMC capacity
is more pertinent in the context of designing realistic sobg based on actual modulation and
coding schemes. As expected, when we have a RDRPR,0of= G,; = 8, the iBPS perfor-
mance is improved compared to that@f, = G,; = 1. There are two transmission links in
our OWR scheme, namely the SR link and the RD link. Based orA@UICM mode switching
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Figure 3.18: The iBPS throughput versti&/R; of the OWR-aided ATTCM, as well as
the perfect CCMC and DCMC-achieving CCR schemes commungcater quasi-static
Rayleigh fading channels by employing thmaxssursueiayissteesion technique. A BER
below 10~° is maintained unde8&marioi@ 2nd,, = G,; = 8. The label “SystemC”
is represents the relay aided system of Section 3.3, whijst&shA” refers to the non-
cooperative System A of Section 3.3. The number of RNK iss 1 andK = 4. The
corresponding switching thresholds are refer to Table 3.2.

thresholds, the system will activate the 64QAM mode-far > 3. If both the SR and RD links
have achieved their best performance associated with 64QAéh the throughput of these two
links become$ BPS. However, we have two time-slots in our CCR scheme, wette SN and
RN transmitted the same amount of information. Thus, ourallveystem throughput becomes

one—way __ iBPSsg+iBPSgp __ 545 __ i iah- i
Nerp = —oem k2 = 555 = 2.5 BPS in the high-SNR region.

3.4.3 Two-Way Relaying Aided CCR Scheme

Having studied the ATTCM aided OWR assisted CCR scheme itidde8.4.2, we will now con-
sider how the OWR system may be extended to a TWR assisted ¢&i&trs where the two PUs
act as the SNs and the DNs for each other. The schematic of &&QVITWR scheme is shown
in Figure 3.21, which consists of two source nodes: SourcdeNb (SN) and Source Node 2
(SN,), K number of RN and two destination nodes: Destination Node N;jand Destination
Node 2 (DN). During the first cooperative transmission period, bothsRldnsmit their signals
simultaneously from their SNs, namely PU/Sahd PU/SN, to the CU/RN.

We have considered two protocols in our proposed schemelypahee TDBC and MABC.
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Figure 3.19: The iBPS throughput versus SNRRthe OWR-aided ATTCM, as well as
the perfect CCMC and DCMC-achieving CCR schemes commungater quasi-static
Rayleigh fading channels by employing the@rminneiayisedetion technique. A BER
below 10~° is maintained unde8&marioi@ 2nd,, = G,; = 8. The label “SystemC”
represents relay aided system of Section 3.3, while “Sy&tdabel refers to the non-
cooperative System A of Section 3.3. The number of R is= 1 andK = 4. The
corresponding switching thresholds are refer to Table 3.2.

In the TDBC protocol shown in Figure 3.21, there is no interfee hence the corresponding
complexity at the RN is kept low. Three time slots are usedvar data flows, which are; — r,

sp — r,ands; « r — s», wheres; ands, denote the two primary sources, whildenotes the CU
which acts as a RN. By contrast, the MABC protocol requires tiwe slots for transmitting two
data flows, which are; — r < s, ands; < r — s,. Since the sources transmit their information
simultaneously, the MABC system suffers from self-integfece. In our work, we have invoked
an advanced MUD technique at the RN in order to decode botlin&tion streams of the SNs
and to cancel the self-interference. Explicitly, in the M@Brotocol, two signals were transmitted
simultaneously from the two PU/SNs, where each PU has aesargkenna. Additionally, we have
used the powerful maximum likelihood MUD for detecting tetsource signals using a single-
antenna aided CU/RN, which constitute$2ax 1)-element MISO [172] system for the SR links.
This powerful MUD was required for eliminating avalanclitel error propagation at the RNs.
However, opted fof1 x 1)-element SISO system for the RD link, where each DN employrsges
antenna for detecting its wanted signal arriving from the. B) contrast, in the TDBC protocaol,
we have g1 x 1)-element SISO system in the two SR links and a single RD liekabse the two
SNs use two separate time periods for transmitting theiriétion to the RN, respectively.
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Figure 3.20: The iBPS throughput vers88/R; of the OWR-aided ATTCM, as well
as the perfect CCMC and DCMC-achieving CCR schemes comumiimgcover quasi-
static Rayleigh fading channels compared to the CCMC cgpatithe Rayleigh chan-
nel. The “Shannon-Capacity-Ray” label refers to the CCM@acity in Rayleigh chan-

nel. The number of relays iK = 1. The label “OWR” represents the one-way relay

system. TheescoorespondiinggRORERR; = G, = 8 andG;, = G,; = 1. The corre-
sponding switching thresholds are refer to Table 3.2.
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Figure 3.21: The schematic of a TWR-CR system, including BAds andK CUs. For
MABC, t, = t; andt, = t. = tp, wheret; is the first transmission period amglis the
second transmission period. For TDBi;,= t, andt, = t. = t3, wheret; is the third

transmission period. This is a transformation of Figure &fiere the PUs are acting as

SNs as well as DNs.
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We have opted for appointing the best relay has the set dalak RNs that experience iden-
tically and independently distributed (i.i.d) fading. Ththe selected best RN decodes and forwards
the received signals to the intended destinations, naraghetPU/DN and PU/DN, respectively,
during the second cooperative transmission period. Hehegverall system throughput becomes
higher than that of a OWR scheme, which requires two times $tmt transmitting a single user’s
information. Again, each of the communication links is ategi by our ATTCM scheme. By refer-
ring to Eq. (3.37), the signal transmitted from the SNs toktheRN in our MABC TWR system is
given by:

ysrk = V GSVk V PSthS}’kX +n s (341)

whereX is a vector hosting both SNs’ signal. We can view the two SNs@smbined two-antenna
assisted SN, where Eq. (3.41) i$2ax 1)-element MISO system. Furthermore, the signal received
by the DNs from the RNs is given by:

Yra = \/ Grkd Prkdhrkdx +n, (342)

where the RDRPR experienced by each link is defined as:
Gsr, = Gsr, = Grp, = Grp, =2° =8 (3.43)

in our TWR aided proposed CCR system, since the RN is locatddiaiy between the SN and the
DN. Additionally, the channel gainss, r,, hs,r,, hr,p, @andhg, p, are independent of each other,
each of which is represented by a quasi-static Rayleigimdacihannel. The Gaussian noise vector
n has a zero mean and a noise variancl@f2 per dimension. By contrast, the SNR at fitle SR
link is computed as:

Gsr, | hsr, |?
Virsr) = SrkI‘\Iosrk’ . (3.44)
Similarly, the SNR at the RD receiver is given by:
Gde ‘h}’kd ‘2
,)/(V,}’kd) = NO . (345)

Again, we considered the max-min relay selection technmfuBection 3.4.2.1 as defined in
Eq. (3.39) for selecting the best RN in our proposed TWR-(JRs®.

Additionally, as seen from Figure 3.9, we have chosen the@WIIMABC and ATTCM-TDBC
schemes’ switching thresholds for ensuring that the BER@RN became lower thai)—>. The
reason why we have chosen the BER at the RN to be lowerifiahfor the MABC protocol is
because the error floor emerging at BER0~ can be removed by using a long outer block code,
such as a Reed Solomon code. The performance of the TDBC andABC aided schemes is
characterized in Section 3.4.3.1.
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Channel Uncorrelated Rayleigh
Y[dB] at BER= 10"°

Coding ATTCM | iBPS

Protocol/ | MABC-SR, Y 42<5%) | MaBC-RD, YMAECRD) | TpBC, YIDEC |

Modula-

tion

4PSK 6.5 4.8 4.8 1

8PSK 15.5 12 12 2

16QAM 22 16 16 3

640QAM 35.8 24 24 5

Table 3.3: SNR threshold values of the ATTCM-TDBC and ATTGMBC schemes
communicating over uncorrelated Rayleigh fading channdlke values are tabulated

from Figure 3.9.
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Capacity-witlh-RN
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Figure 3.22: The iBPS throughput versBa/R; of the OWR and TWR-aide ATTCM
schemes in our CCR system communicating over quasi-statyteigh fading channels
by employing themninirrmazoretdssetdetivorteebhnidgee The “DCMC-32QAM-Ragbél
refers to the DCMC capacity of 32QAM in a Rayleigh channel,levthe “Shannon-
Capacity-Ray” refers to the CCMC capacity in a Rayleigh cienA BER belowl0~ is
maintained undeB8eraoi@ 2nd:;, = G,; = 8. The corresponding switching thresholds

are refer to Table 3.3.
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Figure 3.23: Bandwidth reductioB; versus SNR for the OWR and TWR-aided
ATTCM schemes in our CCR system communicating over flat Rglyléading chan-
nels and maintaining a BER belo®—°. The number of frames simulated wag®.
Gsr = G,; = 8, The number of RNs in these schemeXis- 1 andK =4. The corre-
sponding switching thresholds are refer to Table 3.3.

3.4.3.1 Simulation Results

As seen in Figure 3.22, both our proposed ATTCM aided MABC aBdBC TWR system have

a higher throughput than the proposed OWR system, when wadmrthe same number of RNs
in the OWR system. In the MABC TWR system, the iBPS value becaaturated & BPS for
SNR: > 11 dB. The two SNs send their information simultaneously to ad&M then the RN
broadcasts the combined information to the two DNs. Theesyshroughput of the MABC TWR
system isyMABC = PPt Bk tBlo 0t B0 - \when the MABC system has encountered
the best possible channel conditions, the throughput begafi?c = % = 5 BPS. There-
fore, the asymptotic throughput of our proposed MABC TWRtays(;cnr, ) is twice that of
the OWR schemeyly,, ). By contrast, the iBPS value of the TDBC TWR system becartie sa
urated aB3.3 BPS for SNR > 12 dB. The TDBC-TWR system required three time slots, hence
its #srp Vvalue is lower than that of the MABC scheme beydWR; = 1 dB. The throughput

of the TDBC TWR system igIDEC = 2434345 — 33 BPS, when each link has achieved its

best condition. Moreover, its asymptotic throughpud.BBPS higher than the throughput of the
OWR system. Figure 3.22 shows the corresponding iBPS ve&slg; performance of our pro-
posed TWR system in comparison to the CCMC and DCMC capa&itgitionally, the curve of
the MABC scheme are overlapped with the DCMC capacity for 8at SNR; > 30 dB.
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Figure 3.23 illustrates the attainable bandwidth-redunc{B;) versusSNR; for the ATTCM,
the CCMC and the DCMC aided OWR as well as for the ATTCM-aid#dRI schemes. As seen
from Figure 3.23, the attainable bandwidth-reductinis slightly higher for the OWR scheme,
when the number of RNs is increased frétm= 1 to K = 4. It is also interesting to observe that
the practical ATTCM scheme is capable of reducing the badthminore substantially compared
to the idealistic DCMC and CCMC schemes. Furthermore, aShie increases, the bandwidth-
reduction factor also reduces. This is because when the SIKNigh, the quality of the SD link is
sufficiently high for a fixed transmission throughputbdBPS. The inclusion of a RN at high SNRs
would only double the transmission period, without actualcreasing the transmission through-
put. Hence, we are only interested in the operational regitile we haveB; > 0. Note further-
more from Figure 3.19 that at an SNR ®fdB, the ATTCM-SystemA scheme can only achieve
a throughput 00.38 BPS. However, with the aid of the best RN selected from fowpeoating
CUs, the ATTCM-SystemC would enable the PU to transmit at@utifhput of2.0 BPS. This may
also be translated into a maximum achievable bandwidthctimuof (1 — 432) = 0.81 = 81 %.
Figure 3.23 also illustrates the attainable bandwidtlucddn (B;) versusSNR; for the ATTCM
aided MABC and TDBC TWR system. Since we are only interesteithé operational region of
B; > 0, for SNR; > 15 dB, the proposed schemes relying on OWR are no longer bealdticthe
range ofB; < 0. The proposed TWR scheme can use the entire bandwidth, thiedendwidth-
reduction of the TWR scheme is always higher than zero. @bdeom Figure 3.19 that at an
SNR; of 5 dB, the ATTCM-SystemA scheme achieves a throughpul.88 BPS. However, as
seen in Figure 3.23, the ATTCM-SystemC regime relying on TDWWR would enable the PU
to transmit at a throughput &f2 BPS. Similarly, the ATTCM-SystemC relying on MABC TWR
would enable the PU to transmit at a throughpuB&fBPS. This may be translated into a band-
width reduction of(1 — %3) = 0.88 = 88% for the TDBC scheme. In addition, it will lead to

32
a bandwidth reduction ofl — %) = 0.92 = 92% for the MABC scheme. Furthermore, the
bandwidth reduction can be increased88y— 81 = 7% upon employing the TDBC scheme com-
pared to the OWR scheme. Additional$2 — 81 = 11% bandwidth reduction can be attained by
employing the MABC scheme in comparison to the OWR systemreleer, at a given SNR, the

TWR-CR system always attains a higt&rvalue, than the corresponding OWR system.

3.4.4 A Simple Test For Verification

In this section, we have carried out a simple test for variythe accuracy of our simulation results.
In Figure 3.24, we compared the curve based on the CCMC dgdithe Rayleigh fading channel,

as shown in Figure 3.11 and our simulation curve of the napemative scheme, which is based
on the CCMC thresholds of Table 3.11. More specifically, dasethe CCMC capacity curve, we

find the corresponding SNR valuesBPS = {0, 1,2, 3,4,5} as the switching thresholds. Observe
from Figure 3.24, that the distance between the curve of tbBIC aided non-cooperative scheme
(SystemA) and Shannon’s channel capacity, is denotégdqadNe expect these to overlap, when we
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Figure 3.24: The BPS throughout versus SNiRthe CCMC aided System A of Sec-
tion 3.3 communicating over quasi-static Rayleigh fadihgrmels and Shannon’s capac-
ity in a Rayleigh channel. The “Shannon-Capacity-Ray” labters to Shannon’s CCMC
channel capacity based on a Rayleigh channel. A BER b&bw is maintained under
Scenario 2 an@,, = G,y = 1.

have more switching levels, since our switching thresholfdhe CCMC-SystemA scheme were
derived from Shannon’s channel capacity of the Rayleigintadhannel, as shown in Figure 3.11.
The CCMC-SystemA characterized in Figure 3.24 6akfferent BPS levels within a BPS range
of {0,---,5}, with a step size ol bit. We can increase the number of BPS levels by reducing
the step size @, = {0.5,0.2,0.1,0.01} while fixing the BPS range t¢0, - -- ,5}. As seen in
Figure 3.25, wherBg;,, is reduced, the corresponding CCMC-SystemA performanpeoaphes
the capacity curve. Hence, we have verified that our adaptiiemes studied in this chapter obey
the channel capacity limit.

3.5 Chapter Conclusions

In this chapter, we have studied both the DAF and AAF assi€t€R schemes and quantified
the optimum power ratio required for achieving the bestdmaission throughput for the CU. We
proposed a practical ATTCM aided OWR-CCR scheme, wheret@dagoding and modulation
were invoked according to the near-instantaneous chaonelitions. We found that the proposed
OWR-CR scheme enables the PU to transmit at an improvedntission rate for a given SNR,
while releasing a significant amount of bandwidth for exaltion by the CUs, despite operating
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Figure 3.25: The BPS throughput verstia/R; of the perfect CCMC aided System A
communicating over quasi-static Rayleigh fading chanastociated with different step
sizes. A BER belowl0~° is maintained unde8&marioi@ and,, = G,; = 1.

at a reduced SNR. In the process of implementing the OWR-@Bn3e, we have compared two
relay selection techniques, namely the max-min and maxisghmiques of Section 3.4.2. Both
methods are capable of choosing the best relay for relajiegnformation transmitted from the

RNs to the DN. More specifically, we found that the max-mirayeselection technique is more
practical to use, since it does not require an idealistidelouhat will never be empty nor over-

flow, which was needed by the max-sum method. Additionallyhave considered two scenarios,
‘Scenario 1' and ‘Scenario 2’, of Section 3.4.2.3.1 and ®ac8.4.2.3.2. Furthermore, both the
DCMC and CCMC capacity were employed in our proposed OWR-€Rmme as the benchmark
schemes. Then a practical TTCM scheme was investigated emzhimarked against these ideal-
istic adaptive schemes. In Table 3.4, we compared the gameling SNR value with respect

Thresholds Scenario 1: AWGN channgl Scenario 2: Rayleigh fading channel
SystemC CCMC | DCMC | ATTCM | CCMC | DCMC ATTCM
Max-sum relay| 13dB| 15dB 16dB| 15dB| 18dB 22 dB
selection

Max-min relay| 4dB 6 dB 7 dB 6 dB 9dB 13 dB
selection

Table 3.4: TheSNR, where the corresponding iBPS of SystemC converg@sst8PS,
where the number of RN iK = 4. The thresholds are based on Table 3.2. This table is
extracted from Figure 3.15, Figure 3.16, Figure 3.18 andi€i@.19.
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to the average throughput of SystemC that saturated&PS. Specifically, the schemes that em-
ployed the max-min relay selection technique require acedBNR for converging to the final
2.5 BPS limit. Moreover, in order to maximize the CU’s own datgerand to improve the exploita-
tion of the bandwidth released by the PUs, we also proposedR-CTR scheme by employing
the MABC and TDBC protocols using the max-min relay selettiechnique of Section 3.4.2.1.
The simulation results demonstrated that the TWR-CR schisrnapable of achieving a higher
bandwidth reduction than the OWR-CR scheme, while impmpihre system'’s average through-
put. The bandwidth reduction attained by the proposed TWRs€heme is more the9% of the
PU’s bandwidth. The comparisons of bandwidth reductiorea®s our OWR-CR and TWR-CR
schemes are shown in Table 3.5. Specific8y— 81 = 11% additional bandwidth reduction can
be attained by employing the MABC scheme in comparison tdO¥éR-CR system, when using
the same thresholds. Furthermore, we have carried out destagi in Section 3.4.4 to verify the
validity of our simulation results.

ATTCM-CR scheme na nc | Bandwidth ReductionK;)
OWR-Scenario 1 0.83 BPS | 2.47 BPS 67%
OWR-Scenario 2 0.38 BPS| 2.0BPS 81%
TDBC-Scenario 2 0.38 BPS| 3.2BPS 88%
MABC-Scenario 2 0.38 BPS| 4.7 BPS 92%

Table 3.5: The bandwidth reduction value of the ATTCM-CResok atSNR; = 5 dB,
which was extracted from Figure 3.17 and Figure 3.23. The 8xé&sholds of the “OWR-
AWGN” scheme are derived from the TTCM aided AWGN channeliclwthas been dis-
cussed in Section 3.4.2.3.1. The label of “Rayleigh” inthsathat the thresholds are
derived from the TTCM aided Rayleigh fading channel, whiels been described in Sec-
tion 3.4.2.3.2 and Section 3.4.3.

In the next chapter, we will consider the overlay CCR schemeuse a dynamical network
coding technique for exploiting the available bandwidttief PUs.



Chapter

Adaptive Dynamic Network Coding in
Cooperative Cognitive Radio networks

4.1 Introduction

In Chapter 3, we have employed both One Way Relay (OWR) andVWayp Relay (TWR) aided
cooperative systems. In this chapter, we employ the Melifaicess Relay Channel (MARC) con-
cept in our Cooperative Cognitive Radio (CCR) system forittgp{UL) communication supporting
multiple Primary Users (PUs) and a common Base Station (Bi$.source information is trans-
mitted from the PUs to the BS with the aid of multiple Cogrétidsers (CUs), which act as the
Relay Nodes (RNs). Moreover, we investigated the Networli@p (NC) technique, which was
originally proposed by Ahlswede, Cai, Li and Yeung in 20004l The NC technique is capa-
ble of beneficially increasing the network capacity by irimgkcoding at the various nodes in a
network, instead of simply supporting routing functionsccarding to Yeung’s paper [176]: “NC
has propagated to various fields in engineering in the pastdde including wireless communi-
cations, channel coding, computer networks, switchingrhecryptography, computer networks,
data storage and computer science.” Moreover, NC has beemdio be capable of increasing
the achievable throughput, robustness and security, whilenising both the amount of dissipated
energy and the delay of packets travelling through the {5, 177]. The benefits of NC aided
cooperative systems were studied in [178-180] with the ingsortant one being the reduction of
the redundant information [180].

More specifically, we mainly focus our attention on the fanoil Dynamic Network Codes (DNCs),
which were proposed by Ming in [181], where each user brastddts own information frame both
to the BS as well as to the other users during the first trarssomgperiod. After this phase, each
user transmits a non-binary linear combination of its ovamfe and of the other users’ information
frames, to the BS [181]. The family of Generalized Dynamiawagk Codes (GDNC) [182, 183]
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constitutes an generalized extension of DNCs. In contagi81], the GDNC of [183] allows
each user to broadcast several information frames durmgrbadcast phase via orthogonal chan-
nels [183], as well as to transmit several non-binary liranbinations, as parity frames during
the cooperative phase via orthogonal channels. The debiggtwork codes for multi-user, multi-
relay scenarios has been investigated in [184, 185], whereusers transmit their independent
information to the BS with the aid of the RNs. In line with thesgeem model proposed in [184],
we assume that the CUs act as the RNs to help the PUs in tréingnifieir information to the
BS. More specifically, in our proposed scheme, the CUs arabtapf relaying the PU’s message,
while superimposing their own messages at the same times. I@&ils both to an increased over-
all throughput and to the reduction of the required transiois period of both the PUs and the
CUs, thereby creating additional time-slots (TSs) for sutipg additional users. The milestones
of DNC related research are shown in Table 4.1. In order tease the average transmission rate
of GDNC without reducing its diversity order, an Adaptive iamnic Network Code (ADNC) de-
sign was proposed in [182] based on the GDNC. In the ADNC sehéne CUs only deliver their
information to the BS, if the BS failed to recover the souraeseage from the PUs. In our system
model, we consider cooperation between the PUs and CUsgvitids act as NC-aided RNs for
conveying the information transmitted from the PUs. Morplieily, the principle of NC schemes
presented in [181-184] is incorporated into an active cadjmn based overlay network [157] con-
ceived for a CR system, where the interference imposed oRltlseemay be offset by using part of
the CU’s power to relay the PU’s information.

Hence on this chapter an active cooperation based DNC scisgmaposed for overlay-based
CCR schemes, in order to lease the PU’s bandwidth to the grbQpJs for their secondary com-
munication. Moreover, a bandwidth-efficient Adaptive TiseTurbo Coded Modulation (ATTCM)
arrangement was introduced in Chapter 2, which is also gragléin our proposed scheme for
achieving a substantial performance improvement. Thesingsion rate/throughput of the sys-
tem is adapted according to the near-instantaneous chemmditions, where a higher-throughput
but vulnerable TTCM scheme is employed, when the channalittons are good, while a lower-
throughput but robust TTCM scheme or no transmission is,wsken the near-instantaneous chan-
nel conditions are poor. Specifically, our ATTCM scheme isigieed by considering the effects of
both quasi-static Rayleigh fading as well as of uncorrel&ayleigh fading. We have conceived an
ADNC technique for our CCR system, where the CUs adaptiveliver their parity frames to the
BS, depending on the success/failure of the PU’s transomissi Explicitly, the network encoder
is activated in its adaptive mode for supporting the CUs ddjmgy on the Boolean value of the
feedback flags generated based on the success/failure ATT@M decoder and of the network
decoder, which is evaluated and fed back by the BS. Durinly bemadcast session, all PUs trans-
mit their information using the same fixed TTCM mode, whichresponds to that determined by
the specific direct link having the lowest quality. Then ie tooperative phase, the “best” CU
would support all the uplink transmissions towards the B&he aid of its highest-throughput
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Year | Author(s) Contribution
2000 | Ahlswedeet al. [175] | Originally proposed the network concept for increasing the
throughput of a network by invoking a simple coding scheme.
2003 | Li et al. [186] Linear network coding: a new strategy for information traps
mission in networks.
Koetter [187] An algebraic approach to network coding.
2005 | Doughertyet al. [188] | Insufficiency of linear coding in network information flow.
2007 | Popovski [189] Physical network coding in two-way wireless relay channels
2008 | Katti et al. [190] Practical wireless network coding.
Koetteret al. [191] Coding for errors and erasures in random network coding
2009 | Ronget al. [192] Coding schemes for energy efficient multi-source coopamati
aided Uplink transmission
Donget al. [193] Wireless broadcast using network coding
2010 | Ming [181] Multiple-user cooperative communications based on linear
network coding.
2011 | Li et al. [177] Linear network coding: theory and algorithms.
Rebelatteet al. [182] | Adaptive distributed network-channel coding
Nguyenet al. [194] Performance bounds of network coding aided cooperative
multiuser systems.
2012 | Ming [184] Design of network codes for multiple-user multiple-relay
wireless networks.
Rebelattcet al. [183] | Multiuser cooperative diversity through network codingdeh
on classical coding theory.
2013 | Nguyenet al. [195] Irregular convolution and unity-rate coded network-codior
cooperative multi-user communications.
Li et al. [185] Generalized adaptive network coding aided successivg-rela
ing for noncoherent cooperation.
2014 | Keshavarz [196] Bounds on the benefit of network coding for wireless multicas
and unicast.
2015 | Chunet al. [197] An adaptive network coding scheme for spectrum sharing in
cognitive radio networks.

Table 4.1: Milestone of Dynamic Network Coding (2003-2015)
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ATTCM mode. The received SNRs at the CUs and the BS may be oseldtiermining the maxi-
mum throughput of each transmission link. Finally, our n®ystem is capable of simultaneously
exploiting the advantages of ATTCM and ADNC for further iraping the system performance.

4.2 System Model

(a) Broadcast phase

(b) Cooperative phase
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Figure 4.1: The architecture of the ATTCM aided DNC in thegmeed CCR scheme,
which obeys Figure 3.1, but additionally incorporate byiagdhe ATTCM and network
coding components.

In our proposed system portrayed in Figure 4.1, we conslaetransmission of the ADNC-
CCR network. ATTCM is advocated for judiciously selectinguatable modulation mode accord-
ing to the near-instantaneous channel condition expextkimceach transmission link, which would
lead to the reduction of the PU’s transmission power ana/dhe increase of the overall system
throughput, hence simultaneously saving bandwidth forGbks. We assume that each PU has a
direct transmission link to the BS, as seen in Figure 4.1.i#afdhlly, we consider. PUs, where
each PU broadcasts its information to a single BS ankl @Js during the broadcast phase. The
BS then decodes the source information received from the FAdsordingly, the CUs encode
the received information frames for constructing the cpomding parity frames, which are then
transmitted to the BS during the cooperative phase. HerecB#s receive the information frames
from the PUs and also the parity frames from the CUs. We detheteetwork coded codewords
transmitted by théth CU/RN as{}?f;}{f:l. The specific calculation oﬁ%‘;}{;l will be detailed
in Section 4.2.2.
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During the “(a) broadcast phase” seen in Figure 4.1]th€U/SN broadcasts its information
frame X within the nth frame to both the CUs/RNs and to the BS. The signal receivéide BS
via the Source-to-Destination (SD) link is given by:

y;l]d = \/ GS]d V PShS]dX;l[ + n, (41)

while that received at the CU/RN via the Source-to-Relay (SR) link is:

y;/l]rk = V Gs;rk V PShS]rkX;/l] + n 7 (42)

where Ps is the transmission power per unit frequency emanating fileenPU/SN and: € N,
where N is the total number of frames. Th&N(x L) PUs simultaneously broadcasy (x L)
information frames during the time duratidf. Since a network-coding aided DAF protocol is
employed at each CU/RN, tti¢h RNs forward the decoded-and-reencoded informationeer}‘p
during thenth frame to the BS. Then, during the “(b) cooperative phasé=igure 4.1, the signal
received at the BS via the relay-to-destination (RD) link ba formulated as:

y?kd = \/ Gde V pCUhrkdXAfk + n 7 (43)

where the CU/RN forwards the source information frame usihegpowerPc;. Similar to the
broadcast phase, the overall transmissions during theecatiye phase are within the time duration
of T,. In our proposed system, the CUs act as the RNs, where thereNcated half way between
the PUs and BS. Accordingly, the Reduced-Distance-Relatabloss-Reduction (RDRPR) [168,
169] experienced by the SR link is given by:

o dsd ‘
Gy = (d_sr> , (4.4)

whereux is the path-loss exponent [167]. Similarly, the RDRPR of Ri2 link with respect to the
SD link is given by:

deg \
G = <d_z> : (4.5)

Naturally, the RDRPR of the SD link with respect to itself isity, i.e. we haveG,; = 1. We
consider an outdoor environment [167], where- 3. Note that the same RDRPR is exploited by all
the SR and RD links in our system. Thus, we hakg, = G, 4 = 23 = 8. Moreover, we consider
a single non-dispersive transmission path for the SD, SRRiDdinks of our novel ATTCM-
ADNC-CCR scheme. Each of the channels in Eq. (4.1), Eq. &h&@)Eq. (4.3) is comprised of two
components, which may be expressed as:

h = hs-hy, (4.6)

where the slow fading (or quasi static fading ) coefficienis constant for all symbols within a
transmit frame. By contrast, the fast-fading (small-sé¥dgleigh fading) coefficient, varies on a
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symbol by symbol basis, which will be described in SectidhX.According to Eq. (4.1), Eq. (4.2)
and Eq. (4.3), the average received SNR at rioder frame is given by:

Gay E[| x| E[|IF|E[|FZ ]

TR = No ,
Gub|h{zb|2
_ 4.7
A (@.7)
where we haveE[|x|?] = 1 andE[\h}%H = 1 for uncorrelated Rayleigh fading channels, which
varies on a symbol by symbol basis, as discussed in Sectoh dnd we hav&[|h?]] = |hs|?> =

h2,. Then we determine the received SNRs of thfe f- 1) + k]th communication links by referring
to Figure 4.1, which are)s 4, ¥s;rr Vrdl-

4.2.1 Adaptive TTCM

As described in Section 2.3.4, employing ATTCM has the athga that the system’s effective
throughput can be increased upon increasing the code mtmastellation size, when the channel-
quality improves, without any bandwidth expansion. Fumiare, the BER and FER performance
of the system may also be improved or maintained to be undertairc threshold [96]. In Fig-
ure 4.1, both the PUs and CUs have employed ATTCM encodersievthe TTCM encoder com-
prises a pair of identical parallel-concatenated TCM erc®¢P9] linked by a symbol interleaver.
The first TCM encoder directly processes the original inpuséquence, while the second one en-
codes the interleaved or scrambled version of the inputjtisnce. Then the bit-to-symbol map-
per maps the input bits to complex-valued ATTCM symbols gishre classic Set Partition based
labelling method [96]. Additionally, the BS decodes theommfiation delivered from the PUs and
CUs by the ATTCM decoder. The structure of the TTCM decodsinslar to that of binary turbo
codes, where each decoder alternately processes itspamisg encoder’s channel-impaired out-
put symbol, and then the other encoder’s channel-impaiogoub symbol [96][pg.764]. As shown
in Figure 4.1, we invoked a near-instantaneously adapfiMeéM scheme for protecting the SR and
the RD links, where the effective throughput range is giverRb,, = {0,1,2,3,4,5} BPS when
no transmission, QPSK, 8PSK, 16QAM, 32QAM and 64QAM are imied, respectively. The
selection of the modulation mode for each link is dependentsochannel condition. Therefore,
the adaptive modulator/demodulator shown in Figure 4 Afigénced by the channel quality of the

transmission link.

Moreover, the mode switching threshols=[yo, 1, 72, 73, 74] were determined based on the
FER performance curves of each of the five TTCM schemes whamemicating over a Rayleigh
fading channel, which is shown in Figure 4.2. Specificallgthbthe ATTCM mode switching
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Figure 4.2: The FER performance versus SERITTCM for five fixed modulation modes.
“Conventional” represents the FER performance of TTCMaisiframe length of 12,000
symbols, when communicating over Rayleigh fading channélgur TTCM iterations
were invoked. “DNC” and “SD” denote the FER performance ofCM-DNC and of the
TTCM aided non-cooperative scheme for five fixed modulatiaues usingl0° frames,
when communicating over the combined uncorrelated Rdylé&gding and quasi-static
fading channels. The parameters are refer to Table 2.1.
operation and the transmission rate of the modes are bagbe éwilowing algorithm:
Y1 < YR, TTCM-64QAM, C*=5 BPS
Y3 < YR < 73, TTCM-32QAM, C*=4 BPS
MODE = ¢ 7, < g < 793, TTCM-16QAM, C*=3 BPS (4.8)
71 < Yr < 72, TTCM-8PSK,C*=2 BPS
Y0 < vr < 71, TTCM-4PSK,C*=1 BPS

whereC* is the effective throughput in terms of the number of . Furthere, we have considered
two cases, when we havg: < 7o for the ATTCM mode switching operation. In the first case
(case 1), no transmission is invoked in order to save enelgnwr < 7¢. By contrast, the second

case (case 2) invokes the 4PSK modulation mode wher . Thus the outpuC* of these two
cases may be expressed as:

i 0, case 1: No transmissipn
C* (YR < 70) = (4.9)

1, case 2: TTCM-4PSK
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As seen from Figure 4.2, we chose the switching thresholdsudly to ensure that the FER at the
RN is lower than 103, in order to minimize the potential error propagation frdm CUs to the
BS, then the thresholds are given in Table 4.2.

Channel Uncorrelated Rayleigh
Thresholds Y[dB] at FER= 103

Coding/ Modula- iBPS
_ ATTCM

tion

4PSK 5.22 | 1 BPS
8PSK 12.25| 2 BPS
16QAM 16.10| 3 BPS
320Q0AM 21.15| 4 BPS
64QAM 24.49| 5BPS

Table 4.2: The SNR thresholds of TTCM scheme when commtungater uncorrelated
Rayleigh fading channels. The values are tabulated basétjare 4.2.

4.2.2 Fixed Mode Network Coding Scheme

"~ Transfer Matrix MY
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Figure 4.3: lllustration of the transfer matrix and the netkvencoding process engaged
in the DNC-CCR scheme.

This section is devoted to detailing the encoding/decogimgess of the network coding tech-
nique. Figure 4.1 shows how the CUs would successfully detive decoded information frames
by employing the network encoding technique at the BS. Thputicodewords of the CUs are
denoted as{}a}szl, while those of théith CU during thenth frame may be expressed as:

Xt =M-X!=1[L| P, (4.10)

whereX{ is the information frame transmitted from tfte PU within thenth frame to both the CUs
and to the BS. Additionally, the transfer matuix defined in [198] describes the corresponding
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network codes invoked for our DNC-CCR scheme. As seen inrEigLB, the transfer matrid1

is comprised of two components, since we have = [Z;|P;], where the identity matriXZ },

(I € L), represents the sequences transmitted from the PUs dhengroadcast phase, while the
parity matrix{P},.x (k € K) represents to the CUs’ transmissions during the cooperatiase.
Therefore, the corresponding enifyin Figure 4.3 represents the successful/unsuccessfuitiene
of the information frame recovered at the BS during the braatphase, which obeys the following
rule:

0, If X¢ is not recovered successfully
I = (4.11)

1, If X, is recovered successful
We note that the coefficient; , shown in Figure 4.3 is gleaned from the transfer matrix ohadr
block code defined over the Galois fieglF (|g|), where|q| is the alphabet sizej(= 2%), andb is
an integer higher than zero [182,184]. The transfer matmstructed over th&F(|g|) is provided
by the software application SAGE [199]. As shown in Figur®, 4he variablep, , represents the
specific transmission state, during which the informati@mfe is transmitted from BUWo CU;, as
detailed below:

0, unsuccessful
Prix = (4.12)
1, successfyl

The network encoding process is represented by Eq (4.1@renlie construct the parity frames
Py = [P, P,,..., Pr_1, P] from theK CUs. Additionally, the parity frame transmitted by thid
CU is given by:

Pe = Lipix @ Loprp @ --- Lipik - (4.13)

As an illustration, we present a specific example associatddl. = 2 PUs andK = 2 CUs,
where we have orthogonal channels among the pairs of PUs ldadas shown in Figure 4.4. We

PU, Il

BS

Figure 4.4: The schematic of DNC-CCR scheme baged, matrix. Two PUs intended
to transmit their source messaggsandZ,, respectively.

assumed that each PU broadcasis= 1 information frame and then each CU transmits = 1
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parity frame composed of the non-binary linear combinatiofits information frames defined over
GF(|q|) to the BS. Then there afen; x L 4 my x K) = 4 phases during a transmission session,
including the pair of broadcast phaseB; and BP, as well as the pair of cooperative phasgy
andCP,. The coding arrangement of this specific example can be suixedaas follows:

(BP)) : PU, —2— CUy, PU; —2— CU,, PU; —— BS; (4.14)
(=0/1) (=0/1) (=0/1)
(BP,) : PUy —2— CUy, PUy —2— ClU, PU, —2— BS; (4.15)
(=0/1) (=0/1) (=0/1)
PU, — CUy PU, — CUy
Mara(1,3) - Ty o Mana(2,3) - T.
cpy) : cuy Mexall-d) (f/l) 2:4(28) 12 po. (4.16)
PU, — CU, PU, — CU,
Mora(1,4) Ty Mara(2,4) - T
(cpy) : cu, M2xald) (f/l) 2424 T2 po 4.17)

Note that the arrow— ’ represents the transmission direction. The notafigh below the right
arrow of Eq. (4.17) indicates whether the transmission wasessful or not, wherg, is defined in
Eq. (4.11), whictp;  in Eq. (4.12). The notation®’ represents the non-binary linear combination
of the information frames. The corresponding transfer ixaif,, 4, of [181, 198] constructed for
our specific system of Figure 4.4 is defined as:

M2x4 =

0| (4.18)
1

Observe by referring to Eq. (4.13) that the parity frameassmitted from Clto the BS during

1 11
0 1 2
CP; may be expressed as:

Pr = M2x4(1,3)11 © M2x4(2,3) I =11 © 15 . (4.19)
Then the parity framé, of from CU, during CP, becomes:

Py = Mowa(1,4)T1 & M2ya(2,4)1r =11 215, (4.20)

where M»,4(i, j) represents row and columnj of the corresponding transfer matri%t, with
i€[1,2]andj € [1,2,3,4].

We also define the modified transfer matfi ', 4 with respect to the original transfer matrix
M4, Which takes into account the success/failure of eachrmeson during a specific trans-
mission session. If all the transmitted frames are sucgkgsfecoded, the modified transfer matrix
is defined as\ 54 (i, ) = Maya(i, ).

In order to highlight our generic design principles, th¢,g-based system is considered here

for a more detailed description. This schematic of the DNCRCscheme based on thel, g
matrix is shown in Figure 4.5, where there are four BPs and &Rs. Additionally, the coding
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Figure 4.5: The schematic of DNC-CCR scheme based &r&g matrix. Four PUs

intend to transmit their source messades’,, 73 andZy, respectively.

arrangement of our proposed system based ovMhe g matrix can be summarized as follows:

(BPy) : PU; —— CU,/CUy/CUs/CUy, PU; —— BS ;
(=0/1) (=0/1)

(BP,) : PU, —2— CU,/CU,/CUs/CU,, PU, —2— BS ;
(=0/1) (=0/1)

(BP3) : PUs —2— CU, /ClU,/CUs/CUy, PU; —2— BS ;
(=0/1) (=0/1)

(BPy) : PUy —2— CU,/CU,/CUs/CUy, PUy —2— BS ;
(=0/1) (=0/1)
PU, — CUy PU, —CU; PU; — CU; PU, — CUj
Myxg(1,5) - Ty & M2x4(2,5) - Ip & Mpx4(3,5) - Iz & Mpya(4,5) - 1y
(=0/1)

PU, — CU, PU, — CU, PU; — CU, PU, — CU,
Myxg(1,6) - Ty & M24(2,6) - Ip & Mpya(3,6) - Iz & Mpya(4,6) - Iy
(=0/1)

PU, — CUs PU, — CU; PU; — CUs PU, — CUs
Myxg(1,7) - T1 o M2x4(2,7) - Lp & Mpxa(3,7) - Iz & Mpya(4,7) - 1y
(=0/1)

PU, — CU, PU, — CU, PU; — CU, PU, — CU,
Myxg(1,8) - Ty & M2x4(2,8) - Ip & Mx4(3,8) - Iz & Mpy4(4,8) - 1y
(=0/1)

(Cpl) : CUl

BS ;

(sz) : CUZ

BS ;

(CPs) : CUy BS;

(CPy) : CU, BS,

where My.s(i,j) represents théh row andjth column of the corresponding transfer matrix

(4.21)
(4.22)
(4.23)

(4.24)

(4.25)

(4.26)

(4.27)

(4.28)

M, withi € [1,2,3,4] andj € [1,2,3,4,5,6,7,8]. The corresponding transfer mattil 4. g is



4.2.3. Adaptive Mode of Network Coding 98

provided by [182, 183]:

1000 |37 3 6
010015774
001012461
00015532

Referring to Eq. (4.13) the parity frame transmitted from;GtJthe BS duringCP; may be ex-
pressed as:
Pr = Muxs(1,5) 11 © Maxs(2,5) Iy ® M4yxs(3,5)Z3 ® Myxs(4,5)Zy, (4.30)
= 311951, P2I3 P51, .

Then the parity framé, transmitted from CWY during CP, becomes:

Pr = Muxs(1,6)Z1 & Mayxs(2,6)Ir ® Muxs(3,6)Z3 & Mayxg(4,6)Zs, (4.31)
= 711 ®71, ®413 D51y,

while the parity frameP; transmitted during_P; may be expressed as:

Pz = Muxs(1,7)I1 & Maxs(2,7)Ir & Muys(3,7)13 B Mauxs(4,7)1s, (4.32)
= 301 ®7L, D6Ls D31y .

The last parity framéP, transmitted from ClY becomes:

Py = Muxs(1,8)Z1 & Mayxs(2,8)Ir & Muys(3,8)Z3 & Mayxs(4,8)Zs, (4.33)
= 611941, DIsP21,.

Moreover, the modified transfer matrixt’ of the actual communication is given Byt (i, j) =
Mauys(i,j), provided that all transmitted frames are successfullyoded by the BS. In order to
detect the information frames of the PUs, the BS has to beeawfanow each parity frame was
constructed at the CUs. Hence the modified transfer mam’.;;j is assumed to be known at the
BS. As shown in Figure 4.1K( x m) parity frames are transmitted by tReCUs, which contain the
non-binary linear combinations of its own information frasralong with the successfully decoded
information frames received from tliePUs. Let us denote the actual output codeword of the CUs
asX',» corresponding to the modified matr.MQXj. HenceX’,,» contains all zeros, when the BS
failed to successfully recover thé & m) information frames or failed to receive th&  m;)
parity frames, otherwise we havg, » = X;,».

4.2.3 Adaptive Mode of Network Coding

In our scheme, we assume that the network-coding decodbee &% is capable of sending back
a feedback flag to the network encoders at the CU/RNs, as simoktigure 4.1. The transmission
of the parity frames from the CUs is controlled by this feeskbfiag. Additionally, we conceive
and analyze an efficient ADNC scheme using two methods, nam&land M2 associated with
different amount of feedback requirements.
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4.2.3.1 ADNC-M1

By referring to [182], the ADNC-M1 adaptively adjusts thenmoer of frames transmitted from the
CUs for each transmission session. The BS feeds back a siibgfe, following the reception of a
set of (L x my) information frames from thé PUs. If the CU/RNs receiveﬂf = 0, this implies
that the BS has failed to correctly decode the informati@mies received from all the PU/SNs
and hence the CU/RNs have to transiikt x my) parity frames to the BS. Otherwise, if the BS
successfully decoded the PU’s information, the value oféeelback flag is set t8; = 1. Let us
denote the number of CUs invoked in an actual transmissioentyyloying the ADNC technique
during the cooperative phase KEs The actual number of information frameé ,, transmitted
from theK CUs by the ADNC-ML1 technique obeys the following rules:

0, Sf:1;

K/mz =
sz, szo;

wherem, denotes the number of information frame transmitted per CU.

4.2.3.2 ADNC-M2

In contrast to ADNC-M1, in the scheme we assume that the B&fbackL bits associated with
the L PUs, namerSfl, to the CUs. Additionally, if the CUs receiv@le(sf,) = 0, this implies
that the BS has failed to correctly decode all the inforrmapackets received from the PUs and
hence the CUs have to transmit the same number of parity frémtbe BS. Otherwise, the CUs do
not have to transmit, provided that we h@éﬂ(sfl) = 1, which indicates that the BS has indeed
succeeded in flawlessly decoding all PUs’ frames. Morea¥anost of the PUs’ information
frames are successfully received by the BS, except for ifedfdetection of¢ PUs, then the CU
may only have to transmitm, number of parity frames to the BS. Hence the number of parity
frames required can be calculated by counting the specifitbeu of the feedback flags indicating
successful reception by the BS. More specifically, if the BiScessfully received some of the
information frames from the PUs, it will send a feedback flagtJs, which will hence retransmit
the failed information frames to the BS. Hence the adaptirdiguration of the actual number of
K' CUs’ information frames obeys the following rules:

0, 21L<Sf1>:1;
K’mz = sz, ZZL(Sfl):O’
®my, Otherwise
whered denotes the number of CUs that have to relay the PU’s infoomab the BS,¢ € L.
For example, the value af in our M, 4-based scheme i which implies that the BS failed to

successfully decode a single PU’s transmission. Additipna an My, . -based scheme, the
value of¢ is given by K — 7). The CUs would relay the requiretdparity frames to the BS during
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the cooperative phase. In our system, the BS feeds back aamaunt of information to the CUs,
which may imposes an overhead. As a benefit, the CUs assiBlihdor the sake of avoiding the
re-transmission of the PUs’ information. The system’s exdible performance will be discussed
in Section 4.4.

4.3 System Design

In this section, the design guidelines of our proposed systéll be discussed first. Then the
transmission rates of both ADNC-M1 and ADNC-M2 are analydased on our investigations of
both the network coding rate and the diversity order of ouNKBM1 and ADNC-M2 schemes,
we decide upon our final recommended prototype system.

4.3.1 Adaptive TTCM transmission scenario

All transmission links shown in Figure 4.1 have employedAl@&CM scheme detailed in Eq. (4.8)
and Eg. (4.9), where each link may employ different modatatnodes during the entire transmis-
sion period. Under the DNC policy of Section 4.2.2, the PUS(§s) transmit at the same rate. We
consider the “worst” PU, whose link towards both the CUs d®BS has the lowest SNR, which
forces some of the PUs which actually experience a high SNRtsmit at a rate lower than their
own affordable rate. This allows the CU to perform bit-bydmmbination of the decoded informa-
tion. Thus, the lowest-rate, but most resilient modulativodes are activated for all tHeSD and

L SR links, which also affects thé.(x K) SR links. The rate achievable at the SNs of our proposed
scheme during the broadcast phases can be written as:

RY" = min{C,C:,}, l€L,keK. (4.34)

STk

As for theK RD links, each link obeys the adaptive modulation mode selecule of Eq. (4.8)
and Eqg. (4.9). Additionally, the achievable rate of the CN/® BS link during the cooperative
phases is given by:

REH = max{C;,}, k€K, (4.35)

where the values af;“ld, Cs,, and C;‘kd can be obtained from Eq. (4.8), depending on the instan-
taneous channel conditions. Our proposed scenario ashieF&ER lower than th&0 3 target at
the RN, in order to minimize the potential error propagatiaom the CUs to the BS. The strat-
egy defined in Eq. (4.34) during the broadcast phase and E3h)(dre not the only scenario we
have investigated. We have also tested three other scenuaiiich are listed in Table 4.3. More
specifically, the corresponding FER and average througbgriibrmances are shown in Figure 4.6.
By observing Figure 4.6, the Max-Max and Max-Min scenarioffes from a higher FER than

our 1073 target, which leads to an excessive probability of erroh@tCUs, although they may



4.3.2. Analysis of Transmission Rate 101

Scenarios Broadcast Phas®}." | Cooperative Phas® "
Scenario 1: Min-Max min{C; ; C;,, } max{C; ;}
Scenario 2: Min-Min min{C; ; C;,, } min{C; ;}
Scenario 3: Max-Max max{C} ;, C;, } max{C; ;}
Scenario 4: Max-Min max{C; ;, C{, } min{C; ;}

Table 4.3: Compare four different scenarios

L e

Frame Error Rate

Average Throughput per-User-per-Link

. FER O
; BPS O] 41
g Max_MaX .........
. Max-Min -------:
‘E Min-Max
Min-Min =rsr=iaie
L% | |

30 35 40 45 50

SNR,[dB]

Figure 4.6: The FER and average throughput per user per érdugSNR; of the pro-
posed ATTCM-aided ADNC scheme based on thé;,g matrix ADNC-M1 of Sec-
tion 4.2.3.1. The corresponding switching thresholds eferito Table 4.2.

achieve a higher throughput &NR; < 23 dB. By contrast, the Min-Max and Min-Min scenarios
satisfy our FER target, which could minimize the potenti@bepropagation from the CUs to the
BS. However, the average throughput of the Min-Min scenigribe worst among these four sce-
narios. Moreover, the average throughput of Min-Max regirmeame better fa§NR; > 23 dB, it
even approaches that of the Max-Max scenario. Hence, wsadtithe Min-Max scenario, because
it gives a better trade-off in terms of the FER and averageutjinput. The Min-Max scenario is
employed for the rest of our investigations in this chapter.

4.3.2 Analysis of Transmission Rate

In this section, we investigate the attainable transnissiate of our proposed schemes. We assume
that we haveN-frame sessions and the length of each TS in the framE iAs discussed in
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Section 4.2, this TS is split into two parts, yieldiig= T; + T», whereT; is used for the PU’s
transmission during the broadcast phase &nds allocated for the CUs to relay the combined
information of both the PU and CU during the cooperative phd$ the PU activates a higher-
throughput modulation mode, then the SNR required by the BUbevhigh. As a benefit, this will
shorten the PU’s transmission durationlgf Consequently, this would grant a longer transmission
period for the CUs. Thus, we increa%g, whenT; is reduced. Moreover, we assumed that the
PU and CU have the same Baud rate (symbol rate’éf = RS$Y symbol/s during the entire
transmission period. Meanwhile, the number of bits tratteehiby the PU and CU in a aingle
transmission session are the same, nam&ly = N bits. Then the number of bits transmitted
during the broadcast phase is given by:

NJU = L RPU RSV Ty, (4.36)
while those during the cooperative phase is:
NEY = K REVRSY T, (4.37)

whereK’ was defined in Section 4.2.3.2.

4.3.2.1 Fixed-mode DNC scheme

In our proposed DNC-CCR scheme of Section 4.2.2, the TSshamed by the PU and CU. We
assumed that the amount of information to be transmittechéyPtlU and CU is identical, thus we
have:

L RPUREY T, = K RSV RGH T, (4.38)

Then, based on Eq. (4.38), the relationship betwBeandT; is given by:

T, L RPY R
1 K R§Y Ry)
SinceT, = T — Ty, based on Eq. (4.39), we have
K’ RCUk
T = Ix T. (4.40)

LRyY + K R
The average throughput of the entire system may be quantifi¢de ratio of the total number of
transmitted information bits divided by the number of traission TSs. This metric is similar to
the concept of the overall rate defined in [185][Eq. (18)]. &M® assume that our proposed system
transmits its messages at the same rate during Nafthme session. Then the overall throughput
per frame per user in our proposed DNC-CCR scheme is given by:

T Rry'Ty
= 4.41
1IDNC Z L% T , (4.41)
K REU Rcuk
1 N ZIL:1 i RPU,TiK/ Rxcuk
= = L L 4.42
93 : : (4.42)
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where againN denotes the number of frames ani the total number of PUs. In o1, 4-based
system, the number of frames transmitted from the PL4s 2, while, the number of information
frames transmitted i = 4 for the Myg-based system.

4.3.2.2 Adaptive Mode DNC scheme

Let us now consider the achievable transmission rate of oypgsed ADNC-CCR scheme. In
contrast to the fixed-mode DNC of Section 4.3.2.1, in the AD¥d¢Beme, if all the PUs transmit all
their messages to the BS successfully, the CUs do not hawdaly the source information to the
BSs. By contrast, the CUs will relay the source informatiothe BS, if any of the transmissions
from the PU to the BS failed. Thus we can obtain the time atlona between PUs and CUs as

follows:
=T, T, = 0; If the PU’s transmission is successful.

r JCU

K Rk .
ﬁ T, T, = T — Ty; Otherwise
L R;."+K" Ry,

T;

whereK ' is different in the ADNC-M1 scheme of Section 4.2.3.1 andhie ADNC-M2 scheme
of Section 4.2.3.2. Moreover, if the PU transmitted sudcdlgsto the BS, we can save the entire
T, duration for the CU’s communication. However, if the PU ddilto successfully transmit its
message to the BS, then the CU would relay the PU’s message 8S. If the transmit SNR of
the PU is higher, the relaying period of the CU will be reduaead this allows the system to grant a
longer transmit-duration for the CUs. By contrast, at a IOMRhe opposite trend prevails. When
the PU’s transmission is successful, the average througifduPUs relying on our ADNC-CCR
scheme is given by:

SR W
NADNC = NZ IT ,
N
= 1272’:1 Lx (4.43)

If the PU’s transmission failed, then the CU/RN will transihie PU’s information to the BS. The
overall throughput takes into consideration both the Phfsrimation and the CU’s own informa-
tion, where we havgapnc = #pnc, When the PU’s transmission failed, wheggyc is detailed

in Eq. (4.42). Hence, the overall throughput per frame per o§the proposed ADNC scheme is

given by:
Th Ry .
% ZnN:1 =T PU’s transmission was successful;
ADNC = LopU
1 vN YR’ , . . .
N Ln=1 15t PU's transmission failed;

whereT; is defined in Eq. (4.40).
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4.3.2.3 Direct Transmission

The overall transmission rate per frame per user of the woperative scheme recorded for the
whole TS duratioril” becomes:
1 & Yk Ry
nsp = T2, T : (4.44)
N = L

Finally, we will compare the overall performance of these systems in Section 4.4.

4.3.3 Diversity Order and Network Code Rate

The network coding rat& ¢ characterising the multiplexing capability of the netwadding
scheme exemplified in Section 4.2.2 may be expressed as:

__ Total number transmitted information frames of PUs
"~ Total number of information frames of PUs and CUs

Rnc (4.45)

By further considering the ADNC scheme detailed in Sectidh3} the network code rate of
ADNC-ML1 is given by:

Lm _1q.
RADNC-M1 _ Ty 5¢=1 (4.46)
NC Ly S0
Lm]+Kﬂ12’ f_ 7
Moreover, the network coding rate of the ADNC-M2 scheme magkpressed as:
L -1
L_zi’ ZIL<Sf1>_1I
ADNC-M2 __ L L o~
Rne™ = itk Zi (5770 (4.47)
L .
Tctom,,  Otherwise

where the number of CUs is assumed to be the same as the nuinftiés m our design. As shown
in Eq. (4.46) and Eq. (4.47), the resultant network codirtg ist RA2NC = E—ZE = 1, while the
value of Km; can be adaptively adjusted towaidn order to increase the achievable multiplexing

gain.

Referring to Figure 4.1, the network encoders of the CUs ige¢adhe parity frames based
on the information frames. The network decoders at the BEde#ode the parity frames based
on the modified matrix introduced in Section 4.2.2. Themfdhe M,,4-based scheme and the
Myys-based scheme are comparable, since they share the sameefearsalues oRIEZNC =

LmlL_’f}(mz = % while S¢ = 0 or ZZL(Sf,) = O refer to Eq. (4.46) and Eq. (4.47), respectively.

Accordingly, the information rat&;, s, of our proposed system can be expressed as [183]:

Rinfo = Rnc X NaDNC, (4.48)

which is near-instantaneously time-variant [126, 200jcsiit may be changed for each transmis-
sion session. Furthermore, the diversity order reflectiegaegree of space diversity gain attained
by employing our network coding aided system may be expdeas¢201]:

Dapne = K +my, (4.49)
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where the value oK' is K' € [0,4] for the ADNC-M1 scheme an& < [0,1,2,3,4] for the
ADNC-M2 scheme, whem\M,.g is used. Additionally, the maximum and minimum value of
D apnc— w1 is identical to that oD 4pnc— M2, but the diversity ordeD apnc— a1 is higher than

in the scenarid spnc— M2, When the BS fails to recover the PU’s information, sincevleie of
K'in the Dapnc—m2 Scheme can bél, 2,3]. Figure 4.7 shows both the FER performance and
the average per-user per-link throughput veiisysN, for our ATTCM aided ADNC assisted CCR
system based on the1,,g matrix. It can be seen in Figure 4.7 that the FER performaha®diC-

M1 is better than that of the ADNC-M2, since it has a higheredsity order in some situations,
when their throughputs are comparable. In our CCR schemaijwéor reducing the bandwidth
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Figure 4.7: The FER performance and average throughputseemper link versugb/ Ny
of the proposed ATTCM aided ADNC scheme based onAHg,g matrix detailed in
Section 4.3, as well as of ADNC-M1 fd¢' € 0,4, and ADNC-M2 forK' € 0,1,2,3,4.
The corresponding switching thresholds are refer to Talde 4

requirement, while increasing the transmission rate ofttls. We will employ ANDC-M2 in the
investigations of Section 4.4 because it has a higher nhexiipy gain.

4.4 Numerical Results and Discussions

Figure 4.2 shows the FER performance of the five individualadaptive TTCM modes of Eq. (4.8),
when communicating over uncorrelated Rayleigh fading obtnas well as the FER of TTCM-
aided DNC and of the corresponding non-cooperative schewten transmitting over our com-



System System 1 System 2

The outpulC*(yr < 70) case 1 case 2
Principle of ADNC ADNC-M2 ADNC-M2

Channel Rayleigh and Quasi static fading channel Rayleigh and Quasi static fading chanr]
Number of frame$\V 10° 10°
Adaptive Coding ATTCM ATTCM

Modulation Q-PSK, 8-PSK, 16-QAM, 32-QAM, 64-QAM Q-PSK, 8-PSK, 16-QAM, 32-QAM, 64-QAM
FER bound 1073 1073
Transfer matrix of DNC Mg, Myss Mposq, Myxs
Number of PUs L=24 L=24
Number of CUs K=2,4 K=2,4
my [frame] 1 1
my [frame] 1 1
Pathloss exponent 3 3

Table 4.4: The main parameters of our two systems, where®ystincludes a no transmission mode, while System 2 woulikinthe TTCM-4PSK

mode when the channel quality is poor.
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bined quasi-static (shadow) and Rayleigh (fast) fading chanrigtsure 4.2 substantiates that the
curves that consider only an uncorrelated Rayleigh fadimanoel always exhibit a better perfor-
mance than the curves that characterise the combined spadisi-and Rayleigh fading scenarios.
It is observed that the FER performance of our ATTCM aided D8¢@eme is always better than
that of the non-cooperative scheme, regardless of thefgpatddulation modes. Naturally, the
4PSK modulation mode has the best FER performance. It isrsliowigure 4.2 that the DNC-
4PSK arrangement attains an approxima®lydB gain in comparison to the SD-4PSK scheme
at FER = 1073. As expected, the 64QAM mode has the worst FER performanicen wiewing
this comparison for an SNR-perspective, the DNC-64QAM suhesquired an extri2 dB power
compared to both DNC-4PSK and to DNC-64QAM.

We defineE, / Ny as the transmitted energy per bit to noise power spectralityenatio:
Eb/No dB = Yt dB —10 loglo(RiﬂfO) , (450)

where; is the transmit SNR anfi;;; ¢, is the system’s achievable throughput, which is defined in
Eq. (4.48). Figure 4.8 shows the FER ver&lyg Ny performance of the\, ., and M, g-based
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Figure 4.8: The FER performance and average throughput ger per link versus
Eb/NO; of the propose®gstaem2 2f ATTCM aided ADNC scheme refer to Table 4.4.
“M2x4" and “M4x8” represents the FER and average throughgfubur ATTCM aided
ADNC scheme activating one of five channel quality dependedulation modes using
10° frames based on the mattix(,, 4 and My, s, respectively.

System 2 employing the ADNC arrangement, which represéstpitactical ATTCM transmission

1when the channel gain incorporates both the shadow- and&fi@isiy components, the adaptive transmission regime
counteracts the shadow fading, but it is typically unabladccommodate the Rayleigh-fading.
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scheme of Table 4.4, where System 1 includes a no transmissomle, while System 2 would
invoke the TTCM-4PSK mode when the channel quality is postrinroduced in Section 4.2.1.
Its performance is benchmarked against that of the ATTCMditbn-cooperative communication
scheme. As observed in Figure 4.8, thé, . g-based scheme is capable of providing a significant
E, /Ny performance improvement @9 dB—15 dB= 4 dB atFER = 103 in comparison to the
M. 4-based scheme. In comparison to the non-cooperative sshame proposed\,.s and
M, 4-based ADNC arrangement has a better FER performance. Newifisally, our My, g-
based scheme attains an approxima2zlgB —15 dB= 8 dB gain compared to its non-cooperative
counterpart at FERE) 3.

As we discussed in Section 4.3.2, the average throughpuigeerof the entire system can be
summarized as:

Transmitted packet of PU

——f
LRglé[nTbroadcast _ LRfrl&In (4 51)
LTyroadcast + KTcoopemtive L+K

ﬁave

Required orthogonal channel

Explicitly, Figure 4.8 illustrates the average throughpet-user per-link versug;, /Ny perfor-
mance of theM,, 4, and M. g-based ATTCM-ADNC-CCR scheme, when we employed the five
TTCM modes of Eq.(4.8) and used the case 2 scenario of EQ. (dn9contrast to the ADNC
arrangement, at low SNRs the non-cooperative arrangenasna throughput of iBPS. It is ob-
served in Figure 4.8 that the throughput trends of these titkemes are similar and they approach
5iBPS atE,/ Ny = 40 dB. Therefore, theM 4. s-based scheme has the best FER performance at a
comparable throughput. Figure 4.9a illustrates the moldetsen probability of the 4PSK, 8PSK,

4PsK

8PSK
16QAM -rssmeeen:
132QAM

08 r540am
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Figure 4.9: The FER performance and Mode selection Prabatif each mod-
ulation mode versusEb/NO for the proposedSgsteem22of Table 4.4 based on a
non-cooperative scheme, which is obeyed Figure 4.12. Thesmonding switching
thresholds are refer to Table 4.2.
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Figure 4.10: The FER performance and Mode selection Prlityalif each mod-
ulation mode versusEb/NO for the proposedSgsteem22of Table 4.4 based on
M4 aided ADNC scheme, which is obeyed Figure 4.12. The correfipg switch-
ing thresholds are refer to Table 4.2.
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Figure 4.11: The FER performance and Mode selection Priityalf each mod-
ulation mode versusEb/NO for the proposedSgstmm22of Table 4.4 based on
Mg aided ADNC scheme, which is obeyed Figure 4.12. The correfipg switch-
ing thresholds are refer to Table 4.2.
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16QAM, 32QAM and 64QAM modes, when transmitting over our bamed quasi-static (shadow)
and Rayleigh (fast) fading channels for the non-cooperattheme in the proposed System 2, as
shown in Figure 4.8. Observe in Figure 4.9a that the 4PSK ilatidn mode is employed when
the channel quality is poor, i.e. f@h,/ Ny < 10 dB, even when it is impossible to detect the 4PSK
signals. Hence, the FER for the 4PSK mode is rather high. tiadilly, the 16QAM modulation
mode is the most frequently used one 16dB< E,/Np < 30dB. When the channel quality is
good enough, the 64QAM modulation mode will be employed.ufégt.10a shows the mode se-
lection probability of the five modulation modes in SystenoRthe M, 4 based ADNC scheme,
as shown in Figure 4.8. By contrast, the mode selection pilityaof the five modulation modes
in System 2 for theM g based ADNC are depicted in Figure 4.11a. Additionally, weehalso
considered the average FER performance of each modulatiate rior the transmission period,
which is given by:

The number of erroneous frames of each mode

FER e -
ave Total number of coding sessioN

(4.52)

In Figure 4.9b, Figure 4.10b and Figure 4.11b, we compar& i performance of the five mod-
ulation modes of these three schemes in the context of Sy&terthat of the ADNC performance
shown in Figure 4.8. In our design, the FER target is below?. From Figure 4.9b, Figure 4.10b
and Figure 4.11b, we find that the ADNC scheme maintained alFERr10—2 using the five fixed
modes. Having investigated both the FER and the througHgsystem 2, we will discuss the rel-
ative performance of System 1, which employs a ‘no trandorignode’ in our proposed schemes.
Figure 4.12 shows the FER vers83/R; performance of ouM,, 4 and M. g-based System 1
employing the ADNC arrangement, using the parameters shmowable 4.4. In Figure 4.12, we
compare the throughput of three schemes at a comparable EBEiRcitly, the non-cooperative
scheme employed the BPSK, 8PSK, 16QAM of ATTCM transmissimaes. The reason for con-
sidering three modulation modes for our non-cooperatibese is because the FER performance
of the non-cooperative benchmark scheme is somewhat gaB82QAM modulation mode were
to be used, the FER would become excessive. Similarly, we baly opted for four modulation
modes for our ATTCM-ADNC-CCRM,, 4 matrix. Observe in Figure 4.12 that the FER recorded
at the RN becomes lower thaf—3 both for the ADNC and for the non-cooperative scheme. The
FER performance curves of thef,.4 and of theM . g-based ATTCM-ADNC-CCR scheme and
of the non-cooperative scheme crossed each otheN&; = 10 dB. Beyond that point, the FER
performance of the ADNC scheme became better than that ofihveooperative scheme, namely
for SNR. > 11 dB. Moreover, at FER¥)~° our proposedM . s-based scheme attains 4h dB
—26.5 dB= 13.5 dB gain compared to the non-cooperative scheme.

As observed in Figure 4.12, our proposéd, . s-based ADNC scheme has a better throughput
than the non-cooperative scheme $¥R; > 25 dB. Explicitly, we found in Figure 4.12 that the
ADNC scheme achieved a throughputsod BPS, which is5.0 — 3.0 = 2.0 bits higher than that
of the non-cooperative scheme at SNR 45 dB. Observe furthermore in Figure 4.12 that the
throughput of theM,4-based ADNC scheme is higher than that of the non-cooperatiheme
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Figure 4.12: The FER performance and average throughputseemper link versus SNR

of the proposedsystem lof ATTCM aided ADNC scheme refer to Table 4.4. “SD”,
“M2x4” and “M4x8" represents the FER and average throughgfubur ATTCM aided
non-cooperative scheme using one of three modulation madégthe ADNC scheme
for four and five modulation modes based on mathit, .4 and My.g, respectively.
“SNR-adaptive” ATTCM-ADNC-CCR scheme is represented thiatays activates the
best scheme for the set of “SD”, “M2x4” and “M4x8" based sclesnin terms of the
average throughput as a function of the SNR which has destiib Section 4.4. The
number of transmitted framesi8°. The corresponding switching thresholds are refer to
Table 4.2.

for SNR; > 20 dB. More specifically, the proposed, . s-based ADNC scheme requires four TSs,
while the M 4-based scheme only requires two TSs, when the BS failed téeffaly receive the
source information from the SN, albeit these ADNC schemibsdfao achieve a higher throughput
for low SNR.. Hence, it is better to activate a non-cooperative model laivaSNR, since its
throughput per user per link is better. Then the “SNR-adeptATTCM-ADNC-CCR system
characterized in Figure 4.12 is the scheme that alwaysatetithe best scheme for the set of non-
cooperativeM,, 4- and My g- based systems in terms of the average throughput as adancti
of the SNR. Note that at FER8~* the FER performance of the “SNR-adaptive” scheme is better
than that of theM,,4-based arrangement, but at FER=> worse than that of the\,, s based
scheme.

Figure 4.13a, Figure 4.14a and Figure 4.15a illustrate theeanselection probability of various
modulation modes both for a non-cooperative scheme anavfo ADNC schemes in the context
of System 1. Explicitly, the FER and throughput are shownigufe 4.12. As discussed before, we
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Figure 4.13: The FER performance and Mode selection Prlityalf each mod-
ulation mode versusSNR; for the proposedSgstetenilof Table 4.4 based on a
non-cooperative scheme, which is obeyed Figure 4.12. Thesmonding switching
thresholds are refer to Table 4.2.
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Figure 4.14: The FER performance and Mode selection Prlityalf each mod-
ulation mode versusSNR; for the proposedSgsteemilof Table 4.4 based on
M4 aided ADNC scheme, which is obeyed Figure 4.12. The correfipg switch-
ing thresholds are refer to Table 4.2.
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Figure 4.15: The FER performance and Mode selection Prlityalf each mod-
ulation mode versusSNR; for the proposedSgsteemilof Table 4.4 based on
Mg aided ADNC scheme, which is obeyed Figure 4.12. The correfipg switch-
ing thresholds are refer to Table 4.2.

have considered three modulation modes for our non-cotiyperscheme, since the FER perfor-
mance of the non-cooperative benchmark scheme is somewbiathor the same reason, we have
only considered four modulation modes in out,. 4, based ATTCM-ADNC-CCR based scheme.
With reference to Figure 4.13, we can see that the 16QAM mae wsed frequently, when the
channel quality was good. By contrast, the 32QAM mode is thetrocommonly used one in Sys-
tem 1 for SNR > 15 dB as seen from Figure 4.14a. Moreover, the no-Tx mode is @ragl
when the channel quality is poor, as demonstrated in Figli&e4 Figure 4.14a and Figure 4.15a.
Furthermore, observe from Figure 4.13b, Figure 4.14b agdrEi4.15b, that the individual FER
performance of these three schemes in the context of ther8ykis based on Eq. (4.52). In Fig-
ure 4.15b, the FER of 4PSK modulation mode is bel@w!, for 0 dB < SNR; < 10 dB, because
predominately the 4PSK modulation mode has been selectédNB; < 10 dB by referring to
Figure 4.15a. The bandwidth-reduction factBg)(may be formulated as [202]:

B, = 1-12, (4.53)

Nave

wherensp denotes the throughput of the non-cooperative system gmgl&TTCM, as defined
in Eq. (4.44) andj,,. is defined in Eq. (4.51).

In Figure 4.16, we consider the attainable bandwidth reduatersus SNRfor our ATTCM-
ADNC-CCR system based on thef,, 4 and Mg matrices of Table 4.4. It is observed in Fig-
ure 4.16 that the highest bandwidth reduction is achievethbyM . s-based ADNC scheme,
which result inB; = 40 % for SNR; > 42 dB. Observe in Figure 4.12 that the corresponding
maximum throughput of the ADNC schemerspnc = 5, while that of the non-cooperative
scheme isjsp = 3. Thus, based on Eq. (4.53), we arriveBat = 1 —% = 04 = 40%. By
referring to Figure 4.16, we observe that thé, . 4-based scheme may achielg= 25 % at high
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Figure 4.16: The bandwidth reductidBy versus SNR of the proposedSystem 1of
ATTCM aided ADNC scheme refer to Table. 4.4. “SD”, “M2x4” afisll4x8” are de-
noted the FER and average throughput of ATTCM aided non-@@dipe scheme using
one of three modulation modes and the ADNC scheme for foufiemdhodulation modes
based on matrixM, 4 and Mg, respectively. “SNR-adaptive” ATTCM-ADNC-CCR
scheme is represented that always activates the best s¢bethe set of “SD”, “M2x4”
and “M4x8” based schemes in terms of the average througtgpatfanction of the SNR
which has described in Section 4.4.

SNRs, namely foiSNR; > 42 dB. Thus, theMy.g-based ADNC scheme is capable of saving
40% —25%= 15% more bandwidth than th&1,.4-based ADNC scheme. Moreover, the perfor-
mance of the “SNR-adaptive” ATTCM-ADNC-CCR scheme chaezed in Figure 4.16 provides
the highest bandwidth for the PU, regardless of the SNR. trpoaposed ADNC-CCR schemes,
the size of the DNC matrix and the number of frames transchjter PU/CU would influence the
number of supported PUs. More specifically, based aN,aq N.)-element DNC matriMy, « N, ,
the number of PUs that can be supported oveNaiframe periods is given b, / N, whereNy

is the number of frames transmitted per PU duringXhdrame period. Hence, thé1,,s-based
DNC-CCR scheme is capable of supporting= {1,2,4} PUs, when we havtVs = {4,2,1}, re-
spectively. We found that both the FER and the average thpmuger user per link versusN R;
performance would be similar, when supporting various nemalb PUs when using the same trans-
fer matrix. Investigations based on a larger DNC matrix,hsas the M1, of [195], will be

considered in our future work.
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4.5 Chapter Conclusions

In this chapter, we have conceived an ATTCM-ADNC-CCR schewteere both the ATTCM
scheme and the ADNC technique were configured accordingetomdlar-instantaneous channel
conditions. Additionally, we have considered an advancethod to feeding back the transmis-
sion state of the PUs from the BS to the CUs. More specifictily,BS would feed back a flag
to the CUs concerning the success or failure of the trangmigsom each PU to the BS. By con-
sidering this method, we found that our proposed ATTCM-ADRCR scheme enables the PU
to transmit2 BPS more information at a given SNR, which may be used foasihg up to40%

of the bandwidth for exploitation by the CUs. The overlaydth€CR system of Chapter 3 only
considered simple RNs without the capability of invoking thDNC technique. By contrast, the
network coding schemes investigated in this chapter wemeaieed for the CCR system, where
the CUs were capable of transmitting the DNC-encoded irdion of both the PUs and CUs to
the BS. Furthermore, in our proposed ATTCM-ADNC-CCR scheiime ATTCM mode switching
operation at the CUs/RNs was based on the corresponding Eiftipance of the TTCM scheme
over a Rayleigh fading channel.



Chapter

Pragmatic Distributed Algorithm for
Spectrum Access in Cooperative
Cognitive Radio Networks

5.1 Introduction

In Chapter 3 and Chapter 4, we have investigated Cognitilie (€R) schemes based on cooper-
ation between Primary Users (PUs)s and Cognitive Users \GhJthis chapter, we further extend
our CR schemes to multiple PUs under two different scenatioshe first scenario, all PUs will
compete with each other, while in the second scenario, afl WIll cooperate with each other.
More specifically, the PUs negotiate with the CUs concertiregspecific amount of relaying and
transmission time, which the CU will either accept or dezlirAdditionally, the CUs may serve
as Relay Nodes (RNs) for relaying the signal received frommRiJs to their destinations, only
when both the PUs’ and the CUs’ minimum rate requirementssatiefied. This will reduce the
required transmission power and/or increase the trangmisate of the PU. There are numerous
contributions on spectrum access schemes and their impabeahroughput of the primary and
cognitive networks [68, 81]. In this chapter, we also coesithe overlay scheme associated with a
Cognitive Radio (CR) network, which has been introduceddnti®n 1.3, where we require coor-
dination or/and cooperation among the PUs and CUs. In CRanksywresearchers tend to use three
major utility functions: i) maximizing the utility of the P§J[98, 203], ii) maximizing the utility of
the CUs [204—-207], and iii) maximizing the total utility obth PUs and CUs [208-211]. The au-
thors of [211] considered multiple PUs as well as CUs, whiéields and CUs may be considered
to be selfish, hence they may only be concerned about theitbewafit, pursuing their own best
strategies for maximizing their own rate or throughput.

In our work, we state a fairly general cooperative spectrbaring problem, which is aimed at
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maximizing the PUs’ utility, and provide a solution in therfoof a distributed algorithm that can be
shown to be convergent but sub-optimal. In [98], a Convexati®istributed Algorithm (CDA) was
proposed, which may be viewed as an evolution from the dynawition algorithms [212,213],
since it considers a resource-allocation [214] framewbeék facilitates a joint competitive strategy
of the PUs and the CUs conceived for accessing the spectalinees. Moreover, the authors
of [98] conceived a non-cooperative game, which employ<Cibé for efficiently representing the
interaction among the competing PUs, where each PU chotssakocation independently of the
others in order to improve its own performance. This is adgsid as our first scenario, where the
PUs do not cooperate with each other. Explicitly, a speeiraéss strategy is designed for multiple
PUs and CUs, where the PUs and CUs are carefully paired foriagghat both the PUs’ and the
CUs’ minimum sum-rate requirements are satisfied. Eackega assists in relaying its paired-
PU’s signal in exchange for a transmission opportunity gishe PU’s spectrum. However, the
PUs under the CDA would sometimes compete among themselvesdperating with the same
relay, which may degrade both their utility and throughpdbreover, in our design, a Pragmatic
Distributed Algorithm (PDA) is proposed for supporting tefficient spectral access of multiple
PUs and CUs in Cooperative Cognitive Radio networks. Inresntto the CDA, our proposed
PDA, which may be classified as a repeated game [84, 215, 2t®&re all PUs are capable of
cooperating with each other. This constitutes our secoada® where the PUs do not compete
with each other. The PUs are motivated to form a grand coalif217, 218] for achieving an
increased expected PU rate by discouraging the PUs from etimypwith each other for the same
CU's assistance. Furthermore, the concept of a penaltiginent is introduced [215], which is
imposed only for a carefully selected finite period for thkesaf discouraging non-cooperation
among PUs. Moreover, we show that the cooperative spectcaisa based on our PDA reaches
an equilibrium, when it is repeated for a sufficiently longation. These benefits are achieved,
because the PUs are motivated to cooperate by the incerftaghizving a higher PU rate, whilst
non-cooperation can be discouraged with the aid of a liraiti@ction punishment.

Furthermore, we invoke an attractive practical ATTCM scheas discussed in Chapter 2,
which appropriately adjusts the code rate and the modulatiode according to the near-instantaneous
channel conditions. The transmission rate/throughputunfsystem is adapted according to the
instantaneous channel conditions. A more vulnerable, ighien-throughput TTCM scheme is em-
ployed when the channel conditions are good, while a lowerdghput but more robust TTCM
scheme is used, when the channel conditions are poor. Addily, we have considered a pair
of idealistic adaptive schemes based on both the capacilBCMC and DCMC in our proposed
CCR scheme as the upper bound. More specifically, the CCM€Edbadaptive scheme assumes
that idealistic coding and modulation schemes are emplégredommunicating exactly at Shan-
non’s capacity. By contrast, the DCMC based adaptive sclammgmes that an idealistic capacity-
achieving code is employed for allowing the PSK/QAM modolaischemes considered to operate
right at the modulation-dependent DCMC capacity. It wastbthat the joint design of coding,
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modulation and user-cooperation may lead to significanuaduienefits for all the PUs and the
CUs.

5.2 System Model

In our design, we consider an overlay CCR scheme suppoftjng number of “PU transmit-
ter (Pt) and PU receiver (Pr) paiFs”namer({Ptl}lL:”l’, {Prl}lL:P?), with the Ith pair having a
rate requirement oRpy, .4, and with each pair occupying a unique spectral band of ataohs
width. In our scheme, there afg-; “CU transmitter (Ct) and CU receiver (Cr) paifs’namely
({Ctk},fi‘{, {Crk},fi‘{) pairs, with thekth pair having a requirement @®cy, .;, and seeking to
obtain access to a spectral band occupied by a (Pt, Pr) paire§uire that PUs and CUs share the
spectrum, where the CU must suitably compensate the PU ifiog permitted to use the spectrum.
Specifically, each Pt attempts to grant spectral access migaei(Ct, Cr) pair in exchange for the
Ct cooperatively relaying the Pt's data to the correspanéin Four types of matching algorithms
will be described in Section 5.5.1.

het,cn Time slot Tgp ———
Cr Y Time slot Ty -+
e T L Cr, T%me slot Ty _____ =
ﬂlkf ﬂlk(l — 6) (1 — ﬁ]k) CI‘Q % Clk THHe SIOt T =
————————— =
T, T, T,

Figure 5.1: The spectrum-access model for primary user agditive user.

Figure 5.1 illustrates the time period allocation of the Ridd CUs, wherd is the original time
period allocated for the Pt to transmit its source messageeter. We will refer to{ 8 } 74V as
the time allocation fraction, whee < B, < 1. When the Pt is assisted by a Ct/RN, the Pt relies
on a time-fraction of3; . T to convey the source message to the Pr and Ct/RN. More spdigific
the Pt simultaneously transmits its message to Pr and Ct(RiINgitheTy = B, « Te; x time-period,

1The Pt-Pr pair constitutes the PU’s transceiver. We repteéle PU acting as the Source Node (SN) by Pt. Similarly,

Pr denotes the PU which acts as the destination node PU.
2The Ct-Cr pair is the CU's transceiver. The notation Ct/Rptesents the CU that acts as the relay node for helping

the PU'’s transmission, while Ct denotes the CU that act aSkh& Cr, which denotes the destination node of a Ct.
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where0 < €, < 1. Additionally, the Ct/RN cooperatively relays the Pt'srsifjto Pr in the
subsequent; = B; (1 — € )T time-periods. Then the Pr applies maximum ratio combinorg f
detecting the signal received from the Pt during the flistime period, and the signal received
from the Ct/RN in the subsequeifit time periods. After the PU has ceased its transmission, the
system will allow the CUs to transmit their information taetbther CUs by using the remaining
time period ofT, = (1 — ;)T for their own communications. In other words, a Ct/RN assist
in saving some of the transmission powers of the Pt due tceithection of the transmission period
from T to (To + T1). The Pt transmits durindy, while the Ct/RN forwards the source message
during T; and the Ct/SN can broadcast its message to other CUs dusgngrta periodl,. Let us
assume that the transmission power per unit frequencyritiesl from the Pt id’s watts/Hz and
the target transmission rateR$; bits/s.

During the first Time-Slot (TS)y, the PU broadcasts the source messageboth the Pr and
to the Ct/RN. We assume that our proposed scheme relies ome Division Multiple Access
(TDMA) scheme, where PUs do not transmit simultaneouslytfersake of avoiding any inter-user
interference. The signal received at the Pr is given by:

]/Ptl,Prl =V PShPtl,Pr;x + nPtl,Prl ’ (51)

and the signal received at the Ct/RN is:

]/Pt,,Ctk =V PShPt],Cth + nPt;,Ctk . (52)

During the second T3; the Ct/RN would forward the source message to the Pr usingadhs-
mission power ofP-g watts/Hz. Similarly, the signal received by the Pr underAtAd- protocol
via the RD link may be expressed as:

thk,Prl = WAy PCRthk,PrlyPt;,Ctk + nCtk,Prl s (53)

wherew, = [13] is the amplification factor, whilep;, p,,, n1py, ct, @ndncy, p,, are

the Gaussian noise vectors, which have a zero mean and avacigece ofNy/2 per dimension.
The channel gain ternigy, p;,, hpy, ct, andhcy, pr, are assumed to be Rayleigh distributed, obeying
the complex-valued Gaussian distribution(o¥/(0,1). In our system, the path loss is included in
the channel gain term. In our scheme, both the Pt and the QitlRxE the same bandwidth. The
achievable instantaneous rate of fhie PU when employing théth CU at a givens; , may be

represented as:
RE}EI (:Bl,k) = CPU],k,Bl,k . (54)
where the capacity of PUpy,, based on the Shannan theory is given by:

Ypulhpe,pr|?

19
de[,PV[

T
Cruy, = b log, |1+ + fercrpr| S (5.5)
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where we have
frecepr =
yeuvcullpy,ce ey, pr

: 5.6)
2Aqu 2o o o (
’)/Pu‘hptll(:tk| dCfl,Pi’l + ’ycu‘thkrPrl‘ dPt,,Ct, + dpfl,CfIdCfI,Pi’l

The factor% in Eq. (5.5) is due to the time fractia = % when we havdy = T;, where the
Pt utilizes the first TS, and the Ct/RN uses the second TSto transmit the PU'’s signals. If the
To # Ti, then the rateR[ ! at a giveng, . of the cooperative relay channel is given by:

PU __
Rix = BiierkT log, 7
Pt;,Pr;

h 2
1+ M —+ fPt,Ct,Pr] s (57)

Note that the transmit SNR of the PUys; = %0 and that of the CU iy ¢y = PN%e Moreover, in
the non-cooperative scenario, the achievable sum rate dfitact link between Pand Py is given

by:

Ciy = Tlog, |1+ (5.8)

o
dPtI,P}’[

Ypulhp,pr, |2]
7

while the minimum rate requirement of the PU is givenR:f)éjq = Cpy-

The achievable transmission rate of #té CU when assisting thih PU at a giverg;  is

formulated as:
k
REF(Bi) = (1= Bi)Tlog, |1+ vculhly o, | (5.9)

where the channéi(cﬁ)k,&k

o = 1/d}, [13] andd,,; is the geometrical distance between nadsd nodeb, while the path-loss

depends on the frequency band providedsy, while the pathloss is

exponent considered in our simulationsvis= 4. Moreover, we assume that Pt and Pr are located
at the opposite sides of a square at a normalized distaneeothusdp;, p,, = 2.0 as considered

in [98] . Additionally, the Cts/RN and Crs are assumed to lmeloanly located within an internal
square having an edge-length of one, hence we ttavedc;, cr, < v/2). As shown in Figure 5.2,
the distance between Pt and Ct/RN is defined as

dpy,ct, = \/\xa — 12+ ys —mnl?, (5.10)

while the distance between Ct/RN and Pr is given by:

det,pr = \/\Xz — 232+ [y2 — 32, (5.11)

wherex; = 0.0, x, = 2.0 and0 < y, = y; < 2. Furthermore, we consider an outdoor environ-
ment, where the path-loss exponent is givervby 4 [167].

5.3 Formulation of the Optimization Problem

The achievable transmission rate of the PU given in Eq. {8a8) be rewritten as:

Ri¥ = PBixCruy (5.12)
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Figure 5.2: The system design of distance setting.

whereCpy,, represents the PU’s capacity by considering the cooperegiaying, which was de-
fined in Eq. (5.5). Thus, the achievable transmission rathefCU in Eqg. (5.9) can be rewritten
as:

Rt = (1—Bux)Ceuy, (5.13)

whereCcy,, denotes the capacity between the transmi@tgrand the receive€r,. Both PUs and
CUs have their minimum rate requirements, thus in a valipeaative relaying strategy, we must
have:

ﬁl,kCPul,k > R%;gq and (1 — ,Bl,k)CCU;,k > Rl(cj,%q . (5.14)

Additionally, let us define al(p;; x Lcy)-element matching matridd, where thdth PU is matched
to thekth CU, if their corresponding matching matrix entry is givieynm; , = 1 andm;; = 0
otherwise. We also define &5y x Lcy)-element time-slot allocation matrik with elements3, ;.

In particular, the optimization problem of maximizing theatthed sum rate can be formulated
as [203, 208]:

Lpy Lcu

{Meen, Teeny — max Yo ) myW(Bik) (5.15)
A |

st. (@)RIF(Bix) = REL VIVE

Lreq”
(B)Ri (Bix) > Riph, , VIVK
()0 < Bk < 1,VIVKk

Lpy

(d) Y my <1,k
=1

Lcy

(6) Zml’k S 1,Vl .
k=1
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The conditions (a) and (b) are stipulated for ensuring thatrhinimum rate requirement of the
PUs and CUs can be achieved. Condition (c) ensures that tladidcation is limited to its bound.
Finally, conditions (d) and (e) are imposed for ensuring gzch PU(CU) will only be matched to
one CU(PU). We assume that each transmitter-receiver paithe knowledge of the number of
PUs and CUs in the network. Without loss of generality, we alssume that the number of CUs is
higher than the number of PUs. Moreover, the choice of thehitéV (5, ;) of Eq. (5.15) depends
on the utility to be maximized.

e The optimization problem of considering matched PUs carobadlated as:
Weu(Bix) = PBixCruy - (5.16)
e The optimization problem of considering matched CUs ismive:

Weu(Bix) = (1—Bix)Ccuy, - (5.17)

e The optimization problem of maximizing the total sum rateradtched PUs and CUs may
be expressed as:

Wiotat (Bix) = BixCruy, + (1 — Brx)Ceuy - (5.18)

Note that, the cooperation between the PUs and CUs is &eilitvia time-allocation, where the
objective function of Eq. (5.15) is a linear appropriatetmission function of the time-slot factor
B1 k- The optimization problem of Eq. (5.15) can be decoupledh vaspect to two entries, namely
M andT, which are two sub-problems:

Lpy Lcu Lpy Lcuy

{M", T"} = max YN W(Bik) - max Yo N my . (5.19)
I=1k=1 I=1k=1
Sub-problem A Sub-problem B

At the first step, the optimum value gf ; of sub-problem Ain Eq. (5.19) may be found based on
the condition (a), (b) and (c), where the computation of tma sate of the PUs and CUs has been
introduced in Section 5.2. Then the optimizationgpf can be formulated as:

Lpy Lcu

= max Y)Y W(Bik) - (5.20)
z

Lk 1=1k=1
Based on condition (a) of Eq. (5.15), the lower boun@gfis given by:

PU

R
min > C’”q : (5.21)
PU,

Moreover, the upper bound gf , based on condition (b) of Eq. (5.15) is given by:

cu

R
prax < _kret (5.22)
' Ceuyy

There are three cases for settj(ﬁgg(” of Eq. (5.20):
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e When considering the sum rate of the matched PUs as the aption problem, we have:

REU
req
Lk
e When maximizing the sum rate of the matched CUs, we derive at:

RPU

req

?/ekn = CcPu - (5.24)
Lk

e When maximizing the total sum rate of the matched PU and Clyetie

Rpu req

cen __ Cpu
Lk —

Ccu > Cpu; (5.25)

Rcu
1 _ ZClreg

o Ceu < Cpu;

The derivation of Eq. (5.25) is detailed in Appendix A. Aftsolving the Sub problem A of
Eqg. (5.19), the solution of the optimization problem of E5}16) can be re-derived as :

{M*"} = max W( ffk”)mlrk, (5.26)

Lcu

(e) Y my<1,VI,
k=1

where the condition (d) and (e) is a binary one.

Lemma 5.1.The solution of Eq. (5.15) is a feasible solution of Eq. 6.R208].
Proof: Let us denotg87%", m{%") as the solution of the optimization problem of Eq. (5.15)eTh
weightW( ffk”) depends on conditions (a), (b) and (c) of Eqg. (5.15), whick beesolved according
to the termsR7! (Bi'), R, R (Bi§") andRy Tl . These four terms can be calculated based on
the known channel conditions. This follows from the factt tifie weightW (B, ) only depends on
the variableg; x. Specifically, the maximum value of tH& (8, x) can be obtained by maximizing
the variables; .. Note that, the optimal objective of Eq. (5.26)%6([35/@,(”)7111,,(, which is a specific
instance of the formulation of Eq. (5.15), sink&B, ) of Eq (5.15) is substituted b (87") of
Eq. (5.26). Therefore, the solution of Eq. (5.26) is a fdas#mlution of Eq. (5.15). Hence, the

lemma establishes the procedure of solving the originairopation problem of Eq. (5.15).

5.4 Coding and Modulation Design

In our proposed system, we will make use of this power- andiwatth-efficient TTCM scheme
which was discussed in Chapter 2. Employing TTCM has theradga that the system’s effective
throughput can be increased upon increasing the code ratm the channel-quality improves.
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Additionally, the BER performance of the system may be inmpcowhen TTCM is used [95-97].
The TTCM encoder comprises two identical parallel-conuatted TCM encoders [99] linked by a
symbol interleaver. The first TCM encoder directly procedbe original input bit sequence, while
the second TCM encoder manipulates the interleaved vedsitre input bit sequence. Then the
bit-to-symbol mapper maps the input bits to complex-valsygabols using the SP-based labelling
method [96]. The structure of the TTCM decoder is similarhattof binary turbo codes, but
each decoder alternately processes its correspondinglereEehannel-impaired output symbol,
and then the other encoder’s channel-impaired output symiin@64] [96]. More details on the
TTCM principles may be found in [96]. We have employed a ATTG8Mheme for protecting the
SR and the RD links, where the effective throughput (or imfation Bit Per Symbol (BPS) ) range
is given by iBPS= {0,1,2,3,5} BPS when no transmission, QPSK, 8PSK, 16QAM and 64QAM
are considered, respectively. Moreover, the TTCM modechivig thresholdsy=[yo, v1, 72, 73]
were determined based on the BER performance curves of édbh four TTCM schemes in a
Rayleigh fading channel, which is shown in Figure 5.3. Sjeadly, the ATTCM mode switching
operation and the throughput of the modes are specified biplibe/ing algorithm:

(

73 < TR TTCM-64QAM, iBPS=5;
72 < 7R < 73, TTCM-16QAM, iBPS=3
MODE = { 4, < v < 72, TTCM-8PSK, iBPS=2
70 < Yr <71, TTCM-4PSK, iBPS=1

YR < Y0, No transmission, iBPS=0

In contrast to the idealistic CCMC based AAF design disadiseeSection 5.2, we investigate a
practical design of the CCR scheme advocated using an ATT@3dDAF scheme. As shown
in Figure 5.1, all Cts/RN operate in the half-duplex DAF maahel it is assumed that each Ct/RN
only knows its own channel, but that the Pr estimates all ecksnwith the aid of training. The
signal received via the direct (Pt-Pr) link is also detectéé use the notatiory,, to refer to the
instantaneous receive SNR of the link between noded nodey. The receive SNR at nodeis
given by:
ho 2

= % , (5.27)
whereh,, represents the quasi-static Rayleigh fading channel leetwedes andb. The channel
gains are independent of each other. The quasi-static ighyfading channels between the Pts
and the Cts/RN are denoted [&s;, ct,, - - -, 1pt,,ct,| Ly, x Loy While those between the Cts/RNs and
the Prs are represented I, pr,, - .., ety pr Loy xipy - AS S€€n from Figure 5.1, we havex( k)
links spanning from the Pts to the Ct/RNs supportedkb@ts/RN and alsok(x I) links spanning
from the Cts/RN to the Prs.

Each of the communication links will be assisted by the ATTE€Meme. We note that Shan-
non’s CCMC capacity is only restricted by the SNR and the tédith. The CCMC and DCMC
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based schemes have been discussed in Section 3.4.1.1. pemifically, we have specifically
chosen the switching thresholds to ensure that the BER &his lower than 10°. The corre-

sponding switching thresholds of the ATTCM, as well the petrfCCMC and DCMC-achieving
scenario were shown in Table 5.1.  The reason why we have rhibeeBER at the RN to be

Y[dB] at BER= 10"°
Channel _
Uncorrelated Rayleigh BPS
i
Coding/ Modulation | ATTCM | DCMC | CCMC
4PSK 4.8 2 1.75 1
8PSK 12 8 6 2
16QAM 16 12.5 11 3
640QAM 24 20 17 5

Table 5.1: The SNR thresholds of TTCM, DCMC and CCMC schemasnacommuni-
cating over AWGN and uncorrelated Rayleigh fading channEle values are tabulated
based on Figure 5.3.

lower than10~° is that the error floor emerging at BER10~> can be removed by using a long
outer code, such as a Reed Solomon Code (RSC), albeit no RSvasdused here. For quasi-static

10° f .
64Q0AM —o— |

16QAM ——
8PSK —a— |

4PSK —e—

4
107 |

1072 |

BER

1
1
2
5
5

N

<,
[
T

10

CCMC-iBPS
DCMC-iBPS
CCMC-iBPS
DCMC-iBPS
DCMC-iBPS=
CCMC-iBPS
DCMC-iBPS

SNR[dB]

10°°

Figure 5.3: The BER versus SNBerformance of TTCM using a frame length of 120,000
symbols, when communicating over Rayleigh channels. FG@M iterations were in-

voked.

fading channels, the achievable rates over different Ibdesome random and vary as the channel
changes. We have considered two different methods of dimdutne total system rat&;,,,; be-
tween the communication link Pt-Ct and Ct-Pr, namely bothlthwer-bound and upper-bound of
the system’s total rat&;,;,;. The lower bound assumes that the DAF based RN/Ct forwamls th
received signal to Pr directly and the corresponding rateesminimum of the rates in the Pt-Ct
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and Ct-Pr links [219, 220]:
1 .
Ri" = - min{Rpy—cy, Rey—pr} (5.28)

wheret is the number of TSs in the cooperative relay transmissiomcivisider the classical= 2
TSs based cooperative relaying channel. We ensured thspdodic hop associated with the lower
sum rate would convey its message successfully, while ther dtop having the higher sum rate
would give up some of its capacity. Moreover, we have alsaictamed the upper-bound of the total
achievable rate based on the average of the achievableatamaf both the Pt-Ct and Ct-Pr links
as [221]:
1

R;lj:per = ? (RPtl—Ctk + RCtk—PVI) . (529)
More specifically, the upper bound assumes that the DAF bRBEGt always has enough data for
transmission to the Pr and that its memory is always suffi¢@rstoring the data arriving from the
Pt.

5.5 Maximizing the Sum Rate of Matched Primary Users

In this section, we considered the optimization problenculised in Section 5.3, which aims for
maximizing the sum rate of matched PUs, and the correspgnai@ight are shown in Eq. (5.16).
Then, the optimization problem of Eq. (5.15) can be rewrits :

Lpy Lcu

max ) Y BixClilmi, (5.30)
MT 5=

st (a)BixCly' > Riy, , VIVk
(b)(1 = Bri)Cix' > REH,  VIVK
(€)0 < B < 1,VIVEk

Lpy

(d) Z mj k <1 ,Vk
I=1

Lcu

(e) ) my<1,VI. (5.31)
k=1

The purpose of this section is twofold. First, we proposeistiituted algorithm, namely the PDA,
for efficient spectrum access, invoking cooperation amiotigs PUs for obtaining an improved
performance for all PUs. Additionally, this PDA is formuwdgt as a punishment based repeated
game for attaining equilibrium. Secondly, we extended #yweated game concept to both the
idealized perfect capacity-achieving coding scheme arahtattractive practical adaptive coded
modulation scheme. The simulation results will show thatpmeposed PDA algorithm is a sub-
optimal solution of Eq. (5.30) by comparing it to the optinsalution, which is obtained by the
centralized algorithm.
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5.5.1 The Matching Algorithm

In this section, we briefly highlight the matching algoritti@8] invoked for determining the spec-
tral access for each (Pt, Pr) and (Ct, Cr) pair.

5.5.1.1 Preference Lists

Before any offer is made to the CUs, the PUs construct a peafdist of CUs, which can satisfy
the PU’s rate requirement. Specifically, each Pt has a mmderlist of Cts/RN that may assist in
relaying its message, so that its achievable sum rate bexhigber than its minimum sum-rate
requirement. Thus, the preference list foriBtgiven by:

Leu
PULIST, = {(Ctk(k),CrK(k))} ) (5.32)
k=1
where the functior (k) satisfies the following conditions:
R (Bue()) > Riveg K€ (1., Leu) - (5.33)

The index of the CUs may be recorded in the PULIST, while theiresponding rate has satisfied
the PU’s rate requirement. Additionally, we have assumedl tte first Ct(k) at the top of the
PULIST, provides the highest ratﬁ{f}j(k)(ﬁ,,,((k)). Similarly, each CU also has its preferred PU
list, and if it transmits in the spectral band occupied bypteferred PUs then its achievable trans-
mission rate is higher than its minimum sum-rate requir&nﬂéﬁ%q. Thus, the preference list for
Ct, is given by:

Lpu
CULIST, = {(ml(l),Pr,(,))}l:1 ) (5.34)
where the function(]) satisfies the following conditions:
R (Buiy ) > Rigeq: 1€ (1, Lpu) - (5.35)

Again, the ordering of the CULISTalso range from the highest to the lowest.

5.5.1.2 Centralized Algorithm

In the Centralized Algorithm (CA), we consider all possilmatching of the (Pt, Pr) and (Ct,
Cr) pairs, and then select that particular matched pairchivhias the maximum sum rate refer to
Eqg. (5.30). In our system, we aim for ensuring that each PU aral CU pair has satisfied its
minimum rate requirement. By referring to Eq. (5.30), it s@es plausible that the optimization
problem is non-linear and requires an exhaustive searchailvpossible matching pairs and TS
allocation combinations. If the PUs and CUs always want tgimee their own utilities, then the
outcome of the optimization problem may not be in the bestréatts of at least one of those users,
hence the centralized approach may not be ideal. When tlimipation problem is solved, the
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resultant matching information relating the PUs and CUsattheother will have to be transmitted
to the corresponding users. The amount of overhead reqgfdretiis side-information increases
with the number of users, which may become excessively higidering it impractical. More
specifically, the centralized algorithm relies on an extimesearch method that imposes the high-
est number of operations for the sake of finding the optimulutism. Therefore, the centralized
algorithm imposes the highest complexity. In this sectiwa,give higher priority to the PUs and
focus our attention on maximizing the PUs’ utility. Let uss@er a specific example which has
L = 2 PUs andK = 3 CUs. Note that we have listed all possible matching pairarben these
two PUs and three CUs in Table CA-1 as shown in Figure 5.4. Ttationm; ; represents the
matching pair between thi¢gh PU and theith CU. The notationP; of Figure 5.4 defines the sum
rate of matched PUs among the corresponding matching pairsexample P; is the correspond-
ing sum rate of PYand PY, while PU, is matched to Cand PU is matched to Cbl In the CA
algorithm, we would select the final matched pair, which Imastighest value oP; according to
Table CA-1 of Figure 5.4.

@ @ @ Pl o o
PZ my g ms 3
PU, [nll.l j—T‘ [mlz }T [ml,:s Py my» my

* * Py my o ma3
2,3

}
PU, [mu )J [mz,z )J [m ]Pf my 3 my
6
f f !

my 3 ms o

Table CA-1 all possible matching pairs

Figure 5.4: An example to illustrate the CA algorithm.

5.5.1.3 Conventional Distributed Algorithm

The key idea of CDA algorithm is that each (Pt, Pr) pair tragli¢s a particular (Ct, Cr) pair for the
sake of attaining mutual benefits in the context of coopezatlaying. This trading will be carried
out by negotiating the specific number of TSs allocated, mathe value ofg; .. The PUs are
willing to allow the CUs to transmit using the PU-resouragsxchange for the CUs’ assistance in
transmitting the PUs’ message within the number of TSs atlat, namel; ;.. This would reduce
the transmission duration and save power for the PU, whieGQbl may be granted a time-slot
duration of { — B; ) for transmitting its own information. The specific detalfsthe algorithm are
summarized in Figure 5.5. The first step is initializatiorhene we initialize the number of TSs
allocated ag; = Binit- Then we set the value of the TS step counter.t@Ve constructPULIST;
andCULIST; based on the initialized valyg,,;;. Step 2 and Step 3 in Figure 5.5 aim for finding
a CU pair suitable for each PU pair. As an examplg; aoffer is given by Ptto the top Ctin its
preference list PULIST which grants for the Gta TS of (1 — ;)T duration for the CU’s own
transmission. When this Cteceived an offer, it has two options, namely either to tejee offer,

if the Pt is not in Cj’'s CULIST, or to accept, provided that this;t in the CULIST,, which leads
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STEP 1 |Initialization

Pt No PUmatch=0
selects the first Cty, B =0k —T

from PULIST, update PULIST;

Yes

[ Pt;and Cty, are matched}

Figure 5.5: The flow-chart of CDA

to the matching of (Rt Pr) and (Ct, Cr). If this intended Gt has already been matched tg,Pt
and this Py, failed to provide a higher rate for Gti.e. in terms of Eq. (5.9), if we have

R (Breur) < REF (Bik) (5.36)

then the Gt will discard its current matching in favour of the new matahi Moreover, the rejected
Pt.,.; will update the number of TSs allocated by setting it to

ﬁ?,cur = Plewr —T- (5.37)

and then it will reconstruct its preference list baseqﬁggbr and repeat the matching. This algo-
rithm aims for finding the specific number of TSs to be allodatehich can be accepted both by
the (Pt, Pr) as well as by the (Gt Cr,) pairs, and the algorithm will be terminated when each
PU pair has found its appropriate matched pair, providetiibth their rate requirements can be
satisfied. More specifically, the CDA constitutes a non-ewafive scheme, where none of the PUs
cooperates. Instead, they compete with each other, witkdHish objective of maximizing their
own rate. Let us denote the average rate of RUCDA as:

rf=E[Rf|, (5.38)

whereE[.] is the expected value df], the superscripf indicates the selfish nature of the CDA
and R,S is the instantaneous rate of Pduring a particular transmission. In order to explicitly
portray the process of this algorithm, we conceived a sirapéample, which has two PUs and two
CUs as shown in Figure 5.6. Each PU has its preference lisitamdinimum rate requirement
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(3 is the time slot allocate to PU £ is the time slot allocate to CU
Binit = 0.9 B+E=1
or-s O =3
CU: ‘
2 (PU CUY REL.() =10
CUl PU CcU
- C1,2 = C1,2 =06
Rmin(l) =4.0 .
csv =7
CU,
: RC5.(2) =10
CU,
, csy =9
RIG.(2) =3.0
7=0.1 RPU RCU
Stepl |PU; — CU, 81>4 [07<1| X
Step2 |PU; — CU, 7.65>3109 <1 X
Step3 |PU; — CU, 72>4 [14>1] ~
Stepd |PUy — CU, 6.8>3 [18>1| -
Step5 |PU; — CU, 6.3>4 [2.1>1 ~
Step6 PUy — CUZ 5.95>3|2.7>1 ~ Tab'e A
Step7 |PU; — CU, 54>4 [28>1] ~7
Step8 |PUy — CU, 51>3 [3.6>1 N
Step9 |PU; — CU, 54>4 [05<1| X
Stepl0|PU; — CU; 48>4 |1>=1 ~
Final matched pairs
PU; — CU;  |RPY =48 |RCY =1.0
- — Table B
PUy — CU,  |RPY =51 |RCY =36

rd =4.95
Figure 5.6: A example to illustrate the CDA algorithm.

Rﬁjlr;(l), I € L. Note that the PU’s achievable sum rate would not be satjsfiéds lower than
the minimum rate requirement. Each PU makes an offer to itst fiavored CU. If a CU receives
two offers, it would select the one that may provide a high8rfar itself. The TS allocated to
the CU of Figure 5.6 is denoted Idy where we havé = 1 — . In our example, CWlis the top
candidate in the PULISTs of Rland PY. As shown in Table A of Figure 5.6, during Stepl and
Step2 both PYand PY make their offers to Cwith the initial TS allocation of3;,,;; = 0.9.
Additionally, CU, chose PY at Step8 by rejecting its initial match to Pduring Step7. This is
because choosing Bunay provideRSY = C§5& = 9 x (1 —0.6) = 3.6 (which is higher than
R$Y = C§¥le = 7% (1—0.6) = 2.8 gleaned from PY for CU,. Specifically, the value of
would be reduce t6.6 (wheref;,;; — 3t = 0.9 — (3 x 0.1) = 0.6) if the first offer in the previous
step is not accepted. In the CDA, Pand PUY will compete with each other by increasing the TS
of ¢ and by reducing the value ¢ until one of them loses out, when its TS offers would result
in Rf < R}, Hence, if two PUs are in favor of the same CU, the competitioild fail to
bring about any benefits for the competing PUs. The final neatglairs are shown in Table B of
Figure 5.6. Hence the average rate of;®bthis example i3'15 = % = 4.95.



5.5.1. The Matching Algorithm 131

5.5.1.4 The Proposed Pragmatic Distributed Algorithm

As mentioned in the CDA of Section 5.5.1.3, the selected dtreject its current matching in
favour of a new matching, whenever the new matching pairpslsie of providing a higher rate for
the Ct. We found that there is a drawback associated withptioisedure. Assuming that there are
two PUs in the system, namely;Rind Pi and that Gt is capable of satisfying the minimum PU
rate requirements of bothPas well as Bt then both Rtand Pt would list Ct, in their preference
lists of PULIST; and PULIST. Then Pf and P4 will both make offers to this Gt Following this,
there is a competition between; Rind Pt. Assuming that Rtwon and hence RPwas discarded.
Then P3# will update the number of allocated TS in order to offer a leigtate for the CU at the cost
of a lower rate for Btaccording to the updated Tﬁ;"cw = B cur — T. Furthermore, it is possible
that the two Pts would still be in favour of the same @lter they have updated their preference
lists. After the competition, the final matched (FRr) and (Ct, Cr) pair will grant a lower TS
allocation to Ptresulting in a lower rate for the matched PU.

For the sake of ameliorating this particular situation idesrto achieve higher total and individ-
ual profits for the matched PUs, we have proposed the PDA timstfar maximizing the utility of
the matched PU. More specifically, our PDA is a cooperatifees®e, where all PUs forms a grand
coalition [218]. Agame unitis constituted byl.p;; rounds and each round hag;; transmissions,

where the PUs take turns to select the best available CUdiogoto a round-robin type priority
access list. The priority access list of tile round is given by:

ALIST; = {Pt;,Ptizq,...,Pt,..., Pti@(Lpu*l)} , (5.39)

wherei = {1,2,..., Lpy} and the subscript aPt, for the jth transmissionj(= {1,2,...,Lpy})
in theith round is based on the modulgy; summation:

l:i@(j—l):(i—i-(j—l)) mod Lpu. (540)

Hence, we hav@\LIST; = {Pt;, Pty, Pt3..., Pty,, } andALIST, = {Ptr,,, Pt1, Pts, ..., Ptr,, .}
The first Pt in theALIST; has the first priority to select its best CU. Then the secorid e list
selects the best available CU from the remaining set of Cligeuhe third Pt in the list selects its
best available CU afterwards and the same procedure isaadvfak the rest of the Pts in the list.
During the next round, the first Pt iALIST; will become the second Pt iALIST; 1, while the
last Pt inALIST; is now the first PtinALIST;,, according to the round-robin scheduling. Hence,
after Lpy; rounds each PU is guaranteed to have accessiid Lpy;, Lcyy } CUs amongst the top
CUs in its PULIST, but is has no access to any CUs for the remaining;(— L¢;) transmissions.
In this way, the PUs give up any futile competition and coagieely take turns, one at a time, to
access the available CUs, which is expected to yield the bwsfits for themselves. If none of
the CUs in the current list may be satisfied, then only thigigigePt will update its TS allocation
and then produces a new preference list. The proposed PDA loascomplexity because it does
not require any exchange of information amongst the PU$) ascheir rates. The first access list

SProvided that the rate requirements in Eq. (5.33) and Eg5)%re satisfied.
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ALIST,; can be distributed at the beginning of the game by the basiesstor by a PU acting as

a cluster-head and the remaining lists can be computedydnakach PU. Then the PDA can be
repeated automatically as many times as needed. HencePghishguaranteed to have access to
its top CU at leasl / Lpy times' on average. Let us now consider the specific example as shown
in Figure 5.7, which has the same parameters as those ofeFigbir where we have two PUs and

Binit = 0.9 (3 is the time slot allocate to PU € is the time slot allocate to CU
7=0.1 b+€&E=1
cU __
CU, CrV =6 Cri =5
U, PU;, > CU; Rg%(l) =10

RPU (1) = 4.0 Cry =6

min

CcU _
CU, C2,1 =7

CU, = RSV (2) =1.0
CrV =85
RPU (2) = 3.0 ’ C§y =9
Round 1 RPU RCU Round 2 RPU RCU
Stepl| PU; — CU, 81>4 [07<1| X Stepl| PU; — CU, 7.65>3 109<1 X
Step2| PU; — CU, 72>4 (14>1] ~ Step2| PU; — CU, 6.8>3 [1.8>1 |
Step3| PU; — CU; 72>3 |06<1| X Step3| PU; — CU;y 54>4 [05>1 | X
Step4| PU; — CU; 64>3 [1.2>1| ~~ Step4| PU; — CU, 48>4 [1>=1 ~
Table A Table B

Matched pairs of Round 1 Matched pairs of Round 2

PU; — CUy |RPU =72|RCV =14 PU; — CUy  |RPY =6.8 |[RCY =1.8

PU; — CU; |RPY =6.4|RCV =1.2 PU, — CU; |RPY =48 |R°V =1

RS =6.8 r¢ = 6.3 Ry =58

Figure 5.7: A example to illustrate our proposed PDA aldponit

two CUs. Hence the CDA and PDA of Figure 5.6 and Figure 5.7 @ditectly compared. Our
game unit had.p;; = 2 rounds and each round hag;; = 2 transmissions. The first round of
our game is shown in Table A of Figure 5.7. At Step 1 of Round W; Ras a higher priority

to select its best candidate gUvhich allows Py to update its TS allocation, until they become
matched at Step 2 of Round 1 of Figure 5.7. After thatp, BElects its best candidate from the
CUs which are not matched, thus the unmatched B4$ been chosen and the Round 1 match was
successfully carried out at step 4. Now, at Round 2; Btfuired a higher priority to select its top
candidate CW at Step 1 of Table B in Figure 5.7. Meanwhile, P&klects the remaining Glat
Step 3 of Table B. Moreover, the expectation of the averaigeafethe PUs for these two rounds is
rC = 68558 — 6.3, which higher than that of the CDA of Figure 5.6. Hence we héve- 7.

4The PU would have access to its top CU inlat; rounds, if this CU is not sought after by other PUs.



5.5.1. The Matching Algorithm 133

Note that with reference to Eq. (5.23), the maximum TS atiooarepresenting the maximum
transmission period for the PU can be derived from Eq. (5a35)
RCU

k,req
?’}(ax = 1— 0 ; , (5.41)
log, [1 + reulhcy, o, ]

while the minimum TS allocation can be computed from Eq.)(&rd Eq. (5.5) as:

PU
min C”“’. (5.42)
PU;

Referring to the flow chart of our PDA in Figure 5.8, the speadifétails of the algorithm can be

Initialization

Set B "
e o)

STEP 2
Start ¢th round

Pt; selects the first Cty Biw=0ur—T
from PULIST), ; :
based on 3

STEP 1

Pt; was not
matched to any Cts
Tom PULIST,

Update PULIST,

L

Yes

Pt; and Cty is matched
emove Ctg from CUyoramarcH)

YesY

STEP 3

Figure 5.8: The flow chart of PDA

summarized as follows:

1. Initialization:

(a) Setup the first priority liSALIST; = {Pty, Pty, ..., Pty } and broadcast it to all PUs.

(b) Each Pt computes the remaining priority list&1ST; fori = {2,3,...,Lpy}, based on the
round-robin method given in Eq. (5.39).

(c) Computqﬁ?,}(m and ﬁf}{ax.
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(d) Seti =1 for the first round.
2. Do the matching for théh round:

(a) Setthe initial TS allocations i®;,;;, and set the step size of TS incrementto
(b) Construct PULISTaccording to Section 5.5.1.1 basedfp;, wherel = {1, ..., Lpy}.
(c) Construct Cyorpmarcy = {Cty, .. CtLCU}LC“ to list all participating Cts.
(d) Setj = 1 for the first transmission.
(e) Do the matching for th@h transmission:
i. Find the corresponding Plor transmission, where= (i + (j — 1)) mod Lpy;.
ii. Pt selects the best available,Gtom CUnorpmaTcy based on PULISE
Pt offers; i to C.

If :31 in < Bik < ﬁ}“kax, then (Pt, Pr) and (Cf, Cr,) are matched. Remove Cfrom
CUnotmarcH- If CUnoTMAaTCH € @ go to Step 3, else go to Step 2f.

Otherwise, reduce the TS allocationdg, = B, — T and update PULIST

If PULIST; is empty then Rtis left unmatched and proceed to Step 2f.
e Otherwise, find another match at Step 2(e)ii.

(f) Setj =j+ 1and go to Step 2e for the next transmission, yr#H Lpy;.

3. Seti =i+ 1and go to Step 2 for the next round, unité= Lp;.

4. Terminate the game or repeat the game from Step 1 until me tramsmission is needed.

The rate of PYaveraged ovel.py; transmissions in théh round can be computed as:

Z RIS (Bix(i)) - (5.43)

where the superscrigf signifies the cooperative nature in PDB,= min{Lp;, Lcy} andx (i)

is the index of the best available Ct which satisfies the ratelitions of Eq. (5.33) and Eq. (5.35)
during theith round, whlleRPu (,BIK y) = 0if (i) € @. Hence, the average rate of Pafter
many repetitions is given by.

1 =E|Rf| . (5.44)

The proposed PDA does not require any exchange of the Pl¢'snfarmation and we assume a
practical time-varying wireless channel, which may chafayeeach transmission round and the
users are also allowed to move. According to the law of langmbers, once the PDA has been
repeated a sufficiently high number of times, all PUs williagh the same average PU rate due
to having random channel conditicnsMore explicitly, Figure 5.9 shows that when the PDA is
repeatedV > 100 times, the individual rates of Rland Py in the CCR scheme would converge
to the same value. This was verified for a range of scenariemdpaifferent numbers of CUs,
while the number of PUs is fixed tbp;; = 8. Similar trends were also observed for the other 6
PUs. Hence, the PDA is fair to all PUs, because their indadidates converged to the same value
of rlc after a sufficient number of repetitions.

5User mobility is considered in the channel.
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Figure 5.9: Performance @fU; andPUg in the CCMC aidedAAF based CCR scheme
when the PDA is invoked. The transmit SNRs of PU and CUyaiige = 10 dB andycy; =
25 dB, respectively. The number of PUslig;; = 8 and the Rayleigh fading channel
condition changes for each transmission round. The numtepetitions considered in
the game ar&V = {10,102, 10*}.

5.5.1.5 Random Algorithm

For the Random Algorithm (RA), each Pt will make an offeto a Ct, which is randomly selected
from its preference list. The selected Ct will choose thattjc matching pair, which provides an
increased CU sum rate, whilst discarding the one having alewm rate. More specifically, we
followed the approach adopted in [98], where thisalue is fixed for all PU and SU pairs and it
was chosen experimentally for the sake of maximizing theamePU sum-rate. This RA is used
for benchmarking both the CDA and the proposed PDA. Notetti®€CA and the RA represent the
two extremes in terms of their overhead and the complexityosed.

5.5.2 Repeated Game

The CDA was shown in [98] to create a stable matching, whidtibits acompetitive equilibrium
when all the PUs are non-cooperative. If we consider a ‘sksgot’ game, where each PU only
cares about its current payoff, then no individual PU woudsichthe incentive to deviate from the
CDA strategy. Hence, the CDA may be deemed to be a strategwariiees at an equilibrium for
the one-shot non-cooperative game, having an expectedrwigayoff ofRZS given in Eq. (5.38).
However, spectrum sharing between PUs and CUs may last trgaderiod of time, which may
be viewed as a game repeated for many rounds, in which the 8Usapperate based on their
individual reputation and their mutual trust. More speeifi; the proposed PDA is capable of
guaranteeing a higher individual average PU rate comparé¢iaat of the CDA due to the avoid-
ance of competition among the PUs. As shown in Section 5tBe3PDA outperforms the CDA,
especially when the number of CUs is lower than that of the. Résvever, a PU using the PDA
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may be tempted to abandon cooperation for the sake of gadrtmgher instantaneous rate. Hence,
we considered a penalty/punishment based repeated gan®iB216], where the PUs (players)
have incentives to cooperate for the sake of achieving eehigkpected payoff (average PU rate),
while any non-cooperative behavior can be avoided by apiateppunishment over a carefully se-
lected limited period. Although the PDA may not converge tiable equilibrium in a single-shot
game, it does converge to an equilibrium in the repeated garfioeced by the threat of punishment.
If any of the PUs opts out of cooperation in the PDA, all PUs ldaeavert to the non-cooperative
CDA for a period of sufficiently long duration. This punishmievould discourage opting out and
would help to maintain cooperation.

More explicitly, the payoff of PWin a repeated game is defined as the sum of payoffs ¢f PU

discounted over time according to [215]:
U, = (1-9) i O'RE 1], (5.45)
i=1

wheres (0 < 6 < 1) is the discount factor anﬂ,c[i] is the average rate of Rdefined in Eq. (5.43)
for the ith round. When we havé — 1, the PU is more patient and hence any future reward is
weighed identically to the current payoff. Hence, the PU wohstrain its current behavior in the
interest of maintaining a good reputation. Let us denotedtbeounted payoff for cooperation in
the PDA asu,C and that for opting out of cooperation (deviation) in the cm\u,D. Then the
following propositiof suggests that botlilC andUP would converge to their means. Hence, it is
better to maintain cooperation for each PU’s benefit, as &mgve havs::lC > rls.
Proposition 1. As we haved — 1, the instantaneous paydﬂ‘lC would converge to the expected
payoff r,c while the current payofUlD would converge to the averaged payxfff

On the other hand, imposing an infinite-duration punishrigentt efficient for all PUs, because
all of them would be punished and would only result in a redu& rate ofr,s. Explicitly, a
limited-duration punishmer]215] is a more efficient way of preventing non-cooperatiag,ong
as the punishment is long enough to negate the one-timeampecation gain. If any PU deviates
from cooperation in the PDA, then all PUs would revert to tbha4sooperative CDA for the next
T, instances. Next, we show in the following propositidhat the limited-duration punishment
based cooperation in PDA also has a perfect subgame equitipwhich ensures optimality for
subgames starting from any round of the entire repeated.game
Proposition 2. Provided that{ > 7y forall I, I € {1,2,...,Lpy}, we haved < 1, so that
for a sufficiently large discount factdr > 4, the game has a perfect subgame equilibrium with a
discounted utility of¢, provided that all players are governed by the limited-phnient strategy.

The punishment period duratidp can be determined by analysing the conditions under which
a PU would abandon cooperation at instéht Consider the extreme case, where the payoff of PU

at instantT™* would beR{frqu = Cpy; of Eq. (5.8), when no CU was matched to Rlnder the PDA,

6The proof is given in Appendix A.
"The proof is given in Appendix B.
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while the deviation gafhwould beRlD. The expected discounted payoff for Pdérived for their
non-cooperative actions is bounded by:

All PUs are in a cooperation

—N— PU, abandon’s cooperation
T -1 ~
up =E[UP] < (1-94)x Y ofrf + 6T RP +

i=1

Deviated PUs are in punishment PUs are in cooperation after punishmént

—— ~

T"+T, o o

Yo & + Y. & , (5.46)
i=T*+1 i=T*+T,+1

while that in case of cooperation is bounded by:

All PUs are in a cooperation

;*—Th\ Direct transmission
W= E[US] > (1-0)x Yoo 4 STRY 4
I - l = I Lreq

i=1

PUs are in cooperation : :
PUs are in cooperatio

— ~ —

T"+T, o0 ‘

Yooehr o+ Y o | (5.47)
i=T*+1 i=T*+Tp+1

A selfish PU would prefer a strategy that can provide an irsgrégayoff. It can be shown based
on Eq. (5.46) and Eq. (5.47) that the requirememl%b ulD for all  can be satisfied by:

T -1 i r+T, % .
max (1-4) x < Y o+ " Rip 4+ Y S+ Y ot
i=1

i=T*+1 i=T*+Tp+1
T* -1 . T*+T, ‘ 0 ‘
> min (1—0) x <Z Srt+0TRP+ Y o+ Y o (5.48)
! i=1 =T +1 i=T*Ty+1
After removing the identical terms from Eq. (5.48), we agrat:
T*+T, pD PU
Zi—T*le o' Ry — Rl req
— = > maX———— (5.49)
T+ c_,5 7
0 ! =
n,E'T:;*Tpl 5 ST+ Ty  o(i-TY) Ty i ;
where the tern=="— can be transformed tQz,_r./, = 3.;", ¢', which would further
lead to the following condition
T, RD _ RPU
Z o' > max % , (5.50)
i=1 Loomm=n

where we havé:,iT:”1 5 — T, whens — 1. Hence, the punishment period is bounded by:

RD _ RPU
1 1,
1 1

8We assume a hypothetical scenario, where Bldapable of predicting its payoff (Ruate) under CDA, although
the PU rate is only available at the end of the PU competiticché CDA.
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In other words, as long &5, satisfies Eq. (5.51), BWould not deviate from the cooperative strat-
egy, since the one-time payoff under the non-cooperatiatesly has been negated by punishment,
so that we have{ > uP.

Hence, the repeated game based on the PDA is capable ofipgphidher individual PU rates
as well as a higher PU sum-rate on average. Hence it is actattrand stable game, even when
no information is available about PU rates.

5.5.3 Performance Results
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Figure 5.10: Performance of ti’CMC aidedAAF based CCRbenchmark [98] scheme
communicating over block-fading Rayleigh fading chan#eBER below 107 is main-
tained. The “CA”, “PDA”", “CDA” and “RA” techniques were detad in Section 5.5.1.
The transmit SNR of the CUy(y, is represented b§NR;. The parameters are shown
in Table 5.2.

Figure 5.10a shows the average total sum-rate of the maigttedPr) pairs versus the total
number of CUsLcy = {2,3,...,10}, for the proposed CCR scheme, when we hbyg = 8.
In our evaluation of Eq. (5.5), Eg. (5.8) and Eg. (5.9), wauassd that the transmit SNRs of all
CUs are equal, yieldingicy, = -+ = ycu, = 7cu- We also assumed that the SNR of all
PUs areypy, = ypu, = 10 dB. The remaining simulation parameters are shown in Talde 5
We investigate our scheme in conjunction with two differelansmit SNRs of the CU, namely
for ycy = 15 dB andycy = 25 dB. Whenvy ¢y is increased, the average total sum-rate of the
matched (Pt, Pr) pairs is also increased. We have consideee@DA, the PDA, the CA and the
RA of Section 5.5.1.5 in Figure 5.10a. The CA achieves thbdsgaverage total sum-rate among
these four algorithms, while the RA achieves the lowest sat® in Figure 5.10a. It is observed
in Figure 5.10a that our PDA achieves a higher sum-rate thanaf the CDA at the samB¢(;
andycy. The PDA consistently attains a higher rate than the CDA gcgnarios. Furthermore,
when we haveyq; = 25 dB andL¢y; < 3, the CDA scheme performs slightly worse than the RA
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Figure 5.11: RPU . versusLcy performance of theCMC aided AAF based CCR

benchmark [98] scheme communicating over block-fading Rayleigh fadingnetel,
which has shown two specific PUs’ performance of Figure 5.1888ER below 107
is maintained. The “CA”, “PDA”, “CDA” and “RA” techniques we detailed in Sec-
tion 5.5.1. The transmit SNR of the Clj¢(;, is represented b§NR ;. The parameters

are shown in Table 5.2.

BPS

Number of Cognitive Users

Figure 5.12: Performance of the CDA aided CCR scheme fo€C@RIC capacity. Ts.p"
is the step size of the TS-incrementThe transmit SNR of the CU isycy = 15 dB.
Additionally, this CDA obeys Figure 5.10a ad the correspoggarameters are shown in

Table 5.2.
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Modulation 4-PSK, 8-PSK, 16-QAM, 64-QAM
Coding TTCM
Number of frames 10°
Channel Rayleigh fading channel
Total number of CU Lcy =10
Total number of PU Lpy=28
Initialization of B for CDA Binit = 0.99
Initialization of B for PDA Binit = Pmax
Step size of T =0.05
Pathloss exponent a=4
Requirement of CU RGS =20
Requirement of PU R4 = Cpy
Pathloss 0=+

Table 5.2: The parameters of our proposed ATTCM aided CCRrseh

scheme, due to the competition loss encountered.

Figure 5.10b portrays the expected relative frequency ofessfully matched PUs versus the
number of CUs, which is evaluated as:

Praten = LlEE [EILPU ZIECU ml,k] . (5.52)

It is observed in Figure 5.10b th&},,;., increases upon increasing;; and L, because a higher
sum-rate was achieved by the matched (Pt, Pr) pairs withdief aooperative relaying, when there
are more CUs available and the channel quality improves. haws in Figure 5.10b, th@,,,;..

of the CA is the highest, followed by that of the PDA, CDA and.R#ence, the rate-improvement
observed in Figure 5.10a is linked to a higli®r,;;,, resulting from a better matching.

Figure 5.11a and Figure 5.11b show the average total stemfahe matched PUand P,
versus the total number of CUkg¢;, for the various CCR schemes. As seen from Figure 5.11a, the
average individual rate of Rland PY (and of all other PUs as well) has converged to the same
curve after a longer simulation consisting 18P transmissions. We observe that the performance
of PU, (for I € {1,...,Lpy}) is close to that of the CA, when invoking the proposed PDA. By
contrast, the rate of PUk lower, when employing the CDA because it has to make fugherifices
by reducing its TSB; x, when competing with other PUs for the same CU. Furthernmbierate
of PU; operating under our PDA is lower than that of the CA, but muighér than that of the
CDA. Hence, the proposed PDA outperforms the CDA in termsotif the total PU sum rate and
the individual PU rate. Moreover, we also consider the gpoading average total sum-rate of
all matched (PT, PR) pairs as a function of the step sine Figure 5.12. As expected, the total
sum-rate decreases upon increagsingdowever, a smalt would lead to a longer matching period.
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Hence, we have chosan= 0.05 as a compromise.

Number of Primary Users Number of Cognitive Users

(@) RPY  versusLpy; (b) RPY. _ versusLcy;

match match

Figure 5.13: Performance of ti’CMC aidedAAF based CCRbenchmark [98] scheme
communicating over quasi-static Rayleigh fading chanfké “CA”, “PDA”, “CDA” and
“RA” techniques were detailed in Section 5.5.1. The inifid allocation isB;,;; = 0.99,
the step size of TS is = 0.05 andLg = Lpy/Lcy. The parameters are shown in
Table 5.2.

Additionally, Figure 5.13 shows the average total sum-ait¢he matched (Pt, Pr) for the
proposed CCR scheme. We have considered the CDA, the PDACAhand the RA in Fig-
ure 5.13. The CU's rate is kept to the minimumlbi
by: Lg = Lpy/Lcy. Explicitly, the number of PUs and CUs is identical fiog = 1, while the

%q = 2 bps and the fractiorL.i is given
number of CUs is higher than that of the PUs fgr < 1, and vice versa. The CA achieves the
highest average total sum-rate among these four algorjtvimte the RA achieves the lowest sum
rate in Figure 5.13a. It is observed in Figure 5.13a that @A Bchieves a higher sum-rate than
that of the CDA at the samkep;;. The PDA consistently attains a higher rate than the CDAHer t
scenario, where the number of CUs is higher than that of the Pl shown in Figure 5.13b, we
observe that the rate of Rdperating under our PDA is lower than that of the CA, but muighér
than that of the CDA, when the number of PUs is higher thandghtite CUs. Furthermore, when
we havelLr = 3, the CDA scheme performs slightly worse than the RA scherhéhwis a conse-
guence of the competition loss encountered. Moreover,rebde Figure 5.13a and Figure 5.13b,
the performance curves of RA are overlapped, since inergabie number of PUs or CUs does
not influence its random selection. Additionally, the agerandividual PU rate was found to be
exactly a fraction O% of the total PU sum rate for all PUs. Thus the trend of the iicdial PU
rate follows the trend of the total PU sum rate. Hence, thpgsed PDA outperforms the CDA in
terms of both the total PU sum rate and the individual PU egpecially when the number of PUs
is higher than that of the CUs, i.e. far > 1.

Furthermore, we investigate the performance of the CCMCVBGnd ATTCM aided DAF
based CCR schemes for four different matching algorithmsnadiming for spectral access. The
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Figure 5.16: Performance of tR TCM aidedDAF basedCCR scheme communicating
over block-fading Rayleigh fading channel. The “CA”, “PDA'CDA” and “RA” tech-
nigues were discussed in Section 5.5.1. The “upper-bound™wer-bound” refer to
the upper-bound and lower-bound of the total system’s tjiiput for transmission over
the cooperative relay channel of Section 5.4. A BER below’1i® maintained andhe
transmit SNR of PU «ypy; = 204B and the transmit SNR of CUy¢y = 35 dB is used
The parameters are shown in Table 5.2.

average total sum-rate of all matched (Pt, Pr) pairs veksyscurves of the CCMC, DCMC and
ATTCM aided CCR schemes whdrp;; = 8, are shown in Figure 5.14a, Figure 5.15a and Fig-
ure 5.16a, respectively. As seen from Figure 5.14a, thégota-rate of all matched (Pt, Pr) pairs is
higher, when we consider the CA of Section 5.5.1.2. We haweidered both the upper-bound and
lower-bound performance seen in Figure 5.14a. For the kawand performance, we considered
the lowest transmission rate among the Pt-Ct and Ct-Pr im&sder to ensure that the information
of both links can be transmitted successfully. However in ttase the link associated with the
higher rate generously surrenders some of its unused ra@@saring that the one with a lower rate
can also transmit successfully. Additionally, the uppaurmbis derived, when considering the sum
rate of both the Pt-Ct and Ct-Pr links, which gives a higharage total sum rate. Furthermore, as
Ly increases, the sum-rate of all matched (Pt, Pr) pairs atsedses. This is because when the
total number of CUs is high, each Pt will have a high numberhafices for selecting better CUs.
Thus, the probability of successful matching of PUs and Qklsiacreases. Additionally, the final
matched (Pt, Pr) pairs are the ones with the higher sum-@deme unmatched CUs will not be
able to transmit. However, when we halg; < Lpy, the CDA-based scheme suffers from severe
competition loss. More specifically, as seen for the ATTCHNedi scheme in Figure 5.16a, the up-
per bound PU rate of the CDA scheme is even lower than thateoRéh scheme, whebhq; < 7.

As expected, the system-rate of the matched PUs relying @l CtBMC aided CCR scheme is
better in comparison to that of the DCMC and of the ATTCM aidedemes, as revealed in Fig-
ure 5.14a, Figure 5.15a and Figure 5.16a. It is observed fh@se figures that the performance
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of our PDA is close to that of the CA. However, the achievahte of matched PUs four our PDA
was(17.69 BPS— 7.48 BPS) = 10.21 BPS higher than that of the CDA as shown in Figure 5.16a,
when we havd.c;; = 6. Observe in Figure 5.16a that there is a substantial gapeleetithe PDA
and CDA forLqy < Lpy. Moreover, the CDA performs poorer than the RA scheme inderm
of its upper-bound folL.c; < Lpy, since the competition in the CDA is more intense, while the
number of CUs is low. Additionally, the trend of RA does noanfge too much, when the number
of CUs is increased, because the matching of RA is randomslyilolited. The percentad®, .,

of matched PUs versus the number of CUgy, is investigated in Figure 5.14b, Figure 5.15b and
Figure 5.16b. The idealistic CCMC aided CCR scheme achitheehighest matching percentage.
Additionally, the percentage of matched users found by tAdsCseen to be significantly higher
than that of the RA. Interestingly, the upper bouPyg,;.;, curves seen in Figure 5.14b for all CA,
PDA and CDA schemes are quite close to each others, althbedPU rate of CDA is much lower,
whenLcy < Lpy. This indicates that the CDA suffers from competition lodsspite having a

similar Py a¢cp-

5.6 Chapter Conclusions

In this section, we have presented four PU/CU matching dhgos conceived for spectral access
in our CCR scheme, which aims for maximizing the utility ofteteed PUs. In our proposed PDA,
the PUs trade with the CUs by negotiating the appropriate llb8ation, capable of guaranteeing
that the rate requirements of the matched PUs and CUs asfiezhti Our PDA scheme may be
broadly viewed as sepeated gam¢B4, 215, 216], where the PUs are the players. The PUs and
CUs are not cooperating in a game theoretical sense, alththwy do cooperate in the sense of
relaying. More explicitly, the CDA proposed in [98] was shote create a stable matching, which
exhibits acompetitive equilibriumwhen all PUs and CUs are non-cooperative. If we consider a
‘single-shot’ game, where each PU only cares about its owreotipayoff, then no individual PU
would have the incentive to deviate from the CDA strategynéde the CDA may be deemed to
be a strategy that arrives at an equilibrium for the singlgt-son-cooperative game. However,
spectrum sharing between the PUs and CUs may be sustainedidog period of time, which
may be viewed as a game repeated for numerous rounds, in WidadRAUs can cooperate based
on their individual reputation and their mutual trust. Mepecifically, the proposed PDA may be
classified as a repeated game, where all PUs are capablepsratiog with each other. They are
motivated to form a grand coalition for achieving an incezhexpected PU rate by discouraging
the PUs from competing with each other for the same CU’s tasgie. Although the PDA may
not converge to a stable equilibrium in a single-shot gameéoés converge to an equilibrium in
the repeated game enforced by the threat of punishment. specfically, if any of the PUs opts
out of cooperation in the PDA, all PUs would revert to the mooperative CDA for a period
of sufficiently long duration. Since the expected payoff DAPis higher than that of the CDA,
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this punishment would discourage opting out and hence woeillo to maintain cooperation. Our
numerical analysis revealed that the proposed PDA achiavegtter performance than the CDA
benchmark scheme, especially when the number of CUs is livaarthat of the PUs, as shown in
Table 5.3 and Table 5.4. Furthermore, the proposed PDA tag edmplexity, because it does not
require the sharing of information regarding the PUs’ rat@®ngst the PUs.

Average total sum-rate of matched PU¥. )

Lecy=6<Lpy=38 Upper-bound Lower-bound
ATTCM | DCMC | CCMC | ATTCM | DCMC | CCMC

CA 19.81 | 21.41 | 2296 7.92 942 | 10.96
PDA 17.11 19.63 | 21.43 6.60 6.70 6.57
CDA 748 | 1208 | 14.13 5.81 5.80 6.30
RA 11.89 | 1271 | 13.93 2.02 2.02 2.46

Table 5.3: The comparison of the average total sum-rate ¢o¢hmd PUs based on our
four matching algorithms, which may extracted from Figurb4a, Figure 5.15a and Fig-
ure 5.16a.

Relative frequency of matched PUB,{;.1,))

Lecu=6<Lpy=38 Upper-bound Lower-bound
ATTCM | DCMC | CCMC | ATTCM | DCMC | CCMC

CA 75% 75% 75% | 749% | 74.9% 74%
PDA 749% | 749% | 74.8% 61.9% | 53.7% | 44.5%
CDA 749% | 749% | 74.7% | 58.2% | 53.8% | 45.3%
RA 68.7% | 63.8% | 62.5% | 27.8% | 22.7% | 23.2%

Table 5.4: The comparison of the relative frequency of medcdAUs based on our four
matching algorithms, which may extracted from Figure 5,1Bigure 5.15b and Fig-
ure 5.16b.



Chapter

Conclusions and Future Research

In this chapter, we will conclude all our Cooperative CogriRadio (CCR) designs in Section 6.1,
before suggesting a range of promising future researchsapiSection 6.2.

6.1 Conclusions

Chapter 2 : In this chapter, we first reviewed the principle of the fixedela TTCM in Sec-
tion 2.2. We have conceived a novel TTCM aided SDMA schemedas the two-way
relaying system of Section 2.3.2 by employing the classiKhodulation scheme. The
power sharing aided scheme is capable of achieving an appatdy 1.8 dB SNR gain,
when compared to the non-power sharing scheme as shownureRidL7. This allows us to
minimize the overall transmit power. Our proposed ML-detdc<SDMA-based two-way re-
laying scheme is capable of outperforming the non-cooperafl CM benchmark scheme by
approximately5.3 dB at a BER ofl0~¢ as seen from Figure 2.18. The MMSE based SDMA
scheme offers the best compromise in terms of the detectorplexity imposed and the
performance gain attained. In Figure 2.18 we have also tigghthat the modulo-two addi-
tion method of Section 2.3.2.1 is capable of providing arreximately 1 dB of SNR gain
compared to that employed the concatenation method, winthesbhemes employ the ML
MUD and the power sharing mechanism is activated. Furtheznio Section 2.3.3, a 4PSK-
TTCM-aided SDMA-based two-way relaying scheme was implaer: based on imperfect
channel estimation. As seen in Figure 2.22 and Figure 2h23BER and throughput of the
imperfect channel estimation based scheme is worse thaofttiee perfect channel estima-
tion based scheme of Figure 2.17 and Figure 2.18. Furthermar have studied an adaptive
TTCM (ATTCM) scheme in Section 2.3.4. The applications ofT&AIM were discussed in
Chapter 3, Chapter 4 and Chapter 5.

Chapter 3 : We have considered an overlay scheme in our active CCR syateshown in Fig-
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ure 3.1. In Section 3.2, we found that the optimum ratios efréday power over the total
power budget in our proposed system were higher, when Amgldind-Forward (AAF) re-
laying was employed compared to that using the Decode-anddfd (DAF) protocol, as
shown in Figure 3.3 and Figure 3.4. Additionally, the fourefixtransmission modes of
Figure 3.5 in Section 3.3 were compared in Table 3.1, whesteByD is the most practi-
cal system that is capable of reducing the original bandwigt12% for the CU’s benefit,
while the PU enjoys 20% higher bit rate. Moreover, in Section 3.4.2 we have progose
a practical ATTCM aided one-way relaying (OWR) CCR scheméeng adaptive coding
and modulation were invoked according to the near-insteatas channel conditions. With
reference to Figure 3.23 we found that the proposed OWR-GBBse would releas&l %
bandwidth at an SNR d dB. Furthermore, in Section 3.4.3 we have also investigtted
ATTCM aided two-way relay (TWR) scheme based on our CCR sayst8pecifically, we
found in Figure 3.23 that the bandwidth reduction can beciased by'% upon employing
the Time Division Broadcast Channel (TDBC) based schemeeofi@ 3.4.3 compared to
the OWR scheme. Additionally, observe in Figure 3.23 thatl& bandwidth reduction can
be attained by employing the Multiple-Access Broadcastmtdbh(MABC) based scheme of
Section 3.4.3 in comparison to the OWR system. Thereforgaten SNR, the TWR-CCR
system always attains a higher bandwidth reduction thanahthe corresponding OWR-
CCR system. More specifically, the idealistic Discretedin@ontinuous-output Memoryless
Channel (DCMC) and Continuous-input Continuous-outputridegyless Channel (CCMC)
capacity based systems were also employed in our proposed-O8R and TWR-CCR
schemes as the benchmark schemes.

Chapter 4 : We have studied the family of Generalized Dynamic Networkl€o(GDNC) [182,
183] in this chapter. In order to increase the average tresson rate of GDNC without
reducing its diversity order, in Section 4.2.3, we have wered an Adaptive Dynamic Net-
work Code (ADNC) based design, which feeds back the trarssomisstate of PUs from the
BS to the CUs. More specifically, the BS would feed back a flaipéoCUs concerning the
success or failure of the transmission from each PU to thellB8ur system, all transmis-
sion links have employed the ATTCM scheme. Additionallg tombination of the ATTCM
and ADNC schemes was specifically configured according ta¢he-instantaneous channel
conditions in our CCR system. We have selected the Min-Maxago of Section 4.3 to
transmit information frames from the PU to the BS via the Absrder to minimize the po-
tential error propagation from the CUs to the BS. More speliff, we have considered two
systems of our simulations. In System 1, the ‘no transmissiode’ was invoked, when we
have encountered an SNR lower than the threshold to be eedtdedactivating one of the
ATTCM mode switching operation. By contrast, the 4PSK matiah mode is used under
the same conditions in System 2. We found that our propos@dM-ADNC-CCR scheme
based on System 1 is capable of releasing u0fd of bandwidth for exploitation by the
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CUs, as shown in Figure 4.16.

Chapter 5 : In this chapter, we have presented the four PU/CU matchiggrithms conceived
for spectral access in our CCR scheme, where the PUs tratiehwitCUs by negotiating
the appropriate trust time-slot (TS) allocation, whichapable of guaranteeing that the rate
requirements of the matched PUs and CUs are satisfied. Basttk dormulation of the
optimization problem in Section 5.3, we focused on maxingzihe total utility of matched
PUs, where the PUs always have a higher priority than the ®dse specifically, the main
purpose is to reduce the transmission time and to improvesdne rate of PUs. Specifi-
cally, the Centralized Algorithm (CA) of Section 5.5.1.2datme Random Algorithm (RA)
of Section 5.5.1.5 constitute the upper and lower boundsh@rsolution of the optimiza-
tion problem, as discussed in Eq. (5.30). The Conventionstributed Algorithm (CDA)
of Section 5.5.1.3 proposed in [98] was shown to create desRl-CU matching, which
exhibits acompetitive equilibriumwhen all PUs and CUs are non-cooperative. Our Prag-
matic Distributed Algorithm (PDA) of Section 5.5.1.4 may lm®adly viewed as epeated
game[84, 215, 216] among the PUs. Explicitly, spectrum shariapyeen the PUs and CUs
may be sustained for a long period of time in PDA, which mayieeed as a game repeated
for numerous rounds, in which the PUs can cooperate basedetminidividual reputation
and their mutual trust. However, the PUs and CUs are not catipg in a game-theoretical
sense, although they do cooperate in the sense of relayidgtaited in Section 5.5.2. The
PUs are motivated to form a grand coalition for achievingramdased expected PU rate by
discouraging the PUs from competing with each other for tiaes CU’s assistance. Al-
though the PDA may not converge to a stable equilibrium inngleishot game, it does
converge to an equilibrium in the repeated game enforcetidothteat of punishment in case
of defection from cooperation.

Additionally, both the proposed PDA and CDA have a low comityecompared to the CA.
Furthermore, our numerical analysis based in Section Bevgaled that the proposed PDA
achieved a better performance than the CDA benchmark sclesmecially when the number
of CUs is lower than that of the PUs, as shown in Table 5.3 aiteTa4.

6.2 Future Research

6.2.1 Successive Relay aided Cooperative Cognitive Radi@orks

The concept of successive relaying was first suggested R] @& a generalized mode was pro-
posed in [22], which offers a further insights into the avhlde rates and also into the associated
diversity-multiplexing trade-off. Moreover, the sucdegssrelaying scheme is capable of achiev-
ing both cooperative diversity and a high bandwidth efficiem order to improve the spectrum

efficiency [20,22]. In [223], spectrum sharing based on path successive relaying has been con-
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sidered. Specifically, two CUs act as the RNs to help the Rdsstmission in a successive fashion,
meanwhile they also sending their own information to thernded destination. Additionally, the
superposition coding technique was employed by the CUslandd-called successive decoding
was used at the primary’s receiver. Additionally, an ada&psipectrum leasing scheme based both
on two-path successive relaying as well as Decode and fdr{izskF) protocol has been advocated
in [224], in order to improve the system throughput.

In Chapter 2 and Chapter 3, we have employed the two-wayinglaggime in our proposed
CCR systems. By employing the MABC or TDBC scheme, our systttained an additional band-
width reduction compared to the one-way relaying systenitferCUs’ secondary transmissions.
Hence, we would like to incorporate the above-mentionedsdeto our cooperative CR scheme
proposed in this thesis. Specifically, we may consider twougs of CUs and two PUs as a ba-
sic example. Each group of CUs would receive the informaftiom the PUs, and would also be
interfered by the other CUs, who remained silent during astr@ission period or phase. Explic-
itly, investigating the interferences imposed by the CUy i@ a promising topic for our future
research. We may assume that each PU and/or CU equipped wiitigla antenna operating in
half-duplex mode. As we investigated in Section 2.3.2.th2,IC MUD may be employed. To
elaborate further, the network coding technique discuss&kction 4 may be employed instead
of the superposition coding scheme for combining the infdiom received from the PUs and also
their own information gleaned from the CUs. Furthermorahwihe aid of a well-designed trans-
mission arrangement, we may be able to exploit the bandviiditd for the CUs and meanwhile
reduce the PUs’ transmission time.

6.2.2 Increase both the number of PUs and CUs in our ADNC Aide€€CR Scheme

In Chapter 4, we have employed thd, ., and Mg matrix aided schemes based on our ATTCM-
ADNC-CCR system. A further extension of this design couldotay a larger transfer matrix in
our system, such as the transfer mathitg. 1, [195]. With reference to Eq. (4.10), the identity
matrix associated with the transfer matiX 1> is given by:

1 0000 0
010000
A 001000
Tox12 = (6.1)
000100
000010
00000 1
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Additionally, the corresponding parity matrix is defined #35]:

Poxi12 =

11
1
2
6
4

11

2
11
4
13
12
13

4 6 14 12]
13 10 14 10
2 10 5 9
12 11 8 12
2 2 6 6

10 14 10 4

(6.2)

More specifically, the number of PUs beconies- 6 and number of CUs i& = 6, when employ-
ing the Mg«1» based ADNC-CCR scheme. Additionally, by increasing the neinof PUs and
CUs, the corresponding transfer matrix will be changed.r&foee, the transmission arrangement
of a new system has to be produced. The coding arrangemdr& btdadcast phase of this specific

example can be summarized as follows:

(BP1):
(BPz) :
(BP3) :

(BPy) :

(=0/1)

Is

PU, — CU, /CU,»/CU3/CU, /CUs/CUs, PU; —— BS ;
(=0/1) (=0/1)

PU, —2— CUL, /CUy/CUs/CU,/CUs/CUs, PUs —2— BS ;

Py 2 ?/1) CUy /Cls/ CUs /CU/CUs/Clly, PUs ?/1) BS;

PU, —>(j4/ > CU/CUy/CUs /UL /CUs /CUs, PUs —»(j/ - BS;

(BPs) : PUs —2— CU, /ClUy/CUs/CUy/CUs/CUs, PUs ﬁ» BS;

(=0/1)

(BPg) : PUs (fo—"’/lf Cl, /CU,/ClUs/CU,/CUs/ClUs, PUs (i—f’/lf BS.

(6.3)

(6.4)

(6.5)

(6.6)

(6.7)

(6.8)

Additionally, the corresponding coding arrangement ofdbeperative phase may be formulated

as:

(Chy)

(CPs) : CU,

ZCU]

: CUp

ZCU3

1 ClUy

ZCU5

PU; — CU;

PU, — CUy

PU; — CU;

PUy — CU;

PUs — CU;

PUs — CUy

Mex12(1,7)

Ty Mex12(1,8)

“Ir o Mex12(1,9)

“ I3 Mex12(1,10) - Ty & Mex12(1,11) -

Tso Mgx12(1,12) - Zg

PU; — CU,

PU, — CUy

PU; — CU,

(=0/1)
PU; —CU,

PUs — CU,

PU — CUy

Mex12(2,7)

-T1e Mex12(2,8)

Iy Mex12(2,9)

~139M5><12(2, 10) ‘I4’59M()><12(2/11) )

Tso Mgx12(2,12) - Zg

PU; — CU3

PU, — CU3

PU; — CUs

(=0/1)

PUy — CUs

PUs — CU3

PU; — CU3

Mex12(3,7)

Ty Mex12(3,8)

“Ir o Mex12(3,9)

‘T30 Mex12(3,10) - Ty © Mgx12(3,11) -

Tso Mgx12(3,12) - Zg

PU; — CUy

PU, — CUy

PU3 — CUy

(=0/1)

PU; —CUy

PUs — CUy

PUs — CUy

Mex12(4,7)

-T1e Mex12(4,8)

Iy Mex12(4,9)

~139M6><12(4, 10) ‘I4’59M6><12(4/11) )

Tso Mgy12(4,12) - Zg

PU; — CUs

PU, — CUs

PU; — CUs

(=0/1)
PUy — CUs

PUs — CUs

PU; — CUs

Mex12(5,7)

Ty Mex12(5,8)

“Ir o Mex12(5,9)

‘T30 Mex12(5,10) - Ty © Mgx12(5,11) -

Tso Mgx12(5,12) - Zg

PU; — CUg

PU, — CUq

PU; — CUg

(=0/1)

PU; — CUg

PUs — CUg

PUs — CUg

Mex12(6,7) - Iy & Mex12(6,8) - In & Mex12(6,9) - Lz & Mex12(6,10) - Ty & Mex12(6,11) - Is & M 12(6,12) - Zg

(=0/1)

BS; (6.9)

BS ; (6.10)

BS; (6.11)

BS;(6.12)

BS; (6.13)

BS .(6.14)

The challenge of employing a larger transfer matrix is tosider a complex network encoder and

decoder. It is expected that the system based on a largefdranatrix or higher number of PUs

and CUs, would benefit from a higher diversity order and advigietection reliability. Therefore,

the system throughput achieved may increase, which leadste bandwidth being released from

the PUs. The new system would enable the PUs to transmit nibpeBSymbol (BPS) at a given

SNR.
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6.2.3 Optimising the Spectrum Trading Between PUs and CUs i€R

As discussed in Chapter 5, we have maximized the total susnofanatched PUs. The potential
further research may consider to solve two problems, narely of optimizing the total sum
rate of the matched CUs and optimizing the total sum rate lahatched PUs and CUs. More
specifically, when considering to optimize the total sune @tthe matched CUs, the CUs may be
the ‘seller’ auctioning the opportunities to support thinary communication of PUs. In contrast
to Chapter 5, the CUs have the right to make decisions totsled®Us, which could bring about
the most benefits to themselves. In this situation, the ctitiygebehaviors among the CUs are not
supported. We may construct a new scheme in which two CUscaiperate with each other to
achieve a higher group profit and then distribute it equallyfirness. Meanwhile, the PUs need
help from the CUs, since their transmission power may beedsed, when using the CUs as RNs.

By contrast, the assumptions may be changed, when we aimaxinmzing the total sum rate
between the matched PUs and CUs. In our previous researdgher lsum rate of the matched
PUs would lead to a lower sum rate of the matched CUs, if the iRve a higher priority than
the CUs. When we consider maximizing the total sum rate df imt PUs and CUs, we should
guarantee equilibrium or fairness among them. Specifictidgy may need cooperation between
the PUs and CUs. However, due to aiming for maximizing thein denefit, some of the CUs
may defect from cooperation and may even cheat, by repdidisg information in order to gain a
higher pay-off. Therefore, a cheat-proof strategy [84]Jutidoe employed for CUs which ensures
that the CUs are always cooperative. Additionally, the tipeaof strategy of [84] is based on
the concept ofransfer, which is referred to the Bayesian design theory [88]. Marectfically, a
CU with the highest channel quality will be selected to héle PU’s transmission in a particular
time-slot. Hence, when a CU reports a high channel qualityjli be asked to pay a tax. The tax
is increased as the reported channel quality is increased.
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Appendix of Chapter 5

Appendix A: the derivation of Eq. (5.25)

As discussed in Section 5.3, based on Eq. (5.18) and Eq.)(3t20objective function op, ; that
maximizes the total sum rate of matched PU and CU can be tewas:

Lpy Lcu Lpy Lcu

max Z Z W) = max )}, (ﬁl,kc}fku +(1- ﬁl,k)c{f,y) : (A1)
[=1k=1

The problem of Eqg. (A.1) is a convex function and has threedirconstrains which are the condi-
tion (a), (b), and (c) of Eq (5.15) and as follows:

. (a)B1xCpu,, > RIY,VIVK (A.2)
(b)(1 = Bix)Ceuy, > Rk o , VIVk (A.3)
(C)O S ,Bl,k S 1 ,VZVk (A.4)

Hence the Lagrangian function for Eq. (A.1) using the cqroesling constrains of Eq. (A.2),
Eq. (A.3), and Eq. (A.4) can be expressed as:

( (IZCYZ ) ZLPU Lcu W(ﬁl k)
+ ZLPU ZLCU /\l ‘ <,Bl kCPll ngq)
LYY g <C1Cku — BiiCr - Rf%q) . (A.5)

where the weightV (B, x) as seen in Eq. (5.18) aims to maximize the sum rate of PU andré&).
A= (Mg : 1 €L, k € K)is amatrix of Lagrange multipliers corresponding to the Pridete
requirement constraint of Eq (A.2) withy , > 0. Then the vectop = (y;, : 1 € L, k € K) of
Lagrange multipliers corresponds to the CUs’ rate constiati Eq (A.3) withy; , > 0. The dual
function can be expressed as:

cen _ cen
HBIF A p) = oé%fk’;lﬁ( 1k A H) - (A.6)



The dual problem corresponding to the primal problem of Bql)is formulated as:
min H (Bi{, A, 1) - (A7)

The primal problem of Eq. (A.1) is a convex function problernese a strong dualityexits [225,
226]. Hence the optimal values for the primal and dual prokl@re equal. Consequently, the
optimal value of Eq. (A.1) can be solved through its dual pFobof Eqg. (A.6). The maximization
problem of Eq. (A.6) can be simpled as:

MBS A ) = Ehy T max (Bucll + '~ pcil)

Ak (BieChi — RPY, )

e (CEH — il — REL) (A9

The optimization allocation qﬁffk” for fixed values ofA; , andy; , can be calculated for each PU
and CU by applying the Karush-Luhn-Tucker (KKT) conditidd@26], such that we have:
IH (B A1)
Tl,k
Then the calculation of Lagrange multipliers correspogdimthe constraint of Eq (A.2) is given
by:

= CrH — C + A ChE — pCr = 0. (A.9)

IH (B, A ) RPS,

= C/HBik— RS =0 =, A.10
ALx 1k Bk = Bk cro (A.10)

Lreq

Additionally, the calculation of Lagrange multiplieg ;. corresponds to the constraint of Eq (A.3)
may be expressed as:

OH (B, A, 1) R
, :CCU_ lchU_RCU =0 = lkzl_ ,req‘
T ou, Gk BriCri kreq B, ceu

(A.11)

Hence, we could obtain two bounds of optimization valuefAgf. Based on Eq (A.9)A andp
may be expressed as:

(1+ yl,k)CCU 1+ A CPH
Lk = Wl'k —1 and Uik = Wl'k —-1. (A.12)
Lk Lk

SinceA;, > 0 andy; x > 0, Eq. (A.12) may be further derived as:

Gy iy’
Mik > @ —1 and Ajx > @ —-1. (A.13)
Lk Lk

Moreover, when the conditions in Eq. (A.13) are satisfied,cagld obtain the bounds related to
Eqg. (A.10) and Eq. (A.11). Finally, the optimization valuef?’ that maximizes the total sum rate
of PU and CU is given hy:

PU
1,re .
il Ccu > Cpus

‘Bffk” = Lk cu (A.14)

C
1 - Rkw Ccu < Cpu.
req

1The optimal duality gap of strong duality is zero. It mearat the best bound that can be obtained form the Lagrange
dual function is tight [225].



Based on the solution defined in Eg. (A.14), we could obtathedoptimization value oﬁffk” di-
rectly. Then we aim to solve the optimization problem as showkEg. (5.26). The centralized so-
lution of Eqg. (5.26) can be solved by using the centralizgddthm as discussed in Section 5.5.1.2.
The corresponding simulation results are shown in Figude A.
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Figure A.1: Performance of theCMC aidedAAF based cooperative CR scheme com-
municating over block-fading Rayleigh fading channel whibnsidering maximize the
total utility of matched PUs and CUs. The parameters are shiowable 5.2.

Appendix B: Proof of Proposition 1

Proof. The discounted payoff in Eq. (5.45) can be shown to be asyinplly equivalent to the
average of the one-time payoffs, wh&approaches unity as follows:

. 1= &
fimU = Jim Jim 5 L ORL
N ek M pa
= &%E(&Eﬁw) Rrlil, (A.15)

The last equality of Eq. (A.15) can be derived based on théitdl's rule, where the term in the
round bracket of Eq. (A.15) can be derived as:

im 51‘ o (51'—&-1 _ lim a((si _ 51’—1—1)
o—1 1 — (SN )—1 3(1 — 5N)
i — (i 1)
= I TN
1
— lim . (A.16)

Then refer to Eq. (A.16), Eq. (A.15) can be rewrite as:

N
. _ . C o C
(1513} u = 1\1113;0 N ZRI [i]=r. (A.17)



iv

Furthermore, if PYopts out of cooperation at instafit®, then its payoff would be given by
{Ry[i],i = 0,1,...,T* — 1}, which are i.i.d. random variables due to i.i.d. random ciehn
variations and its mean is given bry of Eq. (5.44). The payoff after the deviation is given by
{R/[i],i = T*+1,T* +2,...} which is an i.i.d. random variable with the meghof Eq. (5.38).
The payoff after abandoning cooperation converges to immgélD — rls, due to the law of large
numbers. Hence, abandoning cooperation only benefijsaPlhstantT*. Similarly, the payoff
{R/[i],i = 0,1,...} would converge to its meart/- — rC if abandoning cooperation never
happens.

Appendix C: Proof of Proposition 2

Proof. Since the CDA has an equilibrium for the one-shot game, al RiQuld not disagree to
adopt the CDA strategy for the punishment stage. Since the\@auld result inrls, which is lower
thanrf, the threat of using the CDA strategy as the punishment aftgmon-cooperation would
result in only a one-time gain for the ‘defector’, which camneadily negated by limited-duration
punishment, when we have— 1. Hence, all PUs are motivated to adopt the cooperativeeglyat
of the PDA throughout the game, which is also the optimal tiela for any subgante

2This proof is adopted from Section 14.8 of [215].
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