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ABSTRACT
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Investigating Software Customisation across Distributed Boundaries

Abdulrahman M. Qahtani

In recent years, the software industry has paid significant attention to customising software products by means of outsourcing and Agile development practices. When these areas overlap, there are benefits and challenges. This study investigates the customisation process for packaged software products in projects involving multiple clients, and the communication of their requirements across distributed boundaries. A literature review identified the challenges involved and a framework for challenges of customising software products across distributed boundaries (FCCSD) is proposed to address them using onsite development practices. Local decision making and local development are considered as a means of reducing difficulties in communicating the customisation requirements of multiple clients across distributed boundaries through a new model. This model for communicating customisation requirements in the distributed domain, termed (CCRD), has two scenarios, one using decision making at the distributed client’s location, and the second enhancing onsite development of certain requirements in order to reduce delays and misunderstandings between the clients and the teams involved.

A preliminary study was conducted to confirm the FCCSD. This employed a questionnaire survey of 19 highly experienced participants. The CCRD model was evaluated in three stages using an industrial case study of a company with 18 distributed clients. The first was a contextual inquiry to create a baseline model for a real world case. The second involved the simulation of the CCRD model using a discrete-event simulation approach, traced by the baseline model using real data. Finally, the findings of previous experiments were validated through a study conducted by means of semi-structured interviews with seven experts at this same company.

The key contributions of this study are as follows: First is the proposed framework (FCCSD) that addresses a number of challenges facing customisation across distributed boundaries from literature. Second, this study highlights issues of the communication and negotiation of clients’ customisation requirements across distributed boundaries, and their implications.

Therefore, this study demonstrates the statistically significant impact of making decisions and negotiating clients’ requirements, as well as conducting certain development practices, on their premises to limit the implications of communication challenges over distributed boundaries, such as delays in making decisions, a long duration of development and the entire customisation process, and misunderstandings about clients’ requirements.
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### Definitions and abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCRD</td>
<td>Communicating the Customisation Requirements of multi-clients in a Distributed domain</td>
</tr>
<tr>
<td>COTS</td>
<td>Commercial off-the-shelf Software</td>
</tr>
<tr>
<td>CRM</td>
<td>Customer Relationship Management</td>
</tr>
<tr>
<td>DAD</td>
<td>Distributed Agile Development</td>
</tr>
<tr>
<td>DSD</td>
<td>Distributed Software Development</td>
</tr>
<tr>
<td>ERP</td>
<td>Enterprise Resource Planning</td>
</tr>
<tr>
<td>FCCSD</td>
<td>Framework for Challenges of Customising Software Products across Organisational Boundaries in DSD</td>
</tr>
<tr>
<td>GSD</td>
<td>Global Software Development</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>PC</td>
<td>Personal Computer</td>
</tr>
<tr>
<td>PS</td>
<td>Packaged Software</td>
</tr>
<tr>
<td>RE</td>
<td>Requirement Engineering</td>
</tr>
<tr>
<td>XP</td>
<td>Extreme Programming</td>
</tr>
</tbody>
</table>
Chapter 1: Introduction

The software industry has turned to performing software engineering around the world, and tends to decentralise and distribute both development and maintenance in a phenomenon called global software development (GSD) (Sengupta, Chandra & Sinha, 2006). Distributed software development (DSD), including GSD, has received much attention owing to the importance of increasing distributed development and outsourcing projects (Schneider et al., 2012; Jiménez et al., 2009). The main motive for this trend is the need to allocate development teams to different distributed locations in order to achieve higher quality products and services at lower cost (Khan, Niazi & Ahmad, 2009), looking for competitive advantage in terms of quality, cost and human resources (Ranganathan & Balaji, 2007). The transition from co-located to distributed projects has been accompanied by significant changes to aspects of the software development field (da Silva, França & Prikladnicki, 2010), including features and challenges integral to software development project practices (Jiménez et al., 2009).

In order to meet the challenges associated with global adoption, changes are needed in software engineering practice. Requirements engineering (RE) plays an important role in the software development process in both the collocated and the distributed domains (Damian & Zowghi, 2003). Managing the communication of client requirements is a key component of the development production process in the marketplace. While it is difficult to negotiate and communicate these requirements locally, it is even more difficult to do so over distributed boundaries, particularly for multiple clients. This difficulty increases in DSD projects as well as projects that have multiple distributed clients across organisational and distributed boundaries.

In the last two decades there has been a significant transition from forms of collocated development to GSD, requiring more communication across organisational boundaries (Damian, 2007). RE in a distributed domain is a complex intersection phenomenon that encompasses numerous technical, social and organisational aspects (Damian, 2002). Since 2000 a number of phenomena and concepts have been growing significantly in the software industry and market that have affected several aspects of software engineering, such as Agile software development methods (Erickson, Lyytinen & Siau, 2005), an increase in DSD projects (Prikladnicki & Audy, 2010), and growth in using and producing packaged software (PS) products (Morabito, Pace & Previtali, 2005). Consequently, research has focused on the impact of these phenomena on different activities in the software development life cycle in order to identify and discuss the opportunities and challenges of this change.
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1.1 Motivation for the Research

The software industry provides different types of products and processes (Xu & Brinkkemper, 2007). Some products are built from scratch and based on clients’ requirements, such as bespoke software products, whereas others are sold ‘off-the-shelf’ then customised, such as PS products. Much research has indicated the importance of the customisation process for PS products in the industry, especially in recent years with the significant growth in demand for this type of software (Gregory & Baskerville, 2014) (section 2.3.1). Numerous aspects are discussed and explored in the literature, such as distributed development and RE, especially RE of bespoke software products compared to PS products (see section 2.3). Recent research indicates a lack of studies that focus on RE practices of PS products, including the processes and tools of this domain (Jebreen, 2014) (section 2.3.1).

The intersection between the customisation of software products, distributed development and Agile development domains sketched in order to discuss the RE challenges and difficulties has identified an interesting area scarcely represented in the research literature. Many studies discuss the challenges and opportunities of RE with DSD, or RE with Agile with DSD projects (Chapter 2), however the process of customising software products in the distributed domain using a lighter development approach such as the Agile development approach has not been investigated as much as bespoke software products (Jebreen & Wellington, 2013), as described in section 2.3.1. Therefore, the scope of this thesis lies in the customisation of software products in the distributed domain by identifying the challenges and key factors in the software customisation process across organisational and distributed boundaries, using local development practices such as the Agile approach. It investigates the impact of making decisions and undertaking development practices at clients’ locations to reduce the challenges of communicating multiple clients’ customisation requirements over distributed boundaries.

1.2 Research Questions and Hypotheses

The research questions and hypothesis defined for this research are:

RQ1: What are the challenges identified in the literature in customising software products across organisational boundaries in the distributed domain?

The customisation of software products faces difficulties in projects involving multiple clients across the organisational and distributed domains. Thus, this research question aims to investigate the challenges and difficulties identified in the literature on customising software products across these boundaries. Chapter 3 presents and confirms a Framework for Challenges
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of Customising Software Products across Organisational Boundaries in DSD (FCCSD) that synthesises the findings in the literature on RE, DSD and the Agile development approach to the process, answering this research question by addressing the key challenges and factors to help researchers and practitioners understand and consider these challenges. In addition, Chapter 7 discusses the FCCSD in detail.

RQ2: What is the impact of making decisions locally on the total decision period and the total customisation period of software customisation processes in the distributed domain?

Communicating customisation requirements for multiple clients involves issues such as holdups due to misunderstandings over clients’ requirements across distributed boundaries, impacting on the customisation process. Therefore, this research question aims to investigate the impact of making decisions onsite on the duration of both decision making and the entire customisation process for the distributed multiple-client domain. This question has been answered by confirming the two defined hypotheses.

Hypothesis 1: Allocating decision making to clients’ locations will reduce the total decision-making duration for customising the requirements of distributed clients.

Hypothesis 2: Allocating decision making to clients’ locations will reduce the impact of communication challenges by reducing the total duration of the entire customisation process to satisfy the requirements of distributed clients.

Allocating negotiation and decision making to the client’s site minimises the amount of further communication necessary between clients and development teams. Therefore, Hypothesis 1 is concerned with the impact of adopting local decision making on the duration of decision making when multiple clients are involved in a customisation project. Chapter 4 presents a model, Communicating Customisation Requirements of Multi-Clients in the Distributed Domain (CCRD), to reduce the challenges. In addition, section 6.2.3 presents the evaluation that confirms Hypothesis 1, as discussed in section 7.4.1. Hypothesis 2 indicates the impact of local decision making on the entire customisation process by reducing its duration. In Chapter 6, section 6.2.4 presents the evaluation experiment that confirms Hypothesis 2, as discussed in section 7.4.2.

RQ3: How much would undertaking the process of development of minor tasks at clients’ locations reduce the total development and customisation period?

Undertaking the development of minor customisation requirements at a client’s location plays a vital role in shortening the development process in customisation projects. This research question aims to examine the impact of doing so on the length of the development period and
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the entire duration of customisation in the distributed multi-client domain. This research has been answered by confirming the hypothesis defined for its solution.

**Hypothesis 3:** Applying development processes for some tasks locally would decrease the time for development in customisation and thus the duration of entire customisation process.

Hypothesis 3 is concerned with the impact of allocating development of minor customisation requirements to clients’ locations to cut the duration of both development and the entire customisation process. Section 6.3 presents the results of the evaluation for local development process at clients’ locations, which confirmed this hypothesis as discussed in section 7.4.

1.3 Contributions

This thesis investigates customising software products across organisational and distributed boundaries to discuss and provide a solution to the challenge of communicating the requirements of multiple clients across the distributed domain. Through the methodology used in this research and its findings, the key contributions are as follows.

- It has identified in the literature the challenges and factors of customising software products across organisational and distributed boundaries and presents them in the form of a confirmed framework, the FCCSD (Figure 3.1). This informs researchers and practitioners of the key issues for customisation projects, especially those adopting local practices as in the Agile development approach, with multiple clients in the distributed domain. The FCCSD is discussed in section 7.2.

- It investigates the impact of adopting local decision making at the clients’ location on the customisation process, by designing the CCRD model (Figure 4.1) for communicating customisation requirements for multiple clients over the distributed domain. This contribution is discussed in section 7.4.

- It extends the CCRD model by allocating the development process to the clients’ location (Figure 4.2). It then investigates the impact using simulation to develop certain requirements for the duration of the development process and the entire customisation process in order to reduce the challenges of communicating clients’ requirements over distributed boundaries. This contribution is discussed in section 7.5.

- The simulation of the baseline model represents a practical contribution of this research, which models an industrial case study for customising software for multiple clients in
the distributed domain with a central development team, using the real requirements of 18 clients in 2479 requirements over 1290 working hours.

- Another simulation model is provided for the customisation process using local decision making and a local development process using real client data from the selected case study, which in future work is to be extended and used in other research projects, as suggested in section 8.4.

- In doing so the three research questions above are answered and give statistically significant support for all three hypotheses.

1.4 Thesis Structure

This thesis is divided into eight chapters. After Chapter 1, the thesis is organised as follow.

Chapter 2 Review of customisation software products across distributed organisational boundaries: This chapter presents the literature in three areas involved in the development process: DSD; RE; and Agile software development. In addition, it presents the overlap of these areas in order to investigate the effect of local negotiation and decision making on the customisation requirements of distributed development projects. It concludes with a table displaying the challenges and factors impacting on DSD customisation, as identified in the literature.

Chapter 3 Framework for challenges of customising software products across organisational boundaries in DSD: This chapter presents the FCCSD, addressing the identified challenges of customising software products across organisational boundaries in distributed development projects. It presents the process design, then discusses its components in detail. A preliminary confirmatory study was conducted in the form of a questionnaire with 19 researchers and practitioners from the software development community in order to confirm the importance of the process of customising software products as a domain, and also its challenges, presented though the FCCSD.

Chapter 4 A model for communicating customisation requirements of multi-clients in distributed domain: This chapter describes the importance of communication of customisation requirements for multiple clients across distributed boundaries. Also, it provides a model for the customisation process in the distributed domain. This CCRD model has two scenarios, one using local decision making at the distributed clients’ location, and the second enhancing the application of the development process for some clients’ requirements at their location.
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Chapter 5 Evaluating local decision making and development at client’s location in DSD: This chapter presents the methods used in this research in order to build the environment for the evaluation process and to complete it for the CCRD model, to examine the defined hypotheses for this research. This includes a sequence of activities starting with selecting a case study, conducting a contextual review study, building a baseline model for the selected case study, validating the CCRD model, tracing the baseline model and finally confirming the findings of the experiments in a confirmatory study.

Chapter 6 Evaluation experiments: This chapter presents the evaluation of this research, including the settings used, the design of evaluation experiments and the results obtained by each experiment. It presents findings and interpretation of three experiments: evaluation for CCRD model – local decision making; evaluation for CCRD model – local development; and findings of the confirmatory study.

Chapter 7 Discussion: This chapter discusses the research findings, starting from the identified challenges of the software customisation process for projects undertaken across organisational and distributed boundaries through the FCCSD and the preliminary confirmatory study conducted to confirm the framework’s components. It also presents a discussion of the evaluation results for the CCRD model, both for local decision making and local development, supported by the findings of the confirmatory study that use the results to answer the research questions and hypotheses of this research and considering the main research limitations.

Chapter 8 Conclusion and future work: This chapter presents the objectives of this research and an overview of the research activities. It goes on to present the research findings based on the research questions and defined hypotheses. In addition, it makes some suggestions to extend this research in future in terms of new ideas and improved simulation models for the customisation process in the distributed domain. Finally, this chapter concludes with the key outcomes of this research.
Chapter 2: Review of Customisation Software Products across Distributed Organisational Boundaries

2.1 Introduction

A literature review has three important functions: to provide the background to the study for the researcher; to present important research in the relevant area; and to establish the study’s position by linking it to a chain of research and expanding knowledge in a particular research area (Weissberg & Buker, 1990). This chapter presents a literature review of various topics relating to this research. Its main goal is to review the customisation of software products across distributed boundaries in a DSD environment by reviewing the research in related disciplines.

Figure 2.1: Software development areas reviewed

Figure 2.1 illustrates the three areas reviewed in this chapter. First is DSD, incorporating research discussing the shift of development projects from collocated to distributed, including research conducted in terms of GSD and multi-site development. This also discusses challenges and opportunities in the DSD domain. The second area is RE, which plays a vital role in the software development process and the challenges of the DSD domain. In addition, this section
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examines the customisation requirements of PS products, as presented in section 2.3, while section 2.4 presents a review of the adoption of Agile software for a DSD project, including the enhancement of locality and close contact to mitigate the challenges of DSD as well as RE issues. The third section reviews organisational boundaries and multi-site development. Finally, Section 2.5 discusses the overlap of the three areas in Figure 2.1 the DSD, RE and Agile areas to discuss local negotiation and decision making in the customisation requirements of distributed development projects. This section describes the importance of this scope and the recommendations made by different researchers to conduct more empirical research to discuss the challenges of customising PS products in the distributed domain and to focus on its requirements, as most literature research deals with this issue from the perspective of bespoke products, although there is a difference between the two, as seen in section 2.5. In conclusion, a summary section presents the main challenges discussed and the outputs are shown in Table 2.2.

2.2 Distributed Software Development Review

Until the 1980s, when the DSD concept began (Sengupta, Chandra & Sinha, 2006), the industry relied on the traditional method of in-house software development (Colomo-Palacios et al., 2014). There has been significant attention paid to DSD over the two decades since the 1990s (Kiani, Šmite & Riaz, 2013). Software development may be defined as the activities, methods, practices and technologies used by companies and individuals (Pressman, 2010). These are performed in the context of projects through work organisation teams, and projects may take different forms. They have a collocated form when the development team allocates a single site (Damian & Moitra, 2006) or they may be geographically distributed, where the actors in the software development process (e.g. project team, customer or user) are physically distant from each other (Prikladnicki, Audy & Evaristo, 2003).

The software industry now tends to decentralise and distribute both development and maintenance around the world in a phenomenon called GSD (Sengupta et al., 2006). DSD, including GSD, has received much attention owing to the importance of increasing distributed development and outsourcing projects (Schneider et al., 2012; Jiménez et al., 2009). The reason behind the tendency is the urge to allocate development teams to different distributed locations to obtain higher quality products and services at a lower cost, looking for skilled human resources and an appropriate infrastructure (Motira & Herbsleb, 2001; Khan, Niazi & Ahmad, 2009). According to Sengupta et al. (2006), the demand for global development arose in the late 1980s with copious research into the optimum practices for each type of software development. However, shifting from collocated to distributed projects has involved challenges as well as benefits, and these are of significant interest to more recent research (Sengupta et al., 2006).
DSD projects in the software industry are of different types, depending on variables such as the location and relationship of the various actors in the software development process (Robinso
n & Kalakota, 2004). For example, some projects involve many teams in a single city, whereas others have teams spread across different countries (Prikladnicki et al., 2007). The following section presents different forms (models) of software development practices in DSD projects and their challenges, with a glance at the research conducted into each.

2.2.1 Business models of distributed software development projects

Software development projects involve both the contract and the relationship between software vendors and client (Colomo-Palacios et al., 2014). These factors are of significance to DSD, shaping the interchange (Pressman, 2010), for example their geographical location, the distance between the distributed sites, the organisational structure and also technical aspects such as the development process, project structure and architectural strategy of each project (Pressman, 2010). Thus, business models of software development, particularly DSD projects, are defined by their relationship or location, or both. According to Robinson and Kalakota (2004), the relationship between the software vendor and client in software development projects may be of two types, depending on contract type and geographical distance, as shown in Figure 2.2. However, any project must involve both contracting and geographical distance models, as shown below and explained in the following sections.

![Diagram](image_url)

Figure 2.2: Business models in the DSD domain
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2.2.1.1 Business models based on contract type

Developing software products for an organisation may be undertaken by the software development team in the organisation itself or by an external venture (Prikladnicki et al., 2007). In each case the relationship between client and development team depends on the type of contract involved: outsourcing, insourcing or joint venture (Prikladnicki et al., 2007).

I. **Outsource**: Outsourcing in some cases is known as external vendor or external buy. It involves project contracting and implies a faster process, often undertaken by companies that share offshore secondary functions (Prikladnicki et al., 2007). The concept started in the 1980s when IT firms tended to delegate development activities to specialist organisations with a large pool of skilled labour (Sengupta et al., 2006). There are many reasons for outsourcing software development such as low cost (Khan, Niazi & Ahmad, 2009) and the enhanced quality of both product and service achieved by using highly qualified practitioners (Shao & David, 2007). This kind of contracting in the software development industry has made a significant shift in recent decades and much research has been conducted to discuss its different issues (Oza et al., 2006; Tiwana & Keil, 2004; Damian & Moitra, 2006) and the challenges (Jiménez et al., 2009). Oza (2006) conducted intensive research into the relationship between software vendors and clients in Indian companies. This discussed various aspects of outsourcing such as the types, difficulties, benefits and success factors. Indeed, this kind of development model is the most challenging in DSD as it involves dealings with different organisations, so many issues arise in terms of organisational and cultural boundaries, and collaboration (Schneider et al., 2012).

II. **Insourse**: Insourse is another relationship between software provider and client, defined as business activities undertaken within the same organisation, even if these take place at different geographical locations (Schniederjans, Schniederjans & Schniederjans, 2005). It is also known as a subsidiary relationship in which development processes are executed, or a third party is brought in to work, within the client’s organisation to build a software product and provide services (Prikladnicki & Audy, 2010). Although this kind of development models has fewer challenges than outsourcing it still confronts problems, especially when development team members are spread across different countries. In this case there are different time zones, communication and collaboration challenges (Höfner & Mani, 2007). Šmite et al. (2013) provide an example of research into insourcing development. In their study they explore offshore insourcing decisions through an empirical study and propose a decision-making process to help managers during software development.
III. **Joint venture**: This type of software development model refers to two or more software companies joining as a single entity to provide a software product. Sometimes foreign companies use a local company as a partner (Krishna, Sahay & Walsham, 2006). Tidd and Izumimoto (2002) conducted an investigation to examine 12 manufacturing joint ventures in the UK. They refer to this type of contracting as collaboration to exchange knowledge and experience in order to produce products, and this applies to the software production line.

2.2.1.2 **Business models based the geographical location**

Distributed software projects may be based on the geographical location of their actors (Robinson & Kalakota, 2004). DSD projects allocate team members to different locations during the development life cycle, and the distance between them may range from a few metres in the same building to across borders (Jiménez et al., 2009), when it is known as GSD. There are two models of software development process in this context, offshore and onshore (Prikladnicki et al., 2007), which take different forms depending on the type of contract and relationship with the software vendor. These are offshore outsourcing, offshore insourcing, onshore outsourcing and onshore insourcing, as shown in Figure 2.3 and explained below.

![Figure 2.3: Matrix of DSD business models (Prikladnicki et al., 2007)](image)

I. **Offshore**: Offshoring is a software development model where the client’s and vendor’s companies are located in different countries (Šmite et al., 2013). The development may be implemented by the contracting company or another vendor. This type is sometimes known as GSD (Noll, Beecham & Richardson, 2010) and is popular in the industry as it aims to manage the interaction between people, organisation and technologies comprising
development projects across international boundaries (Ebert, 2012; Herbsleb & Mockus, 2003). Much research has been undertaken on GSD, such as by Carmel and Tjia (2005), Khan, Niazi and Ahmad (2011), and Robinson and Kalakota (2004). The reason for this research is the significant demand for offshoring in the software industry (Hernández-López et al., 2010). Also, GSD has many challenges that demand investigation such as the time zone problem (Motira & Herbsleb, 2001), different cultures (Damian & Zowghi, 2003) and issues of development across organisational and border boundaries (Damian, 2006). There are many issues that need investigation such as the impact of GSD and offshoring development on team members (Colomo-Palacios et al., 2014; Bosch & Bosch-Sijtsema, 2010), indicating three important trends of GSD research: the widespread adoption of software product lines; the broad globalisation of software development across many organisations; and the importance of building a software ecosystem.

Offshore projects may be run as a form of outsourcing where the software product is provided by a subcontractor located in a different country to the client. Offshore outsourcing development is referred to as a modern business strategy for producing high quality software at little expense, using third party teams in countries operating at low cost (Khan, Niazi & Ahmad, 2011). This type of development integrates the contract-based relationship model of development (outsourcing) with a geographical development model (offshore). Since the 1990s there has been a significant revolution in the adoption of outsourcing software to offshore vendors (Khan, Niazi & Ahmad, 2011). There are many reasons, such as clients looking for cheap yet high quality software products (Bush, Tiwana & Tsuji, 2008). Outsourcing contracts to an offshore development team can satisfy this requirement, especially in countries such as India, Ireland and China (Khan, Niazi & Ahmad, 2011). According to McLaughlin (2003), developing software with offshore vendors in such countries usually costs only a third of that with onshore vendors and a half as much as in-house development, indicating the benefits. However, development projects using offshore outsource models face many challenges, especially in managing the coordination, communications, time zones and differences in organisations and cultures (Damian et al., 2007; Holmström et al., 2006). Therefore, balancing the benefits and risks in this type of research is vital to outsourcing and offshoring decisions (Holmström et al., 2006). The other form of offshoring is conducting projects by insourcing, when the company creates its own software through branches located in different countries. This type of development has come about as a result of globalisation, leading software organisations to undertake a development project across their sites. Most projects are run by multinational organisations that distribute their software development processes worldwide, seeking low-
cost, high quality labour to increase their customer base in different markets (Prikладnicki, Audy & Evaristo, 2004).

II. Onshore: Onshore is the form of distributed development project when both client and vendor are located in the same country (Prikładnicki et al., 2007). This kind of development model has fewer challenges than the offshore model, since factors such as culture, language, and time zones are similar within onshore development teams. However, projects still face difficulties in communication, collaboration and management, especially for multiple teams in different cities and in different organisations (Sengupta et al., 2006). Moreover, since most research has been conducted on offshore development (Khan, Niazi & Ahmad, 2011), there is a lack of studies focusing on onshore development projects. The onshore development model has two scenarios based on the location of the team and the site. In the first, the development process takes place in the same country but in a different city or venue (Sengupta et al., 2006); in the second, it is implemented at a single location: onsite at the client’s premises (Robinson & Kalakota, 2004).

Onshore development projects are known as outsourced when an external company (subcontractor) located in the same country provides software products or services to a client’s organisation (Faiz et al., 2007). Outsourcing the process usually indicates savings in the cost of qualified labour, but there is little justification for organisations to outsource to local software development firms (Laplante et al., 2005). Some researchers attribute the reason to avoidance of the challenges and difficulties of global development across borders, such as different languages, time zones and cultures (Carmel & Tjia, 2005).

Another onshore development model is the insourcing of software development, when the software is developed through internal projects (in the client’s organisation) in the same country. In this model the company takes the development role and produces software for the organisation itself, using its resources by delegating the responsibility for development to one of the firm’s departments (Iqbal, Ahmed & Marczak, 2014). This type of development is referred to as a simple development model since the challenges of offshoring and outsourcing projects are absent, yet there are other issues such as a lack of qualified labour if the development is undertaken within the same organisation (Prikładnicki et al., 2007).

2.2.2 Shifting from collocated to DSD and trend of distributed research

The software industry has seen a significant leap forward in various areas in recent decades, and one of these areas is DSD, a growing field in software engineering (Prikładnicki & Audy, 2010).
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Many companies have distributed their software processes and tend to decentralise and distribute development and maintenance around the world, looking for competitive advantages in terms of quality, cost and human skills resources (Ranganathan & Balaji, 2007). The DSD phenomenon started in the late 1980s (Sengupta et al., 2006), and some authorities would defer that to the early 1990s (Carmel & Tjia, 2005). However, the most significant interest and intense competitive research has taken place since the 1990s in an increasing number of DSD projects, whether local, global, within same company (insourcing) or with a third party (outsourcing) (Schneider et al., 2012; Jiménez et al., 2009). Furthermore, in 2001 the Agile software development approach began to be adopted by the software development field after the announcement of the Agile Manifesto (Fowler & Highsmith, 2001; Kent Beck et al., 2001), changing the software development process from traditional to Agile. This played a vital role in the increase in demand for DSD and distributed Agile development (DAD) research (Sureshchandra & Shriniwasavadhani, 2008; Jalali & Wohlin, 2010).

The transition from co-located to distributed projects has been accompanied by significant changes to aspects of the software development field (da Silva, França & Prikladnicki, 2010). These include features and challenges integral to software development project practice (Jiménez et al., 2009). Much research has discussed the DSD phenomenon from different angles such as software development environments, including development centres (Carmel & Agarwal, 2006; Höfner & Mani, 2007), project management (Ribeiro, Czekster & Webber, 2006) and project allocation decisions (Ebert, 2007). People involved in DSD projects have taken a unique interest in research into the relationship between vendor and client, the impact of DSD on distributed team members and cultural differences, including language (Colomo-Palacios et al., 2014). Tools and technologies have also been investigated to provide alternatives to close contact or to overcome the challenges of DSD projects (Rodríguez, Ebert & Vizcaino, 2010). Although these aspects have been covered in the DSD research literature, a significant number of studies incorporate GSD issues such as communication, collaboration, time zones in global development, cultural and organisational boundaries in outsourcing projects and managing requirements over distributed domains. The following sections in this chapter present the challenges of DSD and propose solutions in terms of models and frameworks in DSD including GSD, and Chapter 3 presents a framework for the challenges of DSD customisation with details of each challenge. The issues identified in that chapter have been verified by various expert practitioners through a questionnaire.

2.2.3 Distributed software development challenges

DSD, including GSD, has brought significant benefits to the process of development and accelerated software production. However, many challenges have arisen in the wake of global
development, such as inadequate communication between teams and problems with time zone differences (Sengupta et al., 2006). In recent years, a number of studies including systematic reviews have been carried out to discuss DSD challenges, issues and difficulties.

For instance, Jiménez et al. (2009) conducted a systematic review of the literature relating to the challenges and issues of DSD. Their study proposed solutions and ways of meeting these challenges. They addressed the challenges of DSD projects such as communication, group awareness (relationships between people in the project), configuration management, knowledge management, coordination, collaboration, project and process management, process support, risk management, cultural differences and quality measurement, proposing how to meet each challenge.

Another study was initiated by Sengupta et al. (2006) at the IBM Research Centre to investigate the challenges of DSD. This identified four issues: collaborative software tools, knowledge acquisition and management, testing in a distributed set-up, and process and metrics. It addressed the difficulties in each area and the research gaps such as inadequate communication, trust, system integration and knowledge management. The authors investigated RE issues in DSD, especially across cultural boundaries and in stockholder organisations, and were able to construct a model of the requirement-gathering process, including negotiation and specification, showing the difficulties faced by software development in DSD projects in terms of RE.

Rodríguez, Ebert and Vizcaino (2010) conducted a study to investigate the tools and technologies used by distributed teams. They discussed the collaboration and integration of these technologies and the tools involved in software processes, such as IBM Jazz, Microsoft SharePoint and Google Apps. Their study included a comparison of these technologies with the software development process, such as tracking systems and management features, plus calendar management.

Another DSD aspect investigated in the literature is multi-site development and organisational boundaries. Software development processes such as RE and project management are difficult enough in a local development setting but become even more so when multi-site projects are involved. This problem increases over organisational and cultural boundaries. A great deal of DSD research has discussed the impact of multi-site projects on the development process itself, as well as organisational boundaries, for instance the study by Damian and Zowghi (2003). This identified generic challenges such as inadequate communication, knowledge management, cultural diversity and time differences. In the same context, Damian (2007) considered the challenges and difficulties of global software engineering (GSE). The study states that managing the requirements of distributed stockholders in software development in the DSD domain across cultural, time zone and organisational boundaries faces significant issues. In
addition, it shows how DSD challenges such as communication and coordination become more
difficult in multi-site projects spanning organisational and cultural boundaries.

2.2.4 Proposed solutions to overcome DSD challenges

DSD challenges have been the focus for researchers and practitioners (da Silva, França &
Prikladnicki, 2010) and many studies have attempted solutions (Portillo-Rodríguez et al., 2012). Studies adopt one of two approaches. Some focus on technical problems and propose technical remedies for issues such as inadequate communication, poor bandwidth and connectivity problems (Portillo-Rodríguez et al., 2012). Many of these discuss collaborative software tools to reduce the challenges involved in a DSD project. Rodríguez, Ebert & Vizcaino (2010) carried out a study focusing on tools and technologies designed for distributed teams, discussing a number of tools in the software market, as summarised in Table 2.1. In their study they indicate the power of the support provided by these tools to communication, coordination and control. However, these technologies do not cover all phases of the software development life cycle. Another study discusses tools and technologies for different DSD aspects such as RE (Carrillo de Gea et al., 2012; Teruel et al., 2014), software testing in the DSD domain (Andrea, 2007) and quality (Lanubile et al., 2003; Martignoni, 2009). However, the proposed tools and technologies focus on communication and management; few studies look into tools that support coding over distributed boundaries, representing a gap in the research that needs more investigation (Sengupta et al., 2006).

The second approach, taken by many studies, is to discuss and propose solutions to DSD challenges by focusing on business aspects such as models and frameworks to deal with particular difficulties. Schneider et al. (2012) conducted a systematic literature review to collect and analyse 127 solutions proposed for four aspects of DSD and GSD: process management; project management; engineering; and support. Project management has received most attention and the other areas such as product integration very little, and the study concludes by identifying those that need more focus: project monitoring; product control; and integration. These recommended areas could be taken as a pointer to future research in the DSD domain. Šmite and Borzovs (2006) investigated the impact of risk management on GSD, termed global risk, designing a framework to address this across organisational and cultural boundaries. Akbar et al. (2008) proposed a model for those software companies developing web applications for distributed client locations that emphasises the support needed for communication between developers and offshore clients to complete their projects with the minimum documentation (Figure 2.4).
Table 2.1: Collaborative technologies for distributed teams (Rodríguez, Ebert & Vizcaino, 2010)

<table>
<thead>
<tr>
<th>Collaborative technology</th>
<th>Technology tools</th>
<th>Data backbone</th>
<th>Compatible tools</th>
<th>Web 2.0 apps</th>
<th>Security</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft SharePoint (<a href="http://SharePoint.microsoft.com">http://SharePoint.microsoft.com</a>)</td>
<td>SharePoint Sites, SharePoint Communities, SharePoint Content, SharePoint Search, SharePoint Insights, SharePoint Composites, SharePoint Designer, SharePoint Foundation, SharePoint Workspace</td>
<td>Windows Sharepoint Services Data Integration through platforms such as Mamboo MashPoint or Mainsoft Share-Point Integrator</td>
<td>Microsoft Office, Lotus Notes, Domino</td>
<td>wiki, blog</td>
<td>Secure Sockets Layer (SSL), IP Security, Windows Security Account</td>
</tr>
<tr>
<td>Google Apps (<a href="http://www.google.com/apps">www.google.com/apps</a>)</td>
<td>Google Calendar, Google Docs, Google Groups, Gmail, Google Sites, Google Videos</td>
<td>Data Integration through Google Secure Data Connector</td>
<td>Microsoft Outlook, Lotus Notes</td>
<td>wiki, blog, video</td>
<td>HTTPS, SSL, Message Security through Postini technology</td>
</tr>
</tbody>
</table>
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Mudumba and Lee (2010) found that there was a lack of research into DSD risk management. As a result, they proposed an Agile risk management framework that supports identification of dynamic risk management. Interestingly, they discussed multi-organisations, multi-teams and other multiplicities in DSD, and reported that several researchers recommend this Agile method in project management to mitigate dynamic risk in software development projects.

![Communication Diagram]

Figure 2.4: The DAD model (Akbar et al., 2008)

In short, the previous section shows the importance of DSD and presents different models of DSD projects in both the global and the local domains, discussing research trends and proposing solutions to some challenges in the literature. The following points represent the outputs of this section:

The software development industry, both in practice and research, focuses on dealing with the challenges and opportunities of the distributed domain. Thus, researchers are prompted to conduct studies in this area to fill the gaps.

Communication among the distributed teams is one of the main challenges facing any DSD project in all the models. However, the level of challenge depends on the degree of distribution; for example, onshore insourcing projects face fewer challenges than offshore outsourcing projects. Therefore, the literature encourages solutions comprising a combination of different models.

Much research emphasis is on the importance of research conducted in the real world, using empirical data to deal with issues and problems with realism, proposing solutions that meet both the software industry’s and practitioners’ needs.
2.3 Requirements Engineering in Distributed Software Development Review

Requirements are defined as a specification of what should be developed and implemented in order to produce a software product (Sommerville & Sawyer, 1997) and RE refers to the process of dealing with software requirements, including their formulation, documentation and management (Kotonya & Sommerville, 1996). It is a critical phase in software engineering (Damian, 2002; Jiao & Chen, 2006), with a vital role in managing customer requirements, a principal factor in production in the marketplace (Niazi et al., 2012). Since the 1990s the software industry has shifted its attention to GSD, as explained earlier in this chapter. However, to meet the challenges, changes in software engineering practices are needed (Damian et al., 2004), and specifying requirements is one of those practices affected. While it is difficult to manage these requirements locally, it is even harder to communicate them over organisational boundaries and to distribute them to multiple customers (Damian, 2002). This difficulty increases in DSD projects as well as those with multiple stakeholders across organisational and cultural boundaries. In recent years, a significant transition from co-located forms of development to GSD has taken place that demands collaboration (Damian and Zowghi, 2003; Damian, 2007), and in a distributed setting RE is a complex intersection phenomenon that involves technical, social and organisational aspects (Damian, 2007).

2.3.1 Customisation requirements for packaged software products

The software industry provides different types of products and processes. Some products are built from scratch, based on clients’ requirements, whereas others are sold ‘off-the-shelf’ and customised. Therefore, the RE process is differentiated by software type and the extent of changes to the product agreed between vendor and client. Most research that discusses the development process, practices and management of development team roles and responsibility, including requirement management during the software development life cycle, focuses on the development teams responsible for dealing with client requirements, from selection to delivery of the solution through a process of decision making and development.

Xu and Brinkkemper (2007) indicate differences between the following software products, as shown in Figure 2.5.

- **Shrink-wrapped software**: Software that is boxed, shrink-wrapped then sold in stores to run on different platforms. In this type, the user has no option to change the function.
Literature Review

- **Commercial off-the-shelf software (COTS):** COTS software built for the general public in the software market. It can be used as it is, or have some features personalised (for example, the application’s appearance) without changing the main functions. This type of software is sold without source code modification (Brownsword, Oberndorf & Sledge, 2000).

- **Commercial software:** Products purchased in the retail market with a strict licence for use, without permission to change or copy.

- **Packaged software:** PS is defined by Xu and Brinkkemper (2005) as ready-made software products obtainable from software vendors that are built to general requirements then sold to different clients, and that may be ordered with the source code then customised to the client’s requirements. Examples of this type of software product are Enterprise Resource Planning (ERP) and Customer Relationship Management (CRM) systems. Over the past decade a number of organisations have decided to implement PS, so it is one of the fastest-growing software industry markets (Jebreen & Wellington, 2013). In addition, Karlsson et al. (2007) mention a study conducted by AMR in 2007 that refers to the importance of the PS market and how it was expected to undergo significant growth between 2007 and 2009 to $64.88 billion. However, the PS domain and market need more research to identify gaps in our knowledge and other challenges. For instance, the PS market needs to identify the difference between the development of packaged software and that of bespoke software (software built from scratch according to a client’s specification) (Sawyer, 2000).

![Figure 2.5: Categories of software products (Xu & Brinkkemper, 2005)](image)

The trend during the previous decade has been for the software development market to pay significant attention to the specialisation of software products in terms of custom-ready software, rather than building software products from scratch, in order to save time and to deliver a high quality and trusted product (Sawyer, 2001). In addition, custom-ready software such as software packages has attracted interest as it has wide-ranging effects on the
configuration of the organisation, so software vendors have focused on how to build this type of software that is packaged and customised to meet clients’ requirements, while client organisations have focused on how to manage the environment for that software, including the people and hardware to help to make the product work by defining accurately the requirement (Jebreen, 2014). Sawyer (2001) also considers the change in the RE processes dealing with the customisation requirements of different clients. The following sections discuss the challenges of RE, including customisation requirements and opportunities in DSD projects.

The fast growth and great significance of PS, and the seeming predictability of its developing process, make it necessary to understand RE practices in packaged software implementation and the development process (Light, 2005). However, Jebreen and Wellington (2013) emphasise the absence of studies discussing RE practices for PS products. The trend of future research is toward the different aspects of RE, given the lack of RE tools to support the analysis and management of, and collaboration with, clients’ customisation requirements for PS products in the distributed domain (Jebreen & Wellington, 2013).

2.3.2 Challenges of RE in the distributed domain

During recent decades the amount of research and the number of publications in the fields of RE and requirements management have increased (Jiao & Chen, 2006). Nowadays, software is becoming complex and has a number of requirements to meet clients’ goals, and the software development process has paid attention to RE and RE research (Pitangueira, Maciel & Barros, 2014). In RE, the main goal is to identify and meet the client’s requirements to satisfy the demands of stakeholders (Zhang & Harman, 2010), so the human factor has an important role involving challenges such as decision making, prioritising clients’ requirements, estimating the project budget and duration, and dealing with different kinds of customers (Pitangueira et al., 2014), as its success lies in understanding and meeting the needs of users, customers and stakeholders (Cheng & Atlee, 2009). In addition, other aspects of RE in the distributed and global development environment have been discussed in the literature in order to identify challenges and propose solutions (Schmid, 2014): different aspects of RE such as requirements elicitation (Sharp, Finkelstein & Galal, 1999; Cohene & Easterbrook, 2005); requirements modelling (Alfonso, Braberman & Kicillof, 2004; Alur, Etessami & Yannakakis, 2003; Damas, Lambeau & van Lamsweerde, 2006); requirements analysis (Campbell et al., 2002); and requirements management (Jiao & Chen, 2006; Khan, Basri & Dominic, 2012).

In the context of the DSD domain, Damian and Zowghi (2003) conducted research focused on the challenges facing RE in the distributed domain. They proposed a model, shown in Figure 2.6, presenting the major problems behind the geographical distribution of stakeholders:
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cultural diversity; inadequate communication; knowledge management; and, in the case of GSD, time differences. Moreover, they indicated corresponding challenges such as a lack of informal communication of the local context, difficulty in understanding requirements, ineffective decision-making meeting and delays in communicating requirements across distributed boundaries.

Other studies have discussed the challenges of communicating requirements of different stakeholders in the GSD domain, such as problems in knowledge acquisition and knowledge sharing, effective communication and coordination between teams (Damian, 2007). These challenges are confirmed by studies such as that by Gopal et al. (2011) as major challenges still facing RE in DSD projects. This study discussed communication and coordination issues in the distributed domain, and the impact of these challenges on the speed and quality of the software service for multiple distributed clients. It examined internal and external teams in distributed projects and found that close contact between clients and development team reduces the impact of the challenges to communication and coordination in DSD projects. Schmid (2014) discussed challenges of RE in the GSD domain such as organisational and communication issues in customer requirement selection, cultural diversity and requirements negotiation and prioritisation. The study concluded by emphasising the role of RE in DSD issues, also the importance and need for research in various aspects such as communication, negotiation and the prioritisation of clients’ requirements across distributed boundaries (Schmid, 2014).

In terms of the RE challenges for PS products, Dahlstedt et al. (2003) indicated a difference between PS and bespoke software projects. Subsequently, Xu and Brinkkemper (2007) identified issues faced by PS development processes such as requirements, implementation and delivery. They pointed to the pressure faced by PS vendors relating to ‘time to market’. PS frequently deals with clients’ requirements through cumulative releases to adjust software functions and this process requires careful planning, prioritisation, testing and management of control, particularly when dealing with different customers and in receipt of multiple customisation tasks (Xu & Brinkkemper, 2007; Karlsson et al., 2007). Other studies in the literature have discussed the requirements challenges of PS projects. For example, Mishra and Mishra (2009) conducted research into the impact of Agility on RE and suggested that Agile methods should be used to deal with PS to deliver customisation requirements incrementally, as the development approach handles ‘time to market’ challenges by delivering incremental versions according to priority.
Figure 2.6: A model of challenges aspects of RE in DSD domain (Damian & Zowghi, 2003)
2.3.2.1 Proposed solution for RE challenges in DSD projects

Distributed stakeholders are the main challenge for RE in both the development and customisation of software. Damian (2007) presents different lessons that have been learned from practice, with a focus on global development projects across organisational and cultural boundaries. Moreover, this study discusses how much knowledge acquisition and sharing between developers and stakeholders would help RE in the GSD domain. In the same context of RE for GSD, Hayat et al. (2010) proposed a model to manage requirements changes during the development process. Next, Khan, Basri and Dominic (2012) extended the model by proposing a framework (RCM) for managing requirements changes in the GSD domain.

The proposed framework also emphasises knowledge sharing by adding a new component to the framework, a ‘central repository’ that makes any change to one customer’s site visible to other customers. The authors are to evaluate this framework by conducting case studies in different small- and medium-sized GSD organisations (Figure 2.7). Another study has been conducted by Damian and Zowghi (2003) on the impact of distributed stakeholder on requirements management. They proposed a model to address the impact of factors such as remote communication and knowledge management, cultural diversity and time differences on requirements management in distributed development projects. They concluded their study with recommendations for practice in DSD environments to address the main challenges. To manage and prioritise requirements in a distributed development environment, Ahmad et al. (2011) conducted two experiments to discuss the challenges and attributes of prioritisation requirements in the Agile development process in the GSD domain. They concluded by emphasising the importance of prioritising requirements, for developers as well as customers.

To sum up, RE plays a vital role in the software development process and software engineering in general. During recent decades the research has gone through different stages and has interesting RE aspects, including managing customers’ requirements at collocated projects for developing bespoke software products, RE for Agile software development project, clients’ requirements in customisation projects of PS products, and RE in distributed development projects including multi-site and GSD projects. Much research has been conducted into those aspects. However, recent research such as by Mishra and Mishra (2009), Jebreen and Wellington (2013), Gregory and Baskerville (2014), and Jebreen (2014) emphasises the lack of research, as research has discussed RE in PS projects in collocated and distributed projects. Also, these have identified challenges in RE in PS projects, with emphasis on the need for more investigation, real world studies and developing tools to deal with PS requirements, especially in the DSD domain, as the existing tools and models focus on bespoke products, and these are unlike PS products.
2.4 Agile Methods and Locality in Software Development

Agile software development is ‘a phenomenon’ (Dingsøyr, Dybå & Abrahamsson, 2008), not merely a development approach or methodology. It is a philosophy of software development and a new way of thinking about development processes and project management (Shore & Warden, 2007; Fowler, 2001). The business community (Abrahamsson et al., 2002) demands a development method that is lighter and faster than the traditional plan-based approach. It has arisen in reaction to traditional models, such as the waterfall model, to reduce development time and costs as well as to accommodate changes in requirements at any time with no detriment to the duration of the whole development. As a result, the Agile method is a phenomenon in the software development process and community (Cohen et al., 2004; Dybå & Dingsøyr, 2009). According to Shore and Warden (2007), ‘Agile methods are processes that support the Agile philosophy’. Schwaber and Beedle (2002) describe the Agile method as an approach to manage the system development process. Many Agile methods have been launched in industry, for example the Extreme Programming (XP) (Fowler, 2001), Scrum (Schwaber, 2004) and Crystal Clear methods (Abrahamsson et al., 2002).

Now DSD has become commonplace in modern software development, Agile software development is attracting industry attention, with a recent trend in distributed development
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environments to adopt the Agile methodologies (Sureshchandra & Shrinivasavadhani, 2008). ‘DAD’, or distributed Agile development, refers to adopting Agile principles in DSD to secure the advantages of Agile software development and using distributed development projects. As Agile practices promote a development iteration process through Agile methodologies, this can help DSD to tackle its challenges such as differences in culture and communication (Phalnikar, Deshpande & Joshi, 2009).

However, there are many reports of organisations adopting Agile methods in distributed development environments in different forms (Lee & Yong, 2009). Jalali and Wohlin (2010) conducted a systematic review on using Agile methods in GSD and concluded, for instance, that the adoption of Agile methods in GSD is not well investigated. Although there has been a significant increase in publication in this area, mainly industrial reports and a few evaluation studies, there is a need to conduct in-depth studies discussing the challenges and benefits of applying Agile concepts in DSD projects (Jalali & Wohlin, 2010).

2.4.1 Locality in Agile software development

Agile software development methods rely on the concept of ‘Agility’ in development process (Morien & Wongthongtham, 2008). This stresses practices mentioned in the Agile Manifesto (Kent Beck et al., 2001), the keys factors of success in adopting the Agile approach for software development projects. These factors emphasise close communication with the development team, including the client (Abrahamsson et al., 2002), such as making decisions and negotiating in close contact, involving clients in the prioritisation process, sharing knowledge and collaborating with team members in close meetings such as the ‘scrum meeting’ in the Scrum method (Paetsch, Eberlein & Maurer, 2003; Moe & Aurum, 2008). Close communication in the Agile development approach provides the environment vital for negotiating software requirements with the client, developer and decision maker in order to make accurate decisions and prioritise the client’s requirements (Cohen et al., 2004; Racheva et al., 2010). Doing this locally in close contact with the client enhances the software development process by reducing both the cost and duration of the development process (del Nuevo, Piattini & Pino, 2011), important features of a successful project (Jiang & Klein, 2000). Moreover, close negotiation of a client’s requirements provides the development team with understandable and agreed requirements that help the productivity and quality of the software development process and result in software that achieves stakeholder satisfaction (Abrahamsson et al., 2002). Another factor with an important role in an Agile development project is eliciting and managing client’s requirements using informal methods in an iterative process to produce incremental software products that meets clients’ requirements and gains stakeholders’ satisfaction (Cohen et al., 2004; Bjarnason, Wnuk & Regnell, 2011). In the Agile development approach the locality
provides a flexible environment for close discussion between clients, developers and decision makers, helping to reduce the challenges of formal communication besides enhancing knowledge sharing and collaboration among team members (Dybå & Dingsøyr, 2009). In addition, using the Agile approach in software development projects is popular in industry as it shows positive benefits in development teams at educational institutions, for example, in software engineering training courses (Joy, 2005).

In sum, all these factors of success in the adoption of the Agile approach in software development projects indicate the benefits of communicating closely with clients for both the quality and productivity of the software development.

2.4.2 Adopting Agile software development in DSD projects

Agile methods focus on factors of collaboration and establish the concept of close communication between the client and the development team (Erickson, Lytinen & Siau, 2005). Furthermore, Agile methods rely on face-to-face and informal communication to deliver working software within time and budget constraints (Bowen & Maurer, 2002). Thus, adopting Agile methodology in DSD projects, where the parties are distant, faces many challenges (Jalali & Wohlin, 2010). Coram and Bohner (2005) examined the impact of Agile methods on software project management. Their study discussed the impact of applying Agile methods on the process of the project, as well as the people involved such as developers, testers, project leaders and customers. They also considered the management and development processes (e.g. planning and documentation). Some researchers have concentrated on a single aspect of project management, such as risk management, then examined the impact of distributed development or Agile development on that aspect. Fowler (2003) reported on his experience of adopting Agile principles in an offshore development project, discussing the importance of various factors in Agile development such as communication, cultural changes and documentation. He set out the challenges as well as the benefits of applying Agile methods in offshore projects, as well as the current and future trends, stating that ‘Offshore development is very fashionable’. In addition, most DSD challenges apply to DAD. Therrien (2008) presented the experience of First American Core Logic (FACL) in adopting Agile Scrum in DSD projects, describing challenges such as time zones, communication and cultural challenges, the trust and enablement factor and technical challenges such as the tools of communication. He concluded by recommending an improvement in the level of adoption of Agile methods in distributed projects.

On the other hand, Agile has held out many features for software development during recent decades, for both collocated and distributed development projects (Nisar & Hameed, 2004; Sulfaro, Marchesi & Pinna, 2007). Much research has discussed the benefits of adopting Agile
methodology in DSD including GSD, such as improving the productivity of development teams in DSD projects (Ribeiro et al., 2006; Hossain, Babar & Paik, 2009). Also, communication is referred to as a dilemma in DSD projects; Fowler (2003) stated that, ‘Our experience is that, even if an Agile approach suffers from the communication difficulties of offshore, it's still better than a documentation-driven approach’. Another study confirmed that, like that of Kircher et al. (2001) and Layman et al. (2006), research conducted to investigate the use of Agile methods in DSD projects indicated it had benefits for communication, an informal communication environment and enhancing collaboration among teams in the distributed domain.

2.4.3 Requirements management in DSD projects under Agile development approach

Agile software development has become a significant movement in the history of software development (Abrahamsson et al., 2002). It has changed RE as well as development processes, making it more flexible and lighter than traditional approaches. In addition, Agile teams customise software products as well as implement changes with the benefits of closer interaction by producing integrated working software based on customers’ requirements and priorities. A number of studies have discussed Agile development in terms of RE. Racheva et al. (2010) investigated requirements priorities from a user’s perspective in the Agile development process. They proposed two conceptual models for prioritisation requirements in Agile software development (Figure 2.8 and Figure 2.9). To conclude, they raised questions about research gaps in terms of providing guidelines for researchers and practitioners in this domain, focusing on the techniques of Agile approaches to managing requirements in terms of prioritisation.

Figure 2.8: Prioritisation model for Agile requirements (Racheva et al., 2010)
Another related field is the use of an Agile method, such as Scrum, in distributed development projects at a customer’s location, with benefits for requirements management and the development process in general. Vlaanderen et al. (2011) proposed an extension of the Scrum process, an ‘Agile requirements refinery’, to deal with major requirements in the development environment (Figure 2.10). They evaluated their work in a real-life case study. To conclude, they emphasised the lack of research in the area of Agile software management, including requirements management in the Agile development process.

To summarise, the Agile software development approach has changed the software industry and enhanced new practices in software development, supporting by making lighter. This affects
both collocated and distributed development projects. The Science Agile approach relies on a less documented process with close communication among development team members in order to support requirement negotiation to make decisions and to prioritise with the involvement of clients. This style of Agile approach is applied to distributed projects to reduce the amount of formal communication between distributed teams. However, some challenges will continue to face projects as Agile methods are designed primarily for collocated teams, and extending their use to distributed teams will demand changes if they are to be useful.

2.5 Local Negotiation and Decision Making for Customisation Requirements of Distributed Development Projects

Since 2000 a number of phenomena and concepts have emerged in the software industry and market that have affected several aspects of software engineering, such as Agile software development methods (Erickson et al., 2005), an increase in DSD projects (Prikladnicki & Audy, 2010), and growth in using and producing PS products (Morabito, Pace & Previtali, 2005). Consequently, research has focused on the impact of these phenomena on different activities in the software development life cycle in order to identify and discuss the opportunities and challenges of this change. Figure 2.1 shows three different areas of software engineering relating to the development life cycle and projects, namely DSD, RE and locality, used in Agile methods.

DSD offers benefits to software development firms and the industry in general through many features, as discussed in section 2.2.2, such as using low-cost labour to produce high quality software products, saving time and money by delegating the development process on a multiple distributed ‘time to work’ parallel. Also, the software market has enlivened many developing countries in conjunction with software development firms. For example, software engineering emphasises building software in systematic way to provide high quality products with minimal cost (Chow & Joy, 2005). However, DSD projects involve challenges such as communication, collaboration, organisational and boundary issues (Jiménez et al., 2009). In contrast, Agile software development has seen the field change from a heavy, traditional process to lighter and incremental operation using practices such as close contact and local negotiation, decision making and prioritisation of project requirements with greater client and development team collaboration (Vlaanderen et al., 2011; Holmström et al., 2006).

RE plays a vital role in software development activities concerned with handling client requirements, a basic factor in the development production process in the software market (Niazi et al., 2012). RE has been referred to as an important potential influence on the success of
a development project, whether that project has a collocated or a distributed nature. Much research has discussed RE in the context of DSD and identified the key challenges of the overlap between RE and DSD areas (as discussed in section 2.3). In short, the main challenge of RE in the distributed domain is communicating clients’ requirements across distributed boundaries, past different obstacles such as a contrasting culture, multiple organisations, difference and lack of collaboration. This problem exists in bespoke as well as PS products, as recent research identifies a gap in the research on customisation requirements in the distributed domain (Jebreen & Wellington, 2013). Jebreen & Wellington state that ‘Future research could consider a problematic area within existing RE tools is that they do not support a distributed collaboratively collection and analysis of requirements’. Also, other research issues concerning customisation requirements have been referred to as an aspect of software development that requires more focus and discussion (Jebreen, 2014).

Research conducted in this area has discussed different aspects such as the prioritisation of requirements. Berander and Andrews (2005) considered different techniques of prioritisation, as it is vital to make decisions regarding cost and time by selecting from multiple alternatives. They indicated the importance of involving stakeholders in the prioritisation process, deciding which requirements are important and which need to be developed first. They concluded their work by emphasising the need for empirical research and real world cases on the prioritisation of requirements, using different prioritisation techniques to evaluate them. In addition, Lehtola et al. (2004) identified challenges of requirement prioritisation, a very important practice in RE that may affect decision making, the development process and the rest of the development life cycle. Also, the challenges of requirement prioritisation impact on client satisfaction. Lehtola et al. conducted two case studies and, through them, present the point effect requirement prioritisation from the different perspective of customers, business and implementors, as shown in Figure 2.11. Another literature review conducted by Achimugu et al. (2014) on requirement prioritisation presented findings on the importance of prioritising software development activities and of close negotiation to make accurate decisions that enhance the quality of the process and reduce rejected requirements.

Another aspect of customisation requirements for PS products is decision making, and the impact of this practice on the software development process. Decision making is critical to the success or failure of software development projects, affecting the software development process as well as its quality, especially in dealing with internal and external clients (Brinkkemper, Ebert & Versendaal, 2006). Damian and Zowghi (2002a) investigated requirements negotiation in the GSD domain. They indicated a lack of research on requirements negotiation in the DSD domain, specifically into the challenges to software development practice such as inadequate communication, time zone and cultural boundaries.
They concluded their research by emphasising the significant impact of requirements negotiation and prioritisation activity on delays in the development process and the positive impact of informal communication between clients and decision makers. They stated that ‘The ineffectiveness of formal decision making meetings combined with the use of e-mail in resolving issues led to decisions being delayed and issues remaining unresolved longer than necessary.’

To summarise the previous section, the three software development areas of DSD, RE and locality development using an Agile approach shown in Figure 2.1 represent challenges and benefits for the software development industry. However, the overlap of those areas is referred to in the literature as a gap that needs more research into the challenges and opportunities, especially considering the communication of customisation requirements in distributed projects, as most research discussed in the RE literature focuses on bespoke products, not market-driven software products such as PS. Furthermore, much of the research has discussed the importance of decision making in the development process and its impact on different aspects of software development projects in terms of both the quality and productivity of process and product.

### 2.6 Chapter Summary

This chapter has presented the literature in three areas involved in the development process, as shown in Figure 2.1. The first part of this chapter discussed DSD by showing different models of development projects, classified by contract and geography. Next the research trend of DSD was presented by reviewing studies that have discussed the challenges and opportunities of distributed development projects, including solutions proposed in this context. Section 2.2
concluded with the outputs of DSD studies, representing the main challenges of DSD projects and suggestions by DSD researchers Table 2.2.

The second part of this chapter is an RE review, discussing the importance of RE in software development in general and DSD projects in particular. RE is referred to as a significant part of software development industry that has attracted the attention of both researchers and reactionaries. Thus, researchers have discussed RE practices for different software products such as bespoke and PS products, as explained in section 2.3. The challenges and opportunities of RE on distributed development projects are also reviewed such as cultural diversity, inadequate communication, knowledge management, which are also mentioned in Table 2.2.

Next, the Agile software development approach was described as it plays a significant part in transforming the software development process from a traditional operation to a lighter process using practices such as face-to-face meetings and informal communication at the locality. Consequently, software development projects and practices, including DSD and RE, benefit from Agile development techniques and local negotiation and decision making.

Section 2.4 presented a review of the literature discussing Agile phenomena, the challenges and opportunities for DSD and RE domains, including proposed solutions using Agile to solve or diminish those challenges such as challenges of Agile adoption, requirements engineering challenges with an Agile approach and locality in an Agile development approach. Finally, section 2.5 discussed the overlap of the DSD, RE and Agile areas, as presented in Figure 2.1, in order to investigate the effect of local negotiation and decision making on the customisation requirements of distributed development projects. The section presented the importance of this scope and the recommendations given from the perspective of different researchers to focus on conducting more empirical research on the challenges of customising PS products in the distributed domain and on requirements practice on this area, as most research deals with this issue from the bespoke prospective, and there is a difference between bespoke and PS products as seen in section 2.5. The following table, Table 2.2, shows the challenges and factors identified in the literature that impact on the customisation process in the DSD domain, portrayed as a framework for the issues associated with customising software in DSD (FCCSD), then explained and confirmed by 19 practitioners in the following chapter.
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Table 2.2: Challenges and factors impacting on DSD customisation identified from literature review

<table>
<thead>
<tr>
<th>Source</th>
<th>Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coram and Bohner, 2005</td>
<td>Project management, people, planning, documentation, development process.</td>
</tr>
<tr>
<td>Jiménez et al., 2009</td>
<td>Cultural differences, group awareness, configuration management, knowledge management, coordination, collaboration, project and process management, process support, risk management, quality and measurement.</td>
</tr>
<tr>
<td>Sengupta et al., 2006</td>
<td>Collaborative software tools, knowledge acquisition and management, testing in DSD, process and metrics issues.</td>
</tr>
<tr>
<td>Damian and Zowghi, 2007</td>
<td>RE and its challenges in DSD, such as technology, culture and informal communication.</td>
</tr>
<tr>
<td>Fowler, 2003</td>
<td>Cultural changes, requirements, documentation, costs, project management and future of DSD.</td>
</tr>
<tr>
<td>Portillo-Rodríguez &amp; Ebert, 2010</td>
<td>Discussed collaborative technologies such as IBM Jazz, Microsoft SharePoint, Google Apps and IBM Lotus.</td>
</tr>
<tr>
<td>Therrien, 2008</td>
<td>Communication, time zones, cultural challenges, trust and enablement factors and technical challenges such as communication tools.</td>
</tr>
</tbody>
</table>
Chapter 3: Framework for Challenges of Customising Software Products across Organisational Boundaries in DSD

3.1 Introduction

In the literature review on customising software in the distributed domain (Chapter 2), many studies were discussed and the challenges and key factors of developing software for DSD and multi-site development outlined. In addition, several proposed solutions were described, as well as models and frameworks for DSD (Schneider, Torkar & Gorschek, 2012). However, there is a lack of literature on customising software products across organisational boundaries in DSD using local practices such as the Agile approach. Therefore, one of the main objectives of this research is to explore the domain of customising software across organisational boundaries (discussed in section 2.5) and to identify the challenges of the process to inform researchers and practitioners.

This chapter identifies the challenges of customising software across organisational boundaries in the DSD context. To achieve this goal, various aspects concerning outsourcing software products in the distributed domain have been reviewed such as DSD, DAD, customisation software, organisational boundaries and RE. Miles and Huberman (1994) define the conceptual framework as one that ‘explains, either graphically or in narrative form, the main things to be studied, the key factors, concepts, or variables and the presumed relationships among them’ (p. 18). Hence, a framework was designed to help researchers, practitioners and stakeholders to understand and consider the challenges of the customisation process across organisational boundaries in the distributed domain. It was used to make explicit the challenges identified in the literature, to evaluate their relevance and to identify the important components.

The following sections present the design process of this framework (section 3.2.1), termed the Framework for Challenges of Customising Software Products across Organisational Boundaries in DSD, or FCCSD, with a description of its components (section 3.2.2), followed by a preliminary study to confirm the framework contents in terms of challenges for customisation software products in the distributed domain (section 3.3). After that there is a discussion of the findings from the literature review and the preliminary study, presenting the scope of this research and indicating the gaps in the literature, as shown in section 3.4.
3.2 **FCCSD Framework**

The framework for the challenges for customisation software products across organisational boundaries in distributed projects (FCCSD), shown in Figure 3.1, consists of four components: communication, project management, knowledge management and configuration management. These cover management aspects as well as the software development process of projects in the distributed domain. The rest of this section presents the design process and the content of the FCCSD framework.

![Diagram of FCCSD Framework](image)

Figure 3.1: FCCSD: Framework for challenges of customisation software across organisational boundaries in distributed projects

### 3.2.1 Framework design process

The main goal of the FCCSD is to articulate the challenges for customisation of software across organisational boundaries for distributed development projects. The components were identified by reviewing related topics in the research domain. Figure 3.2, below, illustrates the process of designing and collecting these components, starting with a review of the challenges and key factors of related topics in the framework domain: software outsourcing; customisation software development; DSD; DAD; and organisational boundaries. The challenges of the research domain were then determined, as shown in Level 2. Finally, a survey was conducted to evaluate the identified challenges for customisation software products in the DSD domain to confirm these components, yielding the FCCSD, shown above (Figure 3.1).
3.2.2 Framework components

The FCCSD is divided into four main sections: communication, project management, knowledge management and configuration management. Each section has a number of components. The following paragraphs describe each component, and the research conducted and discussed in the literature.

3.2.3 Communication

DSD has become a new trend in the software industry in recent years (Korkala & Abrahamsson, 2007), and communication has proved itself as one of the key factors. Many researchers have addressed communication as one of the main issues of DSD, besides Agile development (Fowler, 2003; Sengupta et al., 2006; Abrahamsson et al., 2002; Jiménez et al., 2009). The reason why it is important is that development in general requires close communication; this only increases with Agile development, which emphasises face-to-face interaction. Discussion on communication is a key factor affecting customisation of software products across organisational boundaries in the context of DSD, including related topics such as the following.

- **Time zone**: Time zone is an influential factor in communication for teams spread across countries, as well as the working hours in different organisations. Agile software
development promotes people interaction during the development process and this is difficult if there are different time zones. Many of the reviewed studies emphasise this effect on communication in the distributed domain. In addition, communication among teams in different time zones is a future research trend in DSD that needs more investigation and proposes solutions to minimise the impact on the development process (Sengupta et al., 2006).

- **Trust:** During distributed development and development across organisations, the problem of face-to-face communication highlights another issue, namely trust between team members at different stages and in different forms, such as in requirements negotiation, the exchange of information and conveying experiences. Trust has an impact on many aspects such as communication and collaboration, project management and knowledge management. Da Silva, França & Prikladnicky (2010) maintain that levels of trust influence a development project’s success due to its significant impact on the progress of a team, and consequently the project. Trust plays a critical role in outsourcing projects, as any failure in creating confidence among outsourcing companies and development teams may cause serious problems (Ali Babar, Verner & Nguyen, 2007). In addition, Khan, Niazi and Ahmad (2009) argue that having skilled human resources is an important factor in building a successful relationship between client and vendor organisations.

- **People:** The manifesto for Agile software development places great emphasis on people: ‘Individuals and interactions over processes and tools’ (Kent Beck et al., 2001). Furthermore, the main motivation for an organisation to distribute its development projects is to look for highly skilled human resources (Khan, Niazi & Ahmad, 2011). Personnel structures in software development and the customisation process across organisational boundaries, including project managers, stakeholders and developers, are a key factor in communication, including the development team as well as users since the Agile locality concept emphasises that they should be involved as members of the development team. Also, human resources play a vital role in RE as well as in the development process in general (Hernández-López et al., 2010).

- **Cultural difference:** This is an important factor for distributing development and developing across organisations. Fowler (2003) describes cultural change as the hardest part of adopting Agile methods. Furthermore, culture can have an effect on communication, especially in GSD projects and development on multiple sites. The challenge of cultural differences is obvious in software customisation projects for different clients (Holmstrom et al., 2006). Schmid (2014) indicates that cultural diversity is a significant problem in requirements communication and it might constitute an essential difference between vendor and client organisations when each is from different cultures, as is evident in projects run across borders.
- **Collaboration:** One of the four values of the Agile Manifesto is customer collaboration (Kent Beck et al., 2001), and Agile methods duly promote the concept of collaboration with customers and other developers to support the software product and the development process. However, distributed development projects demand collaboration among distributed teams as well as clients in order to overcome the challenges of distributed development and customisation projects (Noll, Beecham & Richardson, 2010). In the customisation of software products across organisational boundaries, collaboration is the key to meeting customers’ requirements and avoiding problems of distributed sites as well as applying the Agile principles in that domain across an organisation to gain the benefits of locality. These benefits are where client, developer and project manager are involved in each development process, from requirement gathering to delivering software to meet a client’s needs (Hossain et al., 2009; Kiani, Šmite & Riaz, 2013).

### 3.2.4 Project management

The British standard (BS6079)\(^1\) for project management defines it as the planning, monitoring and control of all aspects of a project (Atkinson, 1999). Therefore, project management is an important aspect of software development in which the development process is managed from planning through to the delivery of working software to users. From the literature review, it may be seen that project management is a key topic for researchers in terms of applying Agile principles (da Silva, França & Prikladnicki, 2010; Coram & Bohner, 2005; Lee & Yong, 2009; Hayata & Han, 2011) to distributed development, due to its effect on the development process. These researchers discuss the following different aspects of project management.

- **Risk management:** Risk management has become a critical concern for people in DSD (Mudumba & Lee, 2010). Moreover, concern has increased with the application of Agile principles to DSD projects and across organisational boundaries, making researchers discuss risk management as one of the key challenges of DSD and DAD. This framework assumes that risk management is a part of project management and it is classified as a sub-component.

- **Process management:** Process, in the proposed framework, refers to the software development process, defined as a set of activities that aid the production of software products. These activities include requirement collection and analysis, implementation, testing and delivery (Sommerville, 2011). All these processes should be considered in terms of Agile development and DSD across organisational boundaries (Krishna, Sahay &

Walsham, 2006). Owing to its importance in the software development process, it is addressed as a significant component of project management.

- **Quality:** Although the software development process across organisational boundaries aims to secure many of the advantages of using Agile principles, such as reducing the time and cost as well as increasing productivity, the quality of produced software products is important (Colomo-Palacios et al., 2014). It is addressed as an important sub-component of project management in the proposed framework. In addition, quality in software quality and software process is referred to as an important measure of a software development project’s success in delivering software products that meet clients’ needs efficiently (Bhat, Gupta & Murthy, 2006; Jebreen, 2014).

- **Planning:** Planning is important in Agile development, such as to prioritise customer requirements before an iteration (Vlaanderen et al., 2011). However, its importance increases when arranging the distributed development process and plans across organisational boundaries (Colomo-Palacios, Soto-Acosta & García-Peñalvo, 2012). Prioritisation also plays a vital role in planning in software development process to help in decision making and dealing with client requirements, which is referred as a most important factor for RE either in development or customisation process for software development projects (Achimugu et al., 2014). Thus, the framework considers the importance of planning in project management.

### 3.2.5 Knowledge management

During the process of development of any software project or business there is a significant amount of information as well as knowledge to be exchanged (Bowen & Maurer, 2002). The bulk of the information appears in different forms such as test cases, codes, comments and logs on source codes, project specifications and developers’ and project team members’ experiences and comments. Furthermore, this information needs to indicate the level of accuracy and availability through useful tools (Espinosa et al., 2007). This framework emphasises knowledge management and integration as key components of software development across distributed multiple teams.

- **Documentation:** The manifesto for Agile software development (Kent Beck et al., 2001), lays emphasis on working software rather than comprehensive documentation. However, documentation in DSD and across organisations is vital to solve the lack of face-to-face and informal communication. Motira and Herbsleb (2001) discuss documentation in GSD and stress the documentation process in DSD as a part of knowledge management.

- **Communicating requirements:** Requirements play an important role, and extensive attention is paid to them in the software development process. Much research addresses
communicating requirements as one of the main challenges in the development of distributed development projects (Damian & Zowghi, 2003; Damian, 2006). The FCCSD promotes management and software engineering practices through Agile concepts. Agile software development supports face-to-face communication and interaction with customers in the complexity of the process. The framework supports the idea of allocating Agile teams to the customer’s location to gather the requirements, with other distributed Agile teams to deal with these requirements. In recent research, Schmid (2014) discusses the challenges of global RE in the GSD domain. In this study the communication of requirements across organisational boundaries is indicated as a key practice in DSD projects that may cause a significant problem if there is any difficulty. Calefato, Damian and Lanubile (2007) find requirement communication plays an important role in the development process and refer to the effectiveness of face-to-face communication to elicit and negotiate a client’s requirements in a distributed situation.

- **Group awareness:** Information should be equally accessible by everyone in DAD teams, such as developers at different sites, thus group awareness is a very important factor. One of the Manifesto’s values is an emphasis on individuals and interactive action (Kent Beck et al., 2001). An awareness among team members, especially in multi-teams projects and PS products customised to multiple clients, is of paramount importance to allow developers to avoid conflict with existing code or change important functions (Herbsleb, Grinter & Finholt, 2001; Fogelström, 2010).

- **Tools and technologies:** In the development process, either in traditional approaches or Agile methodology, various tools and technologies are used. These may be at the communication level or at the development and management level, such as tracking, e-mails and documentation. Much research indicates the importance of tools in the development process, especially in DSD projects, to reduce the challenges of communication (Martignoni, 2009) or to help to manage clients’ requirements (Carrillo de Gea et al., 2012).

### 3.2.6 Configuration and integration management

The coordination and synchronisation of the source code and software versions is an important step in any iterative development. However, the integration and version control of the source code becomes more complex in distributed projects across multiple teams and organisations (del Nuevo, Piattini & Pino, 2011). Therefore, configuration management is a key component of this framework and guides developers and project managers at the customer’s location to consider this step and make sure a new version is integrated with the customer’s needs and environment in terms of both platform and hardware.
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- **Integration:** For the process of customisation of software products across organisational boundaries, there are multiple versions to meet customers’ requests for changes or new requirements (Bosch & Bosch-Sijtsema, 2010). Thus, the integration process is emphasised to make sure a new version is compatible with the current one or to customise that version for the organisational system. Also, emphasis is laid on using the version control concept and technology to work and move smoothly from version to version in the customisation process across customers’ boundaries.

- **User acceptance test:** Most software testing, such as unit tests and integration tests, is performed in development time by the development team (Gopalakrishnan, 1996). However, user acceptance tests require sharing customers to make sure that the software meets all customers’ requirements, thus represent one of the key components of the proposed framework to address testing across organisational boundaries. Since this research aims to identify the challenges of customising software across organisational boundaries rather than within development teams during the development life cycle or Agile development sprint, the user acceptance test has been selected as one of the challenges in that domain (Sengupta et al., 2006).

To sum up, previous sections have presented the FCCSD, describing the challenges and key factors in the process of customising software product across organisational and distributed boundaries. These sections have explained each, together with research conducted on each component. The FCCSD has four sections covering customisation, from collecting requirements to delivering and installing a solution at a client’s site. These sections are communication, project management, knowledge management and configuration management. Each section has components that play an important role in the customisation process, as explained in section 3.2.

### 3.3 Preliminary Confirmatory Study for FCCSD

The FCCSD, introduced in previous sections, aims to describe for researchers and practitioners the challenges of customising software products across distributed and organisational boundaries. These challenges have been identified from reviewing the literature on various areas of software development relating to the customisation process, as discussed in Chapter 2, such as challenges of outsourcing, RE, DSD, DAD and development across organisational boundaries, as shown in Figure 3.2. The FCCSD intends to help researchers and practitioners, therefore this project is a preliminary study to confirm the FCCSD through researchers and practitioners in the software community. In addition, it aims to discuss the customisation of software products to confirm the importance of this area and the challenges faced with experienced researchers and practitioners in the software community. It uses a quantitative
method with an online questionnaire to collect participants’ answers to specific questions regarding the research domain. The questionnaire has been selected as it is a one of the most common techniques used to collect primary data, using an identical set of questions to obtain responses from participants (Gray, 2009). The following sections present the design of the questionnaire and describe the participants and the processes, followed by a section presenting and discussing the findings.

### 3.3.1 Questionnaire design

In this study the main purpose of a survey was to confirm which components of the FCCSD are the important challenges facing the customisation of software products in DSD across different organisations. The FCCSD addresses the challenges of software customisation across organisational boundaries in distributed development projects using outsourcing to customise software products, especially those that use local practices such as Agile in the distributed domain.

The questionnaire has three parts, concerning:

1. Demographic information.
2. The importance of customising software across organisational boundaries.
3. The proposed framework and its components.

According to Saunders et al. (2009), rating questions are often used to collect opinion data. Therefore, questions were devised in this format to collect participants’ opinion using the following Likert-style rating scale: Strongly agree = 5; Agree = 4; Neutral =3; Disagree =2 and Strongly disagree = 1.

### 3.3.1.1 Ethical approval

Ethical strategy has a significant importance in an empirical study, including a survey (Gray, 2004). This survey was approved by the Ethics and Research Governance Online (ERGO) committee at the University of Southampton. The reference number for this study is 4427 (Appendix A). Although the questionnaire did not require any personal information and participants were completely anonymous, the collected data were kept confidential, used only for research purposes and deleted after the analysis of results.
3.3.1.2 Recruitment of participants

The questionnaire was administered to participants via the online software tool called SurveyGizmo2 that had been used to design the survey, and were kept anonymous. The questionnaire was widely distributed by various means: it was sent to attendees of the XP 2012 conference3 in Sweden, the XPDay 2012 workshop4 in London, and to more than 10 user groups on the online social networking platforms LinkedIn and Yahoo. These user groups are comprised of people with an interest in Agile and DSD.

Nineteen respondents participated in this study. Figure 3.3 illustrates the distribution of respondents from six different countries. The participants were chosen using the following criteria: 1) software researchers and practitioners including developers, system analysts, project managers and testers; and 2) experience in software development, Agile methods, customising software projects and DSD projects. The majority of participants in this study were experienced in software development, Agile methods and customisation projects (Figure 3.4).

3.3.1.3 Samples and participants

This study focused on researchers from academia and practitioners in the industry who had experience in one or more of the following:

- Agile development and Agile methods.
- DSD.
- Customisation of software projects.

![Figure 3.3: Distribution of respondents](image)

---

2 Survey Gizmo is a commercial tool for administration. It is available on [http://www.surveygizmo.com/](http://www.surveygizmo.com/)
To determine the sample sufficient for our study G*power software was used (Field, 2009). Figure 3.5 is a snapshot from running this software. As the main aim of this evaluation was to determine the agreement of participants on the framework components, the one-sample t test with the following settings were performed.

I. **Effect size:** 0.955. According to Prajapati et al. (2010, Table 3), the appropriate value of the effect size of one-sample t test is 0.955.

II. **Type I error:** ($\alpha$-level = 0.05) was set, so long as there was no effect on the population (Field, 2009).

III. **Type II error** of this study is that $\beta$-level = 20 (i.e. 1-$\beta$ error = 0.80).

Based on the G* power run, the sufficient sample size of those parameters is 11. However, 19 participants were involved, increasing the power of the study, according to Field (2009).

### 3.3.2 Data analysis

Since the crude data convey a simple picture with little meaning to readers, this study presents two types of analysis, descriptive and inferential, of the collected data. The reason behind using both forms of analysis is that, as Kranzler (2003) states, ‘*the quantitative data are described using descriptive statistics, whereas the inferential statistics are used to give the interpretation of a population by analysing the data from a smaller sample*."

For inferential analysis, one-sample t test has been applied to analyse and recognise the significance of each question response. One-sample t is a one of several t tests used to infer a population mean when the standard deviation is unknown and the sample size is less than 30 (Argyrous, 2011). This study used the SPSS analytical tool version 20.0\(^5\) as a statistical analysis.

---

\(^5\)www.ibm.com/software/uk/analytics/spss/
tool to manage and analyse the collected data. The data, already collected and analysed, were divided into three sections based on the questionnaire design:

- Demographic information.
- The research domain.
- The proposed framework.

![Graph showing critical t values.](image)

**Figure 3.5:** Sample size calculation by G*power software

### 3.3.3 Demographic information

The demographic information is required data consisting of facts about participants. Demographic data help to explain the gathered data at the analysis stage to understand the significance of the results (Fink, 2003). This questionnaire was designed to be anonymous and personal information such as name, contact number or address was not requested. Although the last question (Question 22) required contact information, it was an optional question about whether or not participants wished to be involved in a further study. This section had five categorised questions (Questions 1-5). A descriptive analysis was used to analyse and understand where the data came from. In addition, the results were presented as counts and percentages. The participants were asked questions about:
- Their position.
- Their experience in software development.
- Their experience in Agile methods.
- The type of projects they had worked on.
- Their experience in customisation projects.

### 3.3.3.1 Position

Figure 3.6 illustrates the positions or development roles that the respondents held. The data in this figure were computed based on the responses of 19 respondents. The pie chart in this figure contains five positions in software development and the last is ‘Other’, in case there were indeed other positions. In addition, the percentage for each position present is based on all the responses. It is clear from this chart there was a variety of positions. Also, two new positions have been posted: as a business analyst, and financial and banking project manager.

![Pie chart showing respondents' roles](image)

* Other: A business analyst, a financial and a banking project manager

Figure 3.6: Respondents’ role in this study

### 3.3.3.2 Experience in software development

To establish the software development experience of each participant, this question allowed a multiple choice response against four tightly defined periods of time, as in Figure 3.7. The pie chart illustrates the proportion for each period of the total responses, which was 19. Obviously, most of the expert participants’ experience was of more than five years, indicating that they have mature knowledge of their role. As a result, the data reflects the reality of the research domain.
3.3.3.3 Experience in Agile methods

Figure 3.8 illustrates the experience of the participants in Agile methods. The pie chart in this figure has four categories as different periods, starting with ‘None’, referring to people with no experience, as the questionnaire was designed to include people who had experience in software development, whether experienced in Agile or not. The chart presents the percentage in each experience category based on the total number of answers, which was 19. Some 42 per cent of the participants had experience of Agile software development, however some of the others may have had experience of other important aspects, such as DSD. In addition, the data in this figure show that the majority of participants were well-experienced in software development, Agile methods and customisation projects.

3.3.3.4 The type of projects that respondents had worked on

To determine the type of projects the participants had been working on, answer options were grouped into four categories:
i. Distributed projects using an Agile method (e.g. Scrum).
ii. Distributed projects using another software development approach (e.g. Waterfall model).
iii. Collocated projects using an Agile method.
iv. Collocated projects using another software development approach.

Figure 3.9: Types of projects the respondents have worked on

Figure 3.9 shows these categories. In this question participants could select more than one type, since some were involved in different types of development projects. The bar chart illustrates the percentage of the total answers. Most participants had experience in more than one type of project, for example, distributed as well as collocated projects.

3.3.3.5 Experience in customisation projects

As this questionnaire aimed to investigate the participants’ opinions regarding software customising projects, Figure 3.10 reflects the participants’ experience in customisation projects. The pie chart presents four categories showing the customisation project experience of participants as a percentage of responses, based on the 19 respondents.

Figure 3.10: Respondents’ experience in customisation projects

49
3.3.4 Results of research domain

This part of the questionnaire aims to determine how much customising software products in distributed domain (Figure 3.11) is interesting for researchers and practitioners.

Table 3.1 consists of five questions that were aimed at determining the extent to which customising software was interesting and to which participants agreed that the components in the FCCSD framework represent the challenges in the customisation process in the DSD domain. Furthermore, some of the questions discuss the current need for frameworks to identify the challenges of using Agile software development across organisational boundaries to customise software for distributed development projects.

Table 3.2 displays the result of the descriptive analysis of Questions 6–10: the means of the responses, standard deviation and standard error. The means of participants’ responses on Questions 6–9 are greater than the defined test value 3, the neutral value of the Likert scale used in this questionnaire (section 3.3.1).
Table 3.1: Questions in the research domain section of the questionnaire

<table>
<thead>
<tr>
<th>Number</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q6</td>
<td>In the industry, customisation of software code levels is common. In this case, as shown in Figure 3.11, software developers provide one software product for different customers, then customise it to customer requirements.</td>
</tr>
<tr>
<td>Q7</td>
<td>Agile software development has been successful over the past two decades; however, applying Agile software development to distributed development projects still suffers from challenges.</td>
</tr>
<tr>
<td>Q8</td>
<td>Organisational (cultural) boundaries affect the development and customisation processes between organisations in DSD projects.</td>
</tr>
<tr>
<td>Q9</td>
<td>Customisation processes on software codes in distributed development projects need frameworks to address the issues of using Agile methods across organisational boundaries.</td>
</tr>
<tr>
<td>Q10</td>
<td>Current frameworks are lacking in accommodating the challenges of applying Agile methods to distributed software projects for customisation software products across organisational cultures.</td>
</tr>
</tbody>
</table>

*Answer options for these questions were: Strongly Agree, Agree, Disagree or Strongly Disagree

In the same context, Table 3.3 shows the results of the inferential analysis of the same questions using one-sample t test with 95 per cent confidence interval of the difference. The results shown in column 4 represent the P value of the samples for each question. It is clear that the P values of Questions 6–9 are less than 0.05, thus are statistically significant. The P value of the last question in the same table (Q10) is 0.804, which means this result is not statistically significant. However, although the mean of answers to Question 10 is shown as 3.05, there is no statistical confidence that this result is greater than 3.0, so it is not significant, considering the standard deviation is 0.209 so the confidence interval is between 3.259 and 2.481. Question 10 was about the current frameworks and their use in addressing the challenges of customising software in the distributed development domain. This question needs awareness of the current research as well as the current framework, which might be difficult for industrial practitioners.

3.3.5 Result of framework design

This section of the questionnaire focuses on the design and the FCCSD shape. The aim was to assess how much of the framework design is understandable.
Table 3.2: Descriptive result of Questions 6–10

<table>
<thead>
<tr>
<th>Question</th>
<th>N</th>
<th>Mean</th>
<th>Std dev</th>
<th>Std error mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q6</td>
<td>19</td>
<td>3.74</td>
<td>.933</td>
<td>.214</td>
</tr>
<tr>
<td>Q7</td>
<td>19</td>
<td>3.84</td>
<td>.958</td>
<td>.220</td>
</tr>
<tr>
<td>Q8</td>
<td>19</td>
<td>3.95</td>
<td>.911</td>
<td>.209</td>
</tr>
<tr>
<td>Q9</td>
<td>19</td>
<td>3.68</td>
<td>1.003</td>
<td>.230</td>
</tr>
<tr>
<td>Q10</td>
<td>19</td>
<td>3.05</td>
<td>.911</td>
<td>.209</td>
</tr>
</tbody>
</table>

Table 3.3: Result of inferential analysis of Questions 6–10

<table>
<thead>
<tr>
<th>Question</th>
<th>t</th>
<th>df</th>
<th>Sig (2-tailed)</th>
<th>Mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q6</td>
<td>3.441</td>
<td>18</td>
<td>.003</td>
<td>.737</td>
</tr>
<tr>
<td>Q7</td>
<td>3.831</td>
<td>18</td>
<td>&lt;0.001</td>
<td>.842</td>
</tr>
<tr>
<td>Q8</td>
<td>4.532</td>
<td>18</td>
<td>&lt;0.001</td>
<td>.947</td>
</tr>
<tr>
<td>Q9</td>
<td>2.974</td>
<td>18</td>
<td>.008</td>
<td>.684</td>
</tr>
<tr>
<td>Q10</td>
<td>.252</td>
<td>18</td>
<td>.804</td>
<td>.053</td>
</tr>
</tbody>
</table>

Table 3.5 shows the means of responses on Questions 11–15 (Table 3.4). Although all these means are greater than the defined test value, which was 3.0 apart from the means of responses to Question 14, there is no statistical confidence for these results to be greater than 3.0, if the standard error of each question is considered as shown in Table 3.5.

Furthermore, the inferential analysis of responses to these questions (Questions 11–15) using one-sample t test analysis with a 95 per cent confidence interval of the difference (Table 3.6), shows that the P value of these questions is greater than 0.05. This means statistically there is no significance in these results. The reason might be that the different positions and thinking of the participants affected their opinion of the framework design. Also, the participants might have been focusing on the components rather than the framework design. However, the main goal of this questionnaire was to evaluate the proposed framework components by measuring how much the participants agreed with them, as will be presented in the next section.
Table 3.4: Questions 11–15

<table>
<thead>
<tr>
<th>Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q11</td>
<td>The overall shape of the framework clearly refers to the challenge of using Agile methods across organisational boundaries in DSD projects</td>
</tr>
<tr>
<td>Q12</td>
<td>The design of the framework seems solid</td>
</tr>
<tr>
<td>Q13</td>
<td>The design of the framework seems coherent</td>
</tr>
<tr>
<td>Q14</td>
<td>The framework addresses the challenges and issues associated with using Agile software development across organisational boundaries in DSD</td>
</tr>
<tr>
<td>Q15</td>
<td>The FCCSD framework would help development team members in their work.</td>
</tr>
</tbody>
</table>

*Answer options for these questions were: 1 (weak), 2, 3, 4 or 5 (strong)*

Table 3.5: Descriptive results of Questions 11–15

<table>
<thead>
<tr>
<th>Question</th>
<th>N</th>
<th>Mean</th>
<th>Std dev</th>
<th>Std error mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q11</td>
<td>19</td>
<td>3.21</td>
<td>.976</td>
<td>.224</td>
</tr>
<tr>
<td>Q12</td>
<td>19</td>
<td>3.11</td>
<td>1.243</td>
<td>.285</td>
</tr>
<tr>
<td>Q13</td>
<td>19</td>
<td>3.32</td>
<td>.946</td>
<td>.217</td>
</tr>
<tr>
<td>Q14</td>
<td>19</td>
<td>2.84</td>
<td>1.344</td>
<td>.308</td>
</tr>
<tr>
<td>Q15</td>
<td>19</td>
<td>3.26</td>
<td>1.327</td>
<td>.304</td>
</tr>
</tbody>
</table>

Table 3.6: Results of inferential analysis of Questions 11–15

<table>
<thead>
<tr>
<th>Question</th>
<th>t</th>
<th>df</th>
<th>Sig (2-tailed)</th>
<th>Mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q11</td>
<td>.940</td>
<td>18</td>
<td>.360</td>
<td>.211</td>
</tr>
<tr>
<td>Q12</td>
<td>.369</td>
<td>18</td>
<td>.716</td>
<td>.105</td>
</tr>
<tr>
<td>Q13</td>
<td>1.455</td>
<td>18</td>
<td>.163</td>
<td>.316</td>
</tr>
<tr>
<td>Q14</td>
<td>-.512</td>
<td>18</td>
<td>.615</td>
<td>-.158</td>
</tr>
<tr>
<td>Q15</td>
<td>.865</td>
<td>18</td>
<td>.399</td>
<td>.263</td>
</tr>
</tbody>
</table>

3.3.6 Result of framework components

This section is about the factors in the proposed framework. Questions 16–19 cover the four parts of the framework: communication; project management; knowledge management; and
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configuration management. In addition, questions in this section were designed to see if the participants agreed that the indicators of the framework part were important.

Question 16 was ‘Communication is a challenge in DSD projects. Many aspects relating to communication affect the challenges of using Agile development in DSD. How strongly are the following factors related to communication problems: time zone, trust, people, cultural difference, collaboration?’

Table 3.7 shows the descriptive analysis of Question 16, about the communication part in the FCCSD and other indicators as challenges of customisation software using an Agile approach across organisational boundaries for distributed projects. As the Likert scale that was used in this question ranged from Strongly agree to Strongly disagree, the test value selected in this study was 3.0, the neutral value between 0 and 5. The means of responses to each indicator were compared with the test value to see whether to accept or reject the result.

Additionally, to show the significance of the results an inferential analysis was conducted with the one-sample t test using the SPSS tool at the 95 per cent level of confidence. While Table 3.8 displays the output of the one-sample t test, all the values in column 4 (Sig (2-tailed)) are less than the defined significant level, which was 5 per cent (P<0.05). This means that all the results of this question are significant. The results shown in Table 3.7 and Table 3.8 significantly refer to how communication is a challenge in customisation software using an Agile approach across organisational boundaries for distributed projects. In addition, the indicators that are listed in Question 16 are related to the communication challenge.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Mean</th>
<th>Std dev</th>
<th>Std error mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time zone</td>
<td>4.53</td>
<td>.513</td>
<td>.118</td>
</tr>
<tr>
<td>Trust</td>
<td>4.32</td>
<td>.820</td>
<td>.188</td>
</tr>
<tr>
<td>People</td>
<td>3.95</td>
<td>1.026</td>
<td>.235</td>
</tr>
<tr>
<td>Cultural difference</td>
<td>3.89</td>
<td>1.100</td>
<td>.252</td>
</tr>
<tr>
<td>Collaboration</td>
<td>3.84</td>
<td>1.167</td>
<td>.268</td>
</tr>
</tbody>
</table>

N= 19
Table 3.8: Inferential results of Question 16

<table>
<thead>
<tr>
<th>Question</th>
<th>t</th>
<th>df</th>
<th>Sig (2-tailed)</th>
<th>Mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time zone</td>
<td>12.969</td>
<td>18</td>
<td>&lt; 0.001</td>
<td>1.526</td>
</tr>
<tr>
<td>Trust</td>
<td>6.994</td>
<td>18</td>
<td>&lt; 0.001</td>
<td>1.316</td>
</tr>
<tr>
<td>People</td>
<td>4.025</td>
<td>18</td>
<td>.001</td>
<td>.947</td>
</tr>
<tr>
<td>Cultural difference</td>
<td>3.545</td>
<td>18</td>
<td>.002</td>
<td>.895</td>
</tr>
<tr>
<td>Collaboration</td>
<td>3.145</td>
<td>18</td>
<td>.006</td>
<td>.842</td>
</tr>
</tbody>
</table>

Question 17 was ‘These factors of risk management, process management, quality and planning related to project management bring challenges to DSD using Agile methods across organisational boundaries. In addition, they affect development processes differently across distributed development teams. How strongly are these factors related to project management challenges?’

Table 3.9 and Table 3.10 both display the analysis results of Question 17. The first (Table 3.9) contains data that describe the means of the participants’ responses as well as other important information such as the standard deviation and standard error of each indicator of the project management part (Risk Management, Process Management, Quality and Planning). Furthermore, the values of the third column of this Table 3.9 refer to the fact that all are greater than 3.0, the defined test value.

The second table (Table 3.10) shows the results of the inferential analysis of the collected data by one-sample t test using the SPSS tool. This table clearly displays that all the means of the indicators in this table are significant, since all the values are less than 0.05 (i.e. P<0.05) which was the test value for significance. Both tables support the claim about the project management and related indicators being challenges in the framework domain.

Table 3.9: Descriptive results of Question 17

<table>
<thead>
<tr>
<th>Indicator</th>
<th>N</th>
<th>Mean</th>
<th>Std dev</th>
<th>Std error mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk management</td>
<td>19</td>
<td>4.11</td>
<td>.994</td>
<td>.228</td>
</tr>
<tr>
<td>Process management</td>
<td>19</td>
<td>4.11</td>
<td>.737</td>
<td>.169</td>
</tr>
<tr>
<td>Quality</td>
<td>19</td>
<td>3.84</td>
<td>1.425</td>
<td>.327</td>
</tr>
<tr>
<td>Planning</td>
<td>19</td>
<td>4.26</td>
<td>.733</td>
<td>.168</td>
</tr>
</tbody>
</table>
Table 3.10: Inferential results of Question 17

<table>
<thead>
<tr>
<th>Question</th>
<th>t</th>
<th>df</th>
<th>Sig (2-tailed)</th>
<th>Mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk management</td>
<td>4.846</td>
<td>18</td>
<td>&lt; 0.001</td>
<td>1.105</td>
</tr>
<tr>
<td>Process management</td>
<td>6.533</td>
<td>18</td>
<td>&lt; 0.001</td>
<td>1.105</td>
</tr>
<tr>
<td>Quality</td>
<td>2.577</td>
<td>18</td>
<td>.019</td>
<td>.842</td>
</tr>
<tr>
<td>Planning</td>
<td>7.507</td>
<td>18</td>
<td>&lt; 0.001</td>
<td>1.263</td>
</tr>
</tbody>
</table>

Question 18 was the third question in the conducted questionnaire about the framework components: ‘During the development process in distributed projects, there is a great deal of information and knowledge being transferred. There are factors which relieve the challenges of knowledge management for this type of development. How strongly are the following factors related to knowledge management challenges: documentation, communicating requirements, group awareness and tools and technology?’

As with the previous questions, descriptive as well as inferential analysis was applied to the collect data. Table 3.11 presents the descriptive information of the participants’ responses to each indicator including the means and the standard error, which helps us to understand this information and note that the means of all indicators are confidently greater than 3.0. Moreover, the second table (Table 3.12) refers to the same meaning from a different angle. It presents the significance of the analysed data using one-sample t test, which is clearly less than 0.05. This led to accepting that result based on the setting mentioned at the beginning of this chapter.

Table 3.11: Descriptive results of Question 18

<table>
<thead>
<tr>
<th>Indicator</th>
<th>N</th>
<th>Mean</th>
<th>Std dev</th>
<th>Std error mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documentation</td>
<td>19</td>
<td>4.37</td>
<td>.895</td>
<td>.205</td>
</tr>
<tr>
<td>Communicating requirements</td>
<td>19</td>
<td>4.21</td>
<td>.976</td>
<td>.224</td>
</tr>
<tr>
<td>Awareness</td>
<td>19</td>
<td>4.11</td>
<td>.737</td>
<td>.169</td>
</tr>
<tr>
<td>Tools and technology</td>
<td>19</td>
<td>3.68</td>
<td>1.157</td>
<td>.265</td>
</tr>
</tbody>
</table>
Table 3.12: Inferential results of Question 18

<table>
<thead>
<tr>
<th>Question</th>
<th>t</th>
<th>df</th>
<th>Sig (2-tailed)</th>
<th>Mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documentation</td>
<td>6.664</td>
<td>18</td>
<td>&lt;0.001</td>
<td>1.368</td>
</tr>
<tr>
<td>Communicating requirements</td>
<td>5.404</td>
<td>18</td>
<td>&lt;0.001</td>
<td>1.211</td>
</tr>
<tr>
<td>Awareness</td>
<td>6.533</td>
<td>18</td>
<td>&lt;0.001</td>
<td>1.105</td>
</tr>
<tr>
<td>Tools and technology</td>
<td>2.577</td>
<td>18</td>
<td>.019</td>
<td>.684</td>
</tr>
</tbody>
</table>

Question 19 was about the fourth part of the proposed framework. The aim was to get the participants’ views about configuration management in the context of the research domain. The question was: ‘The integration and user acceptance test represents the interaction between development teams and distributed customers in integrating and deploying the delivered software tested by customers. How strongly are these factors related to configuration management problems?’

In the same context, the second table (Table 3.14) displays that both indicators are significant when the one-sample t test has been applied to the data relating to these factors. The descriptive and inferential analysis of Question 19 refers to the strong agreement of the participants with the configuration management and both the integration and the user acceptance tests as being important factors of customisation software across organisational boundaries in distributed development projects.

Table 3.13: Descriptive results of Question 19

<table>
<thead>
<tr>
<th>Indicator</th>
<th>N</th>
<th>Mean</th>
<th>Std dev</th>
<th>Std error mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integration</td>
<td>19</td>
<td>4.16</td>
<td>1.015</td>
<td>.233</td>
</tr>
<tr>
<td>User acceptance test</td>
<td>19</td>
<td>3.89</td>
<td>1.197</td>
<td>.275</td>
</tr>
</tbody>
</table>

Table 3.14: Inferential results of Question 19

<table>
<thead>
<tr>
<th>Question</th>
<th>t</th>
<th>df</th>
<th>Sig (2-tailed)</th>
<th>Mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integration</td>
<td>4.975</td>
<td>18</td>
<td>&lt;0.001</td>
<td>1.158</td>
</tr>
<tr>
<td>User acceptance test</td>
<td>3.258</td>
<td>18</td>
<td>.004</td>
<td>.895</td>
</tr>
</tbody>
</table>
Framework: FCCSD

3.3.7 Further questions

In the conducted survey, Question 20 was an optional question asking participants to identify any factors missing from the proposed framework. Although participants suggested some extra factors, most of them were already in the framework under another factor. Table 3.15 shows the participants’ suggestions in the left hand column and the explanation regarding each on the right.

By contrast, Question 21 asked participants whether any factors in the proposed framework should be taken off. Participants’ answers are shown in Table 3.16. The right hand columns present the location of the suggestions in this report and how many times repeated.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Location in report</th>
</tr>
</thead>
<tbody>
<tr>
<td>'Feedback and learning' P16</td>
<td>Group awareness (section 3.2.5)</td>
</tr>
<tr>
<td>'Integrity checks' P3</td>
<td>Configuration management – testing and integration (section 3.2.6)</td>
</tr>
<tr>
<td>'Project progress' P4</td>
<td>Project management (section 3.2.4)</td>
</tr>
<tr>
<td>'Testing rather than user acceptance test' P19</td>
<td>There is an explanation for why the user acceptance test was used (section 3.2.6)</td>
</tr>
<tr>
<td>'Vendor requirements' P13</td>
<td>Project management factor (section 3.2.4)</td>
</tr>
<tr>
<td>'Communication (e.g. e-mail)' P7</td>
<td>Tools and technologies (section 3.2.5)</td>
</tr>
<tr>
<td>'Emphasis on the customer involvement as a first class member of the team' P17</td>
<td>Communicating – people (section 3.2.3)</td>
</tr>
<tr>
<td>'Communicating progress and issues' P19</td>
<td>Project management (section 3.2.4)</td>
</tr>
<tr>
<td>'Coordinating channels' P3</td>
<td>Communication factor – collaboration (section 3.2.3)</td>
</tr>
<tr>
<td>'Vendor limitation' P13</td>
<td>Project management role (section 3.2.4)</td>
</tr>
<tr>
<td>'Expert persons' P10</td>
<td>All people included experts under the communication component in the proposed framework (section 3.2.3)</td>
</tr>
<tr>
<td>'Cost/budgets' P13</td>
<td>Project management factor – planning (section 3.2.4)</td>
</tr>
<tr>
<td>'Locations and physical distance' P2</td>
<td>Time zone (section 3.2.3)</td>
</tr>
<tr>
<td>'Management of requirements change' P12</td>
<td>Communication requirements (section 3.2.5)</td>
</tr>
</tbody>
</table>
Table 3.16: Participants’ suggestions of which factors to remove

<table>
<thead>
<tr>
<th>Factors</th>
<th>Times repeated</th>
<th>Location in report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group awareness</td>
<td>3</td>
<td>This factor could be general in the framework. However, there is an explanation of this term with some references in section 3.2.5. Also, group awareness is important due to the fact that it includes customer feedback and the exchange of knowledge and information between teams in the DSD domain.</td>
</tr>
<tr>
<td>People</td>
<td>2</td>
<td>This is a key factor in software development, especially in Agile approach that includes customers, developers and project managers. Also, the Agile Manifesto (Kent Beck et al., 2001) emphasises the human factor in the development process. In addition, the description of this factor is shown in section 3.2.3.</td>
</tr>
<tr>
<td>Tools and technologies</td>
<td>3</td>
<td>Although the distributed teams in the DSD domain use various tools and technologies to simplify the communication between distributed teams (e.g. e-mail), these bring some difficulties to the customisation process in the DSD domain. Chapter 2 presents examples of these tools (Table 2.1) and the challenges of these factors in the development and customisation process in the DSD environment.</td>
</tr>
<tr>
<td>Cultural differences</td>
<td>1</td>
<td>This research focuses on the challenges of customising software products across organisational boundaries. Therefore, cultural difference is one of the main challenges to development across different organisations, sometimes located in different countries. Chapter 2 discusses this factor in detail.</td>
</tr>
<tr>
<td>Trust</td>
<td>1</td>
<td>Trust between distributed teams can become a challenge and has been discussed in the literature review in detail (section 3.2.3). Also, it plays a key role in the customisation process with distributed customers and teams.</td>
</tr>
<tr>
<td>Time zone</td>
<td>1</td>
<td>Time zone is the one of main challenges of developing software in a GSD. Chapter 2 presents the importance of time zone in DSD, as well as the customisation process.</td>
</tr>
</tbody>
</table>

3.3.8 Discussion of preliminary study results

The preliminary confirmatory study described in this chapter aims to confirm challenges of customising software products across distributed domains. These challenges have been discussed in this chapter in the form of a framework (as shown in Figure 3.1). Therefore, the confirmatory study has discussed two main parts:
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I. Importance of the study domain, which is the customisation of products in the distributed domain.

II. FCCSD, including its design and content.

A total of 19 participants participated in this study. They were software development practitioners and researchers involved in different software development projects, distributed, Agile and customisation process. As present in section 3.3.3, 63 per cent of participants had more than five years’ experience in software development and 73 per cent were involved in Agile development projects, 52 per cent in distributed development projects. Some 74 per cent of this study’s participants have been involved in customisation projects for software products, 58 per cent with more than three years’ experience in this type of project. These figures indicate that experienced researchers well able to understand the challenges of this domain and assess the FCCSD were involved in this study.

The second part of this questionnaire focused on the customisation of software products across distributed and organisational boundaries as an interesting domain for researchers and practitioners of software development. The results of research referring to the customisation of software product are of interest to research and industry, areas that are in need of more focus. Also, it indicates that practitioners are faced with challenges in Agile projects, especially in DSD projects, confirming the findings from the literature that this domain still play a significant role in software development projects, as shown in the statistically significant results in Table 3.2 and Table 3.3.

The third part of the questionnaire emphasised the framework content and design. The first section discussed the design of FCCSD and how to present the challenges of the customisation process. Although the results mostly fell above the accepted level of 3.0, they were not statistically significant as opinion on design is subjective and will vary hugely between participants. However, the main goal of this study was to confirm the importance of customisation process as a domain and to confirm the identified challenges of that domain. The second section of this part discussed the challenges in FCCSD, divided into four main groups of challenges and factors of customisation software products across distributed and organisational boundaries, namely communication, project management, knowledge management and configuration management. The results of the confirmatory study on these challenges indicate clear agreement by participants on the challenges in FCCSD; all questions were statistically significant at the 95 per cent level of confidence. However, there are some challenges and factors mentioned as missing factors that need more investigation. Table 3.15 answers this
point, indicating where each factor is mentioned in the framework. Also, some factors were recommended to be removed; Table 3.16 presents these factors and the reasons.

### 3.4 From Literature Review and Findings to Research Scope

Chapter 2 reviewed three different domains of software development projects, namely DSD, the Agile development approach and RE, as shown in Figure 2.1. The DSD field has taken a significant interest in the software development industry, with its significant demand for outsourcing and offshore development projects to reduce costs and create high quality products (da Silva, França & Prikladnicki, 2010b). Much research has discussed the challenges and opportunities of this area, such as the communication among distributed teams, identified as one of the main challenges facing distributed development projects, as discussed in section 2.2.

Agile software development has changed the software development philosophy by reducing the amount of communication through using local negotiation among clients, developers and decision makers (Abrahamsson et al., 2002). Also, Agile development eliminates the huge effort spent on creating documents in the traditional development approach, instead adopting flexible techniques for dealing with challenges and communicating requirements in order to produce incremental software products, as discussed in section 2.4. The Agile development approach has had significant success in collocated as well as distributed projects, especially in reducing the impact of communication challenges in distributed projects (section 2.4.2).

The third software development domain discussed in Chapter 2 is RE. This is a software development practice that plays a vital role in the software development process and faces challenges from various directions, as discussed in section 2.3. Communication is a foremost concern in distributed development projects, especially relaying requirements between clients and development teams. While it is difficult to manage these requirements locally, it is even harder to communicate them over organisational boundaries and to distribute them to multiple customers (Damian, 2002).

In addition, Chapter 2 discussed the process of customising PS products, as reviewed in section 2.3.1. Much research has indicated the importance of this process for PS products in the industry, especially in recent years with the significant growth in demand for this type of software (section 2.3.1). Various aspects were discussed such as distributed development and RE, especially RE of bespoke software products compared to PS products, as investigated and discussed in much research. Recent research indicates a lack of studies that focus on RE practices of PS products, including the processes and tools of this domain (section 2.3.1).
The overlap between the customisation of software products, distributed development and Agile development domains, traced in order to discuss the RE challenges, has identified an interesting area without much research literature. Many studies discuss the challenges and opportunities of RE with DSD, or RE with Agile with DSD projects. However, the process of customisation of software products in the distributed domain using a lighter development approach has not been investigated as much as bespoke software products, as mentioned in section 3.3.1. Thus, the scope of this research lies in the customisation of software products in the distributed domain.

The challenges of this domain have been identified in the literature, as shown in Table 2.2 in Chapter 2. These challenges are discussed in the FCCSD, confirmed in this chapter by a survey of 19 researchers and practitioners from the software development community. However, in terms of the importance of communicating of customisation requirements, as indicated in section 2.3 this research is designed to focus on the challenges for multiple clients in the distributed domain. Its scope is discussing the impact of making decisions and development of clients’ requirements at their location, with all the implications for communication across distributed boundaries.

3.5 Chapter Summary

This chapter presented the FCCSD (see Figure 3.1), which identified the challenges to the process of customising software products across organisational boundaries in distributed development projects, as discussed in Chapter 2. It also presented the process design, as shown in Figure 3.2, then discussed its components in details. A preliminary confirmatory study was conducted in the form of a questionnaire with 19 researchers and practitioners from the software development community in order to confirm the importance of the process of customising software products as a domain and also its challenges, presented through the FCCSD.

The main purpose of a survey was to confirm which components of the FCCSD are the important challenges facing the customisation of software products in DSD across different organisations, therefore the results indicate the clear agreement of participants on the challenges in FCCSD; all questions were statistically significant at the 95 per cent level of confidence. However, there are some challenges and factors mentioned as missing factors that need more investigation. Table 3.15 answers this point, indicating where each factor is mentioned in the framework. Also, some factors were recommended for removal; Table 3.16 presents these factors and the reasons, as discussed in section 3.3.8. Next, the research gap and scope of this research were discussed in section 3.4, indicating the importance of customisation software products in the distributed domain. Thus, this study’s scope is to discuss communicating
customisation requirements in the distributed domain by exploring the impact of making 
decisions and development on clients’ requirements at their location, and the implications for 
communication across distributed boundaries.
Chapter 4: A Model for Communicating Customisation Requirements of Multi-Clients in Distributed Domain

4.1 Introduction

The software industry has shifted its attention to distributed development and outsourcing (Damian et al., 2004). Previous chapters have discussed the software customisation process and challenges faced in the distributed domain, as in section 3.3.8. To meet the challenges involved, changes in software engineering practices are needed. RE plays a vital role in the software development process, as discussed in section 2.3, so managing client requirements is a principal factor in product development. While it is difficult to meet these requirements locally, it is even more difficult to communicate them across organisational boundaries and multiple clients (Damian, 2002). This level of difficulty increases in DSD projects as well as projects that have multiple stakeholders in different organisations. Since the 1990s a significant shift from colocated forms of development to GSD has taken place, demanding a high level of collaboration in the distributed domain (Damian and Zowghi, 2003; Damian, 2007). RE in a distributed setting is a complex intersection phenomenon with technical, social and organisational aspects (Damian, 2007).

In previous chapters, Chapter 2 has referred to the research conducted in DSD and its challenges, while Chapter 3 has presented the framework for challenges of the customisation process with multi-clients. These chapters emphasised the importance of communication in distributed projects and how its challenges have a major impact on other aspects of customisation for the client, such as delays in decision making, in the development process and for the entire customisation. Accordingly, this research is designed to focus on the challenge of communicating customisation requirements for multi-clients in the distributed domain. Its scope is the discussion of the impact of making decisions and development upon clients’ requirements, at their location, and the implications for communication across distributed boundaries.

This chapter presents a model for communicating the customisation requirements of multi-clients in a distributed domain (CCRD). The CCRD model has two scenarios: the first locates the decisions for the client’s requirements, and the second the decision-making and development process. Both aim to reduce the impact of communicating customisation requirements in the distributed domain. The rest of this chapter discusses the importance of communicating requirements in the software development process and the challenges of
distributed projects, especially for multiple clients across organisational boundaries. Furthermore, it discusses the significance of decision making in the software development process as well as the customisation process, and confirms the benefits of local decision making and development recommended by some development projects or specific approaches like Agile method, as the CCRD model is based on the locality of decision making and development in terms of reducing communication challenges in the defined domain. The final sections describe the CCRD model in both scenarios.

4.2 Communicating Customisation Requirements in the Distributed Domain

Communication is one of the most important factors in the software development process because development in general requires close communication throughout, starting by approaching clients to decide their requirements and then discussing various processes during the cycle (Fowler, 2003; Sengupta et al., 2006; Jiménez et al., 2009). This significant role of communication in software development is enhanced in a distributed domain, where the actors in the development projects are physical and need to overcome the challenges of distance communication. According to Abrahamsson et al. (2002), many researchers regard communication as one of the main issues in DSD.

On the other hand, clients’ requirements are central to the software development process and are affected by the communication challenges, during the past two decades giving rise to the fields of RE and requirements management. The growing amount of research and publications shows great interest in academia and industry (Jiao & Chen, 2006). Many aspects of both distributed global development and distributed development environments in general have been discussed either to identify challenges of RE in DSD domains or to propose solutions for issues in that domain such as the communication, collection and analysis of clients’ requirements (Damian & Zowghi, 2003). Moreover, customised software has become commonplace in the software industry due to the boom in outsourcing software and the offshore development process; such products are now distributed over organisational boundaries and multi-site organisations (Damian & Zowghi, 2002b).

Most existing research has focused on development software and the development management of either co-located or distributed projects, with little attention being paid to the requirements of customised software and its development process. The process of customising software and customisation requirements in DSD environments needs to be investigated in order to understand the challenges in the context of distributed software development projects (Qahtani, Wills & Gravell, 2012). The challenges take various forms such as delays in response and
misunderstandings of clients’ requirements (Damian & Zowghi, 2003), and are exacerbated by having multiple clients in different geographical locations. Besides these communication challenges are engineering challenges in the distributed domain, affected again by communication issues.

4.3 Local Decision Making in the Distributed Development Domain

Research on RE for distributed domains and multiple sites emphasises that their major problems lie in communication and coordination, requirements gathering, analysis and the negotiation of requirements (Gopal et al., 2011). Damian & Zowghi (2003) consider the impact of distributed stakeholders and clients; RE activities include understanding, negotiating clients’ requirements and making decisions on their requirements. Furthermore, distance communication on clients’ requirements across multiple sites impinges on other activities such as development and project management. According to Herbsleb, Grinter and Finholt (2001), delay is one of the main problems of communication and coordination across multi-site development. In addition, there is a difference in the amount of communication between collocated and distributed teams, surprisingly smaller in a collocated workforce, regarding communication on the customisation requirements of distributed clients. Research indicates success in some cases with local decision making on clients’ requirements and development, such as negotiation of clients’ requirements in Agile approaches (Paetsch, Eberlein & Maurer, 2003; Moe & Aurum, 2008). In distributed projects the difficulties in what and how to communicate effectively with clients may lead to undetected conflict in assumptions and interpretations, representing a highly significant problem for distributed projects across clients’ organisations, manifested in delays in decision making leading to delays in development and delivery time (Herbsleb, Grinter & Finholt, 2001).

This research aims to discuss how locating some software development practices (decision making and some development process) at clients’ locations may reduce one of the clearest implications of communicating customisation requirements across distributed clients: delays in decision making on clients’ requirements, the development process and the entire customisation.

4.4 The CCRD Model

The CCRD model is designed to represent the communication needed for distributed clients’ customisation. It aims to enhance local decision making and development processes in order to overcome the challenges of communicating clients’ requirements across multiple sites, basing the customisation process on typical practices in the software development life cycle, starting
with collecting clients’ requirements through to resolving and delivering them. It relies on theories that emphasise the benefits of local negotiation and decision making, the effects of distributed development on productivity and the speed of the software development process in distributed domain (Gopal et al., 2011). Through the CCRD model, this research has investigated the benefits of taking decisions on customisation requirements and carrying out some development processes at the clients’ locations in terms of reducing the implication of communicating customisation requirements challenges for multiple distributed clients.

The CCRD model considers the following two scenarios: the first is the CCRD model for local decision making. This presents the communicating customisation requirements for multiple clients using local decision making, as shown in Figure 4.1. The second is the CCRD model for local decisions and development for various clients’ requirements, as shown in Figure 4.2.

4.4.1 Scenario I: CCRD-local decision making model

This first scenario of the CCRD model aims to provide a mechanism for managing and communicating customisation requirements for multi-clients across distributed boundaries. It shows the importance of communication and coordination in dealing with clients’ customisation requirements for the main three groups in software development projects in the distributed domain, namely the client, the onsite customisation team (at the client’s location) and the offsite customisation team (at the vendor’s location) (Espinosa et al., 2007). This model (Figure 4.1) enhances the practice of local decision making at clients’ locations in order to overcome the challenge of communicating and coordinating their requirements in the distributed domain and to reduce the implications of these challenges.

Figure 4.1: CCRD model – local decision making

As mentioned in the beginning of section 4.4, the design of this model relies on typical software development life cycle processes and practices, such as requirement gathering and analysis, design, implementation and testing (Sommerville, 2001). The benefits and features of the co-
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located team and a successful experience of Agile software development rest in undertaking local negotiation and decision making at the client’s location (Sureshchandra & Shrinivasavadhani, 2008). Thus, the CCRD model components start with the requirements analysis process. In this model, the collection of customisation requirements takes place at the client’s location then development, including the design, the implementation and testing and evaluating processes, takes place at the software vendor’s offsite location. All these components are included in the model as follows.

Customisation processes start with collecting clients’ requirements. The customisation requirements in this case may be of two types: bugs, which represent problems with the working system. This type of requirement needs investigation to establish the issues and to resolve them. The second type is a new feature: clients request new features needed in the system that in most cases need analysis and development. Both types require communications between the client and the software vendor to understand the requirements and to record them. In typical offshore projects there is a small vendor team located at the client’s location to carry out these activities and to act as a proxy for the main software vendor (Gopalakrishnan, 1996). The second step is taking a decision and negotiation on the recorded request, and takes three forms:

- **Cancellation:** this form of decision is made when clients change their mind about the request before a decision or after discussion.
- **Rejection:** this decision is taken after investigation finds the request is out of the project’s scope, would have further implications or does not make sense.
- **Acceptance:** acceptance decisions are taken when the initial investigation finds that the request makes sense, either for bugs or new features, sending it to the central customisation team to apply the required development or to debug the issue.

The request goes through a check point with the offsite customisation team at the vendor’s location to make sure the request is understood and that it is scheduled into the team’s tasks. If the bug does not materialise or is unclear regarding new features, the request returns to the client’s location for more investigation and a re-decision. The final process in the customisation life cycle that requests undergo is the development process, including implementation, testing and verifying, and delivery to the client’s location. It is worth noting that the offsite team at the vendor’s location deals with multiple distributed clients at the same time, which makes communication and coordination challenging. However, most communication in this type of project takes place at the decision making and negotiating level; in this model, decision making and negotiation moves to the client’s location to reduce the challenge.

In summary, communication constitutes one of the main challenges to distributed development projects, and customisation for multiple clients struggles with same challenge. Sharing a locality
with software development and management processes has achieved success in several
development approaches and contexts. This local decision-making scenario adopts the concept
for customisation for multi-clients to provide a model for communicating the requirements to
different clients and to overcome the challenges of the distributed domains. Therefore, this
model aims to meet one of this study’s hypotheses.

**Hypothesis 1**: Allocating decision making to clients’ locations will reduce the total
decision-making duration for customising the requirements of distributed clients.

**Hypothesis 2**: Allocating decision making to clients’ locations will reduce the impact of
communication challenges by reducing the total duration of the entire customisation
process to satisfy the requirements of distributed clients.

### 4.4.2 Scenario II: CCRD – local decision and some development

This scenario of CCRD is largely similar to the previous (section 4.4.1). However, the
development process in the model shown in Figure 4.2 is split between onsite development
practice at the client’s location and offsite development practice at the vendor’s location to
support the distributed development practice. It aims to provide a mechanism for managing and
communicating customisation requirements for multiple clients across distributed boundaries,
and to enhance the concept of applying onsite development processes that have succeeded in
some software development approaches, such as Agile (Fowler, 2003), recommended by some
researchers as a solution to the challenges of distributed development (Gopal et al., 2011).
Beside the benefits and features discussed in previous sections regarding local decision making,
this scenario employs onsite decision making and development together in a single model to
investigate the impact of local decisions and development on the customisation process in a
distributed domain.

![Figure 4.2: CCRD model – local decisions and development](image-url)
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The design of this model, as mentioned in beginning of section 4.4, stems from the theories of the software development life cycle and local negotiation, decision making and development processes. Thus, its CCRD model components are from the requirements analysis process taking place at the level of the customisation at the client’s location. Although the development process assumes that design, implementation, testing and evaluation process are undertaken by the offsite team at the software vendor’s premises, some development processes are completed onsite at the client’s location. All these components come together in the designed model (Figure 4.2), as follows.

As before, the flow of customisation processes starts with recording the clients’ requirements. The customisation requirements in this case may be of two types: bugs, which represent problems with the working system. This type of requirement needs investigation to establish the issues and to debug them. The second type is a new feature: clients request new features needed in the system that in most cases need analysis and development. Both types require communications between client and software vendor to understand the requirements and to record them. In typical offshore projects there is a small vendor team located at the client's location to carry out such activities and act as a proxy for the main software vendor (Gopalakrishnan, 1996). The second step is taking a decision and negotiating the recorded request, and takes three forms, as mentioned in the previous scenario: cancellation; rejection; or acceptance.

After that, the request is allocated to the onsite team to complete the request and to deliver it to the client, or is sent to the offsite team located at vendor’s location. The request goes through a check point with the offsite customisation team at the vendor’s location to make sure the request is understood and that it is scheduled into the team’s tasks. If the bug does not materialise or the request is unclear regarding the new features it returns to the client’s location for more investigation and a re-decision. The final process in the customisation life cycle that requests undergo is the development process, including implementation, testing and verifying, and delivery to the client’s location.

In this second scenario of the CCRD model (Figure 4.2), decision making is undertaken with an onsite development team at the client’s location in order to invest in the features of close communication and negotiation at a client’s location and to develop small or quick requirements locally. This aims to reduce the negative implications of a distributed customisation process such as development and decision times. In this regard, the following hypothesis is formulated for the impact of CCRD model for local decision making and local development:
Hypothesis 3: Applying development processes for some tasks locally would decrease the time for development in customisation and thus the duration of entire customisation process.

4.5 Chapter Summary

This chapter has described the importance of communication of customisation requirements for multiple clients across distributed boundaries (section 4.2). Also, the benefits and features of local decision making and development process have been discussed, as the concept has been used successfully in projects and approaches to software development such as the Agile method such as reducing delay time and reduce misunderstanding requirements among involved teams in customisation projects (section 4.3). This has been the motivation to discuss the impact of local decision making and development in the customisation process to reduce the challenge of communicating across distributed boundaries. Furthermore, this chapter has provided a model for the customisation process in the distributed domain. This CCRD model has the two scenarios presented in section 4.4.1 and 4.4.2, one using local decision making at the distributed clients’ location, and the second enhancing the application of the development process for some clients’ requirements at their location. A description of both has been presented in this chapter.
Chapter 5: Evaluating local decision making and development at client’s location in DSD

5.1 Introduction

In previous chapters, the focus was on literature relating to customisation for multiple distributed clients, the motivation for this research and the proposed model for communicating customisation requirements across the distributed domain (the CCRD model). This chapter focuses on the methods and approaches used to answer the research questions (below) and to examine the following hypotheses.

- **RQ2**: What is the impact of making decisions locally on the total decision period and the total customisation period of software customisation processes in the distributed domain?

- **RQ3**: How much would undertaking the process of development of minor tasks at clients’ locations reduce the total development and customisation period?

- **Hypothesis 1**: Allocating decision making to clients’ locations will reduce the total decision-making duration for customising the requirements of distributed clients.

- **Hypothesis 2**: Allocating decision making to clients’ locations will reduce the impact of communication challenges by reducing the total duration of the entire customisation process to satisfy the requirements of distributed clients.

- **Hypothesis 3**: Applying development processes for some tasks locally would decrease the time for development in customisation and thus the duration of entire customisation process.

This chapter contains several sections as illustrated in Figure 5.1. Section 5.2 presents a brief explanation of the methodology in general and also the methodology in software engineering and software development. Section 5.3 presents the contextual review study including the selection of the case study in this research, the process and its outputs. Section 5.4 presents the simulation method used in this research including the reasons to use this method, the types of simulation and the process used to fulfil the objectives of this research. This gives the setting and results of the simulation of the baseline model for the customisation process used for the selected case study, and presents the statistical tests used in the evaluation experiments to examine the defined hypothesis. After that, section 5.5 presents the confirmatory study, conducted to confirm the outputs of both the contextual review and the simulations. That section
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includes a brief summary of the importance of confirmatory study in this research, the process and approaches used and their outcomes. Finally, section 5.6 summarises the whole chapter, explaining the main process and the results obtained. Although this chapter gives some results of the validation of the baseline model and its setting, the full results of each experiment are presented in Chapter 6, which aims to present the findings together with analysis and interpretation.

<table>
<thead>
<tr>
<th>Contextual review study</th>
<th>Simulation process</th>
<th>Confirmatory study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two interviews conducted</td>
<td>Simulate case study model.</td>
<td>Seven interviews conducted with experts in the selected case study to confirm simulation model, check some used assumption and gain their opinion about CCRD models</td>
</tr>
<tr>
<td>Historical data collected</td>
<td>Simulate CCRD models.</td>
<td></td>
</tr>
<tr>
<td>Some documents reviewed</td>
<td>Evaluate CCRD models using collected historical data and compare it with baseline model.</td>
<td></td>
</tr>
<tr>
<td>Conceptual model for current customisation process in the case study.</td>
<td>Valid baseline simulation model.</td>
<td>Confirm baseline model</td>
</tr>
<tr>
<td>Historical data to drive simulation models.</td>
<td>Valid CCRD simulation models.</td>
<td>Review some assumptions in simulation models</td>
</tr>
<tr>
<td></td>
<td>Results of evaluation experiments (chapter 6).</td>
<td>Confirm challenges of current model in the case study.</td>
</tr>
</tbody>
</table>

Figure 5.1: Conducted research methods and stages

5.2 Research Methodology

Research methods involve various forms of data collection, analysis and interpretation of research studies and findings (Creswell, 2008). Also, Evans, Gruba and Zobel (2011) point out that a research method is the way to select a hypothesis, answer research questions or evaluate innovations. There are many methods used for different aspects of software engineering and software development research, for example simulation, empirical research, case study and mathematical proof (Glass, Vessey & Ramesh, 2002). This research has selected simulation and empirical methods using qualitative approaches through a selected case study, as explained in the following sections.

Software development and its life cycle have many human factors, difficult to establish using quantitative measures (Hove & Anda, 2005). In addition, software engineering is a contemporary phenomenon in a natural context (Runeson & Höst, 2008). For this reason, the first method used in this research was a contextual review as a case study had been selected, involving customising software for multiple distributed clients (as explained in section 5.3). The
case study was selected as Stake (2000) states that case studies add valuable understanding and extend our experience of a subject. Also, the case study methodology was indicated as a suitable methodology for software engineering research as it investigates different phenomena in its natural context (Runeson & Höst, 2008). The semi-structured interview approach was applied in order to collect as much data as possible on that case, and was recommended as a suitable method to collected deeper knowledge from a specific domain (Creswell, 2008). The qualitative method was applied twice in the evaluation of this research, in the contextual review (section 5.3) and the confirmatory study (section 5.5).

The software development field has increasingly used modelling and simulation to support the process of software development and software project management (Kellner et al., 1999). In addition, Kellner et al. (1999) state that the software process simulation is currently being used for different issues such as the strategic development of software development, process improvement, and control and operational, management of software engineering. In this research, the simulation approach is used for modelling. It simulates the customisation model of the selected case study and is used as a baseline model in the evaluation experiments for CCRD model in order to test the defined hypothesis of this research.

5.3 Contextual Review Study

In the mid-1980s contextual design was developed to help system designers to produce more useable systems by tapping into user experience. It adopts the concept of client-centred design that enhances the user’s experience and involves him or her in the design process (Beyer & Holtzblatt, 1998). Beyer and Holtzblatt (1998) state that ‘the contextual design is the backbone for organising a client-centred design process’.

Contextual inquiry is one of the techniques of contextual design used to investigate work practices in the workplace. It developed as a data collection tool using ethnographic techniques, by conducting and observing studies and interviews with users while they work (Beyer & Holtzblatt, 1998). The main goal of this process is to gain reliable knowledge about what people do in real world cases, what they care about, and the structure of the work practice including the procedures and process that they follow in order to understand the users and their work practices. Holtzblatt, Wendell and Wood (2005) refer to the interview as a powerful tool of contextual inquiry to draw out the knowledge from users in the workplace. Also, they define contextual interviews as one-on-one sessions conducted in the workplace that focus and observe on users’ work and discuss their tasks.
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This research used the contextual interview technique in order to understand the working of a selected real world case and to collect wider information about the company in question, such as the customisation processes, the team’s structure and any information that might aid the researcher to design and build the conceptual model of current workflows in customisation at the case. This model will act as a baseline in the evaluation process of this research.

5.3.1 The real world case study

There are different ways to collect data for either building or confirming a theory. For example, the survey technique is used where large volumes of data need to be collected. By contrast, a case study explores more information and goes deeper with a focus on a range of people, organisations or contexts (Gray, 2009). According to Stake (2000), case studies add valuable understanding and extend our experience of a subject. In addition, case study methodology is indicated as suitable for software engineering research as it studies different phenomena in their natural context (Runeson & Höst, 2008). Therefore, this research used a real case study of customisation process in order to build and validate a simulation model for that case and then used it as a baseline in its evaluation.

For this reason, the company chosen was involved in customisation software and dealt with clients’ requirements in the distributed domain. The company is in Saudi Arabia6 (see map in Figure 5.2) and has significant experience in customisation products for distributed clients. The company has developed a variety of software solutions for different sectors such as academic, healthcare and business intelligence, developing and customising products to clients’ needs. Furthermore, the company has established procedures for managing clients’ requirements through the customising, decision-making and development processes that help this research to understand the company’s current work and to design a conceptual model and a simulation model as a baseline for its evaluation.

5.3.1.1 Geographical spread for the selected company

The company selected for the contextual interviews study is a multinational company that covers a wide geographical area, as shown in Figure 5.2, and serves more than fifty clients in various countries. It has two main teams for development and customisation. The first team is located in Jordan (Figure 5.2), serving all clients. The second is in Saudi Arabia, as this country is its main client. It has more than 18 clients in the academic sector alone. As the Saudi clients mostly have the same culture and systems, the company has established its team there to support

6 Saudi Arabia: Is the kingdom of Saudi Arabia, the largest state in western Asia
http://en.wikipedia.org/wiki/Saudi_Arabia
them. Conducting this study with the company’s team in Saudi Arabia reduced the effect of some variables in the distributed domain on the experiment setting, such as the time of day and cultural differences as all academic clients in Saudi Arabia have the same policies (from the Higher Education Minister) and share a time zone. However, the Saudi Arabia team follows the same process and procedures of customisation software for distributed clients as the Jordan team.

5.3.2 Interview design

The contextual interview was designed to collect information to understand the customisation process in the company and how it collated and dealt with clients' requirements in the distributed domain. Also, the contextual enquiry was used to understand the structure of the development team and the decision-making process at the company in order to obtain sufficient information to design the conceptual model of customisation at the company for the simulation model. The overview for the questions is shown in Table 5.1. The questions were designed to cover the entire process of customisation at the software and, in addition, any information related to the project’s scope such as the team structure and challenges faced in the work, and the resources used in daily work.

![Geographical map of company clients](from company website)

Figure 5.2: Geographical map of company clients:
- Saudi Arabia team
- Jordan team

5.3.2.1 Process

At the beginning of each interview, the nature of the study and the purpose of the research were explained to the participants. A consent form was provided for them to sign to say they
understood the roles and policies of the interview as well as agreed to participate in the study. After that, the interview started by recording the exchange and taking notes to focus and interact with the participant. The voice recorder helped the interviewer to focus on the session (Hove & Anda, 2005). The recordings were transferred and then deleted. Furthermore, as this study aims to understand the real work and the current process of the company, the participants were shown some process flowcharts, examples of some requirements and the processes for those requirements, and the tools and systems used to manage their work.

5.3.2.2 Analysis and using of the collected data

Qualitative research outputs are in various forms such as interview data, scanned documents and field notes and comprise different types of data depending on the sources of information (Denzin & Lincoln, 2005). The findings of this study’s collected data have been used to construct the conceptual model and simulation of the actual working processes at the company. The analysis of the interviews used notes and quotes to support the assumptions of the simulation design. While interview participants in general may provide historical data on their activities (Creswell, 2008), in this study they contribute historical data on the customisation process for 18 distributed clients, comprising 2479 requirements taking 1290 working hours. This data was collected in form of log files or numbers used as a trace data to run the simulation.
Table 5.1 Overview of interview questions

<table>
<thead>
<tr>
<th>No</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>How are your company’s teams structured?</td>
</tr>
<tr>
<td>2</td>
<td>What processes do the development, customisation, and support services follow?</td>
</tr>
<tr>
<td>3</td>
<td>How are requirements issued at client locations?</td>
</tr>
<tr>
<td>4</td>
<td>How are clients’ requirements collected in distributed domains?</td>
</tr>
<tr>
<td>5</td>
<td>How do you communicate with your clients and your representatives at client locations?</td>
</tr>
<tr>
<td>6</td>
<td>How do you make decisions about clients’ requirements?</td>
</tr>
<tr>
<td>7</td>
<td>What is the customisation process from the time an issue is created until it is closed?</td>
</tr>
<tr>
<td>8</td>
<td>What challenges do you face in terms of communicating clients’ requirements in distributed domains?</td>
</tr>
<tr>
<td>9</td>
<td>Do you have additional information you wish to provide about the current customisation process or about any other issue?</td>
</tr>
</tbody>
</table>

5.3.3 Study outcomes

This study has two main outputs; the first is information about the customisation of multiple distributed clients’ requirements in order to build a conceptual model of the selected case study, and the second is historical data of clients’ requirements and the process applied to analyse it and use it in the case study simulation context for use as trace data for the simulation.

5.3.3.1 Conceptual model of the real world case

Robinson (2007) has defined the conceptual model as ‘a simplified representation of the real system’. According to Law (1991), conceptual modelling is the most important element of the simulation process so the model plays a vital role reflecting the real system in a simple model in order to simulate it. Initially, a modeller spends time with users, understanding the actual system, then tries to build a simple model considering the scope of the simulation project.

In this research, the conceptual model reflects the customisation process in a real world case, selected as the baseline model in the evaluation process of the CCRD. The contextual review study shown in (section 5.3) was conducted to learn about and understand the real work of the selected case and to determine the key components of the real system such as its inputs, outputs, assumptions and process and the whole system, in order to use it in the building process of the simulation model.
5.3.3.2 Representation of the conceptual model

According to Robinson (2007), there are four ways to represent a conceptual model:

- Component list
- Process flow diagram
- Logic flow diagram
- Activity cycle diagram.

However, the selection of a representation depends on different factors such as goal of the model, the scope of the project and the available information.

In this research, the conceptual model has been based on the findings of the contextual review study (section 5.3). Therefore, the activity cycle diagram has been selected to represent the baseline model. Also, it was noted that the company in the contextual review uses a workflow system called JIRA\(^7\) as project management software help to manage clients’ requirements and other processes in the customisation cycle. This software provides a workflow diagram reflecting the current processes.

5.3.4 The designed conceptual model

A simple conceptual model has a number of advantages; according to Chwif, Barretto and Paul (2000), it can be developed more quickly, is flexible and is easier to interpret. Also, Chwif states that ‘In general the aim should be to: keep the model as simple as possible to meet the objectives of the simulation study’. The main goal of building a conceptual model of a real world case in this study is to simplify the current model, based on the scope of the research and its goals. Therefore, some processes in the current model have incorporated one or two components to make them readable and easier at the simulation stage. For example, the development stage in the real work has eight activities in two groups as the main goal of the research is to discuss the impact of changing the location of decision making on the customisation process, rather than discussing sub-activities such as testing, scheduling or verification.

---

\(^7\) JIRA is a tracking system for multi teams projects ([https://jira.atlassian.com](https://jira.atlassian.com))
In the conceptual model of the baseline (Figure 5.3) the customisation process starts at the clients’ locations. The clients issue their requirement themselves or through the implementer at the company. It comes into the queue awaiting a decision, then decision making takes one of five routes:

1. **Cancelled**: Cancellation happens if the client cancels the requirement, or the decision maker decides to cancel the requirement after discussing it with the client. In this process the requirement will be eliminated and closed immediately.

2. **Rejected**: Rejection happens if the requirement does not make sense. For example, it may have been developed before, out of the contract’s scope or will have an effect on other systems. Any rejection needs time to discuss with the client to inform him or her of the reasons behind the decision. Although most rejected requirements are closed immediately, some are approved after discussion with clients and go direct to the approved requirements queue.

3. **Hold**: Some requirements are unclear and need discussion with the client, implementer or more investigation. The decision maker puts this type of requirement in the holding process, meaning that a decision has not been made and it will take time before it is returned to the queue for decision-making.

4. **Approved**: Once an approval decision is taken, the requirement goes into a queue for the assigned developer to accept the task, give an estimated time of completion and schedule it into his or her job list.

5. **To development process direct**: Some requirements such as for bugs or urgent cases are sent direct to the development process as they need neither confirmation nor estimates of time. These types of requirements go directly to the assigned developer’s job list.

Development process in the real world case, the development process has between six and eight activities including developing, testing and verification. In this conceptual model, all the development processes are gathered into a single activity termed ‘development’ that
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starts with commencing the development process and finishes when the requirement is confirmed and ready to deliver. This process is unchanged in this study and to makes for a conceptual model that is as simple as possible.

5.3.5 Historical data

Robinson (2007) defines trace data as streams of data that include important information about the events and activities such as arrival time, time accrued and the nature of the requests. Also, he states that trace data are read by a simulation as it runs the event reflecting the real system. Using trace data to run a simulation model enables it to represent historic events of the real system, helping to evaluate the model and its performance. Therefore, the second part of the contextual interview study output comprises historical data on the clients’ requirements. The company exported a historical log file of its customisation of clients’ requirements covering the period from 23/03/2013 to 21/10/2013. These data did not include any confidential information, thus conform to ethics considerations, and were collected to use as trace data to run the simulation models in the evaluation process.

5.3.5.1 Description of the collected data

The selected company used JIRA as a project management system (see section 5.3.3.2) for tracking and managing clients’ requirements. Significant efforts were made to clean the ‘noise’ from the collected data to prepare them as trace data to run simulation models. An example of this ‘noise’ was the due to the JIRA system being only from 23/03/2013, so earlier data had to be ignored as it did not have full information about clients’ requirements such as arrival time, decision time, development time and resolving time; this lack of process detail meant that data could not reflect the real behaviour of the real system. However, they covered a random chunk of data, including different activities of clients and developers. The clean data focused on the completed requirements that had gone through the whole customisation process and it helped in calculating the entire process time from requirement creation to resolution. These data were used as trace data for the rest of the simulation experiments including the validation process of the baseline model, comprising 2479 requests for 18 distributed clients’ requirements and covering the activities of 1290 working hours for nine hours each day, starting from 8:00am, excluding weekends and holidays.

In summary, the contextual review presents the main goals of this study, which were collecting information about the real case study from the selected company’s workplace in order to design a conceptual model for its actual current customisation and to collect historical data for use in
designing the simulation, driving them as trace data. Furthermore, this section describes the case study and interviews conducted, with the major outputs of this study.

5.4 Simulation Method

This section presents the importance of modelling and describes simulation process in research and evaluation studies and how it reduces the effects of conducting experiments on real cases. According to Robinson (2007), simulation is ‘Experimentation with a simplified imitation (on a computer) of an operations system as it progresses through time, for the purpose of better understanding and/or improving that system’. Modelling and simulation have become popular methods in research and industry in many subjects such as engineering (Oden et al., 2006), business (Jahangirian et al., 2010) and medical science (Gaba, 2004), however they is used increasingly to support software development and software project management (Psaroudakis & Eberhardt, 2011). In addition, Kellner et al. (1999) state that software simulation has been used for various purposes such as the strategic development of software, process improvement, and control and operational management of software engineering.

5.4.1 Simulation for evaluation research hypothesis

In this research, simulation has been selected as the evaluation method for the research hypothesis. According to Abdel-Hamid (1988), although it is easy to propose a hypothesis in software engineering it is difficult to test it. Many reasons are behind this difficulty and applying and controlling software engineering experiments in real word cases involves costs and time (Setamanit, Wakeland & Raffo, 2007). However, the challenges multiply in a large, complex and dynamic project such as distributed development (Glass, 1982). Therefore, simulation is used to enable researchers to control software engineering experiments and to identify the factors that impact on the outputs of the simulation model at less cost and time (Setamanit et al., 2007). In terms of evaluation software development, Martin and Ra (2001) state that changes can be evaluated by simulation. However, evaluation should consider the project environment.

5.4.2 Discrete-event simulation approach

There are two types of computer-based simulation: continuous simulation, which refers to a computer model of physical systems and the tracking of the dynamic changes of the systems behaviour over time; and discrete-event simulation. The latter is one of the simulation techniques and strategies for designing a simulation model, relying on the occurrence of events
from state to state over time (Psaroudakis & Eberhardt, 2011). However, the characteristics of the system to be simulated help to choose the most suitable technique (Lunesu, 2013). According to Sokolowski and Banks (2009), discrete-event simulation is formally defined as the variation caused by a sequence of events acting on the model. Therefore, this type of simulation targets systems that involve state changes based on the occurrence of system, for example traffic lights changing from red to green to yellow. On the other hand, systems that have arrivals and services are known as a queueing system, representative of many features of our daily lives such as call centres and software development processes (Sokolowski & Banks, 2009).

Regarding the challenges of applying a new solution to testing software engineering research hypotheses in the real world, for instance the cost, time and availability of resources (Setamanit et al., 2006), simulation has been selected to model a real world customisation and then to apply the new ideas from that simulation to the rest of the research hypothesis. In addition, this research used discrete-event simulation to simulate the customisation process as it is appropriate for software development activities. The customisation process model has activities and areas for changing the state of the system, starting from the arrival point and then making a decision that takes one of several forms, and finally to leave the system at a specific time.

5.4.3 Software simulation package

According to Sokolowski and Banks (2009), computer software for simulations has featured continuous improvement, starting from the first computer simulation in the 1950s using a general programming language, then specific programming languages and software developed for simulation purposes. The past two decades have seen a significant jump in the number of viable simulation languages and simulators, since the PC (personal computer) and other technologies such as Windows were launched in this period (Sokolowski & Banks, 2009). Today there is a variety of available emulators to support and provide visualisations and interactive tools. A visual display of the simulated model has many benefits. Robinson (2007) lists some, as follows:

- Greater understanding of the model.
- Easier model verification.
- Enables interactive experimentation.
- Improves understanding of the results.
- Improves communication of the model and its findings to all parties.
- Provides the potential for using simulation in group problem solving.
In this research, a simulation package has been selected and used to build and run simulation models. Choosing a simulation package was a hard task. However, Robinson (2007) has summarised the steps and factors of selecting simulation software packages:

1- Modelling requirements.
2- Evaluation criteria.
3- Availability of the software.

The package selected for this research to build the simulation for the evaluation process is called SIMUL8. It was developed by SIMUL8 Corporation and provides an integrated environment including a simulation modeller and a results analyser. Also, it provides a powerful language and model visualisation to enable users to create flexible and robust simulations. SIMUL8 has been selected in this research as it has been used widely in industrial and academic fields (Concannon et al., 2003). Using this package made the building of simulation models easier, as the models focused on an activities diagram supported by SIMUL8. The University of Southampton has a license for the student version, so using it made it easy to access a licensed simulation package.

5.4.4 Evaluation measurement and metrics used in this research

Fenton and Pfleeger (1997) state that ‘measurement is the process by which numbers or symbols are assigned to attributes of entities in the real world in such a way as to describe them according to clearly defined rules’. They have become commonplace in different engineering and scientific fields. Software engineering is an applied discipline of computer science, which describes various techniques for constructing software products. The process requires management and engineering practices such as planning, costing, analysing, designing and testing (Fenton & Pfleeger, 1997). On the other hand, engineering disciplines use methods and techniques that contain models and theories, conducting empirical validation processes for the outputs of these theories and models in terms of testing and evaluation (Munson, 2003). Software engineering is one of the disciplines that produces a product in the form of systems and software through a sequence of processes and activities. Measurements in software engineering occur at three levels: software products; the software development process; and software quality (Ebert et al., 2005).

I. Measuring software products:

A software product is a complete set of computer programs, procedures and other documents, and data developed to deliver specific functions (Solingen & Berghout, 1999). These products

---

8 http://www.simul8.com/
Evaluation Methodology

can be measured through software products metrics that aim to measure their various parts such as requirement specifications, high and low levels of design, source code, testing cases and documentation in order to deliver valid software products (Munson, 2003).

II. Measuring software quality:
Software quality is defined as the characteristic of a product and its ability to fulfil the client’s requirements to gain their satisfaction (Solingen & Berghout, 1999). Measuring quality in software products, and processes as well, is an important aspect of software engineering; however, it is a relationship between quality and other variables such as cost and time, as ISO standard 9126\(^9\) refers to the areas of software improvement in quality: functionality; reliability; usability; maintainability; efficiency; and portability (Figure 5.4).

Figure 5.4: Software quality characteristics (ISO 9126, 1992)

---

III. Measuring software process:

Software is produced by a sequence of steps and activities in the context of the software development lifecycle (Sommerville, 2011). A software development process is defined as the necessary activities to translate client requirements into a software product (Sommerville, 2011). Fenton and Pfleeger (1997) state that some software processes consist of the software development lifecycle phases of gathering requirements, analysis, designing, implementation and testing, though to the maintenance phase. Measuring software activities gives great insight into the adequacy of the time allowed to produce a software product and to evaluate alternative models and process (Munson, 2003). However, to improve the software development process the goals should be well-defined (Solingen & Berghout, 1999). Clear goals help to define and select the appropriate measurement and metrics to evaluate that improvement. The main goal of this research was to improve the customisation process to overcome the challenges of communicating customers’ requirements across distributed boundaries. The implications of those challenges cause delay in resolving customisation requirements. On the other hand, the proposed model (the CCRD model) involves change to the locations of some activities. As in Scenario I it allocates decision making to the customer’s location, and in Scenario II it allocates local development activity to the customer’s location. These changes may impact on the duration of the decision making and development process and must influence the total time taken by the entire customisation. Therefore, measurements used in the evaluation process of this research are defined in terms of the goals of the research and the importance of measuring the productivity of development activities.

The design of the metrics used in evaluating this research aimed to measure the impact of the communication challenges on customisation in the distributed domain. There are many implications of distributed communication in software development projects, however the software lifecycle requires a great deal of communication and any issues directly affect productivity (Jiménez et al., 2009). One of the measurable factors of software development productivity is the delay time through the process. Herbsleb and Mockus (2003) refer to the delay in software projects and loss of time in development as the result of inadequate communication in the distributed domain. Further research conducted by Herbsleb and Moitra (2001) emphasises that the most frequent consequences of cross-site problems is delay in resolving software issues, that is, the additional time to complete a requirement when more than one site is involved. In addition, Azam et al. (2014) indicate the main areas of software process improvement, which are to decrease project cost, to decrease project risk, to shorten the project cycle time and to increase product quality (Figure 5.5). Indeed, Fenton and Pfleeger (1997) indicate that time is one of the measurable elements of software activity productivity.
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In summaries, measuring delay time in these stages aims to assess it through the customisation process as an impact of communication challenges in the distributed domain, therefore the evaluation metrics for this research contains measurable elements as follows.

![Figure 5.5: Areas of software process improvement (Solingen & Berghout, 1999)](image)

- **Decision-making time**
  Decision-making time is calculated from the time a requirement is created by the client to the time a decision is made. It includes the waiting time before the decision-making process and the transformation time from client to decision maker. The duration of decision making is selected as an evaluation measure in this research due to the impact of changing the decision-making activity location in the CCRD model from the central team to the distributed domain at a customer’s location. Removing some activities such as holding and rejection may cause a difference in the decision time. In addition, challenges of communications in the distributed domain directly affect the duration of decision making and cause delays to production.

- **Development process time**
  The duration of the development process is calculated from the time a requirement is approved by a decision maker until it is resolved, including the waiting time before the development process, development, testing and signing off as resolved. Using development time as one of the metrics elements in this research comes from the important impact of the development process on the customisation process in general, and on the CCRD model in particular. In the CCRD model with local development processes at the customer’s location, a parallel development process applies, affecting the duration of the process and consequently the total time for the entire customisation process. As Rini van Solingen and Berghout (1999) indicate, using parallel development is one form of shortening the duration of the project cycle, which is an important key to process improvement.
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- **Total time for the entire customisation process**
  This is the duration of the whole process that requirements undergo for customisation purposes. This time is calculated from the creation of the requirement by the client to the delivery of the solution and acceptance by the client, including decision time, approval time and development time. It also includes the time spent in communication during the holding or rejection processes. The entire duration of the development lifecycle is an obvious numerical output of development model, which is an important aspect of measuring the productivity of models or methods in order to perform evaluations and assess the satisfaction of customers against the speed and time of response. This research uses the total duration of the entire customisation process, besides decision-making and development time, as its evaluation metric. It uses a validation of the baseline model (section 05.4.5.2) and the evaluation experiments in Chapter 6.

5.4.5 Baseline Simulation Model

In section 5.3, the contextual review study was conducted in a real case study in order to use it as a baseline during the evaluation process of this research hypothesis. One of the outcomes of the contextual review study was the conceptual model of the real case study (Figure 5.3). This section describes the simulation model of the real case study by transforming the conceptual model into a simulation model. Also, the verification and validation process is applied to the simulation model (as shown in section 05.4.5.2).

5.4.5.1 Constructing the baseline simulation model

During the contextual review of the real case study, much information has been collected in terms of the activities in the customisation process in that case. Although the collected information is used in designing the conceptual model, it is a non-software specific description of the simulation model (Robinson, 2007). Therefore, the model enhances the real case assumptions to reflect the real customisation process in the case study. The baseline simulation model shown in Figure 5.6 has several components, starting at the arrival point and ending with the development process. The fit of the model activities has been based on information collected in the contextual review, as mentioned at the beginning of this section, historical data exported from the company tracking system and all the information from the confirmatory study (Section 5.5). Furthermore, that setting of the simulation model has been checked and confirmed during the confirmatory study (section 5.5). The following sections describe the role and purpose of each component and the verification and validation process for the baseline model.
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**Baseline model components**

i. **Arrival point:** The arrival point in this simulation model represents the arrival of requirements from different clients at the central customisation system. In this research, trace data (actual arrival time in the real system) have been selected as the arrival time for the simulation model in order to unify the inputs of the real system and the simulation model to compare them. Using actual data to drive the simulation model is recommended if the data are accurate, and may provide a valuable insight into and readability of the simulation (Law, 2007).

ii. **Activity:** In this model, there are five activities: decision making; rejection; holding; approval; and development. A description of these activities’ roles and purposes is given in the section on the conceptual model (section 5.3.3.1) as outputs of the decision-making process. The setting of each activity includes probability distributions of service time, input and output routing from the historical data collected in the contextual study.

Regarding their distribution, in this research the distribution of the real system has been applied, obtained from the collected data. Fitting simulation model distribution is one of the hardest tasks in simulation building (Robinson, 2007), as any failure to choose the correct distribution can affect the accuracy of model output (Oden et al., 2006). It can be done in two ways, either by selecting one of the common probability distributions such as Poisson, Exponential or Uniform, or, in other situations where there is a need to use observed data to specify the appropriate distribution that fit a simulation activity, what is called in this case an *empirical distribution* (Robinson, 2007).

This study selected an empirical distribution to fit the distribution for the baseline simulation model to reflect the reality of the selected case study. In fact, the empirical distribution held some issues such as the challenge in applying the goodness-of-fit tests, as data have some assumptions regarding the effects of the accuracy of fitting (Oden et al., 2006). Also, in some situations it is not possible to collect data on random variables, or the collected data lack important data. Law (2007) states that ‘*sometimes data are collected by an automated data collection system, which doesn’t provide the data in a suitable format.*’ And that is indeed what happened in this research. The historical data of the real system had been exported from a tracking system that provided time of arrival and departure for each task, with a clear lack of service time and queueing time. This led to difficulties in specifying the service time for each activity in the real system. So, in this case, the fit applied was based on the general shape of the histogram of activity time including service and queueing times, as that described for the validation of the simulation model (section 0 5.4.5.2). This assumption in the simulation setting including distribution fitting has been discussed with experts from the selected case study, as
recommended by Law (2007), as a vital factor to complete the lack of data by selecting the suitable distribution.

In the five activities in the baseline model, the Beta distribution has been selected as it is recommended in view of the absence of data (Fente et al., 1999). Table 5.2 shows an overview of the simulation activities and their distribution.

Table 5.2: Overview of the simulation activities and their distributions

<table>
<thead>
<tr>
<th>Activity</th>
<th>Distribution name</th>
<th>Alpha 1</th>
<th>Alpha 2</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision making</td>
<td>Beta</td>
<td>1.3</td>
<td>14.7</td>
<td>0.01</td>
<td>4</td>
</tr>
<tr>
<td>Rejection process</td>
<td>Beta</td>
<td>0.1</td>
<td>1</td>
<td>0.02</td>
<td>60</td>
</tr>
<tr>
<td>Approval process</td>
<td>Beta</td>
<td>0.2</td>
<td>10.3</td>
<td>0.02</td>
<td>34</td>
</tr>
<tr>
<td>Holding process</td>
<td>Beta</td>
<td>0.1</td>
<td>1</td>
<td>0.02</td>
<td>40</td>
</tr>
<tr>
<td>Development process</td>
<td>Beta</td>
<td>0.3</td>
<td>24.5</td>
<td>0.02</td>
<td>26</td>
</tr>
</tbody>
</table>

iii. **Queue:** This component was established before each activity for queueing of the service.

iv. **End:** This is the end of the simulation model representing the end of the customisation process in the real case (resolving the issue and completing the requirement).

v. **Resources:** In the simulation model each activity has resources, which in this case are human resources. For example, in decision making there are in the real case study nine decision makers. Therefore, in the simulation model there is a resource component called ‘decision resource’ (Figure 5.6). It is defined with nine resources to run the decision-making activity. All resources have been based on historical data in the real system and then in the confirmatory study. Table 5.3 shows an overview of the activities and defined resources in the simulation model.

Table 5.3: Overview of activities resources in the simulation model

<table>
<thead>
<tr>
<th>Activity</th>
<th>Resource name</th>
<th>Number of resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision making</td>
<td>Decision</td>
<td>9</td>
</tr>
<tr>
<td>Rejection process</td>
<td>Rejection</td>
<td>5</td>
</tr>
<tr>
<td>Holding process</td>
<td>Holding</td>
<td>4</td>
</tr>
<tr>
<td>Approval process</td>
<td>Approval</td>
<td>17</td>
</tr>
<tr>
<td>Development process</td>
<td>Development</td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.6: Baseline simulation model for the real case study
5.4.5.2 Verification and validation of the baseline model

Verification and validation are significant aspects in simulation projects, lending credibility and reliability to the simulation model and its outputs (Robinson, 1997). Davis (1992) defines the verification process of a simulation model as an process that ensures that the transformation of the conceptual model to a computerised simulation model is sufficiently accurate, while validation ensures that the simulation produces sufficient results to meet the purpose of that model (Kleijnen, 1995). This section presents the verification and validation process applied to the simulation model in this study, as follows.

- Verification process
  One of the most difficult issues facing a simulation project is how to present the real system in an accurate way (Robinson, 1997). According to Kleijnen (1995), there many ways to apply the verification process to the simulation model. In this research, two approaches have been applied in order to ensure the simulation model reflects the real system, the experts’ review and tests the goodness-of-fit.

  i. Expert’s review
     An experts’ review is an approach suggested in some cases to build the simulation model and fit the distribution of its activities (Law, 2007). In this research, an experts’ review was applied in two stages of designing the conceptual model and the structured of the simulation model through the contextual review study (section 5.3) and in the confirmatory study (section 5.5). The final product and the setting used in the model have been discussed and confirmed by seven experts at the real case study, at that stage.

  ii. Testing the goodness-of-fit
     A goodness-of-fit test is a statistical test used to assess formally whether the observed values of the selected distribution fit the values of expected distribution (Banks et al., 2004). There are two methods to check the fit. First is the graphical test, which compares the histogram shape of the selected distribution and the expected one and tries to select the suitable distribution. The second method uses a statistical test, there are tests for this purpose such as the Chi-square test and Kolmogorov-Smirnov test (Field, 2009). In some cases, a statistical test is not applicable and the graphical test and experts’ review is recommended, especially for empirical distribution (Law, 2007). In this research, the empirical distribution has been selected, based on the historical data. Therefore, the statistical test does not work with the expected distribution as the actual system does not follow a model systematically in its activities. For example, the decision-making process does not follow any service model such as ‘first in, first out’ or by priorities. So, that affects the distribution of the service output. In addition, the historical data lack information.
such as service time. Law (2007) refers to this issue as one of an empirical distribution problem. In this case, the fit of the distribution is applied using graphical tests on the graph of queueing and service time of the activities in the model, and fits that time on the actual system graphs as shown in Figure 5.7. Also, some information was obtained from experts such as minimum and maximum times for services.

Fitting distribution (especially for empirical data) is not a single step, and should comprise a number of iterations through different stages to select and confirm the appropriate distribution and assumptions used (Robinson, 2007). Therefore, the setting used in the simulation of the baseline model and of the CCRD model has gone through iterations between the simulation building stage and the confirmatory study to check the assumptions used with the experts. For example, in questions on the confirmatory study (section 5.5) there were some results from the initial running of CCRD simulation models. These results have been reviewed by interviewees at that stage who provided various reasons for the wrong assumption, which was that the historical data had a number of requirements termed ATSE that were created internally and had very low priority. Those requirements affected the queueing time of customisation activities and gave different distributions. As a result of that review, the assumptions and distribution of activities have been repeated and confirmed. So, the distribution assumptions mentioned and used in previous sections, also the results and setting of the evaluation experiments in Chapter 6, are the accurate and final data.

- **Validation process**

In order to ensure the simulation model provided accurate results, a validation process was undertaken. One of the most used validity tests for a simulation model is comparing the output of the simulation model with the output of the actual real system, called result validation (Banks et al., 2004). There are three types of comparison validation for the simulation model: comparison with an existing system, comparison with experts’ opinion and comparison with alternative model (Law, 2007). This research used two of these to test the validity of the simulation model. The comparison test with the real system of the selected case study has been applied following the method shown in Figure 5.8 through the ‘black box’ technique (Figure 5.9), using the same historical arrival time for both the real system and simulation and comparing the outputs. Also, the experts’ review method was used through the confirmatory study (Section 5.5) to confirm the findings and how they matched the reality.
In order to apply the ‘black box’ validation test, a statistical test was used to find if there was a significant difference between the output of the real system and the output of the simulation model. Although the appropriate statistical test for this validation comparison of two groups is Student’s t test (Argyrous, 2011b), this emphasises normality of the data as one of the required assumptions. In this research, the collected outputs of the simulation model and the real system are skewed, which is not normal. Figure 5.10 illustrates some examples of the real system and simulation outputs. In this case the available directions to complete this comparison are data transformation or using a non-parametric test (Field, 2009).

i. **Transformation of the data:** transforming obtained data to normal and applying the t test is not recommended in some cases (Field, 2009) as it describes data of different formats based on the type of transformation and in some cases it does not work, as in this study.

ii. **Using non-parametric test:**
With empirical data, often the data have a different distribution and it is not always easy to correct the problem in the data to transform to a smooth normal distribution (Field, 2009). In this case, the non-parametric test was used as it does not require many assumptions such as normality of the data. It relies on a ranking approach to test the significance between two groups.

In this study the purpose of applying this test was to compare the outputs of the real system and the outputs of the simulation in different activities to ensure the simulation model provided accurate results. The Wilcoxon signed-rank test has been applied, which is equivalent to a paired t test. The Wilcoxon signed-rank test is similar to a dependent t test; however, it uses a ranking approach to compare the two groups of data (Field, 2009: 540). The Wilcoxon signed-rank test was run on each activity in order to compare the actual output of the real system and the simulation model, considering the following hypothesis with a significant level (P value) = 0.05 at the 95 per cent level of confidence, as typically used in human experiments (Argyrous, 2011b).

![Figure 5.8: Correlated inspection approach (Law, 2007)](image1)

![Figure 5.9: ‘Black box’ validation test (Law, 2007)](image2)

_Hypothesis 0: There is no significant difference between the real system output and the simulation output._

_Hypothesis 1: There is a significant difference between the real system output and the simulation output._

Therefore, when \( P < 0.05 \) the null hypothesis will be rejected and the alternative hypothesis accepted, which means there is a significant difference between two groups. On the other hand,
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if $P > 0.05$ the null hypothesis is accepted and that means there is no significant difference between the two groups.

Figure 5.10: The normal curve on the histogram of the outputs of some results

- **Results of validation tests**

Table 5.4 shows the results of the Wilcoxon test to compare real system outputs and simulation outputs. This table contains the results of the comparison for five activities. As is clear from the results, all $P$ values for the five activities were greater than 0.05, which means that the defined null hypothesis is accepted, confirming that there was no significant difference between the outputs of the real system and the simulation model. Therefore, the results of validation test referring to the baseline simulation model provide results as expected and reflect the real system. Furthermore, the results obtained were presented to the participants in the confirmatory study to gain their opinion on it. They confirmed the results and gave positive feedback, as shown in the findings of the confirmatory study (section 5.5).

In summary, the simulation section presented simulation modelling techniques and tools used in this research. Also, it provided a description of the simulation of the selected case study in order to use it as a baseline model in the evaluation experiments of the CCRD model. Furthermore, the baseline model would provide a reasonable simulator for the customisation process as it was
based on actual data for a real industrial case study, especially useful in view of the scarcity of simulators of customisation for the distributed domain. While this section presents the simulation method and process used in this research including a statistical test applied in validation process of simulation model outputs, the setting of the simulation model of CCRD and results are presented in the chapter on findings (Chapter 6).

Table 5.4: Results of the Wilcoxon test for real system outputs vs simulation outputs

<table>
<thead>
<tr>
<th>Activity</th>
<th>Model</th>
<th>N 1</th>
<th>Mean 2</th>
<th>Std dev</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision process</td>
<td>Real system</td>
<td>20</td>
<td>100.05</td>
<td>104.31</td>
<td>0.167 (P &gt;0.05)</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>20</td>
<td>116.40</td>
<td>109.08</td>
<td></td>
</tr>
<tr>
<td>Holding process</td>
<td>Real system</td>
<td>25</td>
<td>0.92</td>
<td>1.73</td>
<td>0.953 (P &gt;0.05)</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>25</td>
<td>1.00</td>
<td>2.58</td>
<td></td>
</tr>
<tr>
<td>Rejection process</td>
<td>Real system</td>
<td>10</td>
<td>1.20</td>
<td>2.09</td>
<td>0.395 (P &gt;0.05)</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>10</td>
<td>1.60</td>
<td>1.17</td>
<td></td>
</tr>
<tr>
<td>Approval process</td>
<td>Real system</td>
<td>16</td>
<td>109.41</td>
<td>109.41</td>
<td>1.00 (P &gt;0.05)</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>16</td>
<td>105.55</td>
<td>105.55</td>
<td></td>
</tr>
<tr>
<td>Development process</td>
<td>Real system</td>
<td>17</td>
<td>124.53</td>
<td>273.22</td>
<td>0.449 (P &gt;0.05)</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>17</td>
<td>124.52</td>
<td>173.90</td>
<td></td>
</tr>
</tbody>
</table>

1 Number of intervals  2 Mean of events in each interval  *Sample size 2479 requirements

5.5 Confirmatory Study

In research methodology, there are two approaches for conducting a study and defining a hypothesis, the inductive and the deductive. The inductive process is defined as a bottom-up approach that moves from specific observations to generalisations toward specific theories (Gray, 2009). The deductive process works in the opposite way and moves from more general information to more specific conclusions, called the ‘waterfall’ approach or top-down approach (Gray, 2009). Researchers taking this approach start with a theory and narrow it down to test that hypothesis.

This research began with various hypotheses developed after reviewing the literature, as defined and presented in Chapter 1, and the evaluation process aimed to evaluate and confirm the defined hypothesis. This confirmatory study was designed to link the evaluation process through simulation with the opinion of experts in a real world case study. In addition, designing a simulation model for real systems through empirical data needs iterative confirmation process to ensure the simulation model of the real system reflects reality as much as possible (Law, 2007).
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So, this study also aimed to confirm findings in the contextual review study and to present the simulation model of the real system in the selected company (section 5.3) to establish experts’ opinion on that model.

The confirmatory study was designed to achieve the following objectives.

1- Check the finding of the contextual review study, which were the conceptual model of the current customisation model in the selected company, and the findings of the historical data collected from the company and used in the setting of the simulation of the baseline model.

2- Confirm challenges of communication customisation requirements across distributed boundaries, and the impacts of these challenges on the duration of decision making, development process and total time taken for the entire customisation process.

3- Gain the opinion of some experts in the company regarding allocating decision making and some development process to the clients’ location, and how much that would help to reduce the implications of communicating customisation requirements across the distributed domain.

In software development, the evaluation process usually requires a detailed description of a particular system and its activities or the people who use this system (Patton, 1987). That level of information may come from observations, interviews and reviews of documents, as the qualitative method provides deep meanings, especially if the process includes human factors such as developers or clients (Creswell, 2008). This study was conducted using qualitative methods to achieve the objectives mentioned, through the semi-structured interview technique.

5.5.1 Using semi-structured interviews

Conducting research in a real workplace, collecting data or investigating an issue for a specific purpose requires particular techniques. An interview is a one of the most common and is used in various ways for particular purposes (Denzin & Lincoln, 2005), defended in a qualitative context as the interviews are conducted by a researcher in different formats, such as face-to-face, by telephone or in focus groups, and may involve structured questions and general open-ended questions to gain the opinions of participants (Saunders et al., 2009). A qualitative research method is designed to look at hidden and unknown scenarios (Marshall & Rossman, 1999). Gray (2009) states that the interview is the most logical research technique for a number of situations. In addition, he claims that interviews are useful if conducted in a workplace to give people space to talk about their work and allow them the opportunity to reflect on their experience and give their opinion without having to commit themselves in a closed technique, such as a questionnaire or a written document. At the same time, Cohen and Manion (1997)
point out the various purposes such as gathering information about a person’s knowledge, testing a hypothesis and, in conjunction with other research techniques, to achieve a particular goal. There are several different types of interview such as structured interviews, semi-structured interviews, non-directive interviews, focused interviews and informal conversational interviews and the choice depends on the purpose and the objectives (Gray, 2009).

Hove and Anda (2005) state that many phenomena in software development are qualitative in nature and the appropriate technique to collect data about these phenomena is semi-structured interviews. Also, they refer to how interviewing people provides insights into their world, their opinions and their feelings. In addition, software development is involved with human factors in its practices during development, and the qualitative approaches through interviewing aid eliciting different opinions from various practitioners in the software development lifecycle. Semi-structured interviews are defined as those conducted by a researcher who could apply the interviews in varying ways from one interview to another, such as changing questions, omitting some or giving more explanations, including other interviewees’ opinions (Saunders et al., 2009). Therefore, in this research semi-structured interviews have been chosen as a method for collecting data from the real case in order to achieve the confirmatory study goals. In addition, the selected case study has many processes with different people working on them such as decision making, development and system analysis, which need an adjustment to the question based on the interviewees’ position, giving them specific explanations to obtain their opinion.

5.5.2 Design of the semi-structured interviews

With regard to conducting the confirmatory study in this research through the semi-structured interview approach, the design went through several stages. The following sections discuss the aspects adopted for participant selection in terms of conducting interviews, as Miles and Huberman (1994) identified:

- **Setting**: Indicates the place where research will take place.
- **Actors**: people will be involved in the interviews or observed.
- **Events**: what the actors will do in this research, for example conducting the interview.
- **Process**: The evolving nature of the conducted study by the actors within the setting.

5.5.2.1 Setting

The contextual review (section 5.3) was conducted at a software development company in Saudi Arabia and the outputs of that stage were historical data for their process, with 18 clients and 1290 observed hours. A conceptual model of the real world case was used to design and drive
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the baseline simulation model. In this stage, the same company (explained in section 5.3.1) was selected for the confirmatory study in order to use the same parameters and settings as the contextual review. Also, it was easy for participants to understand cases and data from their workplace, in order to provide useful and valuable information on the challenges and barriers identified in the previous contextual review and the results from the simulation experiments to reduce the impact of communicating clients’ requirements challenges across distribution boundaries.

5.5.2.2 Actors

Choosing the participants in qualitative research is purposeful rather than random (Miles & Huberman, 1994), due to qualitative study being designed to acquire a better and deep understanding of a problem or to obtain the opinion of the most appropriate participants. Therefore, selection of the participants in this study focused on the people with good experience of different practices during customisation projects, such as dealing with clients’ requirements, making decisions and development. The power of purposeful sampling in qualitative research lies in selecting information – rich cases, in depth – meaning participants can provide in-depth information based on the purpose of the study (Patton, 1987). In this study, the CEO chose participants who were working on the processes discussed in the interview’s questions as well as for their experience of the customisation processes.

As this research discusses the customisation process across distribution boundaries, the participants were selected from the central team of customisation and the representatives of the company at the client’s location in order to obtain the views of both people involved in the central team and those located at clients’ locations to deal with their requirements and communicate with the central team. Table 5.5 shows the participants in this research and their positions in the company with some information regarding their experience.

5.5.2.3 Events

The purposes of these interviews are to as follows.

1- Check and confirm the findings of the contextual review study (section 5.3), which were the designed conceptual model of the selected case and analysis of the collected information including the current model’s challenges and data used in the setting of the simulation experiments.
2- Discuss the results obtained from the initial results of the simulation experiments and participants’ opinion regarding the concept of changing the locality of the distributed customisation process through the CCRD model in both its scenarios, of local decision
making and local development processes, and the impact of that change on the communication challenges in the distributed domain and on the productivity of customisation process. Therefore, the interviewees were asked individually at one-to-one meetings the questions shown in Appendix B. The semi-structured interview was designed to ask the interviewee the question and to explain it, if it needed clarification. As this type of interviews has open-ended questions based on the information provided by the interviewees (Hove & Anda, 2005), sometimes other questions were asked or the comments of previous interviewees mentioned during the interview in order to obtain valuable information regarding the topics.

Table 5.5: Participants’ information in the confirmatory study

<table>
<thead>
<tr>
<th>Interview</th>
<th>Position of interviewee</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Int. 1</td>
<td>A technical development team leader</td>
<td>He is the leader of one customisation team in the company. Also, he is a decision maker.</td>
</tr>
<tr>
<td>Int. 2</td>
<td>A technical development team leader</td>
<td>He is a leader of customisation web application team. Also, he is a decision maker.</td>
</tr>
<tr>
<td>Int. 3</td>
<td>A developer</td>
<td>Experienced developer. He has 9 years’ experience in customisation different customisation projects.</td>
</tr>
<tr>
<td>Int. 4</td>
<td>A developer in web section</td>
<td>A web developer who deals with different distributed clients in the customisation process.</td>
</tr>
<tr>
<td>Int. 5</td>
<td>An implementer</td>
<td>He has good experience in customisation process and dealing with clients’ requirements. He plays the role of communicator between different clients and the central customisation team.</td>
</tr>
<tr>
<td>Int 6</td>
<td>A system analyst</td>
<td>He has huge experience in clients’ requirements as he used to work as a representative of the company at a different location. Now works with the central team to deal with clients’ requirements in some situations to understand it and negotiate it with different people in the development lifecycle.</td>
</tr>
<tr>
<td>Int. 7</td>
<td>A developer</td>
<td>He is a developer in the central team. He has more than 5 years’ experience in software development.</td>
</tr>
</tbody>
</table>

* Int = Interviewee
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5.5.2.4 Process

Before conducting this study, initial contact was made with the CEO at the selected company to arrange the timing and to explain the objectives and the process of the study. After that, approval was granted by the ERGO committee at the University of Southampton as its ethical strategy has a significant importance in an empirical study, including qualitative studies (Gray, 2009). The ethics reference is 10009 (Appendix A). This study was designed to be anonymous, so its questions did not require personal information from interviewees or the company. However, all the collected data were kept confidential and used for research purposes only.

The interview started by explaining the purpose and process. At the same time, a consent form was provided for interviewee to sign to indicate the steps that had been taken to obtain permission in order to protect their rights, as that is most important in qualitative research (Marshall & Rossman, 1999). The interviews were recorded by a voice recorder after participants agreed to its use, as suggested by Hove and Anda (2005), in order to focus on the session and to interact with interviewee; after the recordings were transferred they were deleted. Later, the questions were read to interviewees and explained, if there was the need, using examples to make the purpose as clear as possible or to show them some historical data and cases, as suggested by Creswell (2008). In addition, the answers were discussed if there was a need to obtain more information on each question.

5.5.3 Analysis and interpreting of the interview data

The analysis of qualitative data is the process of giving order to the data, classifying them into categories and themes, whereas interpretation involves more explanation, focusing on various meanings and looking for relationships and links among the participants’ answers and defined themes (Patton, 1987). Therefore, the analysis and interpretation of the collected data from the conducted semi-structured interviews in this study takes a sequence of the following four processes shown in Figure 5.11.

Step 1: Organise and prepare the data for analysis

This step started immediately after interviews were completed, involving making notes and extracting quotations from the interview data, then translating from Arabic to English, as the interviewees preferred to use documents, including questions and terms, in English, yet to speak in Arabic to be clearly understood.
Step 2: Design categories and themes for analysis process

In this stage four themes were defined to categorise and analyse the interview data. Those themes were based on the main goals of the confirmatory study:

Figure 5.11: Process of analysis and interpretation of conducted interviews

1- Conceptual model of the current customisation model in the case study
This category aimed to collect data that confirmed or discussed the conceptual model of the current customisation process in the company, also the extent to which the simulation of the baseline model reflected the real system. This included the settings and assumptions used in the simulation models.

2- Challenges of current customisation model in the case study
This theme discussed the challenges of communicating the customisation process across the distributed domain in the current model and how much these challenges caused delays in decision-making time, development time and the total duration of the entire customisation process. In addition, this theme was designed to collect any data regarding the holding and rejection processes, which cause a clear delay in the customisation process.

3- Local decision making
In this theme interviewees’ opinions regarding the CCRD model on making a decision at a client’s location included their concerns and suggestions.

4- Local development process
This theme was defined to collect interviewees’ opinions about the CCRD model regarding employing various development processes at the client’s location, including their concerns and suggestions.
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**Step 3: Coding the material**

Coding is the process of organising the material into parts or segments of text before bringing meaning to information such labelled categories (Rossman & Rallis, 2012). Codes, labels and categories should address something that readers expect, surprising information, unusual facts or a larger theoretical prospective in the research (Boyatzis, 1998). In this research, the categories defined in a previous step were used to code the data of the conducted interviews. NVivo was the software package used to complete this coding process, and is a qualitative data analysis tool designed by QSR (Jemmott, 2008). Afterwards, the related chunks of data in the interviews were linked to the appropriate category to make writing and analysing easier.

**Step 4: Using the coding process to write the interview outputs based on the defined themes**

The last step in this process was writing up the findings of the interviews and conveying that data with some interpretation to the reader. In the relevant section of Chapter 6 on the findings of the confirmatory study, the data of the interviews take the form of quotations and notes based on the defined categories (as explained in step 2) and explain the data with some interpretation of the important aspects of each part.

In summary, the confirmatory study conducted at the selected company (explained in section 5.3.1) was to confirm the findings of the contextual review study and the simulation of its current customisation model, the baseline model, used in the evaluation experiments in this research. In addition, it was to obtain the opinion of experts and practitioners in the company on the allocation of decision making and development process to the clients’ locations. The confirmatory study was conducted through semi-structured interviews with seven participants working on different activities in customisation, including decision making and the development process. The findings of this study are analysed and explained in Chapter 6 using a thematic analysis technique based on the goals of the study.

**5.6 Chapter Summary**

This chapter presented the methods used in this research in order to build the environment for the evaluation process and to complete it for the CCRD model to examine the defined hypothesis for this research. This methodology started by selecting the case study used to provide a baseline model for this research, as well as historical data to run the simulation models built for evaluation purposes. The selected case study was discussed with the contextual
review study, conducted in order to collect information relating to customisation and its challenges in communicating customisation requirements in the distributed domain and to collect historical data to build and run evaluation simulation models (section 5.3).

Afterward, the customisation model of the selected case study was simulated for use as a baseline model for evaluation experiments for the CCRD model. Section 5.4 presented information about the simulation method and type used in this research, and the setting and assumption of the baseline model. Through the simulation, the baseline model for the evaluation process in this research was built and confirmed. Also, the simulation of the CCRD model for local decision making and local development processes was built and confirmed. However, the setting and results of those simulations of CCRD model are presented in Chapter 6, on the evaluation experiments and their findings.

Finally, this chapter presented a section on the confirmatory study conducted with seven experts at the same company as the previous study, to confirm the findings of the contextual review and the simulation process of baseline and CCRD models. Also, this was to obtain the opinion of experts from the case study regarding allocating the decision making and development processes to clients’ locations, as the CCRD model proposed. The section presented the methods used in this study and the techniques applied with an explanation of the process, events and analysis approaches used; the findings of the confirmatory study are presented in Chapter 6, section 6.4.
Chapter 6: Evaluation Experiments

6.1 Introduction

In previous chapters the challenges and implications of communicating customisation requirements across distributed domains were discussed, and in Chapter 4 two scenarios for communicating customisation requirements in distributed domains (CCRD) model were presented to overcome the implications of these challenges. Chapter 5 outlined the methods selected for this research to construct and evaluate the proposed solution. In addition, Chapter 5 discussed the proposed case study and the simulation of its conceptual model, designed and built to evaluate the CCRD.

The main objective of this chapter is to discuss the evaluation of this research, including the methods used, the design of the evaluating experiments and the results obtained by each experiment. The process involves different methods to test the validity of the CCRD model and the extent to which it confirms the hypothesis, in order to answer the research questions. The following experiments aim to evaluate the CCRD model for local decision making (Figure 4.1) and for local development (Figure 4.2), by simulating the models and evaluating them against the baseline of the selected case study (section 5.3.5). Section 6.4 is a section presenting the findings of the confirmatory study. Figure 6.1 shows the structure of this chapter and the goals of each section.

<table>
<thead>
<tr>
<th>Experiment 1: Evaluation for CCRD model – Local decision making</th>
</tr>
</thead>
<tbody>
<tr>
<td>- RQ1 answered and H1 and H2 tested and confirmed (section 6.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experiment 2: Evaluation for CCRD model – Local development</th>
</tr>
</thead>
<tbody>
<tr>
<td>- RQ2 answered and H3 tested and confirmed (section 6.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experiment 3: Finding of the confirmatory study</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Some goals achieved explained in (Section 6.4)</td>
</tr>
</tbody>
</table>

Figure 6.1: Structure of the CCRD model evaluation experiments
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The questions the experiments aimed to answer were the following.

**RQ2:** What is the impact of making decisions locally on the total decision period and the total customisation period of software customisation processes in the distributed domain? (Answered by Experiment 1)

**RQ3:** How much would undertaking the process of development of minor tasks at clients’ locations reduce the total development and customisation period? (Answered by Experiment 2)

In addition, the three hypotheses that the experiments tested were the following.

**Hypothesis 1:** Allocating decision making to clients’ locations will reduce the total decision-making duration for customising the requirements of distributed clients. (Tested by Experiment 1)

**Hypothesis 2:** Allocating decision making to clients’ locations will reduce the impact of communication challenges by reducing the total duration of the entire customisation process to satisfy the requirements of distributed clients. (Tested by Experiment 1)

**Hypothesis 3:** Applying development processes for some tasks locally would decrease the time for development in customisation and thus the duration of entire customisation process. (Tested by Experiment 2).

### 6.2 Experiment 1: Evaluation for CCRD model – Local decision making

This experiment was designed to evaluate the CCRD model (Chapter 4) that employs local decision making on customisation requirements in the distributed domain. The experiment aims to test Hypothesis 1 and Hypothesis 2 (section 6.1), regarding how much the model reduces the impact of distributed-domain customisation communication issues on the time taken for decision making and the entire customisation.

#### 6.2.1 Experiment design and methodology

In Experiment 1, simulation was used to achieve the objectives explained in section 5.3.1. In Chapter 4 the conceptual model of the CCRD (Figure 4.1) was built, reflecting the proposal to use local decision making to eliminate processes such as rejection and holding from the baseline model (Figure 5.3). This experiment began by constructing the simulation model for the CCRD
conceptual model using local decision making, as shown in Figure 6.2. The simulation of the CCRD model has the same settings as the baseline simulation model (Figure 5.6) in terms of its distribution of activities, percentages of decisions and resources. However, the activities’ location and resources distribution have changed, based on the needs of the CCRD model.

In the simulation of the model shown in Figure 6.2, there is a representative from the software vendor at each client’s location who takes the decision-making role. The customisation requirements process starts with the issue of a request by a client, which is discussed and negotiated face-to-face with a decision maker, with agreement on a decision taking one of three forms:

- **Cancellation**: when clients understand a problem with their requests and agree to cancel it.
- **Rejection**: when the request will affect other parts of the system, or when applying that request needs a further contract.
- **Approved**: when the request is accepted and is sent to the central team.

The central team receives requests from different clients and classifies them according to type; bugs requirements are sent directly into the development process, while new features requirements go through a further process to confirm the requests, then are either sent into the development process or returned to client’s location for a new decision.

In terms of running the simulation model, the collected data from the selected case study in the contextual review (in section 5.2) featured the arrival requirements for 18 clients at an arrival point in the baseline model (section 5.3.5). In this experiment, the clients were divided into three groups based on their requirement numbers over 1290 hours (the observation time). Figure 6.3 illustrates the client groups and the sequence of conducting the experiments for each group. There are two reasons for this design. First, dealing with 18 clients in a single graphical simulation model poses challenges such as difficulty in visualising clients’ locations and the central team location plus all the activities on a single manageable screen. The second reason is that applying the experiments to different groups is useful to see the effect of the proposed model on contrasting ranges of requirement numbers.

The same arrival data, that is, the clients’ requirements, were input into the baseline model and the CCRD simulation model, and then the output from both models were compared using the metrics defined in section 5.4.4).
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Figure 6.2: Simulation model for CCRD – local decision making model
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6.2.2 Results and analysis

The metrics defined in Chapter 5 measure the decision time, development process time and entire customisation process time. Also, the evaluation experiments are designed to use these metrics to compare the baseline model and the CCRD model in order to evaluate the extent to which the CCRD model reduces the implications of communicating issues during customisation for multiple clients across distributed boundaries.

6.2.3 Decision-making time

In terms of results, the experiments aimed to measure the decision-making time, since one of the main activities was measuring the productivity of the customisation process model, as discussed in Chapter 5. Figure 6.4 presents the mean duration of decision making in the baseline model and CCRD model when local decision making is applied. In that figure, the simulation model runs three different groups with different client requirements, presented along the x-axis. The mean duration of decision making is an hour, presented on the y-axis; it takes all groups more than two hours under the baseline model, while the same requirements just take just under 30 minutes using the CCRD simulation model.

Table 6.1 shows the statistical data of the Wilcoxon non-parametric test, applied to test the significance of the difference between the output of the baseline simulation model and the CCRD simulation model.
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Table 6.1 displays the mean duration of the decision-making process in the baseline model: 2.24 hours. The same requirement, that is, 1055 requirements for five different clients, takes only 0.4 hours under the CCRD model (about 24 minutes). Also, the mean duration of decision making for Groups 2 and 3 is 2.07 and 2.08 hours on the baseline, while under the CCRD model it takes 0.39 and 0.38 hours for the 877 requirements of seven clients in Group 2, and 337 requirements of six clients in Group 3. In the same table the null hypothesis, that there is no difference between baseline simulation model and CCRD model in decision-making duration, is rejected as the P value is <0.05; the alternative hypothesis is accepted, that there is a significant difference at the 95% level of confidence, for all three groups in this experiment.

![Figure 6.4: Mean duration of decision making under baseline and CCRD models](image)

### 6.2.4 Entire customisation process time

Changing any activity in the customisation process will affect the duration of the entire process. This section presents the results of comparisons between the baseline and CCRD models in order to measure the impact of applying the CCRD model to decision-making time and the entire customisation process, as this section discusses. Figure 6.5 illustrates the mean duration of the entire customisation process under the baseline model and the CCRD model when decision making was undertaken at the client’s location. In the same figure, the simulation model ran three different groups of clients’ requirements (as explained in section 6.2.3), presented on the x-axis. The mean duration of the entire customisation process in hours is presented on the y-axis: between 2.52 and 2.79 hours for all groups in the baseline model, while the same requirements take between only 1.13 and 1.99 hours under the CCRD model.
Table 6.1: Decision-making results of statistical comparison between baseline model and CCRD model for local decision making

<table>
<thead>
<tr>
<th>Client group</th>
<th>Model</th>
<th>N(^1)</th>
<th>Mean(^2)</th>
<th>Std dev</th>
<th>Effect size</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>Baseline</td>
<td>1055</td>
<td>2.24</td>
<td>5.7</td>
<td>0.41</td>
<td>0.001 (P &lt;0.05)</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>1055</td>
<td>0.40</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 2</td>
<td>Baseline</td>
<td>877</td>
<td>2.07</td>
<td>5.45</td>
<td>0.44</td>
<td>0.001 (P &lt;0.05)</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>877</td>
<td>0.39</td>
<td>0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 3</td>
<td>Baseline</td>
<td>337</td>
<td>2.08</td>
<td>5.53</td>
<td>0.38</td>
<td>0.001 (P &lt;0.05)</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>337</td>
<td>0.38</td>
<td>0.37</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) Number of requirements  
\(^2\) Mean decision time in hours

Table 6.2 displays the statistical values of the Wilcoxon non-parametric test, applied to test the significance of the difference between the output of baseline simulation model and the CCRD simulation model. In the same table the P value is <0.05 for all groups, which means that the null hypothesis, that is, that there is no difference between the baseline simulation model and CCRD model in the entire customisation process time, is rejected for all groups in this experiment, and the alternative hypothesis is accepted, that there is a significant difference at 95 per cent level of confidence.

Figure 6.5: Mean duration of entire customisation process in baseline and CCRD models

In summary, this experiment was conducted to evaluate the CCRD model for local decision making by comparing the outputs of the baseline simulation model of three different groups containing 18 clients and 2479 requirements. It measured the impact of applying the CCRD
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model to reduce the duration of decision making and the entire customisation process, as defined in the following hypotheses.

Hypothesis 1: Allocating decision making to clients’ locations will reduce the total decision-making duration for customising the requirements of distributed clients.

Hypothesis 2: Allocating decision making to clients’ locations will reduce the impact of communication challenges by reducing the total duration of the entire customisation process to satisfy the requirements of distributed clients.

The first hypothesis (Hypothesis 1) was tested and confirmed as described in Results and analysis, section 6.2. Decision-making time was reduced significantly under the CCRD model compared to the baseline model. Also, the second hypothesis (Hypothesis 2) was tested and confirmed in the same way as Hypothesis 1, presented in section 6.2. The results are that the customisation process under the CCRD model is significantly shorter than under the baseline model.

Table 6.2: Entire customisation results of statistical comparison between baseline model and CCRD model for local decision making

<table>
<thead>
<tr>
<th>Client group</th>
<th>Model</th>
<th>N^1</th>
<th>Mean^2</th>
<th>Std dev</th>
<th>Effect size</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>Baseline</td>
<td>1058</td>
<td>2.79</td>
<td>5.69</td>
<td>0.15</td>
<td>0.001 (P &lt;0.05)</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>1058</td>
<td>1.65</td>
<td>2.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 2</td>
<td>Baseline</td>
<td>889</td>
<td>2.64</td>
<td>5.51</td>
<td>0.05</td>
<td>0.028 (P &lt;0.05)</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>889</td>
<td>1.99</td>
<td>2.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 3</td>
<td>Baseline</td>
<td>338</td>
<td>2.52</td>
<td>5.62</td>
<td>0.14</td>
<td>0.001 (P &lt;0.05)</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>338</td>
<td>1.13</td>
<td>1.30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^1 Number of requirements  ^2 Mean of decision time in hours

6.3 Experiment 2: Evaluation for CCRD model – Local development

The previous section presented the results of applying decision making locally through the CCRD model – local decision making scenario. This experiment aims to evaluate the second scenario of the CCRD model, which considers the concept of locality in decision making and some development processes in order to reduce challenges of communicating customisation requirements for multiple distributed clients. In this experiment, the hypothesis (Hypothesis 3) has been examined and confirmed. This refers to how the designed CCRD model with local decision making and local development processes for some clients’ issues helps the
customisation process for distributed clients to be faster at decision making, in both the development process and the entire customisation process, than under the baseline model in the selected case study.

6.3.1 Experiment design and methodology

This section presents the experimental method and setting of the evaluation of the CCRD model for local development processes, explained in a conceptual model in Chapter 4. In fact, this experiment used the same settings as the previous evaluation experiments for CCRD models of local decision making (section 6.2). However, there was a single change in the model, namely the local development process at each client’s location, as shown in Figure 6.8.

Local development process activity is at the clients’ premises in order to deal with specific types of requirement, for example building reports based on clients’ requests that neither change the system structure nor take much time from the central customisation team’s dealings with requirements or critical requirements that need to be applied locally to avoid delays in communication across distributed boundaries. This experiment took critical requirements as an example and applied these locally, due to the historical data collected in a contextual review study (section 5.3) having no clear information about other types of requirements, since the CCRD model was designed to be compatible with various types of requirements. Local development activity had the same distribution of development process as the central team, but used only one resource at each location apart from the decision-making resource.

Regarding designing and running the experiment and avoiding repetition, section 6.2.1 explains the setting including simulation time and gives a description of each activity.

![Figure 6.6: Sequence of experiment for different arrival data groups for local development](image-url)
6.3.2 Results and analysis

This experiment measured the reduction in time achieved by applying the CCRD model’s decision making time to the development and the entire customisation processes. In order to achieve this goal, the experiment input the same arrival data into the simulation model of the baseline model of customisation process and the simulation model of the CCRD model of local development process and compared the outputs to confirm or reject the defined hypothesis (Hypothesis 3).

6.3.3 Decision-making time

This experiment measured the reduction in time under the CCRD model for local decision making and the development process of clients’ requirements. Figure 6.7 illustrates the mean duration of decision making for the baseline simulation model and the CCRD simulation model for local development. The x-axis in this figure represents the groups of clients and the y-axis the mean duration of decision making in hours. None of the three groups of clients’ requirements, which ran one by one, had a mean duration for decision making of less than two hours under the baseline model; the same groups took less than a mean of 30 minutes decision-making time under the CCRD model. Furthermore, this experiment displays the statistical values of the Wilcoxon signed-rank test, applied to examine the difference between two models outputs. The mean durations of decision making under the baseline model for Groups 1, 2 and 3 were 2.24, 2.07 and 2.08 respectively, whereas under the CCRD model they were 0.39, 0.36 and 0.36, indicating a clear and significant difference between the models in terms of decision-making duration. The null hypothesis, defined as no significant difference between baseline model outputs and CCRD model outputs, is rejected and the alternative hypothesis accepted, that there is a significant difference in decision-making time in the CCRD simulation model for local development, because the P value for all three groups was 0.001, as shown in Table 6.3, and at less than 0.05 this is at the 95 per cent level of confidence.

6.3.4 Development process time

This experiment aimed to evaluate the CCRD model under the local development scenario that considers development at the client’s location and performed by the distributed team, as explained in section 6.3.1. This section presents the reduction of time under the CCRD model for the local development of some requirements.
Table 6.3: Decision making results of statistical comparison between baseline model and CCRD model for local development process

<table>
<thead>
<tr>
<th>Client group</th>
<th>Model</th>
<th>N(^1)</th>
<th>Mean(^2)</th>
<th>Std dev</th>
<th>Effect size</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>Baseline</td>
<td>1055</td>
<td>2.24</td>
<td>5.7</td>
<td>0.40</td>
<td>0.001(P &lt;0.05)</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>1055</td>
<td>0.39</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 2</td>
<td>Baseline</td>
<td>877</td>
<td>2.07</td>
<td>5.45</td>
<td>0.41</td>
<td>0.001(P &lt;0.05)</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>877</td>
<td>0.36</td>
<td>0.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 3</td>
<td>Baseline</td>
<td>337</td>
<td>2.08</td>
<td>5.53</td>
<td>0.33</td>
<td>0.001(P &lt;0.05)</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>337</td>
<td>0.36</td>
<td>0.31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) Number of requirements \(^2\) Mean decision time in hours

Figure 6.7: Mean duration of decision making in baseline and CCRD — local development model

The three groups of requirements were input into both the baseline simulation model and the CCRD simulation model for local development. Figure 6.9 illustrates the mean time spent on development processes, including preliminary queueing time. From this it is clear that there is a significant difference between the mean duration of development in the baseline simulation model and the CCRD simulation model: instead of taking over 1.20 hours, the same requirements took on average between just 38 and 48 minutes.
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Figure 6.8: Simulation model for CCRD – local development process
In the same vein, the inferential data of statistical test shown in Table 6.4 refer to the significant difference between the outputs of the baseline simulation model and the CCRD simulation model using the Wilcoxon signed-rank test. The table shows that the development process in the baseline simulation model for Groups 1, 2 and 3 took 1.41, 1.34 and 1.22 respectively, on average. The same requirements were run under the CCRD simulation model, applying the local development process for some requests. The mean duration of the development process diminished to 48.6 minutes for Group 1, 46.8 for Group 2 and 37.8 for Group 3. In addition, Table 6.4 shows that $P$ values of the all three groups are less than 0.05, considered significant in this experiment at the 95 per cent level of confidence. This means that the null hypothesis is rejected and the alternative hypothesis accepted, that there is a significant difference between outputs of baseline simulation model and CCRD simulation model in the duration of the development process.

### 6.3.5 Entire customisation process time

The duration of the customisation is the main concern for clients, being the time taken for their requirements to be completed and delivered. It is affected by any changes to the process. This experiment aims to examine the duration of the entire process in both the simulated baseline model and the CCRD simulation model for local development. Figure 6.10 illustrates clearly that the mean duration of the entire customisation process under CCRD for Group 1 and Group 2 is about the half that for the whole customisation process under the baseline simulation model for the same requirements, running at 1290 hours; that is, over 2.50 hours for both groups.

![Figure 6.9](image-url)

Figure 6.9: Mean duration of total development process under the baseline simulation model and the CCRD model – local development model
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Table 6.4: Development process results of statistical comparison between baseline model and CCRD model for local development process

<table>
<thead>
<tr>
<th>Client group</th>
<th>Model</th>
<th>$N^1$</th>
<th>Mean$^2$</th>
<th>Std dev</th>
<th>Effect size</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group1</td>
<td>Baseline</td>
<td>943</td>
<td>1.41</td>
<td>2.24</td>
<td>0.16</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>943</td>
<td>0.81</td>
<td>1.28</td>
<td>(P &lt;0.05)</td>
<td></td>
</tr>
<tr>
<td>Group2</td>
<td>Baseline</td>
<td>793</td>
<td>1.34</td>
<td>2.02</td>
<td>0.16</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>793</td>
<td>0.78</td>
<td>1.22</td>
<td>(P &lt;0.05)</td>
<td></td>
</tr>
<tr>
<td>Group3</td>
<td>Baseline</td>
<td>297</td>
<td>1.22</td>
<td>2.04</td>
<td>0.16</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>297</td>
<td>0.63</td>
<td>1.00</td>
<td>(P &lt;0.05)</td>
<td></td>
</tr>
</tbody>
</table>

$^1$ Number of requirements  
$^2$ Mean decision time in hours

Also, the mean duration of the whole customisation process for Group 3 shows a clear difference between baseline and CCRD simulation models, at 2.52 and 0.93 hours for the baseline and CCRD models respectively.

In terms of statistical analysis, the Wilcoxon signed-rank test was conducted and the results are shown in Table 6.5. In the table the mean duration of the entire customisation process of Group 1 was 2.79 hours under the baseline model, while the same requirements took 1.11 hours under the CCRD model. Also, the requirements of clients in Group 2 took 2.64 hours on average, falling to 1.10 hours under the CCRD model. The groups both show a significant difference in the whole duration of customisation process as the $P$ value is $< 0.05$. Furthermore, this table shows for Group 3 the mean duration of the entire customisation process for clients’ requirements. These requirements took on average 2.52 hours under the baseline simulation model and 0.93 hours under the CCRD simulation model. The $P$ value of that group was less than 0.05, which means there is a significant difference between the duration of the customisation process in both models. Overall, the results of the Wilcoxon signed-rank test for all groups indicate that the outputs of the baseline simulation model and the CCRD simulation model show a significant difference in the duration of the entire customisation process, when $P < 0.05$ at 95 per cent level of confidence. That means the null hypothesis is rejected and the alternative hypothesis accepted; that there is a significant difference in the entire customisation process time between the baseline simulation model and the CCRD simulation model.
In summary, the evaluation of the CCRD model for local development was conducted in order to evaluate the impact of local decision making and various development processes (critical requirements, in this case) on the productivity of the customisation process for distributed projects. It was evaluated by comparing the outputs of baseline simulation model of three different groups containing 18 clients and 2479 requirements to measure the impact of applying local decision making and undertaking some development processes at client’s own locations on decision-making time, total development process time and the entire customisation duration, as defined in the following hypothesis:

**Hypothesis 3: Applying development processes for some tasks locally would decrease the time for development in customisation and thus the duration of entire customisation process.**

This hypothesis (Hypothesis 3) was tested and confirmed, as described and shown in the results and analysis section (6.3.2). Decision-making time was significantly shorter in the CCRD model than under the baseline model. Also, the development time is significantly different in the two tested models, which means that the CCRD model has a positive effect on the total duration of the development process, where some clients’ requirements receive a quick decision and development.
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Table 6.5: Entire customisation process results of statistical comparison between baseline model and CCRD model for local development process

<table>
<thead>
<tr>
<th>Client group</th>
<th>Model</th>
<th>N(^1)</th>
<th>Mean(^2)</th>
<th>Std dev</th>
<th>Effect size</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>Baseline</td>
<td>1058</td>
<td>2.79</td>
<td>5.69</td>
<td>0.280</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>1058</td>
<td>1.11</td>
<td>1.29</td>
<td>(P &lt;0.05)</td>
<td></td>
</tr>
<tr>
<td>Group 2</td>
<td>Baseline</td>
<td>889</td>
<td>2.64</td>
<td>5.51</td>
<td>0.241</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>889</td>
<td>1.10</td>
<td>1.24</td>
<td>(P &lt;0.05)</td>
<td></td>
</tr>
<tr>
<td>Group 3</td>
<td>Baseline</td>
<td>338</td>
<td>2.52</td>
<td>5.62</td>
<td>0.213</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>CCRD</td>
<td>338</td>
<td>0.93</td>
<td>1.02</td>
<td>(P &lt;0.05)</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) Number of requirements \(^2\) Mean decision time in hours

The entire customisation process time shows a statistically significant difference in local decision making, overcoming the challenges of communication in customisation requirements across distributed boundaries by reducing delays in making decisions, applying development and completing the customisation process, then delivering the completed solution to clients’ requirements.

6.4 Experiment 3: Findings of the confirmatory study

The objectives of the confirmatory study have been introduced (section 5.5), and confirm the outputs of the contextual review study (section 5.3), discuss the findings and explore the experts’ view regarding locating decision making and some development processes at clients’ premises. This section presents the findings of the semi-structured interviews (Figure 6.11) conducted with seven experts from the case study.
6.4.1 Conceptual model of the real customisation process in the case study

The conceptual model design of the case study (Figure 5.3) was presented to interviewees to confirm it and to discuss some parts of that model such as the decision directions in the model. The model was confirmed by all interviewees; some stated that:

‘The simulation reflects the current model of customisation in the company’. (Int. 4)

and

‘The simulation model reflects the actual case’. (Int. 7)

In fact, the company introduced a slight change just before the confirmatory study, adding a new process into decision making for clients at some locations: the analysis of customisation requirements before sending them for decision making. However, the company does not have sufficient data to export since making that change, and two interviewees mentioned that it had caused only a minimal departure from the simulation, as stated here:

‘The baseline model reflects 95% of the actual system and the difference lies in the new alteration, which comes under the role of the system analyst.’ (Int. 5)

and

‘There is a new process added recently to the current model, which is analysing the request before making decisions, but does not yet apply in full, therefore there is no data to be collected from the system since introducing this process’. (Int. 6)
6.4.2 Challenges of communication in customisation of the case study

During analysis of the collected data in the contextual review study, many issues were noted as implications of communication challenges in the actual case study. In the confirmatory study, the challenges were discussed with interviewees to confirm the findings and to explore their opinions of them. The following question was asked in the semi-structured interviews after pointing out to interviewees implications such as delays in decision making, and holding and rejection problems: ‘What do you think are implications for central decision making?’

- Delay in decision making

One of the observed impacts of central decision making and distributed communications for customisation requirements is the delay in making decisions. This issue was confirmed as one of the customisation problems in the company; as one of the interviewees commented:

‘The waiting time before decisions is real and has been noted in the company’. (Int.3)

Another interviewee stated that:

‘Decision making’s distance from clients causes a long time between creating a request and its decision, while clients wait for solutions, thinking the request is already approved.’ (Int. 5)

Furthermore, in terms of the challenges to communication of clients’ requirements in the distributed domain, one interviewee said:

‘Yes, there is delay and misunderstanding between decision makers and client’s locations. Also, challenges of communication across distributions locations do exist.’ (Int. 4)

There are many reasons behind the wait for a decision. During the semi-structured interviews, the interviewee emphasised variables that may cause the delay, starting with the human factor in discussing clients’ requirements and communicating them to decision makers. This means that the experience and quality of the implementers at the clients’ premises affect the duration of the decision-making episode, as follows.

‘The human factor affects the waiting time before and during decision making. Sometimes the client’s request is not clear to the decision maker and demands more information.’ (Int. 2)

‘We supposed that there is no problem in communication between decision makers and implementers. However, some locations face problems in communication because the implementers are new or not professionals, either in the business or the system.’ (Int. 3)

‘An issue we faced in decision making is where the request is sent by an unqualified implementer, which is unclear and causes issues like delays in decision making to understand the request, and more delay in further communication between client’s location and decision maker to clarify that request.’ (Int. 5)
Another variable behind that delay is the timing and priority of the request, which mean that some requests have high priority and are picked to proceed before other requests, affecting the time in the queue. Some interviewees emphasised this issue as one of the more important factors, especially in dealing with multiple clients at the same time using the same resources – decision makers.

‘The time varies, depending on the period of the year, based on the workload peak at the client’s location and the priority of the request.’ (Int. 3)

‘The decision-making queue is affected by the request’s priority, the type of the request and time of the request.’ (Int. 7)

One of the problems with the delay in decision making is the clients’ awareness and satisfaction, an issue mentioned by some interviewees with an implication for delays in communication and negotiation across distributed domain of the client’s requirements. As the client sends the request and waits for a solution, the client may realise that the request is unclear and thus time is spent in a holding process to communicate with either this client or the representative of the company at client’s premises to understand the request and make a decision, as stated by some interviewees.

‘There is a problem in the current system, which is that clients complain at the delay in decisions and resolving the request as they don’t know about the requests of other clients and the queue in front of their request.’ (Int. 7)

‘The distance of decision making from the client causes a long time between creating the request and the decision, while clients wait for a solution, believing that the request has been approved.’ (Int. 5)

Also, the latter interviewee stated that:

‘The time before decision making is correct: it takes a long time and the client and implementers notice this more than people at central sites.’ (Int. 5)

**Holding and rejection process**

In the actual case model of the customisation process at the selected company, making decisions on clients’ requirements takes different forms, as mentioned in section 5.4.5. The holding process is one of these decisions, when the request is unclear and the decision maker needs further explanation to understand it. The main purpose for this holding process is that unclear requests arrive at the central decision-making section that need to be discussed with clients. This issue was observed in the contextual review and in this study, as well as being mentioned in the following answer of one interviewee:

‘We used the holding process only for the unclear requests which need more investigation. Some requests are difficult to give decisions on.’ (Int. 1)
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Regarding the holding process, other interviewees in a company department called ERP said that:

‘In the ERP system, we put on hold any request that takes more than a week in discussion. Sometimes the request conflicts with other systems and it takes time to solve that conflict.’ (Int. 2)

‘Sometimes the issues in the holding process are cancelled if they take a long time.’ (Int. 6)

‘It takes a long time in discussion to understand some requests.’ (Int. 3)

The rejection process happens if the request is turned down, to be approved only after discussion with a client. This also causes a delay in decision making as the communication with clients has to take place across the distributed domain and involves discussion between decision making and rejection sections:

‘The rejection process happens if the request is accepted in general but the needs aren’t clear and clarified in the rejection process and then approved or rejected.’ (Int. 6)

Another interviewee indicated the challenge of communicating with clients directly over distributed boundaries, as he mentioned:

‘The communications are with our implementation in clients’ locations. We had an experience with one client who hasn’t an implementer at his location. We stopped dealing with them after a week due to they don’t understand the business and the system as well.’ (Int. 1)

In fact, the holding/rejection process and communication with clients for explanations is a problem behind many issues such as client satisfaction and delays in resolving requirements. This is discussed and mentioned during the semi-structured interviews, as one of the interviewees said:

‘The distance of decision making from clients causes a long gap between creating the request and the decision, while the client waits for the solution thinking that the request had been approved.’ (Int. 5)

- Development and entire customisation process

In the selected case study the process of customisation is a sequence of sub-processes: collecting requirements; making a decision; developing the request; and delivering the solution. Therefore, a delay in one of these sub-processes will affect the rest. In this case, any delay in the decision-making process, either in the queue before making a decision or in the holding or rejection process after a decision, may affect the total development time and thus the entire customisation process. One interviewee referred to the impact of a delay on the time of delivery of solutions:
‘Tasks take a long time between decision making and starting development. We talk to project managers many times to make changes to reduce that time, as it affects the delivery time and annoys clients.’ (Int. 5)

Another interviewee said that:

‘Some requests need only half an hour, however most time is spent in queuing.’ (Int. 1)

Further interviewees mentioned the impact of changing a request’s priority and discussing this with clients throughout the holding and rejection process:

‘Sometimes we use the holding process in the wrong way which prolongs the total duration of the customisation process.’ (Int. 1)

‘There is a reason for that delay, which is the difference in priorities and types of requests.’ (Int. 3)

In addition, interviewees stated that:

‘The development process takes time, depending on the priority of the tasks and the person who assigns the priority is the project manager – and the client isn’t aware of this process.’ (Int. 5)

‘The delay in development happens in the actual system and the reason is the changing priorities based on the timing of requests. For example, if a client requests something relating to the beginning of a season and the season has passed before the request is completed, the priority of that request changes to low and it will be completed when the developers have time to do it.’ (Int. 7)

6.4.3 Impact of local decision making on decision time and total time of entire customisation process

This research investigates the concept of locality in the distributed domain. To that end, this section of the confirmatory study discusses the impact of making decisions at the client’s location on the decision-making time and the total time taken for the customisation process, through semi-structured interviews at the selected case study, as explained in Chapter 5. Collecting clients’ requirements in software development is an important part of the development life cycle. During collection there is discussion and negotiation to make requests clear and understandable for decision makers and developers. In distributed software projects, communicating requirements across distributed boundaries is a problem, as mentioned in Chapter 4.

In this study, the participants confirmed and emphasised the importance of discussing the client’s requirements at the client’s location, as the following interviewee stated:
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‘We had an experience with a one client who hasn’t an implementer at his location. We stopped dealing with them after a week due to them not understanding the business or the system either.’ (Int. 1)

Some interviewees emphasised the benefits of taking decisions at the clients’ locations as this made negotiations on customisation requirements easier. Also, the requirements received by the central team would be clear and agreed by both the decision maker and the client, so would not need more communication about the holding and rejection process, unlike the situation with central decision making, as the following interviewees mentioned:

‘I expect that if the decision were made at the client’s location it would reduce the time for decision and the entire process.’ (Int. 1)

‘I agree, moving decisions from the central to the client’s location would reduce the challenges of communication and the time needed for discussions and the waiting time in the customisation process.’ (Int. 3)

Another interviewee stated that:

‘Making decisions at the client’s location would reduce the time and challenges of communication between client, decision maker and implementer.’ (Int. 4)

Furthermore, the experts referred to the satisfaction of the client if decisions are made locally with face-to-face discussion, which increases the awareness of clients about the priority of their request and other procedures. As there interviewees stated:

‘Locating the decision making at the client’s location will make a difference to decision and negotiation time, and to the satisfaction of the client as he discusses the requests and priorities directly with a decision maker and is aware about that.’ (Int. 5)

‘If each client has a decision maker it will affect the decision time and customisation time. Making decisions at a client’s location has a problem. They lack the awareness of what is happening at other clients’ locations when they all use the same version of the system.’ (Int. 7)

In addition, experts agreed that local decision making would eliminate the holding and rejection process, as the required communication would take place with local decisions made face-to-face with clients at their locations:

‘Indeed, this change in decision making location would eliminate the holding and rejection processes and all waiting time will be per site.’ (Int. 6)

Although local decision making would make a significant difference to the customisation process in the distributed domain, there are some concerns and challenges that might affect the change in location of decision making. During the confirmatory interviews, concerns were
mentioned by many interviewees: the importance of placing a qualified and experienced
decision maker in that role at a clients’ location in a professional manner.

‘The experience of the implementer is very important, as sometimes clients request
something that affects other parts of the system, so at this time the implementer
explain that to him.’ (Int. 5)

‘If the decision maker is qualified, seniority is clear during communication and
discussion. A very important point should be considered, which is the person who
make a decision should be qualified to do that, if he stays at the client’s location, and
should report the client’s requirements in very clear way to be understood by the
developers.’ (Int. 6)

Another concern regarding the change of decision making location from the central team to the
premises of clients is the differentiation in decision making. One of the interviewees said:

‘There is a problem in making decisions at client’s locations, the differentiation in
decisions. Now, the central decision is made at the same level.’ (Int. 1)

6.4.4 Impact of local development process on decision time, development process and
total time of entire customisation process

Local development is one of the main aspects that has been discussed in the quantitative section
in this research through simulation, and in this section through a qualitative approach with semi-
structured interviews. In this confirmatory study, the CCRD model for local development was
presented to the interviewees in order to obtain their opinions on this change and how much that
would help to reduce the challenge of communicating customisation requirements across
distributed boundaries. In general, the interviewees agreed that some development at the client’s
location would help to reduce the challenge of communication challenges in the distributed
domain. It could cut the time for the entire customisation process, besides increasing client
satisfaction. As some of them stated:

‘No doubt if we apply some development at the client’s location it would save time
waiting and processing. Also, it will solve some challenges of communication between
implementers and decision makers.’ (Int. 3)

One of the interviewees, who was working as an implementer at a client’s location, said that:

‘This question touched the needs of implementers and clients as well. I believe that if
one developer is located at a client’s location it would make a huge difference in
customisation process in both time and effort.’ (Int. 5)

The company used to use local decision making and development processes at one of their
clients’ locations and it was a successful experience. It was faster and better at understanding
and resolving clients’ requirements in face-to-face discussions. As one of the interviewees said:
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‘We had a project with a decision maker and a developer in the client’s location and the response and the communications was better than now.’ (Int. 4)

However, a couple of concerns were raised by the interviewees as challenges might be faced if some development processes are applied at clients’ locations. These are the problem of using a single-system version for multiple clients, and the motivation of different teams and the difficulty in deciding which requirements to send to the central team and which to apply locally:

‘The difficulties would be in the decision on where this task should be, locally or in the central team.’ (Int. 1)

‘Agreed: local development, keeping the single version, will be better and faster and will affect the whole customisation process.’ (Int. 2)

Another interviewee gave the example of some requirements taking a long time in queues before starting the development process, which would be straightforward with local development process:

‘Yes, there are requests that need only a short time in development. However, it takes a long time in queues before the development process. Moving development process for some requests would reduce the development time but it will affect the single version.’ (Int. 6)

However, systems that do not use the single version for different clients will benefit by locating a small development team at clients’ premises, as one of the interviewees indicated that the web system in the company uses the same customisation process model. However, there is no single version for all clients as in other systems in the company, which would be useful to be applied like the CCRD model for local development, as in previous cases.

‘In the web application there is no single version. So, the proposed model will be better in time with fewer challenges in communications.’ (Int. 4)

On the other hand it was agreed by all interviewees that the problem of a single version was the difficulty in deciding whether a requirement should be sent to the central team or applied locally. Clients require new reports, or amendments and sometimes fixes to problems in others, which takes a long time in the customisation process, from decision making through to development. This type of requirement could applied at clients’ locations, which surely would reduce decision making, development and entire customisation times, yet not affect the single version of the system, as the following interviewees said:

‘There is a suggestion, apply the reports development in clients’ locations which will reduce the time of waiting and development. Also, it will reduce the communication challenges in the distributed domain. Since, 3 of 10 requests are reports which take time and there is no problem to make it locally.’ (Int. 3)
‘I believe that if one developer were located at client’s location it would make a huge difference in customisation process in time and effort. Especially in case of reports.’ (Int. 5)

‘Moving development process for some request would reduce the development time but it will affect the single version. The correct changes should be locating the reports development at client’s location.’ (Int. 6)

The suggestion of local development had been used before in a project, as one interviewee said:

‘Local development is a good idea to reduce the time of development and entire customisation process; we used this with one client, we located a developer to complete his reports requests and that was very useful and faster.’ (Int. 7)

To summarise, the confirmatory study was designed to present the findings of the contextual review (section 5.3) to confirm the findings, to discuss making decisions and some development process at clients’ locations (CCRD model for local decision and local development process) and to present the initial results of the evaluation on the simulation of the case study model and CCRD model, in both scenarios. Semi-structured interviews formed the method for conducting this study, which was with seven experts in the selected company, as explained in section 5.5. During the interviews, four aspects were discussed.

I. The conceptual model of the system in the company, simulated as the baseline of the evaluation process in this research (section 5.4.5). The conceptual model was confirmed to reflect the actual system in the selected case study.

II. The challenges of the communication customisation requirements across distributed boundaries in the case study: delays to decision making, development and the entire customisation process, also, the time spent by unclear requests in the holding and rejection process. These challenges were agreed by interviewees to be prominent issues for practitioners and clients, and to affect the productivity of the customisation process in the case study domain.

III. Local decision making at clients’ locations was discussed during interviews and was agreed to be a solution by eliminating the holding and rejection process and reducing decision-making time by enhancing face-to-face negotiation at the clients’ premises. There were some concerns, but changes such as providing qualified decision makers for each location were expected to reduce delays in the customisation process and increase the satisfaction of clients, as they would be more involved in decisions.

IV. Applying some development processes at clients’ locations was discussed and it was agreed by interviewees that a local development process would reduce the challenges of communication across the distributed domain and improve productivity, as well as client satisfaction. However, it was felt that it could cause another issue: breaking up the single
version of the provided system in that case study. Consequently, they encouraged applying local development to reports requirements only in systems using a single version.

6.5 Chapter Summary

This chapter presented the evaluation of this research, including the settings used, the design of evaluation experiments and the results obtained in each experiment. The evaluation process went through three experiments. The first two were for evaluating the CCRD model with local decision making and local development processes at clients’ locations, using a simulation method to compare the baseline simulation model of the selected case study and the simulation model for each scenario of the CCRD models. The data collected from the selected company in the contextual review study were arrival requirements for both simulation models in each experiment, approximately 2479 customisation requirements for 18 distributed clients. The results obtained by these experiments answered the following research questions.

\textit{RQ2: What is the impact of making decisions locally on the total decision period and the total customisation period of software customisation processes in the distributed domain?}

\textit{RQ3: How much would undertaking the process of development of minor tasks at clients’ locations reduce the total development and customisation period?}

Also, they confirmed the following hypotheses.

\textit{Hypothesis 1: Allocating decision making to clients’ locations will reduce the total decision-making duration for customising the requirements of distributed clients.}

\textit{Hypothesis 2: Allocating decision making to clients’ locations will reduce the impact of communication challenges by reducing the total duration of the entire customisation process to satisfy the requirements of distributed clients.}

\textit{Hypothesis 3: Applying development processes for some tasks locally would decrease the time for development in customisation and thus the duration of entire customisation process.}

The results show that using local decision making at clients’ locations reduces the duration of decision making and the entire customisation process. Also, allocating a development team to a client’s location for some development processes reduces the duration of the development process as well as the entire customisation process. The third experiment, conducted at the case study company as explained in section 5.3.1, used semi-structured interviews in order to
confirm the baseline model and the findings of the contextual review study and to obtain the experts’ opinion on the challenges of current model of the company, explained in Chapter 5. It investigated the impact of using local decision making and local development processes on the customisation process in the distributed domain.

This experiment had seven experts from different departments in the company and the findings show that the design of their working model confirmed that the challenges include delays in the customisation process and prolonged distributed communications in some processes. All were agreed by the interviewees to be prominent challenges in their work. Furthermore, the concept of locality was discussed with them through local decision making and the development process. They agreed that local decision making would enhance the productivity of decision making and the entire customisation process. Also, a local development process would help to reduce the duration of decision making, the development process and the entire customising process, and to overcome the challenges of communication across the distributed domain (see sections 6.2 and 6.3). Moreover, suggestions and concerns were discussed through this experiment, as shown in section 6.4, by two different methods: the simulation method to test the validity of the CCRD model, and ascertaining to what extent this would confirm the defined hypothesis and answer the questions of this research.
Chapter 7: Discussion and Research Findings

7.1 Introduction

This chapter discusses the results presented in Chapter 3 to identify the challenges and factors in customising software products across organisational and distributed boundaries, in order to answer Research Question 1. In addition, it discusses the results presented in Chapter 6 to evaluate the CCRD model of local decision making and local development in communicating the customisation requirements for distributed clients. This is supported by the findings of the confirmatory study presented in section 6.4, to answer Research Questions 2 and 3, and the three hypotheses. At the end of this chapter there is a section on the limitations of this research.

7.2 Challenges of Customisation of Software Development in the Distributed Domain

This section discusses the challenges identified by a review of the literature on topics relating to the customisation of software products, for instance local practices such as the Agile approach in the distributed domain (Chapter 2). These challenges are presented in the form of a framework termed the FCCSD (section 3.2). The FCCSD identifies a number of challenges and factors, categorised into four main categories based on the type of challenge and its impact, as explained in section 3.2 and shown in Table 7.1.

Table 7.1: List of challenges addressed by the FCCSD

<table>
<thead>
<tr>
<th>Communication</th>
<th>Project management</th>
<th>Knowledge management</th>
<th>Configuration and integration management</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Time zone</td>
<td>• Risk management</td>
<td>• Documentation</td>
<td>• Integration</td>
</tr>
<tr>
<td>• Trust</td>
<td>• Process management</td>
<td>• Communicating requirements</td>
<td>• User acceptance test</td>
</tr>
<tr>
<td>• People</td>
<td>• Quality</td>
<td>• Group awareness</td>
<td></td>
</tr>
<tr>
<td>• Cultural difference</td>
<td>• Planning</td>
<td>• Tools and technologies</td>
<td></td>
</tr>
<tr>
<td>• Collaboration</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In addition, this section discusses the findings of the preliminary study conducted to confirm the FCCSD components. This was undertaken with 19 experts in the area of software development (section 3.3) and identified challenges for the FCCSD, answering the following research question:
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*RQ1: What are the challenges identified in the literature in customising software products across organisational boundaries in the distributed domain?*

The following subsections discuss the content of the FCCSD and the results of the preliminary confirmatory study for each component (section 3.2).

### 7.2.1 Communication

Communication is one of the main challenges for customisation projects in the distributed domain, as the literature suggests (section 2.5), and confirmed by the preliminary study. The relevant section of the FCCSD shown in Figure 3.1 and listed in Table 7.1 shows that four factors impact on communication in the distributed domain when local practices are applied during the customisation process, such as decision making and development: Time zone; Trust; People; and Cultural difference and collaboration. Those factors revealed statistically significant participant agreement in the preliminary study as they influence communications in the distributed domain and multiple team development projects, as shown in Figure 3.7 and Figure 3.8, and explained in section 3.2.3. However, the presence of these factors relies on the number of development teams in distributed projects. For example, the time zone issue occurs in projects operating across different countries, termed GSD projects, when there are different time zones or the different organisations have different working hours. However, this factor can be a benefit rather than a challenge as it enables software to be built 24 hours a day, as is the practice in several western companies that outsource to eastern countries, exploiting the difference in time zones (Gupta, 2009). In the same way, cultural difference is a feature of projects where team members speak different languages or are from different cultures, making understanding and communication more difficult. This invariably occurs in GSD and in outsourced projects (Krishna, Sahay & Walsham, 2006).

In summary, communication in general is the chief challenge in distributed projects and is a feature of customisation projects for multiple clients using local practices.

### 7.2.2 Project management

Project management is an essential aspect of any software project, dealing with the planning, monitoring and control of all aspects of development projects (Atkinson 1999). Software engineering in both development and customisation requires a high level of management in order to produce high quality software products promptly to stockholders’ requirements, achieving customer satisfaction (Cohen et al., 2004; Bjarnason, Wnuk & Regnell, 2011). The FCCSD project management component (Table 7.1), apart from the technical factors, provides
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various management factors that are important to handle customisation projects in the distributed domain, such as risk management, process management, quality and planning. These are indicated as challenges and impact on the development process in the distributed domain as well as in Agile development projects. Moreover, the project management component and related factors revealed statistically significant results in the preliminary study, as shown in Table 3.9 and Table 3.10. These results indicate the importance of project management in the customisation process and the impact of risk management, process management, quality and planning on customisation projects, playing a vital role in a project’s success.

As project management is assumed to be a key topic of Agile development methodology, Agile approaches have come to manage a client’s requirements, documents and people in the software development process, as indicated in the Agile Manifesto (Kent Beck et al. 2001). Also, distributed projects with multiple clients require a high management input (da Silva, França & Prikladnicki, 2010). As it is such a critical aspect of a software project, the FCCSD has a component for project management. There are four factors impacting on the project management of customisation projects for multiple clients in the distributed domain, namely risk management, process management, quality and planning.

7.2.3 Knowledge management

In software development projects there is a significant amount of knowledge exchange between teams (Bowen & Maurer 2002), and dealing with this volume of information plays an important role. The customisation of software products for multiple clients requires managing their requirements, thus knowledge management features in the FCCSD and has four factors for distributed customisation projects, namely documentation, communicating requirements, group awareness, and tools and technologies. In any customisation project information is a critical element in its success or failure. The following sections discuss each factor and its impact on customisation projects.

- **Documentation**: this represents a customisation challenge, especially among distributed development teams. The Agile development approach emphasises communicating informally about requirements among team members by face-to-face contact (Kent Beck et al. 2001), but this is not applicable to distributed projects. Documentation plays a vital part in managing the absence of face-to-face and informal communication (Motira & Herbsleb, 2001). Furthermore, results of the preliminary study emphasise that documentation is a knowledge management challenge to the customisation process, as revealed by the statistically significant results in Table 3.12. However, success in customisation projects for multiple clients in the distributed domain demands a balance in the level of documentation.
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to overcome trust problems (Ali Babar, Verner & Nguyen, 2007) in distributed communication, also to keep the whole process light and rapid, as emphasised in the Agile Manifesto (Kent Beck et al. 2001).

- **Communicating requirements:** the communication of customisation requirements is a critical practice in customisation projects, especially for multiple clients in the distributed domain, as indicated in the literature (section 3.2.5) and confirmed in the preliminary study, where communicating requirements revealed statistically significant agreement among the 19 experts, as shown in Table 3.12. Any misunderstanding of clients’ requirements will impact on the whole project in terms of cost, time and effort as well as stakeholder satisfaction. In addition, communicating requirements needs special care as it involves interacting with clients who have different levels of knowledge and experience, besides different cultures. Moreover, the communication is among development team members located at different venues. All this communication about clients’ requirements for the customisation process gives this factor a high level of importance in the FCCSD compared to other knowledge management components. Therefore, this study focuses on communicating customisation requirements and their impact on the whole process by investigating local decision making and development practices to reduce the challenges in the distributed domain, as presented in Chapters 4, 5 and 6. In addition, sections 7.4 and 7.5 of this chapter discuss communicating customisation requirements for multiple clients.

- **Group awareness:** the distribution of the software development team members results in a lack of awareness among those involved in customisation projects that may cause misunderstandings of clients’ requirements or involve further communication among the team. Agile software development and its locality concept emphasise interaction between clients and their development teams (Kent Beck et al. 2001), and group awareness is one of the main factors in software customisation projects in the distributed domain, as identified from the literature (section 3.2.5) and confirmed by experts in the preliminary study. This is shown in Table 3.12, revealing the statistically significant result that group awareness is a knowledge management factor in customisation projects. The implications of enhanced awareness among teams and clients involved in customisation projects may include a reduction in the number and duration of further communications to uncover information and may prevent conflicts with existing code or important functions (Herbsleb, Grinter & Finholt, 2001; Fogelström, 2010).

- **Tools and technologies:** tools and technologies pay a vital role in distributed development, reducing the challenges imposed by distance to provide a communicative environment for the involved teams. In the literature, much research has investigated the importance of technologies in distributed projects (section 2.2.4), thus the FCCSD includes this factor as a
knowledge management component since it impacts on communicating requirements among teams and clients, helps to improve group awareness among involved teams and supports the exchange of documents over distributed and organisational boundaries. Table 3.12 shows a statistically significant result for tools and technologies in the preliminary study, indicating that e-mails, video conferences and share points (Table 2.1) are important in customisation projects in the distributed domain. Also, such tools play a critical role in easing communications among teams and clients in customisation projects. However, there are many challenges involved with these tools, as the literature indicates, and they cannot match face-to-face contact. So, the CCRD model presented in Chapter 4 and discussed in sections 7.4 and 7.5 relies on face-to-face contact rather than technology for critical practices such as making decisions about clients’ requirements.

7.2.4 Configuration management

Software development projects conducted in the distributed domain will at some stage face challenges in integrating the teams and the software, especially in projects across multiple teams and organisations (del Nuevo, Piattini & Pino, 2011). Therefore, one of the main components in the FCCSD is configuration and integration management, emphasising the importance of integration and coordination among teams engaged in distributed customisation projects. Two factors impact on configuration and integration management in customisation projects across distributed boundaries.

- **Integration**: in the process of customising software products across distributed and organisational boundaries there will be multiple versions to meet clients’ incremental change requirements or new requirements (Bosch & Bosch-Sijtsema 2010). Therefore, the integration process is emphasised to ensure a new version is compatible with the current version, or a client’s version suits the organisational system. Emphasis is also laid on using the version control concept and technology to work with and move smoothly from version to version in the customisation process across customer boundaries. The results of the preliminary study (section 3.3) indicate a statistically significant result for integration, as shown in Table 3.14, which means that the integration process is one of the most important factors of configuration management, impacting on customising projects in the distributed domain. So, integration should be considered by customisation teams in order to develop and deliver software that is compatible with existing systems and fulfils clients’ requirements to their satisfaction.

- **User acceptance test**: most software testing in the software development process, such as integration tests and unit tests, is performed in development time by the development team
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(Gopalakrishnan, 1996). However, user acceptance tests require clients to be involved to ensure that the software meets all their requirements. Therefore, these tests are included in the FCCSD as key factors of configuration management, aiming to address testing across organisational boundaries. Since the FCCSD aims to identify the challenges of customising software across organisational and distributed boundaries rather than within development teams during the development life cycle or Agile development sprint, the user acceptance test has been selected as one of the challenges in that domain (Sengupta, Chandra & Sinha, 2006). Moreover, the preliminary confirmatory study (section 3.3) shows a statistically significant result for user acceptance testing as an important factor in the customisation process across organisation and distributed boundaries, as shown in Table 3.14. Also, it impacts on the integration component, emphasising the integration between users and development teams to deliver appropriate software that meets clients’ requirements.

In summary, section 7.2 presents a discussion of the challenges and factors of the process of customising software products in projects conducted over organisational and distributed boundaries. These challenges are identified in the literature and presented in the FCCSD, then confirmed by 19 experts in software development projects in the confirmatory study in section 3.3 While the literature review covers frameworks discussing the challenges of distributed projects during the development process, or collocated projects such as those discussing using Agile approaches in distributed or collocated domains (section 2.2 and 2.4), the FCCSD fills that gap and provides a framework for the customisation process across organisational and distributed boundaries and answers Research Question 1:

**RQ1: What are the challenges identified in the literature in customising software products across organisational boundaries in the distributed domain?**

Therefore, the FCCSD provides a list of challenges and factors that need more consideration during the process of customisation (Table 7.1), and informs project managers, practitioners and clients of the key components of customisation projects, including management and technical aspects that demand further attention.

### 7.3 Challenges of Communicating Customisation Requirements

The previous section discusses the challenges and main factors of customisation of software products across distributed boundaries. One of the challenges is that of communicating customisation requirements, since this demands special care as it involves interacting with clients who have different levels of knowledge and experience, besides different cultures in some cases. In addition, all customisation activities rely on client requirements. Therefore,
communicating client’s requirements among development team members located at different venues and client’s locations gives this factor a high level of importance in the FCCSD compared to other factors. Also, any misunderstanding of clients’ requirements will impact on the whole project in terms of cost, time and effort as well as stakeholder satisfaction.

Therefore, this study focuses on communicating customisation requirements and their impact on the whole process by investigating local decision making and development practices to reduce the challenges in the distributed domain. The following sections discuss the impact of local decision and local development practices on customisation process and reducing the challenge of communicating clients’ customisation requirements in the distributed domain.

7.4 Local Decision Making in Customisation Projects

Through the CCRD model, local decision making in the course of customisation projects has been discussed as a way to reduce the challenges of communication in the course of customisation requirements in the distributed domain (as shown in Figure 4.1). These take the form of delay in achieving decisions and a long drawn out customisation process for projects with multiple distributed customers. Evaluation experiments for the CCRD model for local decision making in customisation projects (presented in section 6.2) aimed to examine the following hypotheses.

Hypothesis 1: Allocating decision making to clients’ locations will reduce the total decision-making duration for customising the requirements of distributed clients.

Hypothesis 2: Allocating decision making to clients’ locations will reduce the impact of communication challenges by reducing the total duration of the entire customisation process to satisfy the requirements of distributed clients.

The following sections discuss the findings that support Hypothesis 1 and Hypothesis 2 and their statistical significance.

7.4.1 Impact of local decision on decision time

The results of the experiment show a significant reduction in the duration of decision making for customisation requirements when decisions are made at a client’s location, as shown in Table 6.1. This experiment involved three different groups of customers with different numbers of requirements (0–50, 51–100 and 101–upwards) over 1290 hours (the observation period) (see Figure 6.3), and all show a significant reduction in the time taken to achieve a decision on
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customisation requirements. According to the CCRD model, the reason is close contact between client and decision maker; any distance causes delays when unclear customisation requirements are communicated across distributed boundaries to understand the request, with further delays to clarify that requirement (Int. 5 and Int. 2 in section 6.4.2). Another issue is the practice of dealing with requests on the basis of their assigned type and priority level, especially when simultaneously dealing with multiple clients using the same resource – decision makers (Int. 7 and Int. 3).

There are three advantages of allocating decision making to a client’s premises in customisation projects:

1. It increases clients’ awareness and satisfaction, as it highlights the implications of delays in the communication and negotiation of requirements across the distributed domain. When clients send a request out and wait for a solution they may well realise that it is unclear. Time is thus lost in a holding process while communicating with either the client or the company’s representative on the premises to understand the request and make a decision (Int. 7). With local decision making, clients are involved in requirement negotiation and prioritisation, reducing the length of time taken for any clarification or discussion of priorities.

2. It obviates the need for the holding process where unclear requirements are held for discussions involving contacting the client location (Int. 1 in section 6.4.2). One interviewee indicated that sometimes a request conflicts with other systems and takes time to resolve, slowing down decision making (Int. 2). Sometimes a requirement in the holding process is cancelled only when much time has already been wasted in discussion just to understand it (Int. 3). Therefore, eliminating the holding process by negotiating clients’ requirements on the premises helps to shorten the process.

3. It assists the definitive rejection decision, as explained in section 6.2.1. In the CCRD model, making decisions locally helps to decide on a definitive rejection after discussion with clients, shortening the decision-making period. Otherwise a rejection decision must wait for discussion with clients before re-approval or rejection, which happens when a request is accepted in principle but requires further discussion at the client’s location to clarify details (Int. 6).

In summary, making a decision on customisation requirements at a client’s location in the distributed domain reduces decision-making time and is a statistically significant result of Experiment 1 in section 6.2.2, supported by study findings. This confirms Hypothesis 1 and answers Research Question 2.
7.4.2 Impact of local decision on total duration of customisation process

Changing any activity in the customisation process, from collecting clients’ requirements through to delivering the solutions, will affect the duration of the entire process. Therefore, the evaluation experiment (section 6.2) examined the impact on the entire customisation duration of making decisions at the client’s premises. Results of the experiment are presented in section 6.2.4. This experiment was undertaken with three separate groups with different numbers of requirements (0–50, 51–100 and 101 upwards) observed over 1290 hours, as shown in Figure 6.3. All show a significant reduction in the length of the customisation process when decisions are made at a client’s location (Figure 6.5 and Table 6.2). These results indicate the impact of making local decisions on a customer’s requirements on the total duration, from collecting requirements to delivering solutions including development, testing and verification. Besides the reduction in time, when the CCRD model is applied with local decision making there are the following benefits.

1. Clear and agreed requirements are communicated between clients and decision makers, reducing the challenges of the distribution domain and consequent misunderstandings and wrong priorities that waste time in further communication, and in the holding and rejection queues (Int. 1 and Int. 3 in section 6.4.3).

2. Using requirements that have been agreed by clients and decision makers reduces the frequency of messages between customisation team members such as client, decision maker and developer, cutting the total duration of the customisation process (Int. 4).

3. Locating decision making at a client’s premises and involving the client in decisions over requirements make a significant different to negotiation time and client satisfaction, enhancing the client’s awareness of the priority of a requirement and its expected end time (Int. 5 and Int. 7).

To summarise, making decisions at a clients’ location in the distributed domain has many advantages, reducing the duration of the customisation process and improving satisfaction with the resolution of requirements. However, participants in the confirmatory study indicate some concerns with local decision making.

1. The person to be located at the client’s premises must be a qualified and experienced decision maker with a professional manner (Int. 5 and Int. 6) to reduce the challenge of understanding the client and to foster an environment conducive to making decisions and negotiating.

2. There may need to be differentiation in decision making, which means decentralising the function in customisation projects involving multiple distributed clients to meet the purpose of creating contrasting levels of decisions among different clients (Int. 1)
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These findings have confirmed the second hypothesis (Hypothesis 2) and answered Research Question 2.

7.5 Local Development Process in Customisation Projects

The second scenario of CCRD model (Figure 4.2) is presented in section 4.4.2, and involves enhanced onsite development practices, beyond taking decisions at the client’s location. It aims to provide a mechanism for managing and communicating customisation requirements for multiple clients across distributed boundaries, and to apply the concept of local development processes that have succeeded in various software development approaches such as Agile (Fowler 2003). Therefore, Section 6.3 presents the evaluation experiments for CCRD mode for local development in customisation projects. This experiment aimed to examine the following hypothesis:

_Hypothesis 3: Applying development processes for some tasks locally would decrease the time for development in customisation and thus the duration of entire customisation process._

The following sections discuss three factors to examine Hypothesis 3, namely decision-making time, development time and entire duration of the customisation process.

7.5.1 Impact of local development on decision time

The results of the experiment, as presented in section 6.3.3, show the statistically significant reduction in the duration of decision making for customisation requirements when decisions are made at a client’s location on some requirements, alongside a development team (Table 6.3 and Figure 6.8). This experiment attempted to report only on requirements that did not involve changes to the system functions, as discussed in section 6.3.1. The reasons for the shorter period when decisions are made locally have already been discussed in section 7.4.1. Figure 7.1 reveals a significant reduction in decision-making duration for the three groups of clients involved in both experiments. However, there is also a clear impact on decision making time by enabling local development, as illustrated in Figure 7.1. The reason is that local decision making affects decision-making duration, as confirmed in section 7.4.1 and shown in Table 6.1 and Table 6.3. Undertaking some development processes at a client’s location reduces development time, as discussed in section 07.2, but does not change any other aspects of the decision-making process. However, participants in the confirmatory study (section 5.5) indicate benefits from holding discussions between clients, decision makers and developers, aiding an understanding of the
requirements and providing clients with an accurate estimation of anticipated development time, as mentioned by Int. 3 and Int. 5 in section 6.4.4. Int. 4 comments: ‘We had a project with a decision maker and a developer in the client’s location and the response and the communications was better than now.’ In addition, the literature includes many examples of the success of Agile methods, which rely on local teams including a decision maker, development and customer, such as Scrum (Schwaber, 2004; Cocco et al., 2011).

Figure 7.1: Comparison of means of decision-making duration under baseline model and with local decision and local development practices

### 7.5.2 Impact of local development on development process time

This research aims to discuss the impact of locality on the customisation process in order to reduce the challenges of communicating customisation requirements across the distributed domain. This is presented in the CCRD model for both local decision making (Figure 4.1) and local development (Figure 4.2). Allocating some of the development processes to the client’s location, besides decision making, reduces the duration of the development significantly, as shown in Table 6.4 and Figure 6.9. This indicates a reduction in the mean development duration for all three groups involved in this experiment (section 6.3.4). Figure 7.2 shows a clear reduction in development duration for the three groups of clients involved in both experiments, for both local decision and local development. The reason for this reduction is that some requirements are developed and completed locally, reducing the time spent in queueing and central development. Furthermore, the confirmatory study findings (section 6.4) indicate that development practices besides decision making should be allocated to a client’s location to achieve faster and better understanding and resolution of a client’s requirements through face-
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to-face discussion (Int. 4 and Int. 5). Moreover, other participants indicate that some customisation requirements are solved in only a short time yet take a long time queueing for central development, dependent on their priority and the importance of other clients’ requirements (Int. 6 and Int. 5).

There were several concerns raised by the interviewees over applying development processes at clients’ locations. These are the challenges of using a single-system version for multiple clients, and the motivations of different teams and the difficulty in deciding which requirements to send to the central team and which to apply locally, as indicated by Int. 1. Although four of the seven interviewees had concerns over the effect of local development on single version and its implications, discussion of this issue has just two perspectives on ameliorating its implications.

1. For projects with systems that do not have a single version, a CCRD model with local development will reduce the duration of the development process, as discussed above and as confirmed by some interviewees, such as Int. 4, working on a web system without a single version. He stated: ‘In the web application there is no single version. So, the proposed model will be better in time with fewer challenges in communications.’

2. For projects with a single version, the CCRD model will be useful and reduce the duration of development and the challenges of the distributed domain if reports requirements are allocated locally, do not require functional change and have no need for source code amendment. This suggestion was supported by five of the seven interviewees, such as Int. 7 who states:

‘Local development is a good idea to reduce the time of development and entire customisation process; we used this with one client, we located a developer to complete his reports requests and that was very useful and faster’.

In addition, allocating a development team to the client’s location for reports requirements would also overcome the second interviewee’s concern, namely difficulty in deciding which requirements to send to the central team and which to apply locally, by allocating all such requirements to the local development team.
To sum up, allocating development processes for some development customisation requirements, such as reports requirements, has many benefits for the duration of the development process. Moreover, it increases the client’s awareness and the developer’s understanding of the customisation requirements, and minimises the challenges of communicating requirements across distributed boundaries.

7.5.3 Impact of local development on total duration of customisation process

Undertaking some development at clients’ locations reduces the duration of decision making and the development process, as discussed in sections 7.5.1 and 7.5.2 respectively. Therefore, it influences the mean duration of the total customisation process, as shown in Table 6.5. This reveals a significant reduction in the duration of customisation for the three groups involved in the evaluation experiment for the CCRD model, undertaking local development practices at clients’ locations. The mean duration of the total customisation process using the CCRD model is half that of the baseline model, under which the entire development process is undertaken off-site by distributed teams (see Figure 7.3).

Furthermore, the confirmatory study’s findings (section 6.4.4) indicate improvements to the entire customisation duration by reducing the time taken for customisation through allocating other development practices, beside decision making, to a client’s location with a developer on site to deal with some requirements (Int. 5). Participants in the confirmatory study raised the issue of the long wait for simple requirements that take only a few minutes to develop but are delayed in the decision-making or other queues while the central development team serves other clients, as indicated by Int. 6 in section 6.4.4. Thus, allocating development practices locally for
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some customisation requirements secures a significant reduction in customisation duration, as shown in Figure 7.3, when both local decision making and local development are employed by the three clients groups involved in the CCRD model evaluation experiments.

![Figure 7.3](image)

Figure 7.3: Comparison of mean duration of entire customisation under the baseline model, with local decision-making and with local development practices

In summary, this section discusses the impact of local development on the duration of the entire customisation duration. The CCRD model with local development practices (Figure 4.2) has an impact on the duration of decision making, development and the entire customisation. These findings confirm Hypothesis 3 (Applying development processes for small tasks locally will reduce the development time of the customisation process and the entire customisation process.), and answers Research Question 3 (By how much would applying the process of development of minor tasks at clients’ locations reduce the total development and customisation time?)

7.6 Limitations

This section presents the research limitations.

The first limitation is in the preliminary study conducted to confirm the challenges and factors of the customisation process across organisational and distributed boundaries identified from a review of the literature (section 3.3). There were 19 expert participants involved in the study, which may not be considered a large number of subjects for a survey; several issues lay behind this choice of sample size. First, although few, all the participants are highly experienced in the study domain. Second, the main goal of this questionnaire was deductive, to confirm the
findings from literature, and there was no inductive purpose that would demand a larger sample. In addition, based on the G* power run, the sufficient sample size of those parameters is 11. As 19 participants were involved, this increased the power of the study, according to Field (2009).

Another limitation of the evaluation of the CCRD model is its use of simulation. It is difficult to evaluate the CCRD model in a real situation, and the design of experiments tried to reduce the challenge by running a simulation, using real data from a case study through a contextual study (section 5.3) and making comparisons with the baseline of that case study (section 5.4.5). In addition, the findings of simulation experiments were confirmed by seven experts from the same case study in a confirmatory study, using semi-structured interviews (section 5.5 and 6.4).

The third limitation is the use of a single case study in this research. It would be extremely difficult in the time available to this research to find more software development companies that would allow the collection of real data about their clients and the processes of their requirements. Although this research uses a single case study, the selected case study had 18 distributed clients and 2479 requirements in the short observation period (section 5.3.1). However, the case study was used as a baseline for the evaluation experiments (section 5.4.4) and to confirm the findings of those experiments, not in order to build a theory, as in inductive research (section 5.5).

7.7 Chapter Summary

This chapter has discussed the research findings, starting from the identified challenges of the software customisation process for projects undertaken across organisational and distributed boundaries. This was through discussion of FCCSD and the preliminary confirmatory study conducted to confirm the framework components. The results confirmed the challenges of customisation process in the distributed domain using local practices and answering, as shown in section 7.2, Research Question 1: What are the challenges identified in the literature in customising software products across organisational boundaries in the distributed domain?

In addition, this has chapter discussed the findings of the evaluation experiments for the CCRD model both for local decision making and local development. These results showed statistically significant reductions in the duration of decision making, development and the entire customisation process under the CCRD model’s two scenarios (local decision and local development). Furthermore, these are supported by the findings of the confirmatory study, which emphasised the results shown in sections 7.4 and 7.5, answering Research Questions 2 and 3.
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**RQ2:** What is the impact of making decisions locally on the total decision period and the total customisation period of software customisation processes in the distributed domain? (Answered in section 7.4)

**RQ3:** How much would undertaking the process of development of minor tasks at clients’ locations reduce the total development and customisation period? (Answered in section 7.5).

It also confirms the defined hypotheses.

*Hypothesis 1: Allocating decision making to clients’ locations will reduce the total decision-making duration for customising the requirements of distributed clients.* (Discussed in section 7.4)

*Hypothesis 2: Allocating decision making to clients’ locations will reduce the impact of communication challenges by reducing the total duration of the entire customisation process to satisfy the requirements of distributed clients.* (Discussed in section 7.4)

*Hypothesis 3: Applying development processes for some tasks locally would decrease the time for development in customisation and thus the duration of entire customisation process.* (Discussed in section 7.5)

Finally, this chapter discussed the main research limitations, which were the small number of participants in the preliminary study to confirm the FCCSD, the use of a simulation approach to evaluate the CCRD model and using a single case study. All these limitations have been explained and discussed in section 7.6.
Chapter 8: Conclusion and Future Work

8.1 Introduction

This chapter provides the conclusion to this study. Section 8.2 presents the objectives of the research into the customisation of software products across distributed boundaries, giving an overview of the activities undertaken by summarising the main points of each previous chapter. The findings are presented in section 8.3, answering the research questions and hypotheses. Finally, section 8.4 suggests future work arising from this research.

8.2 Research Summary

The aim of this study has been to identify the challenges and factors from literature for the customisation of software products across organisational and distributed boundaries using Agile software practices, and to provide a framework (FCCSD) with which to address these challenges. In addition, the research discusses the impact of local decision making and development on the customisation process by providing a model for communicating the customisation requirements of multiple clients in the distributed domain (CCRD). These goals are achieved through the stages and activities listed in the following sections.

8.2.1 Build and confirm the FCCSD framework

This research started by exploring the literature on customising software across organisational boundaries to identify challenges and factors presented in Chapter 2. This has been to inform researchers and practitioners of the key issues for customisation projects, especially those adopting local practices, as in the Agile development approach, with multiple clients in the distributed domain. These challenges are presented in the form of a framework termed the FCCSD, in four main categories based on the type of challenge and its impact, namely communication, project management, knowledge management and configuration management, as explained in section 3.2. The design of the FCCSD was followed by a preliminary study conducted to confirm the FCCSD components with 19 experts in the area of software development (section 3.3).

8.2.2 Design and evaluate CCRD model

The CCRD model was designed to model the communication essential to any customisation for distributed clients. It aimed to enhance local decision making and development in order to
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overcome the challenges of communicating clients’ requirements across multiple sites, basing the customisation process on practices that are typical in the software development life cycle. The model considered two scenarios. The first presented the communication of customisation requirements for multiple clients using local decision making, as shown in Figure 4.1. The second presented both local decisions and local development of certain requirements, as shown in Figure 4.2.

Both scenarios were evaluated using a case study of a company with 18 distributed clients and 2479 requirements over a short observation period (section 5.3.1). The evaluation process went through a sequence of activities, as follows.

8.2.2.1 Contextual review study

The evaluation of the CCRD model began by selecting the case (section 5.3), starting with a contextual review using semi-structured interviews with two experts to collect both information relating to customisation and the challenges of communicating customisation requirements in the distributed domain, and historical data to enable the construction and running of simulation models (section 5.3). The outcome of this study was information on the customisation of multiple distributed clients’ requirements in order to build a conceptual model of the selected case study for use as a baseline in evaluation experiments. Moreover, the historical data of requirements and the processes applied were used to analyse it and integrate it into the case study simulation as trace data (section 5.3.5).

8.2.2 CCRD model evaluation experiments

The second stage involved simulating the CCRD model using a discrete-event simulation approach, traced in the baseline model using real data collected during the contextual review (section 5.4). This stage included two experiments, one to evaluate the CCRD model using local decision making (section 6.2) and the second to evaluate it using both local decision making and local development practices (section 6.3). Both were conducted using real data from 18 clients, divided into three groups based on their numbers of requirements over the observation period. Figure 6.3 illustrates these client groups and the sequence of the experiments for each. The outcomes of this stage were statically significant results for the CCRD model using local decision making and local development to reduce the mean duration of the decision making, the development and the entire customisation processes compared with the baseline model presented in Chapter 6 and discussed in Chapter 7.
8.2.2.3 Confirmatory study

The findings of the two evaluated experiments for the CCRD model (in the previous section) were confirmed by seven experts at the case study through a confirmatory study (section 5.5), using semi-structured interviews to obtain their opinions on using local decision making and local development practices in customising software products for multiple clients across distributed boundaries. This study supported the results of experiments to answer the research questions and concurred with the defined hypotheses (section 6.4). The summary outcomes were strong agreement on experimental results and the use of local decision making and local development. Moreover, participants made some suggestions, as discussed in sections 7.4 and 7.5.

8.3 Research Findings

This section presents a summary of the research findings, based on the following research questions and defined hypotheses:

\textbf{RQ1: What are the challenges identified in the literature in customising software products across organisational boundaries in the distributed domain?}

This research question aimed to investigate the challenges identified in the literature on customising software products across organisational boundaries in the distributed domain. This question has been answered by a confirmed framework termed FCCSD that synthesises the findings in the literature on RE, DSD and the Agile development approach to the customisation process, as presented in Chapter 3 and discussed in Chapter 7. The FCCSD addresses the key challenges and factors of customising products across organisational boundaries in the distributed domain to help researchers and practitioners understand and consider these challenges.

\textbf{RQ2: What is the impact of making decisions locally on the total decision period and the total customisation period of software customisation processes in the distributed domain?}

This research question aimed to investigate the impact of making decisions at a client’s location on the duration of both decision making and the entire customisation process for the distributed multiple-client domain. This question has been answered by confirming the two defined hypotheses:
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Hypothesis 1: Allocating decision making to clients’ locations will reduce the total decision-making duration for customising the requirements of distributed clients.

The results of the evaluation of the CCRD model on local decision making for clients’ requirements to reduce the decision making period in distributed multi-clients projects were statistically significant and supported by the findings of the confirmatory study of this hypothesis, as presented in Chapter 6, section 6.2 and discussed in Chapter 7, section 7.4.1.

Hypothesis 2: Allocating decision making to clients’ locations will reduce the impact of communication challenges by reducing the total duration of the entire customisation process to satisfy the requirements of distributed clients.

Changing any activity in the process of customisation, from collecting requirements through to delivering solutions, affects the length of the entire process. This hypothesis has been confirmed by a statistically significant result that showed the beneficial impact of local decision making on the duration of the entire customisation process for multiple-client projects in the distributed domain, supported by the results of the confirmatory study presented in Chapter 6, section 6.2 and discussed in Chapter 7, section 7.4.2.

RQ3: How much would undertaking the process of development of minor tasks at clients’ locations reduce the total development and customisation time?

This research question aimed to investigate the impact of allocating minor customisation requirement development to the client’s location on the length of the development period and the entire duration of customisation in the distributed multiple-client domain. This research has been answered by confirming the hypothesis defined for its solution:

Hypothesis 3: Applying development processes for some tasks locally would decrease the time for development in customisation and thus the duration of entire customisation process.

The statistically significant results of evaluating the CCRD model for local development process, presented in Chapter 6, section 6.3 and discussed in Chapter 7, section 7.5, indicated that its impact is to reduce the duration of both the development and the entire customisation, supported by the findings of the confirmatory study, which confirmed this hypothesis and answers Research Question 3.
8.4 Future Work

This section suggests a number of ways to extend this research in terms of new research ideas or improvements to the simulation models of this research for other purposes.

8.4.1 Metrics of the level of challenge of customisation projects in the DSD domain

The FCCSD addresses the challenges faced by researchers and practitioners in customisation projects involving multiple clients across organisational and distributed. The framework can be extended by developing metrics to gauge these challenges in this domain, assisting project managers to anticipate the level of difficulty and to design plans to overcome the issues.

8.4.2 Evaluation of the impact of local decision making and development practices

The evaluation of decision making and development practice at a client’s location can be extended in many ways. This section provides some suggestions.

8.4.2.1 Evaluate the locality of various sizes of companies to examine the impact

This research has used a single case study with 18 clients, involving 2479 requests concerning the distributed clients’ requirements covering 1290 working hours. Future work might examine local decision making and development practices at clients’ locations using other case studies to consider various sizes of project and different numbers of customisation requirements in order to compare the impact.

8.4.2.2 Consider different types of customisation requirements in the local development process

The customisation requirements examined in this study to evaluate the development practices at the clients’ location were the building or fixing of reports, since this neither involves change to the main system code nor affects clients’ unique system versions. Therefore, one possibility is to find a way to assign local development of various types on the basis of having a single-system version. This suggestion can be progressed by establishing a central repository for source code and designing a model to enhance the updating process for distributed teams.

A further suggestion to widen the use of the simulations is to construct the baseline model using real data to reflect the process of customisation for multiple distributed clients (section 5.4). It can be extended to include cost–benefit analysis to measure the efficiency of simulate projects of customisation process. This process needs real data or empirical estimations of resource costs.
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8.5 Conclusion

The research has investigated the customisation of software products for multiple clients across distributed boundaries. Challenges of that domain were identified from the literature and addressed by a confirmed framework termed the FCCSD. This provided the key challenges and factors of the customisation process for multiple-client projects across organisational and distributed boundaries when local development practices such as the Agile software approach are used, to be considered by researchers and practitioners of software customisation projects.

Furthermore, this research has focused on communicating customisation requirements in order to reduce the challenges of describing these requirements across the distributed domain, proposing a model termed CCRD. The findings of the model’s evaluation experiments, both for local decision making and local development, show a statistically significant reduction in the duration of decision making, development and the entire customisation process under its two scenarios (local decision and local development). The results of the evaluation experiments were supported by the findings of the confirmatory study, indicating a statistically significant impact on decision making and negotiation of clients’ requirements. This goes beyond conducting customisation development at clients’ premises and reducing delays in coming to decisions, in the development process and in the entire customisation; it minimises holdups due to misunderstandings over clients’ requirements across distributed boundaries.
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Appendix B:

B.1 Questionnaire for the preliminary study

Demographic Information

The Main Goals of This Survey

This questionnaire aims to validate a proposed framework (Fig. 1) to use agile methods to customise software products across organisational boundaries in distributed development projects.

![Figure 1: The proposed framework]

1) Which of the following positions have you held? *You can select more than one.*

- [ ] A software developer
- [ ] A system analyst
- [ ] A project manager
- [ ] A university researcher
- [ ] A software tester
- [ ] Other (Please write it in the comment box below)
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Comments:
___________________________________
______________________________________________
__________________________________
______________________________________________

2) How long have you been working in software development?*

 ( ) Less than 2 years
 ( ) 2–3 years
 ( ) 3–5 years
 ( ) More than 5 years

3) For how long have you been using agile methods?*

 ( ) None
 ( ) Less than 2 years
 ( ) 2–3 years
 ( ) More than 3 years

4) Which type of development projects have you worked on? *You can select more than one.*

[ ] Distributed projects using an agile method (e.g., Scrum)

[ ] Distributed projects using another software development approach (e.g., Waterfall model)

[ ] Collocated projects using an agile method

[ ] Collocated projects using another software development approach

[ ] Other (Please write it in the comment box below)

Comments:
___________________________________
5) How long have you been involved in customisation projects (customising a software code based on customer requirements)? *

( ) None

( ) Less than 2 years

( ) 2–3 years

( ) More than 3 years

The Research Domain

Figure 2: Business model between vendor and customers

6) In the industry, customisation of software code levels is common. In this case shown in (Fig. 2), software developers provide one software product for different customers, then customise it based on customer requirements.

( ) Strongly Agree

( ) Agree
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( ) Neutral

( ) Disagree

( ) Strongly Disagree

7) Agile software development has been successful over the past two decades; however, applying agile software development to distributed development projects still suffers from challenges.*

( ) Strongly Agree

( ) Agree

( ) Neutral

( ) Disagree

( ) Strongly Disagree

8) Organisational (cultural) boundaries affect the development and customisation processes between organisations in distributed software development projects.*

( ) Strongly Agree

( ) Agree

( ) Neutral

( ) Disagree

( ) Strongly Disagree

9) Customisation processes on software codes in distributed development projects need frameworks to address the issues of using agile methods across organisational boundaries.*

( ) Strongly Agree

( ) Agree

( ) Neutral

( ) Disagree

( ) Strongly Disagree
10) Current frameworks are lacking in accommodating the challenges of applying agile methods to distributed software projects for customisation software products across organisational cultures.*

( ) Strongly Agree

( ) Agree

( ) Neutral

( ) Disagree

( ) Strongly Disagree

The Proposed Framework

The questions from 11 to 14 are scaled from 1 to 5, in which 1 means weak and 5 means strong.

( ) 1 (Weak)

( ) 2

( ) 3

( ) 4

( ) 5 (Strong)

14) The framework addresses the challenges and issues associated with using agile software development across organisational boundaries in distributed software development*

( ) 1 (Weak)

( ) 2

( ) 3

( ) 4

( ) 5 (Strong)

15) The proposed framework would help development team members in their work. *

( ) 1 (Weak)

( ) 2
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16) Communication is a challenge in distributed software development (DSD) projects. Many aspects related to communication affect the challenges of using agile development in DSD. How strongly are these factors related to communication problems?*

<table>
<thead>
<tr>
<th></th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Neutral</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Zone</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
</tr>
<tr>
<td>Trust</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
</tr>
<tr>
<td>People</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
</tr>
<tr>
<td>Cultural difference</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
</tr>
</tbody>
</table>

17) These factors related to project management bring challenges to distributed software development using agile methods across organisational boundaries. In addition, they affect development processes differently across distributed development teams. How strongly are these factors related to project management challenges?*

<table>
<thead>
<tr>
<th></th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Neutral</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Management</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
</tr>
<tr>
<td>Process Management</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
</tr>
<tr>
<td>Quality</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
</tr>
<tr>
<td>Planning</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
<td>( )</td>
</tr>
</tbody>
</table>
18) During the development process in distributed projects, there is a great deal of information and knowledge being transferred. These factors relieve the challenges of knowledge management for this type of development. How strongly are these factors related to knowledge management challenges?*

<table>
<thead>
<tr>
<th></th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Neutral</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documentation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communicating</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requirements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group Awareness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tools &amp; Technology</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

19) These factors represent the interaction between development teams and distributed customers in integrating and deploying the delivered software tested by customers. How strongly are these factors related to configuration management problems?*

<table>
<thead>
<tr>
<th></th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Neutral</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User Acceptance Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To improve the framework

20) Which factors should be in this proposed framework?

1:- _______________________

2:- _______________________
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21) Which factors should not be in this framework?
   1:- _________________________
   2:- _________________________
   3:- _________________________
   4:- _________________________

22) We are going to conduct interviews with some software development experts and agile practitioners to discuss that framework. Would you like to be involved in these interviews? It would takes about 30 minutes.
   ( ) Yes, I would like to involve in the interviews. (Please write your e-mail address in the comment box below)
   E-mail address:
   ( ) No, I don't like to involve in this interviews

Thank You!

Thank you for taking our survey. Your response is very important to us.
B.2 The contextual review questions

<table>
<thead>
<tr>
<th>Reference Number: ERGO/FoPSE/8900</th>
<th>Version: 1.0</th>
<th>Date: 2014-02-01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name of Investigator(s): Abdulrahman M. Qahtani</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Title of Study: Customising Software Products across Organisational Boundaries in Distributed Software Development Domains</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Questions

1. How are the company’s teams structured?
2. What processes do the development, customisation, and support services follow?
3. How requirements create at customer’s location?
4. How are customers’ requirements collected for distributed domains?
5. How do you communicate with your customers and your representatives at customer locations?
6. How are decisions made regarding customer requirements?
7. What is the customisation process from issue creation to issue closure?
8. What challenges do you face in terms of communications requirements in distributed domains?
9. Do you have more information about the current customisation process?

Note: The interview questions will be open in order to collect as much as information as possible about the customisation process, current projects processes, and information related to decision-making for the customisation requirements of distributed customers.
B.3 Interview questions for the confirmatory study

1- **Confirm the current model**

   a. To what extent does the simulation model of the current model reflect the real system of the customisation process in your company?

   b. From the analysis of the historical data of the customisation process for customer’s requests, the average waiting time before was as follows:
      i. Decision-making: 5.44 hours
      ii. Approval process: 44.12 hours
      iii. Development process: 160.67 hours

   **How much do you think these numbers reflect the waiting time in the real system?**

2- **Confirm the challenges of communication in the current model**

   From the contextual inquiry and analysis of the historical data from your system, we have highlighted some implications of the central decision-making in the current model. They are

   i. A delay in the rejection and holding process in order to carry out further investigation to understand the customer's requests and discuss them with him/her directly or with the implementer at the customer's location.

   ii. A long waiting time before the decision-making process because of the number of requests coming from widely distributed customers.

   iii. A delay in the entire customisation process for customers’ requests as a result of a long waiting time before both the decision-making and development processes.

   **What do you think about these implications for central decision-making?**

3- **Take their opinion on the results of the proposed model**

   a. **Local decision**

   The proposed model allocates the decision making to the customer’s location in order to reduce the challenges of distributed communication and its impacts on decision-making time and the entire customisation process. The following table shows the results of the simulation of the current model and the proposed model.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Current model (in hour)</th>
<th>Proposed model (in hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision time</td>
<td>14.70</td>
<td>6.20</td>
</tr>
<tr>
<td>Customisation time</td>
<td>191.89</td>
<td>167.80</td>
</tr>
</tbody>
</table>
Considering the evaluation process of the proposed model against the current model, do you think allocating the decision making to the customer’s location would decrease the implications of distributed communication for customer’s requests on decision time and the time of the entire customisation process?

b. **Local decision and development for some requests**

The proposed model allocates the decision making to the customer’s location and the development process for the requests takes less than 24 hours thereby reducing the challenges of distributed communication and its impacts on decision-making time, development time and the entire customisation process. The following table shows the results of the simulation of the current model and the proposed model.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Current model (in hour)</th>
<th>Proposed model (in hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision time</td>
<td>14.70</td>
<td>3.79</td>
</tr>
<tr>
<td>Development time</td>
<td>161.18</td>
<td>119.13</td>
</tr>
<tr>
<td>Entire Customisation</td>
<td>189.45</td>
<td>122.25</td>
</tr>
</tbody>
</table>

Considering the evaluation process of the proposed model against the current model, do you think allocating the decision making and development process for some requests to the customer’s location would decrease the implications of distributed communication for customer’s requests on decision time, development time and time of entire customisation process?

4- **General opinion and thoughts**

   i. *Is there anything else you would like to add before we end?*