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ABSTRACT

Autonomous systems are designed to take actions on behalf of users, acting autonomously upon data from sensors or online sources. As such, the design of interaction mechanisms that enable users to understand the operation of autonomous systems and flexibly delegate or regain control is an open challenge for HCI. Against this background, in this paper we report on a lab study designed to investigate whether displaying the confidence of an autonomous system about the quality of its work, which we call its confidence information, can improve user acceptance and interaction with autonomous systems. The results demonstrate that confidence information encourages the usage of the autonomous system we tested, compared to a situation where such information is not available. Furthermore, an additional contribution of our work is the method we employ to study users’ incentives to do work in collaboration with the autonomous system. In experiments comparing different incentive strategies, our results indicate that our translation of behavioural economics research methods to HCI can support the study of interactions with autonomous systems in the lab.
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INTRODUCTION

Autonomous systems are designed to take actions on behalf of the user, acting autonomously upon data from sensors or online sources. Because of the increasing availability of low-cost sensors, actuators, computational devices and large amounts of online data, in recent years these types of systems are becoming more prevalent around “non-specialist applications”, applications where users are not expected to be trained to use them. Practical real-world examples include smart appliances, such as smart thermostats\(^1\), or autonomous software, so called agents that can bid for users in on-line auction websites\(^2\).

Generally, autonomous systems are based on techniques such as machine learning and artificial intelligence to process input data (be it from sensors or online sources) and automatically take decisions to guide their autonomous operation. However, because of noise and biases in real world data, limited size of training data sets, discrepancies between computationally feasible models and complex real-life systems, the results of automatic data analysis and classification may often be liable to considerable uncertainty. Therefore, for many practical applications it is important to allow users to easily delegate or regain control based on their expectations about the capabilities of the autonomous system, an idea known as “flexible autonomy”\(^3\). As a consequence, the design of interaction mechanisms that enable users to understand the operation of autonomous systems and flexibly delegate or regain control is currently an open challenge for HCI\(^4\).

While studies of interaction with autonomous systems for specialist applications (e.g. disaster response or aviation) date back to the 1970s\(^5\), it is only more recently that research has focused on the adoption of autonomous products in the home, such as the Nest thermostat\(^6\). Findings from these studies suggest that because people find it difficult to recognise how well such products work, they tend to not use them. They become frustrated, so their interaction with such systems decrease over time, which may potentially lead to the abandonment of this technology. Recent work has suggested that the display of confidence information can increase user’s awareness of the ability of autonomous systems\(^7\). Confidence information is the estimated probability that an inference produced by a smart system is correct, under the assumption that the system has the correct model to interpret the data\(^8\). In this paper we report a lab study (N=60) designed to investigate whether displaying confidence information can improve user acceptance and interaction with autonomous systems. The

\(^1\)http://www.nest.com/
\(^2\)http://www.snipeswipe.com/
\(^3\)In other words, our work is based on the assumption that the confidence information is reliable. While such assumption is realistic for a number of smart systems, it is worth noting that in some cases incorrect models can produce confidence information that is unreliable.
results demonstrate that confidence information encourages the usage of the autonomous system we tested, compared to situations where such information is not available. Indeed, this is the primary contribution of our work.

Moreover, while recent work on interaction with autonomous systems for non-specialist activities has been based on field studies [1, 8, 37, 38], we are interested in exploring the opportunity to study interaction with such systems through controlled lab studies. Notwithstanding the importance of field trials, we see lab studies as an important complementary research tool. Maintaining high ecological validity is particularly challenging in the design of lab studies; to address it, we look at research methods from the behavioural economics literature. In particular, we demonstrate that by using financial incentives and repeated tasks in the experimental design it is possible to create a situation where participants’ decision to use an autonomous system, or to ignore it, bears consequences for them in terms of experimental financial incentives. By so doing, we aim to make a key methodological contribution to HCI. Specifically, through the comparison of different experimental incentive strategies our results indicate that our translation of behavioural economics research methods to HCI can support the study of interactions with autonomous systems in the lab.

RELATED WORK
Our work builds upon prior research that has studied human interaction with autonomous systems involving both specialist and non-specialist users; approaches that influence the usage of autonomous systems; and the effect of displaying confidence information.

Specialist Applications of Autonomous Systems
Numerous studies have examined the effect of increased autonomy on users’ performance with search tasks (e.g. finding victims in a disaster event) in a lab setting. For example, researchers have focused on the operation of robot teams by single or multiple users [17, 25, 36]. In more detail, participants either operated a team of manually operated robots or monitored a team of autonomously moving robots. Other work has investigated how different autonomy levels affect task allocation of multiple UAVs [27, 30]. More specifically, participants performed the search tasks either through manual or mixed-initiative task allocation of UAVs. Results from these studies showed that higher autonomy improved user accuracy with the tasks and reduced cognitive workload.

These studies focused on specialist applications, such as military [9, 19] or aviation [11, 29, 34], for which users would need and receive considerable amount of training. Moreover, these studies assumed that users would interact with autonomous systems. In contrast, our work focuses on non-specialist activities where users would not normally be trained to use the system and we examine whether the autonomous system would be used or not. The next subsection talks about autonomous systems in everyday life.

Autonomous Systems in Everyday Life
Researchers in HCI and UbIComp communities have explored the usage of emerging autonomous systems in the home environment. For example, Rodden et al. [31] used animated sketches to solicit views from people about current and future agent-based energy systems. Other studies instead investigated people’s experience with existing smart products in the home, such as the Nest thermostat [37, 38] and Roomba [16, 35]. Evaluations of potential agent-based systems have also been conducted, such as for laundry management [6, 8] and tariff switching [1, 15]. Results from these studies suggest that users tend to be inclined to accept autonomous systems and integrate them in their day-to-day routines. For example, findings from the study by Costanza et al. [8] highlights that participants were able to integrate an agent-based system into their existing laundry practices.

Financial Incentives with Autonomous Systems
In a series of studies by Dzindolet et al. [14], participants were asked to correctly identify whether a camouflaged soldier is present in an image or not. Additionally, a suggested answer from an automated aid would be shown after a participant has given an answer. In one of the studies, participants completed 200 trials and were paid $0.50 for each of 10 randomly selected trials, if their answer was correct. Participants were free to either choose their initial answers or the suggestions of the automated aid. Results show that more than 80% of the participants preferred their own answers over the automated aid. Furthermore, in a study by Alan et al. [1], participants were prepared to hand over tariff selection to an autonomous agent, even when the agent performance had financial consequences for them, but they were always keen to monitor the agent’s actions at all times.

These studies highlight that users tend not to rely much on autonomous systems when there is an associated cost to reliance. For this reason, our study examined how the usage of autonomous systems can be improved by showing confidence information. In particular, we focused on whether displaying confidence can increase the usage of autonomous systems (i.e. by either reviewing its completed task or accepting its completed task without reviewing it), even though there is a risk of losing money.

Displaying Confidence Information
Displaying confidence information has mostly been researched with an aim to finding out how users interact with context-aware systems. Lemenson et al. [24] compared different
visualisation methods of confidence information for location-based services, while Antifakos et al. [2] asked participants to report whether they would check the settings automatically set up by a context-aware system given that they were in certain scenarios with different criticalities (e.g. while eating at a restaurant or while driving). Their findings suggest that participants were more willing to review the settings given that they were shown a display of confidence information, especially when the system’s confidence level was low. Moreover, findings from a study by Lim et al. [26] suggest that displaying the confidence information of context-aware systems can affect users’ understanding and impression of such systems in a variety of ways. A user’s understanding and impression of a system can be improved when it has mostly high confidence levels. However, displaying confidence information can be harmful in situations where the system has mostly low confidence levels, as users tend to lose trust in its capabilities. In contrast to these studies, our work uses a functioning prototype to observe how users interact with autonomous agents rather than results elicited through reports of subjective preferences.

Antifakos et al. [3] examined whether displaying confidence information can improve the usage of context-aware memory aids. Their results suggest that users do perform better with the display of confidence, especially when the confidence level is high. Similarly, the findings of Dearman et al. [10] suggest that displaying confidence information can improve user performance in a search task using a location-based service application. In contrast to both studies, Rukzio et al. [32] found that displaying the confidence information of an automatic form filler slowed down users and caused them to make more errors as they often double-checked fields with lower confidence levels. Instead of focusing solely on performance, our work studies how confidence display can affect the usage of autonomous systems, especially when such usage has financial implications to the users.

Prior work [5, 18] has also investigated the effect of displaying the confidence information of self-driving cars. Results from these studies showed that displaying the confidence information reduced the time it took for drivers to take control of a self-driving car and allowed drivers to spend more time not looking at the road. In a study by McGuirl et al. [28], pilots were asked to complete a series of simulated flight exercises, requiring them to operate a number of manual tasks and monitor an automated system that would require users to take control at times. Results of this study indicate that pilots shown constantly updating confidence information were able to complete the flight tasks without failures and were better at estimating the accuracy of the automated system than pilots with only information about the overall reliability of the automated system (i.e. the accuracy of the automated system). In all three studies, the participants’ choice to use the autonomous systems or not had no tangible consequence on them, e.g. it was not linked to any loss or gain of financial reward. In contrast, our work uses performance-based incentives for higher ecological validity.

Closer to our work, Desai et al. [12] reported a study investigating the effects of displaying the confidence of a moving robot that could move fully autonomously or in semi-autonomous mode (i.e. users can control the direction of its movement). Participants had to monitor a moving robot, help it pass obstacles and occasionally complete a secondary task (clicking a circle on the screen). In their study, participants were also rewarded based on task performance. The results showed that participants with the confidence information switched between full and semi-autonomy mode more than participants without the information. Particularly, participants were found switching to semi-autonomous mode whenever there is a drop in confidence, even though reliability did not change. This study required participants to actively monitor the autonomous robot, which enforced the interaction. In contrast, we focus on whether confidence information can increase the usage of autonomous systems in a scenario where they can choose to completely ignore it because in reality, people can choose to not use autonomous systems at all. In the next section, we detail our approach to the study method.

**APPLYING BEHAVIOURAL ECONOMICS METHODS**

Research concerning human interaction with non-specialist autonomous systems has adopted an in-the-wild approach, as a way to achieve realistic results [1, 6, 8, 37, 38]. While we agree with such an approach and believe that it is important to run field trials, we are also interested in studying interaction with autonomous systems in the lab. Lab studies allow for precise measurements to compare alternative experimental conditions, such as different interface features. Moreover, they tend to be faster and cheaper to run than field trials. However, studying the usage of autonomous systems in a lab setting involves the challenge of maintaining a high level of ecological validity.

In order to provide realism, we turned to experimental methods used in behavioural economics. Behavioural economics is concerned with the effects of psychological factors on people’s economic decisions [21]. Typically, experiments by behavioural economists incorporate money in so called “choice situations”; i.e. situations in which participants must choose from multiple options. For example, subjects would be asked whether to choose between an 85% chance to win $1000 (with a 15% chance to win nothing) and the alternative of receiving $800 for sure⁴ [22].

More specifically our work was motivated by behavioural economics studies which involve the performance of repeated tasks with actual financial incentives: money is handed to participants based on their actions in the study. For example to investigate the effect of the perceived meaning of tasks on people’s motivation to work. Ariely et al. [4] designed a study where participants were paid to complete a simple task: assembling a Lego model. Participants had the option to repeatedly complete this very same task several times, but each time at a reduced wage rate (first $3.00, then $2.70, then $2.40 and so on)⁵. Ours is not the first HCI project to turn to behavioural economics for inspiration. Previously, HCI researchers have

---

⁴Even though the first choice has the higher potential gain, most participants would prefer the guaranteed choice. This was posed as a hypothetical question, no money was handed to participants.

⁵Their results show that manipulating the task meaning can induce people to work for a significant lower pay rate.
suggested employing persuasion techniques based on effects studied by behavioural economists to promote healthy snack eating [23]. However, our approach is different and novel in that we turn to behavioural economics for experimental methods.

In our study, participants have the choice to perform one of two tasks: completing a manual task or checking the output produced by an autonomous system – we refer to this as the agent task. In such context, if participants perform the agent task, they give up the option to perform manual tasks, with an associated opportunity cost, because they have a limited amount of time and tasks allowed in the study. Our aim is to mimic a real-world situation whereby if a user chooses to invest time interacting with an autonomous system, doing so would cost the user time and effort. In the next section, we present our user study.

USER STUDY
A user study was designed and conducted to test the effectiveness of the confidence information of an autonomous software system. Specifically, we wanted to examine whether the confidence information affects users’ decision to interact with an autonomous system helping users in an activity that can be considered mundane or common to various people (e.g., students, office workers, researchers). So we looked for an example autonomous software system, a so-called ‘agent’, around which we could set up a credible scenario to play out in a lab study, and which could be related to tasks which would be natural for a population of university students and administrative staff. We settled for tasks and agents related to common textual document activities, such as typing up handwritten notes and proofreading text. Furthermore, we chose these tasks because we had access to the truth in each instance. This allowed us to automatically check the correctness of each submission and provide immediate feedback to participants about their performance. In the following subsections we first describe the autonomous agent and then detail the tasks used in the study.

OCR Agent
We designed an agent that automatically recognised handwritten text and converts into typed text – essentially an Optical Character Recognition (OCR) system. OCR applications are widespread and likely to be familiar (at least conceptually) to most of our participants.

The agent processes one document at a time, taking roughly 30 seconds. Participants were told that the agent may make mistakes, which would need correcting. These mistakes were incorrect type outs of characters that may look similar to other characters (e.g., the letters n and h). The OCR processing goes on in the background, autonomously. When the agent completes the task, a sound goes off indicating the availability of the results to the user (similar e.g., to receiving an incoming email message). Furthermore, as the agent completes tasks, they get added to a queue regardless of whether the user attended or ignored the previously completed task(s), somewhat similar to an email inbox.

Because of the possible mistakes made by the agent, users are required to ‘review’ or ‘accept’ the completed agent tasks. More specifically, for any completed agent task available in the queue, users had three options about how to deal with it:

1. **Review** – participants can view the task result to check and correct any errors.
2. **Blindly accept** – participants can blindly accept the agent result without reviewing it, essentially fully accepting the agent automation.
3. **Ignore** – participants can also opt not to review the completed agent task and just leave it in the queue. These tasks can be reconsidered at any later moment.

To ensure that the performance of the agent was consistent, as this could affect how participants use it, we adopted a Wizard-of-Oz approach. The agent was actually artificial, in that all the handwritten documents had been originally typed in by a researcher and errors were introduced in a controlled manner, to simulate 5 different levels of confidence on various documents. In particular, the five levels of confidence are: very low, low, medium, high and very high. Errors across different confidence levels were randomly distributed such that documents with high confidence level or higher had less character errors on average than documents with medium or lower confidence level. However, the confidence levels only roughly correlated to the number of documents with errors. In addition, the number of character errors in each document was varied in each confidence level (see Table 1 for error rates).

### Alternative Tasks
To implement a choice situation where interacting with the agent would create an opportunity cost, we defined another task in addition to the agent task described above. This task, which we call the manual task, involves correcting the grammar of a 6-line long paragraph typed in English, checking for singular or plural agreement (is, are, has, have) and also for commonly mistaken possessive terms (their as they’re and its as it’s).

Although the agent helped users complete the transcription task, we wanted to make the work of reviewing agent tasks require more effort than completing the manual task. This was because in real-world situations, monitoring work completed by autonomous systems would require users to invest time that could otherwise be spent on doing other activities, especially at the beginning, when they have little experience with the system. For this reason, the documents processed in the agent task were written in a foreign language which would not be familiar to our study participants: Filipino. This is to ensure that if users were to review the task, they would actually be comparing the handwritten and typed text. Such may not

### Table 1. Character errors per confidence level. Note that because of randomness the high confidence level has fewer errors than very high.

<table>
<thead>
<tr>
<th>Confidence Level</th>
<th>very low</th>
<th>low</th>
<th>medium</th>
<th>high</th>
<th>very high</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>2.3</td>
<td>2</td>
<td>0.5</td>
<td>0</td>
<td>0.16</td>
</tr>
<tr>
<td><strong>S.D.</strong></td>
<td>1.5</td>
<td>1.4</td>
<td>0.55</td>
<td>0</td>
<td>0.4</td>
</tr>
</tbody>
</table>

6 Anyone familiar with this language was excluded from our sample.
be the case if the manuscripts were in a common language (e.g. English or Spanish), where users may simply check the spelling of the typed text. In the next section, we detail the interactive system used in our lab study.

User Interface
We designed and developed an interactive system which simulated the scenario explained in the previous sections. Figure 1 shows the interface, which is divided into four main panes:

Dashboard (1). The dashboard contains statistical information about a user’s status during the study. It displays the number of correct and submitted manual and agent tasks. Furthermore, the dashboard also shows the current reward and time limit.

Manual task switch (2). Allows users to switch to the manual task.

Notification panel (3). This panel shows agent tasks as they become available, where each row corresponds to one agent task. The Review button allows users to view the agent task, which will be shown in the current workspace. The Accept button allows users to blindly accept agent tasks. Each row also contains information about the confidence of the agent for that task. The rows are coloured according to the associated confidence (the higher the intensity, the higher the confidence). Furthermore, a filter function is available to help users filter the tasks based on the different confidence levels.

Workspace (4). The workspace shows the current task being performed. For example Figure 1 is showing the manual task, whereas Figure 2 shows an agent task with very low confidence.

Design
A $2 \times 3$ between-subjects study design was employed\(^7\). The confidence information was manipulated as an independent variable (IV), through the following conditions:

- Confidence – participants were able to see the agent’s perceived confidence for each of its completed task.
- No-confidence – the confidence information was omitted. In addition, the agent tasks in the notification panel were not coloured.

We also manipulated the incentive scheme as an IV to validate the method we used in the study, with 3 conditions:

- No-incentive – participants were paid £6 for their participation, regardless of their performance in the study.
- Agent-incentive – participants were paid 50p for submitting an agent task without any mistakes and 20p for correcting all the grammatical mistakes in a manual task.
- Manual-incentive – participants were paid 20p for submitting an agent task without any mistakes and 50p for correcting all the grammatical mistakes in a manual task.

In the agent-incentive condition, the choice of payment reflects the amount of effort and time required to complete each of the tasks. Pilot studies revealed that manual tasks were completed in around 20 seconds on average, whereas the agent task took around 50 seconds. In short, the agent task took $50/20 = 2.5$ times more time (and therefore effort) as the manual task. For the manual-incentive condition, we reversed the incentives used in the agent-incentive condition. This was done to double-check whether the level of incentives used in the agent-incentive were sufficient to motivate participants to choose one task more than the other. Furthermore, the manual-incentive condition was designed to negate or reduce the impact of factors other than the monetary reward that would affect users choosing the agent task. The next section details our hypotheses.

Hypotheses
We are particularly interested in how the confidence information affects participants’ inclination to review or blindly accept agent tasks. The confidence information should make it possible for participants to know which agent tasks require lower effort (the ones with higher confidence). So we hypothesised that:

H1a – When confidence information is displayed, participants will use the agent more. In particular, they will complete (i.e. review or accept) a higher number of agent tasks than when the confidence information is omitted.
At the beginning of each experiment, participants were randomly assigned to one of the experimental conditions. Our participants were asked to complete up to 30 tasks in total within 30 minutes as accurately as they could. Crucially, participants were given the freedom to select whichever type of task they want to complete and were free to switch from one task to another at any given point in time. Indeed their selection of tasks was a key measure to quantify their inclination to use the autonomous agent. Participants paid based on performance (agent-incentive and manual-incentive conditions) were told that there is a limit of £10 to earn. Furthermore, participants in the confidence conditions were told that agent tasks have associated confidence levels. Details about how the confidence information was formed were not revealed to the participants. After these instructions, participants completed a 5-minute training period to help them gain familiarity with the system before starting the actual trial. Participants were shown how to switch between the two tasks during this training period. This is to ensure that they would not misunderstand how to complete the study, such as thinking that they need to complete all Task 1 documents first before doing Task 2 documents.

Data Collection
Data was collected through a combination of quantitative and qualitative techniques. The system automatically measured the following dependent variables:

- **Agent tasks completed** – the proportion of agent tasks completed out of all completed tasks (the combination of reviewed and blindly accepted);
- **Agent tasks blindly accepted** – the proportion of completed agent tasks that were not reviewed by the users out of all completed tasks;
- **Time** – the average time taken (in seconds) for participants to complete the tasks, which can be interpreted as the amount of effort spent by participants;
- **Reward** – the final reward received (in £) for participants in the agent-incentive and manual-incentive conditions;
- **Correct submissions** – the proportion of tasks completed correctly out of all completed tasks;
- **Completed agent tasks per confidence level** – the proportion of completed agent tasks by the users for each confidence level out of all completed agent tasks;
- **Blindly accepted agent tasks per confidence level** – the proportion of blindly accepted agent tasks for each confidence level out of all blindly accepted agent tasks.

Moreover, participants were observed by a researcher throughout the study and interviewed at the end, to clarify their actions during the sessions. Each interview lasted approximately five minutes and was audio-recorded. Interviews were later coded through open codes for each experimental condition, then grouped in categories altogether through thematic analysis [7]. Open coding was completed per condition to identify main themes within each condition. Then, axial coding was completed for open codes across all conditions, to find the main themes for the whole study.

RESULTS

Quantitative Analysis
A total of 1088 manual tasks were completed and 768 of those were correct (70.59%). For agent tasks, 621 were completed.
Proportion of agent tasks completed. A two-way ANOVA revealed a significant effect of both confidence information ($p < 0.05$) and incentive scheme ($p < 0.001$) on the proportion of agent tasks completed by participants. There was also no interaction effect. When confidence information was displayed, participants completed a higher proportion of agent tasks. A post-hoc Tukey test on the incentive schemes revealed that a higher proportion of agent tasks were completed in the agent-incentive condition ($M = 0.69$, $SD = 0.24$) than the no-incentive ($M = 0.25$, $SD = 0.25$) and manual-incentive ($M = 0.16$, $SD = 0.18$) conditions. Figure 3 shows the means comparison of the proportion of agent tasks completed, with 95% confidence intervals (Tukey-HSD), for this analysis.

Proportion of agent tasks blindly accepted. A two-way ANOVA revealed a significant effect of confidence information ($p < 0.05$) on the proportion of agent tasks blindly accepted by participants, with a higher proportion of tasks being blindly accepted in the confidence condition. No statistically significant differences were found based on incentive schemes and there was also no interaction effect.

Proportion of agent tasks completed per confidence level. A one-way ANOVA revealed a significant effect of confidence level ($p < 0.001$). A post-hoc Tukey test revealed that there were significantly more completed agent tasks with very high confidence level ($M = 0.31$, $SD = 0.21$) than agent tasks with medium ($M = 0.19$, $SD = 0.07$), low ($M = 0.17$, $SD = 0.10$) and very low ($M = 0.19$, $SD = 0.07$) confidence level. Figure 4 shows the means comparison of the proportion of agent tasks completed per confidence level for all confidence levels.

Proportion of blindly accepted agent tasks per confidence level. A one-way ANOVA revealed a significant effect of confidence level ($p < 0.001$). A post-hoc Tukey test revealed that there were significantly more blindly accepted agent tasks with very high confidence level ($M = 0.55$, $SD = 0.27$) than agent tasks with high ($M = 0.30$, $SD = 0.18$), medium ($M = 0.05$, $SD = 0.09$), low ($M = 0.03$, $SD = 0.05$) and very low ($M = 0.07$, $SD = 0.26$) confidence level. The high confidence agent tasks were also blindly accepted significantly more than agent tasks with medium, low and very low confidence level. Figure 5 shows the means comparison of the proportion of blindly accepted agent tasks per confidence level for all confidence levels.

Reward. A two-way ANOVA revealed a significant effect of incentive scheme ($p < 0.05$), but revealed no statistical significance across both displays of confidence information, with no effect of interaction between the two. There were significantly more reward earned in the manual-incentive ($M = 9.52$, $SD = 0.80$) than in the agent-incentive condition ($M = 8.65$, $SD = 1.62$).

Time. Participants took longer to complete agent tasks ($M = 49.48$, $SD = 24.84$) than manual tasks ($M = 35.22$, $SD = 11.29$) and a one-way ANOVA test indicates that this difference is significant ($p < 0.001$). Furthermore, a two-way ANOVA revealed a significant effect of incentive scheme ($p < 0.05$), but revealed no statistical significance across both displays of confidence information, with no effect of interaction between the two. A post-hoc Tukey test revealed that participants in the agent-incentive condition took significantly more time ($M = 49.60$, $SD = 11.62$) than participants in both the no-incentive ($M = 37.03$, $SD = 12.91$) and manual-incentive ($M = 37.07$, $SD = 14.13$) conditions. Figure 6 shows the means comparison of average task time completion for all incentive schemes.

Correct submissions. A two-way ANOVA revealed no statistical significance across incentive schemes and displays of confidence information, with no effect of interaction between the two.

Summary. In summary, the quantitative analysis of our data revealed that the display of confidence led participants to work on a higher proportion of agent tasks (top of Figure 3) and also blindly accept a higher proportion of agent tasks. Within the confidence condition, participants were more likely to work on tasks with very high confidence than any other tasks (Figure 4) and to blindly accept tasks with very high confidence more than tasks with high confidence, and these in turn more than tasks with lower levels of confidence (Figure 5). In terms of reward, the agent-incentive condition led participants to work on a higher proportion of agent tasks (bottom of Figure 3). In the manual-incentive condition participants gained a higher reward, while in the agent-incentive condition they spent more time on average per task (Figure 6).
The choice of what kind of tasks to complete was driven by various factors, with a certain degree of subjectivity. Ease of edition had various interpretations about what the confidence level meant. For 17 of them the tasks with high and very high confidence were very accurate, and only the tasks with lower confidence levels had mistakes. Another 7 participants felt that the confidence information was not an important indicator. The remaining 6 participants only completed manual tasks, and hence entirely ignored the confidence information.

Strategies around confidence. We noticed from our observations that the 17 participants who gave importance to confidence devised different tasks completion strategies leveraging this information. Such observation was confirmed through the interviews.

Prioritise high confidence agent tasks. The vast majority of participants, 15, prioritised tasks with high or very high confidence, before working on either lower confidence agent tasks or manual tasks. They perceived these tasks would likely have the least amount of errors and therefore would require the least amount of effort. Furthermore, 13 of these participants went as far as blindly accepting agent tasks with higher confidence because they felt that for those they could rely on the agent to do a good job.

Prioritise low confidence agent tasks. Conversely, 2 participants focused on low confidence agent tasks first, and left higher confidence ones for later. While all of these participants also believed that the high confidence agent tasks were reliable enough to not need reviewing, they chose to go for the lower confidence tasks because they wanted a more challenging task. These 2 participants also mentioned that they intended to blindly accept high confidence tasks at the end, when they would have had little time left. However, they did not manage to do so, because by that point they had already reached the limit of 30 tasks or £10. In contrast, the remaining 13 participants in the confidence condition completed their trials without reference to the confidence information. As a result, their approach to completing tasks was similar to the approach of participants in the no-confidence condition, which we will detail in the next subsection.

Making sense of the agent without confidence information

All the participants who engaged agent tasks in the no-confidence condition (19 in total) and 8 of those in the confidence condition reported reviewing (rather than blindly accepting) agent tasks because they could not rely on the agent. For example P1 (no-incentive, no-confidence), a 27-year-old female PhD student in Social Statistics and Demography, told us: “I’ve written in foreign languages before using just the computer into Word. When it changes, it gives you suggestion to change the grammar [and] it’s not usually correct, [especially] if you are using a foreign language”.

Eight participants in the no-confidence condition blindly accepted agent tasks. Some reported doing so to “gamble” or...
“try out their luck”, in the hope to earn money easily through the study. Others pressed the Accept button when they were running out of time as an attempt to earn as much money as possible. There were also 3 participants in the no-confidence condition who blindly accepted agent tasks because they were bored and “wanted to try the software”.

**DISCUSSION**

**Financial incentives and experimental method**

The statistical analysis of our results revealed that the incentive scheme had an effect on the type of tasks that participants chose to complete. A higher proportion of agent tasks were completed in the agent-incentive condition than both the no-incentive and manual-incentive conditions. In other words, participants were sensitive to the financial incentives, and completed more of the type of tasks for which they received higher incentives. This result confirms our hypothesis H3, and validates our method, in that it demonstrates that the use of financial incentives was successful in motivating participants to do a specific task. In the no-incentive condition (where participants received a fixed £6 reward regardless of performance and task choice), participants completed more of the manual tasks, which is the one that requires the least effort. Users’ sensitivity to financial incentives in the agent-incentive condition (i.e., more agent tasks get done) also indicates that participants are more inclined to use the agent when it provides higher utility than the manual task. In our study, experimental financial reward mimicked a situation in which the agent performs a task that is practically useful to participants (a real life example would be saving money on the energy bills by automatically controlling the thermostat). However, it should be noted as a limitation that the game-like nature of our experiment (including its limited duration) may have influenced participants to give more importance to the financial incentives than would be observed in real life. In other words, participants in the study may feel compelled to try and “win” as much as they can, just because it is a game [13].

Even though our quantitative data clearly shows that the incentive scheme and the confidence information both had statistically significant effects on participants’ behaviours, in the interviews participants suggested that a more complex and varied set of factors influenced the choice of tasks to complete. Most participants suggested that reward was only one contributing factor for preferring a task, while some went as far as completely dismissing the idea that the reward influenced their behaviour. Other reported factors included how easy or how challenging the task was perceived to be. At the same time, only participants in the agent-incentive condition described agent tasks as easier, and these are the tasks for which they received higher incentives. Furthermore, the general majority of participants reported manual tasks to be easier, and hence preferable. Therefore, the perception of a task as ‘easy’ seems to be influenced by the financial incentives. It is possible that such bias was unconscious, or that participants felt embarrassment to acknowledge that they are driven by money. Such contrast between the quantitative results and the findings from the interviews reminds us that self-report may not always be dependable on its own, especially when attitudes towards financial incentives are involved.

In addition, the incentive scheme also had a statistically significant effect on the financial reward gained. Participants in the manual-incentive condition (where the manual task was rewarded more) earned more money than participants in the agent-incentive condition, suggesting that the manual task was easier than the agent task, as we intended. Such difference in effort required was further confirmed by another result of our analysis: participants took longer to complete agent tasks, on average, than to complete manual tasks.

**Displaying the confidence information**

The confidence information made a difference in how our participants interacted with the agent. We specifically hypothesised that there would be more agent tasks completed in the confidence condition than in the no-confidence condition (H1a). Our statistical analysis shows that a higher proportion of agent tasks were performed when the system displayed the confidence information, confirming hypothesis H1a. In particular, participants completed more tasks with very high confidence level than tasks with lower levels of confidence, according to our hypothesis H1b. These results suggest that the different confidence information informed users about the amount of effort required before actually starting the tasks. Similarly, participants in the confidence condition blindly accepted a higher proportion of agent tasks, than in the no-confidence condition, confirming H2a. Furthermore, agent tasks with very high confidence were blindly accepted more than those with high confidence, and these in turn were blindly accepted more than tasks with lower confidence, confirming H2b.

The display of confidence information enabled participants to rely on the autonomous agent more. This result is in line with prior work on displaying confidence information [5, 18, 28]. In turn, and as expected, our participants were unable to make an informed decision about using the agent when they had no confidence information. This result is also similar to findings from prior studies [1, 38], even though our work is based on a different study method and different application (not energy related). To further support the quantitative data on this aspect, the interviews revealed a striking contrast between the confidence and no-confidence conditions. On the one hand, when confidence information was displayed most participants reported taking it into account for gauging their expectations about the performance of the agent, and in turn for choosing which tasks to perform. On the other hand, without confidence information available, participants described how they resorted to alternative ways to make sense of the agent, and to set their expectations. For example they referred to prior experience with systems that they considered similar, such as spell checking software. However, such similarities may be based on superficial aspects of the systems, and hence be insubstantial, with the associated risk of generating incorrect expectations. To summarise, displaying the agent’s confidence information allowed users to form strategies about how to utilise the system based on their own attitude. Hence, the confidence information also increased the usage of the autonomous agent. We elaborate on these strategies in the next subsection.
Subjective perception and attitude
In general, our participants employed different strategies in utilising the confidence information, reflecting different personal attitudes toward autonomous systems. For example, some participants dismissed the confidence information, and the agent operation in general, based purely on their experience with other different computational systems. Other participants reported a preference for maintaining some form of control, similar to what has been reported in prior work [1]. Others still acknowledged the meaning of the confidence information, but they favoured manual tasks, or agent tasks with lower confidence because they considered them more challenging, and hence rewarding. This finding aligns with the results of a study by Ariely et al. [4], who found that participants completing meaningful tasks were more motivated to work than participants who are working on less meaningful tasks. In our study, earning rewards by reviewing agent tasks was recognised by some participants as a more meaningful endeavour than simply earning rewards by blindly accepting agent tasks.

The interview data also revealed different user perceptions of the confidence information. Most participants were able to pick up on how well the confidence levels correlated to the reliability of the agent’s output. These participants would describe that “the chances were a lot higher” for agent tasks with a high confidence level or higher to be correct, while they felt that “there probably would be at least one mistake” for agent tasks with a medium confidence level or lower. However, not all participants perceived that the confidence information related to the agent’s capability. Some participants felt that they “couldn’t really distinguish a pattern” and that the agent was only “saying its confidence, it’s still not a 100% positive”. This mindset of not relying on the confidence information emerged from participants who reported that they do not trust systems that can be considered similar to the one used in this study. It should be noted that only a minority of the participants (13) in the confidence condition reported such an attitude. Indeed the quantitative results indicate that, in general, displaying the confidence information makes a significant difference to the usage of autonomous systems. In summary, the user’s perception of the display of confidence information is affected by the user’s willingness to trust the systems that produce it. In our study, even though the confidence information provided was a reliable estimation of the correctness of the agent’s output, there were still participants who disregarded it — a result of their reservations about trusting autonomous systems.

Reflecting on overall performance
No statistically significant effects of confidence information were found on the total reward gained by participants, nor on task completion time. The reward can be considered a proxy for the participant’s overall performance in the experiment. While this finding is not conclusive (a larger sample size may reveal statistically significant differences), it does suggest that the confidence information did not influence overall performance. This result is perhaps counter-intuitive, because confidence led participants to blindly accept a higher proportion of (higher confidence) tasks, making them in principle more productive. Indeed, this result is in contrast with previous studies showing that displaying confidence information can improve user performance [3, 28, 32]. One possible explanation here is that the time gained by blindly accepting tasks was spent in an unproductive way (unproductive in terms of the experiment financial reward). Indeed the interviews suggest that some participants preferred tasks that are more challenging, rather than easier, or tasks for which they have more control, because they were generally sceptical about the agents’ abilities and disregarded the confidence information.

Limitations
The work presented in this paper relies on the availability of accurate confidence information, such as when the system uses an appropriate model to learn the data. However, it is important to point out that this may not always be the case. Further research is needed to evaluate the effects of unreliable confidence information. Furthermore, while our method places considerable emphasis on financial rewards as a motivational factor for using (or ignoring) the autonomous system, the interviews revealed that a variety of other factors are also at play (e.g. curiosity, challenge, etc.). While our method has proven to be flexible enough to allow these factors to emerge, future work should investigate situations where financial effects are not in the picture at all. Lastly, future studies should investigate longer term effects and also how people would react to finer- or coarser-grained confidence levels.

CONCLUSION
In this paper, we have presented a lab study with 60 participants, designed to investigate whether the display of confidence information influences users attitude towards autonomous systems, particularly those for non-specialist applications. A combination of quantitative and qualitative data revealed that when confidence information is available users are more likely to take advantage of the agent. This result can be explained through the observation that users can be guided in selecting which agent tasks to concentrate on by displaying the confidence information.

An important implication of our work, then, is that if at all possible confidence information should be included in the feedback from autonomous and smart systems to increase the chances of their uptake. Moreover, through a comparison of the effects of different incentive schemes our study also demonstrates that our participants were sensitive to different reward mechanisms. Such findings suggest that it is possible to design reward mechanisms and experimental tasks to realistically evaluate interactions with autonomous systems in a controlled lab setting. We hope that our work will motivate other researchers to take advantage of this method.
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